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Preface

This book contains a selection of papers accepted for presentation and discussion at
the Europe, Middle East and North Africa Conference on Technology and Security
to Support Learning 2016 (EMENA-TSSL’16). This conference had the support
of the University Mohamed First Oujda, Morocco, AISTI (Iberian Association for
Information Systems and Technologies/Associação Ibérica de Sistemas e Tec-
nologias de Informação), and School of Engineering Polytechnic of Porto, Portugal.
It took place at in city of Saïdia, Oujda, Morocco during October 3–5, 2016.

EMENA-TSSL’16 conference has two aims; first it provides the ideal oppor-
tunity to bring together professors, researchers and high education students of
different disciplines, discuss new issues, and discover the most recent develop-
ments, researches and trends on information and communication technologies,
emerging technologies and security to support in learning. The second goal is
focusing on to boost future collaboration and cooperation between researchers and
academicians from Europe Middle East and North Africa universities (EMENA).

The Program Committee of EMENA-TSSL’16 was composed of a multidisci-
plinary group of experts and those who are intimately concerned with information
and communication, e-learning, and security. They have had the responsibility for
evaluating, in a ‘blind-review’ process, the papers received for each of the main
themes proposed for the conference: (A) Online Education; (B) Emerging Tech-
nologies in Education; (C) Artificial Intelligence in Education; (D) Gamification
and Serious games; (E) Network & Web Technologies Applications; (F) Online
experimentation and Virtual Laboratories; (G) Multimedia Systems and Applica-
tions; (H) Security and Privacy; (I) Multimedia, Computer Vision and Image
Processing; (J) Cloud, Big Data Analytics and Applications; (K) Human-Computer
Interaction; (L) Software Systems, Architectures, Applications and Tools;
(M) Online Languages and Natural Language Processing (N) E-content Develop-
ment, Assessment and Plagiarism; (O) Secure E-Learning Development and
Auditing; (P) Internet of Things and Wireless Sensor Networks.

EMENA-TSSL’16 received contributions from 37 countries around the world.
The papers accepted for presentation and discussion at the conference are published
by Springer (this book) and by EMENA-TSSL’16 (another e-book) and will be
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submitted for indexing by ISI, EI-Compendex, SCOPUS, DBLP and/or Scholar
Google, among others. Extended versions of selected best papers will be published
in relevant journals, including SCI/SSCI and Scopus indexed journals.

We acknowledge all who contributed to the staging of EMENA-TSSL’16
(authors, committees, and sponsors); their involvement and support is very much
appreciated.

Saïdia, Oujda Álvaro Rocha
October 2016 Mohammed Serrhini

Carlos Felgueiras
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Cell Phone for Classroom Learning:
Challenges and Recommendations
in a Developing Country Context

Maria Miiro Kafuko, Fatuma Namisango and Gorretti Byomire

Abstract The study was based on cell phone and classroom learning experiences
in Uganda. The wide spread use and advancement in functionalities of a cell phone
has not rolled out to include classroom learning capabilities in Uganda. A number
of views are composed and generally referred to as challenges to m-learning at
large. Cell phone use in Uganda is a very silent issue that has not been extensively
discussed or presented for lucrative implementation. The embryonic challenges to
this question have not been explicitly explored. A survey on mobile learning
(m-learning) among learners in two universities in Uganda was conducted. The
findings presented in this paper provide a review of the use of cell phones to teach
and learn by learners and tutors in institutions of higher learning and discusses
challenges encountered and applicable recommendations for successful cell phone
use for teaching and learning.

Keywords Cell phone ⋅ M-learning ⋅ Developing country

1 Introduction

As mobile learning (m-learning) has significantly set off in developed countries like
in the U.S and Europe, it is still in the infant stage in developing countries like
Uganda. For example, [1] brings to light the fact that the use of cell phones in
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classroom learning environment was prohibited by the Ministry of Education and
Sports (MOES) in Uganda. The latter is explained by the fact that cell phones are
largely seen as destructive devices whose usefulness exists outside the classroom.
The real challenges of cell phone use and necessary approaches to the successful
usage in class room learning have been ignored hence categorizing them as merely
distractive devices that cannot add value to learning. According to [2] the number
of Telecom subscribers and Penetration Data is increasing annually, implying that
the use of cell phone for online related functionalities and benefits is expanding to
encompass all possibilities such as learning. Cell phones provide functionalities
(like voice, text, browsing, downloading etc.) that would fully apply into the
learning context, however, the benefits have not been attained since cell phones are
not applied in learning in Uganda. Learning at Higher Education Institutions (HEIs)
in developing countries has remained largely conventional amidst the ever growing
telecom subscription and penetration data. Many young people have adopted smart
technologies more than the elderly and are almost willing to use these technologies
in all aspects of their lives, however, cell phone usage for learning has not been
quite common practice. There is considerable concern about the doom that is yet to
come onto the education system in Uganda because it is failing to keep up with the
young digital natives and society. There is much needed drive for m-learning in the
entire education sector so as to avoid the impending disconnect between the way
digital natives operate in their day-to-day lives and the way existent educational
institutions interact with them [3]. Anecdotal evidence shows that portable tech-
nology tools such as cell phones engage learners and promote learning [4].

Learning using mobile media like cell phones has achieved cultural significance
in educational institutions because it is viewed as culturally situated making-
meaning inside and outside of school [3]. The limited use of cell phones may not
only depend on facts from the learners’ perspective but also the tutors’. On the
same, [5] explain that there is little evidence that teachers are adopting innovative
approaches to teaching and learning with the devices. Reference [5] notes that there
several challenges that impact negatively on the uptake and use of cell phones in
innovative teaching. Makerere University Business School is one institution that
has an m-learning system that has not quite caught on. It is tedious as students
phone numbers (partial to a particular mobile network-MTN) have to be registered
before using the m-learning portal. Secondly registration is costly as one needs to
have airtime (money for making calls). Additionally, it only serves as a mobile
notice board, each exchange is paid for and the visual impact is not appealing to
either tutor or learner. Reference [6] reveal that the future of mobile learning
depends largely on the level of social acceptance it receives. It may be imperative to
understand the issues that may hinder its successful usage in countries like Uganda.
Herein are objectives of this study, the methodology used and the findings thereof.
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2 Objectives

The study sought to (1) establish the challenges encountered with cell phone use for
learning that affect its use in Higher Education Institutions in developing countries;
and (2) provide recommendations to the notable challenges to use of cell phones for
learning in Higher Education Institutions in developing countries.

3 Methodology

A survey on learners at university education level was conducted using
self-administered questionnaires. It was appropriate because the sample was a large
group and it necessitated the responses gathered to be standardized. The questions
were semi-structured so that they could answer the inquiries regarding challenges
and recommendations of cell phone based learning. In addition to that, open-ended
questions were included to allow respondents a chance to express and clarify their
views. In addition to that, open-ended questions were included to allow respondents
a chance to express and clarify their views. A population of respondents from two
universities in Uganda was used to derive the study sample. A simple formula by
[7] was used to derive the samples indicated in Table 1.

4 Technology Description/A Global Move Towards
Student-Centred Learning

4.1 Cell Phone as a Device for M-Learning

Of interest to this study is the fact that a cell phone prevails as a handheld device
that can be used to foster learning among peers and teachers hence its appropri-
ateness in classroom learning. Although a number of other devices such as tablets
and laptops can be used in m-learning, a cell phone would be more recognizable
due to the fact that it has achieved an enormous subscription rate in developing
countries. For the case of Africa to be more specific [2, 8] in the case of Uganda can
testify to this. Reference [8] confirms the observance of cell phone based activities
as it shows that developing countries are home to more than three quarters of all

Table 1 Sample distribution

Institution name Status Population Sample size

Makerere University Business School Public 10731 385
Kampala International University Private 13938 388

Total sample size 773

Cell Phone for Classroom Learning: Challenges … 5



mobile-cellular subscriptions and that mobile-broadband penetration in Africa
reaches close to 20 % in 2014, up from 2 % in 2010 specifying that Africa leads in
mobile broadband growth. Henceforth focusing on cell phone use for classroom
learning is quite justified as they have gained a lot of popularity now.

A cell phone being the most popular device that is used by almost every indi-
vidual in Uganda, it is therefore of specific interest for this review. Studies con-
ducted by [9] on different m-learning projects in Africa, a number of premises for
m-learning in Africa were established. These premises were summarized as follows;

(a) M-learning is a supportive mode of education and not a primary mode of
education

(b) M-learning provides flexibilities for various learning- and life-styles
(c) The most appropriate mobile device for learners in Africa is a mobile phone
(d) Possibilities and latest developments in mobile technologies must be tested

against practicality, usability and cost-effectiveness
(e) The use of multimedia on mobile phones must be tested against the envisaged

leaning outcomes
(f) The major focus of m-learning should be more on communication and inter-

action than on content

4.2 M-Learning in a Developing Country Context

In the case of still developing countries, environment reliance to available and
affordable technologies is the most realistic way forward [10]. Such technologies
may include mobile technologies which support m-learning. According to [11]
m-learning represents a way to address a number of educational problems even for
developing countries. Additionally [11] shows that devices such as smart phones
and tablets used in conjunction with 4G/3G wireless connectivity enable innovation
and help learners, teachers, and parents gain access to digital content and person-
alized assessment vital for a post-industrial world and are essential tools to improve
learning for learners. References [12, 13] inform this study that in the world’s
developing regions (Africa in particular), there is vast prospect to improve access to
education through the use of mobile technology. Mobile technology makes it
possible to connect learners in remote parts of the world where the deployment of
wire line infrastructure is not cost effective.

Reference [13] further shows that there is awareness amongst mobile network
operators (MNOs) that Africa could host their next billion subscribers, that these
subscribers might represent a market for educational content and connectivity. The
implication is that the cell phone will emerge as a highly used and important device
and its impact on the education system cannot be under estimated. However, for the
tertiary education sector of a developing country like Uganda, there is no formal
Information and Communication Technology (ICT) policies or initiatives taken on
to harness the ever-increasing benefits of these technologies and mobile
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technologies in particular [14]. The possibility of efforts geared towards m-learning
with cell phones has not manifested anywhere living with many educational
stakeholders wondering.

5 Emerging Issues and Challenges

Although m-learning has taken a brighter path over the years, a number of tech-
nical, socio-cultural and educational issues have emerged as challenging factors to
its further acceptance and use. More issues within the same context have surfaced
during m-learning implementation which include; non-delivery or late delivery of
messages which is attributed to either the bulk SMS gateway provider or service
glitches at certain telecommunication providers [15]. Reference [15] explain that
in situations where a message is not received at the targeted time, the Mobile
Learning team generally waits until the following day to see if it is a permanent
failure. In such cases, the same message will be reset for the following day and the
subsequent SMS is also rescheduled if it was scheduled for the day after the failed
SMS. More technical issues such as synchronizing the device with a PC, or laptop,
navigation and file storage, short battery life and device breakages were problem-
atic, similarly, paucity of appropriate software, together with uncertainty as to how
the devices might best be used to enhance teaching and learning, inhibited the
development of innovative models of teaching and learning [10]. The challenges
experienced are divergently presented ranging from technical, social and educa-
tional challenges.

6 Results

6.1 Challenges to Cell Phone Use in Classroom Learning

The study intended to structure an ideal scale at which m-learning can start by
establishing the challenges that prevail as presented in Table 2. We hence provide
an insight on the boundaries at which m-learning in the classroom may not exceed
for initial success.

It was noted that learners feel that cell phones cause distraction in the classroom
as they create interruption of normal class proceedings. Over-reliance on cell
phones leading to laziness and failure to think out of technology assisted envi-
ronment as [16] also noted. The emergence of negative social implications such as
pornography in the classroom impacts negatively on morally acceptable behaviour
of learners. Additionally, without uniformity of the cell phone in use, some learners
can feel inferior because some have cheap but internet enabled phones yet others
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might pull off poses with expensive phones. This may present the issue of
inequality, the mobile divide, feeling of inclusion or exclusion within a class as [16,
17] also confirmed.

The theme of inadequacy of mobile phone technology for learning takes the third
place with issues such as screen size, poor storage capacity and poor battery life.
Reference [16] states that a cell phone may be portable but it is poor at recording
videos and needs detailed co-operation from the parties involved to get output that
is usable which causes negative interference.

Being a developing country, challenges of internet technology accessibility were
almost an obvious challenge. Learners expresses concerns on the issue of unstable
network, limited network coverage, lack of wireless internet (WIFI) in classrooms
and the high cost of purchasing alternative to WIFI internet connection more
specifically known as “bundles”. Without stable internet connection an inverted
classroom or m-learning enabled environment becomes almost impossible.

Table 2 Challenges of using cell phone for class learning

Theme Prevailing challenge

Distracting class Too much focus on cell phone hence interruption of class
Misuse of cell phones for social networking e.g. Facebook and
twitter while viewing related data
Noise from cell phones i.e. ringtones, notifications and message
tones.
May lead to learners’ mistrusting the information from tutors

Social implication Brings pornography to the classroom
Low self-esteem as a result of lack of expression of ideas
Learners showing off expensive phones
Leads to laziness and failure to use one’s brain.
Cell phone will replace the need to go to class
Can result into health risks such as eye sight problems

Mobile phone
technology concerns

Some cell phones do not have enough storage capacity
Some cell phones do not have Bluetooth
Not all phones can access the internet as are not GPRS enabled.
Poor battery life/shutting down of phones due to power

Internet technology
concerns

Disruption due malware such as viruses
Inexperience about the internet (does not cater for ignorant learners)
Poor and unstable network systems
Cost of acquiring internet bundles
No wireless internet within classroom
Lack of thorough explanations on the internet

Other issues Expensive to maintain cell phones and internet access
Cell phones are sometimes prohibited in the classroom
Mixed attitudes or misconception about cell phone use in classroom
by stakeholders

8 M.M. Kafuko et al.



6.2 Recommendations to Challenges Faced in Using Cell
Phones in Classroom Learning

The analysis of findings indicates that sustainability of cell phone use in classroom
learning would (1) entail preparing tutors and learners on how to use cell phones for
the purpose of learning, (2) require restrictive cell phone use policy, (3) Free or
relatively cheap internet platform. Learners concurred to cell phone use in class-
room learning with such terms and conditions observed. Concerns of using cell
phones to access class material implied that learners would have the tutor teaching
normally but only use the cell phone for other purposes such as getting class notes
and searching for more information to enhance class discussions. The internet
access gap is a major challenge to cell phone use for m-learning in the classroom.

A learning centred goal is imperative as a solution to the negative social impacts.
Subsequently, explanations from the tutor as well as sharing information among
learners and personal review of learning material are expected. This implies that
learning can be enhanced in classrooms if tutors can further explain on what
learners discover on the internet. The ability to exchange notes and have access to

Table 3 Recommendations to challenges faced in using cell phones for classroom learning

Theme Possible recommendations

Restrictive use of phone policy as a solution to
distracting the class

Only using phones to access class
material
Putting phones in silent mode during
lectures
Receiving calls from outside the
classroom
Not using the loudspeaker option on cell
phones
Limiting the time learners use their
phones for

Provision of the internet and m-learning enablers as
a solution to inadequacy of mobile phone
technology for learning

Availing a free internet platform
Having sockets in class to ensure charged
phones
Providing wireless internet in the
classroom

Having a learning-focused goal as a solution to
negative social implications of cell phones in class

Tutors explaining what learners have
found out
Listening more to the tutors than reading
what is on the cell phones
Emphasizing what learners should use
phones for
Encouraging learners to read on their
own
Sharing information with learners who
do not have internet enabled phones
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them is clearly shown here. Reference [18] suggest that amidst the learner auton-
omy in m-learning, there is a need to ensure that learners have appropriate skills in
locating and evaluating resources and the ability to reflect on their own learning.
The solutions in can be promoted through the use of cheap Short Message Service
(SMS), easy sharing of numbers by tutors and also sharing information, easy upload
and download of lecture podcasts through a free WIFI connectivity. This gives
learners the freedom of asking questions and sending messages through SMS and
support m-learning in the classroom. Reference [5] also envisioned this as a
solution for the shy learners (Table 3).

7 Conclusions

Cell phone use for m-learning in Uganda has not quite taken effect in the classroom
as these devices are taken as unacceptable in classroom. However, its use outside
the classroom for learning is to a small extent evident under certain circumstances
as learners indicated a list of activities for which a cell phone has been applied. In
addition to the prevailing activities undertaken, learners feel they have a lot more
educational activities that they would accomplish with a cell phone if it was fully
accepted. A number of challenges manifest when the field of cell phone use in
classroom learning is projected. Class distraction, social inequality and internet
connection are paramount challenges raised. We appreciate that strategies on
effective implementation of cell phones for m-learning in classroom environment
would apply to avert foreseen failure. Restrictive cell phone use policy is imperative
to lead way for workable cell phone use in classroom adding to the fact that
establishing stable internet connections that are relatively cheap or even better free
provides a strong staring point in this matter.
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E-learning Foresight for Renewable
Energy Technology in Higher Education
in Morocco

Amina Laaroussi, Souad Ajana, Soumia Bakkali, Kenza Faraj
and Omar Cherkaoui

Abstract Nowadays, education strategy aims to introduce some potential
approaches into teaching and learning taking into account sustainable development.
Renewable energy sources represent the future utilization of energy. The use of this
technology do not harm the environment because it is clean and environmentally
friendly. Consequently, using E-learning platform in renewable energy education is
a novel and a creative method to empower teaching for students and researchers to
take action for sustainable development. This paper presents a survey of some
existing E-learning platforms in energy education. As a result, it proposes to
implement an E-learning platform as a beneficial and advantageous solution for
developing countries such Morocco to train the needed competencies.

Keywords E-learning ⋅ Renewable energy ⋅ Green energy ⋅ Renewable
energy education ⋅ Sustainable development ⋅ Moodle

1 Introduction

Development in Information and Communication Technologies (ICT) is increas-
ingly transforming and promoting the way of learning. The new ICTs permit to
optimize the modern society’s requirements, so a lot of educational institutions
throughout the world have developed new educational methods based on electronic,
so called virtual, teaching. Nowadays, E-leaning is considered as a new approach to
enhance learning and training relying on ICT as a practical means of delivering and
presenting educational contents. It has become of paramount importance as it
covers a very large number of various educational fields by offering new and
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convivial tools helping to incorporate constructive learning strategies. E-learning
provides also the possibility to personalize learning anywhere (classroom, home
etc) and anytime. It meets the requirements of students according to their age and
previous knowledge. Various definitions of E-learning are given in literature, [1, 2]
present e-leaning as communication and learning activities via electronic means and
through computer and networks. E-learning is defined in [3] as self-learning
through information technology. Collaborative learning is also one of the
E-learning applications.

In the field of energy engineering, ICTs have been abundantly integrated prac-
tically into education programs for many years, for instance by simulation software
for energy systems.

Today we primarily use fossil fuels (coal, oil, and natural gas) to meet our
energy needs like heating and powering homes and also fuelling cars. However, we
have limited reserves of these fuels on the Earth and we are utilizing them much
more rapidly. In this context, new alternative energy sources are developed to be
efficient and environmentally friendly. Renewable energy is the use of new energy
sources like solar, wind, geothermal, hydro, ocean and biomass to deliver power
and heat to the end-user. Using renewable energies is better for the environment
because they are less pollutant. This is why renewable energy technologies are often
called clean or green. Therefore, green energy means clean energy included in
sustainable development plans for environment protection and free pollution [4].

In regard of the importance given to renewable energy in the world, universities
are integrating and developing educational programs taking into account renew-
ables. Renewable energy education (REE) is currently of paramount importance as
it is one of the key elements of sustainable development [5]. In the meantime,
advancements in ICTs have allowed the use of didactical tools to present some
internet based courses on different topics such as renewable energy. The rapid
advancements in these technologies have put more emphasis on this educational
discipline which requires further changes. In this respect, various E-learning plat-
forms are proposed to fulfill the educational requirements with novel methods.
Experiences in other domains of study suggest that the knowledge obtained through
experiments in laboratories can be gained almost equally through suitable
E-learning platforms. These platforms can be usefully used to conduct some
experiments in laboratory by students and can also be very helpful for teachers. In
the domain of renewable energy where the founding of advanced laboratories in the
developing countries may be unwieldy, a set of E-leaning platforms for renewable
energy increasingly facilitate high quality REE worldwide.

2 Renewable Energy in Morocco

Unarguably, the glory value of energy, as a fundamental ingredient in our daily life,
has become a key element of debate on E-learning, social-media, social, economic
and environmental dimensions of sustainable development.
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Different kinds exist in energy like fossil-based energy, which commonly con-
tains coal, fossil fuel and natural gas and the big part of energy is produced with this
last.

The fossil fuel has given birth to some major human living system problems and
human health diseases, because of their expanded use in several industrial and
non-industrial sectors. Such problems are detailed in [6]. Hence, when we discuss
around green energy we intend by this non-exhaustible resources produced from
renewable energy sources l solar, hydro, biomass, wind, geothermal and ocean [7].

In Morocco, the majority of resources data currently in existence are used and
collected as follows for an eco-friendly and economical over the long-term.

2.1 Solar Energy

According to the two Moroccan agencies, the Research Institute for Solar Energy
and New Energies (IRESEN) and the Moroccan Agency for Solar Energy in
Morocco (MASEN), solar energy is emerging as a major trumping in the growth
and the development of the country. We don’t just provide green and clean energy
for our country but also the possibility of exporting energy to neighboring markets
for the future.

Since 2009, His Majesty King Mohamed VI announced the launch of a National
Solar initiative spotted with a budget of $9bn in order to sustain Morocco’s
ambition of reaching 42 % of renewable in its energy mix by 2020. The following
convention between the projects DESERTEC and NAREVA for an extra 500 MW
plant is to be implemented. In addition to this, another worldwide complex solar
power called NOOR is in construction in OUARZAZAT in the central south of
Morocco. It is considered as the world’s largest solar power plant. The whole
project is divided into three parts, the gigantic one namely NOOR-I was launched in
February 2016 producing 160 MW and using 5000 panels, while the two others are
now under construction. NOOR is developed on 3000 hectares and is expected to
produce 580 MW in the horizon of 2018.

2.2 Hydro Energy

Morocco is a country, which contains an immense and a wide renewable energy
potential. This potential has been exploited early on in the shape of hydro. To give
an exhaustive vision, Morocco as an agrarian economy, hydro energy sought to
confer itself with an energy power to whip up its development and growth. In the
early years after its independence, there was a reasonable and rationalistic option as
it would avail generating energy as a byproduct and water security.
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King Hassan the Second made it a national policy to construct one dam per year.
As outcome nowadays, Morocco disposes of 26 hydro power stations totaling 1
360 MW in capacity. Future expansion and evolution are actually centered around
micro dams and 200 potential sites have formally been defined. Actually, Al
Wahda, the second largest dam in Africa is Moroccan According to IRESEN.

2.3 Wind Energy

As part of the energy strategy utilized to sustain the development of renewable
energy and energy efficiency in the country, Morocco has undertaken a wide wind
energy program. According to the National Agency for the Development of
Renewable Energy and Energy Efficiency (ADEREE) and Ministry of Energy,
Mines, Water and Environment, the total investment concerning the Moroccan
integrated wind energy project over a period of 10 years was estimated at 31.5
billion dirhams. This investment will authorize the country to bring capacity based
on wind energy from 280 MW in 2010 to 2000 MW in 2020.

3 Renewable Energy Education

Education plays a vital role in the sustainable development in societies. It is the
cornerstone in any development strategy. It aims primarily to perform a powerful
social change by raising awareness in all fields, and secondly, it also provides
training for professionals namely researchers who will develop the next generation
systems. In energy domain, renewable energy is evolving rapidly as an advanced
academic field. Generally, REE is a relatively new area and previously it was not a
major part of engineering courses. Presently, REE must be integrated into educa-
tional programs as it requires special techniques that are not normally met in other
disciplines. Studying a limited number of units on renewable energy that are added
into traditional science and technique courses doesn’t seem probable to provide
enough knowledge and skills to the graduates in order to use renewables efficiently.
REE programs propose integrated packages that include various disciplines and
skills such as the study of the resources, technology, design of the systems,
industry, economics and policies. This gives the ability to the graduates to analyze
and design systems with a range of available options and be particularly aware of
industrial environment.

According to [8], engineering education and training in renewable energy have
both long-term and short-term goals, and both are important. The aim of the long
term is to form educated specialists at all levels in all fields of engineering and
generalists whose education includes an appreciation of how renewable energy will
figure in their fields. In the short term, the goal is to re-educate specialists already in
the work-force. These goals need various kinds of education effort.
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4 E-learning Platforms in Renewable Energy Education

New Information and Communication Technologies allow learning without limi-
tations of place, time, occupation or age of the students. E-learning platforms offer
courses that are educational concepts with technical, didactical and administrative
materials to transfer the contents of any subject of knowledge. An E-learning
platform is a set of tools managing the interaction between system users (students,
tutors and administrators) and the distant server. Among different E-learning plat-
forms concerning energy education we cite and present the following ones.

4.1 RegEn-M E-learning Platform

RegEn-M (Renewable Energy Multimedia) system is developed in the
Otto-von-Guericke University of Magdeburg in Germany. The major aim of the
realization of this system is to introduce the technology and implementation of the
dispersed energy resources (DER) into the power system closer to the students [9].
RegEn-M platform is a web system designed to offer a didactic tool on DER
technologies and to stimulate the interest of students in this field for the future of the
power system.

The teaching system RegEn-M is a server-client platform; the E-learning courses
remain open systems implement new materials and information in the future. The
study area can be adapted to the user and the teaching contents are presented in a
tree structure, which facilitates the orientation of the student during the studying.
Petri Networks have been used to control and guide the students through the
teaching contents. The access to the project user is possible by simply using web
browsers such as Mozilla and Explorer etc.

RegEn-M platform has been conceived as a set of modules. Each module
introduces a special type of DER. Different types of animations and introductory
videos are realized to introduce the teaching concepts. The modules are categorized
into three parts: basic principles, system technology and power network connection.
Basic knowledge is presented as small text blocks, illustrated with figures, tables,
graphics, animations, acoustic and non-acoustic and also simulations in MATLAB.
In-depth knowledge includes additional contents of teaching, internal and also
Internet links. Teaching materials are allowed to be downloaded. Each teaching part
finishes with a test module that consists of a set of multiple choice questions and
calculation tasks to assess the reached knowledge. Six teaching modules are
available. They consist of the following topics:

Basic principles of energy production; Wind as an energy source; Photovoltaic
energy production; Small water power plants; Energy storage devices; Fuel cell
system.
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4.2 E-learning Website Energy University by Schneider
Electric

Schneider Electric, a global specialist in energy management, has launched an
online educational community, Energy University. It offers the information and
professional training on energy efficiency concepts. The E-learning courses aim to
provide help to the specialists in this domain. Apply safe, reliable and cost-effective
measures and take care of efficiency issues are the main objectives of the imparted
knowledge. Typically less than 1 h to complete each course. More than 21000 users
have been registered since the E-learning platform launch in June 2009.

4.3 Energy Power Lab E-learning Platform

Energy Power Lab proposes an e-leaning platform focusing on the renewable
energy industry including international finance, logistics, project management, etc.
Besides the courses of renewable energy like solar, wind and biofuels, the funda-
mentals of renewable energy are taught such as thermal transfer, fluid mechanical
engineering and economics of renewable energy.

Energy Power Lab can provide its E-learning service in one or a combination of
the following ways: online, with support (video chat regularly with experts/
instructors) and face-to-face, together with online. The proposed online courses are:

• The fundamentals of thermal transfer, fluid mechanical engineering, principles
of

• electricity
• The fundamentals of the solar energy systems, photovoltaic cells and systems
• The fundamentals of the wind source, the fundamentals of biomass energy
• Grid integration and renewable energy integration
• Solar energy devices and solar energy systems
• Heat Transfer
• Bio energy
• Wind energy technology
• Energy efficiency and storage, economics of renewable energy sources.

4.4 Solar Energy International Online Courses

Solar Energy International (SEI) was founded in 1991 in United States of America
as a nonprofit educational organization. It aims to offer industry technical training
and teaching and also an expertise in renewable energy to empower people,
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communities, and businesses worldwide. SEI proposes various online courses
related to the renewable energy topics:

Why Renewable Energy?; Conservation and Efficiency; Basics of Electricity;
Solar Thermal; Wind Power; Micro-Hydro; Other Renewable Energy Technolo-
gies; Appropriate Technology for the Developing World; Economics of Renewable
Energy.

4.5 Distance Learning Program on Renewable Energy
by TERI University

TERI University in New Delhi, India provides online programs on renewable
energy education. It offers three kinds of certificates; each certificate has its related
courses. The proposed diplomas are:

• Advanced PG Diploma in Renewable Energy, prepared during 2 years.
• PG Diploma in Renewable Energy prepared during 1 years.
• Certificate courses during 20 weeks.

4.6 Comparison of Platforms

In this section, we present a qualitative comparison of four E-learning platforms
already cited, knowing that we do not have the external access to the RegEn-M
E-learning platform to put it in comparison (Table 1).

In summary of a few qualitative points of comparison, we can say that all of
these four platforms studied use either dynamic websites manually developed or
CMS (Content Management System). Nowadays there are other more effective and
adapted ways to learn in a distance-learning environment.

Facing the development of E-learning, standards has been created to guide its
practices. Thus, the content used as part of the E-learning generally meet one or
more of the AICC, IMS, SCORM, LOM and QTI. These standards have several
aims, the main ones:

• Standardize the indexing of various contents
• Allow to share pedagogical content between different environments
• Ensure interoperability of content between themselves and with the E-learning

platforms
• Allow the combination of basic training modules to create a customized

training.
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5 Proposed E-learning Energy Platform

Morocco has known a great development in the field of renewable energy especially
in solar and wind energy. With this strategy aiming to improve green education,
E-learning platform will be a suitable solution for renewable energy education
programs in Morocco. In this work, we will propose an E-learning solution that will
be implemented and documented in our future works. Until now, the courses of the
platform are developed in collaboration with experts in the field of renewable
energy.

5.1 The Goals of the Proposed Platform

• Self-study that allows the student to progress according to his own capacity and
evaluate his progress at any time. It puts at disposal the course material and also
practical activities.

• The system allows the interaction between the course members so that they can
share information and discuss the proposed topics. Also, a part of knowledge
will be constructed by the group.

Table 1 Qualitative comparison between E-learning platforms

E-learning
platforms

Used
technologies
(Must
important)

Strong points
(Must important)

Websites of platforms

Website energy
university by
Schneider electric

PHP 5.3.3
Apache
2.2.15.

Security,
flexibility,
more stable.

http://www.schneider-electric.fr/
sites/france/fr/produits-services/
formations/formations-energy-
university.page-05.04.2016

Energy power lab
e-learning
platform

PHP 5.3.29
Apache

Security,
flexibility.

http://www.energypowerlab.com/
31-renewabletraining.htm-05.04.
2016

Solar energy
international
online courses

CMS
WordPress
4.3.1
PHP 5.4.43

Content
Management
System
(CMS) made
simple,
easy update,
most used,
easy
customization.

http://www.solarenergy.org/online/
-05.04.2016

TERI university CMS Joomla
PHP 5.3.3
Apache
2.2.15

CMS made simple,
easy update.

http://www.teriuniversity.ac.in/
index.php?option=com_
program&task=program&sno=20-
05.04.2016
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• Students are supported and guided by the tutor during the learning and teaching
process.

• The student becomes an active element in the teaching and learning process.
• This model consists of how students learn and not how teachers teach.
• The targeted educational levels are at university level.
• The training must help students to understand green energy concepts.
• The students must be responsible in the learning process, especially in time

management.

5.2 Courses Organization

The list of topics will be developed by specialists in the green energy technologies.
Each of topics is presented with a didactical manner to attract students’ attention
during the learning process. The common structure of the course is: introduction,
contents, case studies, extra sections and bibliography.

Indeed, the topic presented is based on different learning activities (forums,
videos, presentations, animations, audio, simulations, e-books etc). During the
learning process, some practical examples together with some exercises will be
available to help the student well understand the topic and also to make him/her
familiar with green energy concept. At the end of each course, students are eval-
uated through tests to measure their knowledge and study pace. Moreover, the
tutors will guide the students via e-mails, forums and conversation (chat, interactive
talks or, video). The platform provides different units: communication unit (forums,
discussion groups, e-mails etc), information services (dictionaries, e-books,
e-journals, important web sites etc) and assessment unit (tests, exercises,
auto-evaluations, monitoring tools etc). Thus, several tools allow content man-
agement of platform to exist, but the most adapted tool to our platform is the LMS
that has huge features.

5.3 Selected Platform

There is a diversity of various open source Learning Management Systems (LMS),
such as ATutor, Moodle, Dokeos, Ganesha, Eliademy, Claroline, Sakaï, Chamilo,
etc. LMS is defined in [10] as a system used to ease the process of communication
between students and instructors. For this purpose, a detailed selection was made
among different open-source platforms currently used in large universities and
institutions structures to pick and choose the best suited tool to our training envi-
ronment and our vision. As a result, the choice was made on MOODLE (Modular
Object-Oriented Dynamic Learning Environment). Several definitions of MOODLE
are presented in literature, [11] present MOODLE as a technology platform which
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offers educational institutions and training organizations and gives the capacity and
the capability to create courses online and E-learning websites. Thus, it allows the
organization offering online courses to arrange content manage learning, facilitating
interactivity between learner and teacher and assess the learner.

This technology is easily integrated into the technological infrastructure of the
university. Furthermore, it is most adapted to the interests of programmers and
operators of education (learners, teachers and administrators) because it presents
some benefits that other learning software do not offer. The following table shows
essential advantages collected of Moodle (Table 2).

6 Conclusion

In this paper, we have reported E-learning platforms as an attractive and new
method for teaching and learning especially in the case of energy education since
Morocco is developing its renewable energy infrastructure.

E-learning platforms such as RegEn-M, Energy University and Power Energy
Lab E-learning and others are presented and a qualitative comparison between
platforms was made. Generally, they use either dynamic websites manually
developed or they use CMS. They provide a variety of teaching materials, although,
there exist other more effective and adapted ways to learn in a distance-learning
environment.

For developing countries such Morocco, this kind of solution has clearly shown
its importance as it offers a huge number of tools to enrich and empower the
competencies of engineers and researchers during their curriculum to fulfill the
requirements of green energy industry. This paper also highlights our vision about
the E-learning platform that we will implement, based on the studies concerning

Table 2 Essential advantages of moodle

Level
advantages

Advantages Category

1st-level • Open source software that any educational organization can
acquire it for free, without worrying neither about the purchase
costs nor about rights to use license

Financial

2nd-level • Offers more interactivity between learner and teacher
• Works by the social-constructivist approach
• Proposes planned activities to allow learners to create content,
such as (forums, wikis, glossaries, messaging, etc.) to construct
their own knowledge

Pedagogical

3rd-level • Offers more usability to creator or designer of online course
• Provides opportunities for unlimited configurations and learning
becomes more personalized

Creation
process

• Application is constantly revised and updated for free by
hundreds of programmers
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renewable energy in Morocco. In this context, a detailed selection was made among
different open-source platforms to choose the best suited to our training environ-
ment and our vision. As a result, the choice was made on MOODLE platform.
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An Approach to Improving Student
Retention in a Programming Course
that Is Constructively Aligned Around
Automatic Online Assessment

Heikki Hyyrö

Abstract The principle of constructive alignment formulated by Biggs [Enhancing

teaching through constructive alignment, Higher Education, 1996] has received con-

siderable attention both among education practitioners and within the broader field of

educational psychology. The principle states that the learning activities and the final

assessment of a course should be designed in such manner that they directly corre-

spond to the learning goals of the course. In this paper we report on our experiences

from introducing automatic online assessment into a traditional C++ programming

course in an increasingly constructively aligned manner. Initially the student reten-

tion rate dropped significantly: from 63 to 43 %. In reaction to this, we introduced

“learning by example”-style lab sessions to the course. As a result, the retention was

raised back to 63 % while still achieving, according to our subjective evaluation, bet-

ter learning results than without automated assessment.

1 Introduction

Automatic assessment tools have been used for decades in programming courses

in order to improve student learning and reduce teaching staff workload (see e.g.

[1–3] for fairly comprehensive surveys). The most fundamental form of automatic

assessment concerns automated compiling and testing of program code that stu-

dents have submitted as their solutions to course exercise questions. This usually

implies the need to formulate the exercise questions in such manner that a correct

solution produces a unique output that can easily be checked for correctness. In addi-

tion to programming courses, this type of automated assessment is widely used also

in various types of programming contests, such as the ACM International Colle-

giate Programming Contest (ICPC) [4] and the International Olympiad in Informat-

ics (IOI) [5]. The first automated assessment tools were typically scripts or programs

that the teachers used in order to automate testing of students’ solutions. Currently,
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as internet-based learning platforms systems have become ubiquitous in program-

ming courses (and teaching in general), automated assessment is typically integrated

directly to the same internet-based system that students use for submitting their exer-

cise solutions. This type of systems enable students to receive immediate feedback

about the correctness of their solutions.

In addition to checking program output for correctness, automated assessment

tools can be augmented with various other types of features, such as static code

analysis (e.g. check program style, try to identify bad coding practices) and plagia-

rism detection [1].

There exists a comprehensive body of literature on the results of using auto-

mated assessment. In a very recent work, Pettit et al. [3] reviewed over 100 papers

on the topic and concluded that the existing empirical results support the view that

the use of automated assessment indeed does improve student learning in program-

ming courses. Hence it seems clear that the use of automated assessment is one very

important aspect to consider when designing a programming course. In addition to

this type of assistive technologies, it is naturally important to also pay attention to

general pedagogical considerations. Recently the model of constructive alignment

proposed by Biggs [6] has become one of the most popular frameworks for educa-

tion design. The model has roots in constructivist learning theory and views learning

as a result of students’ own actions/activities. The concept “constructive alignment”

refers to the idea that all aspects of teaching should, to as large extent as possible,

direct the students towards activities that support achieving the learning goals. One

additional key assumption is that students tend to put emphasis on activities that

they expect to be evaluated (i.e. that affect grade). The process of designing a con-

structively aligned course may be described by the following steps (which may be

considered in an iterative manner) [7]:

1. Define the learning goals.

2. Formulate the assessment criteria: how will learning be evaluated?

∙ The assessment criteria should correlate strongly with reaching the learning

goals.

∙ The criteria will be made known to the students.

3. Design course activities that are directed towards fulfilling the assessment crite-

ria.

The present paper concentrates on our experience with teaching and redesigning an

intermediate-level C++ programming course from 2011 until 2015. The students

who attend the course have already studied elementary programming using the Java

programming language. The aim of the course is to both teach the fundamentals of

the C++ programming language as well as to further develop the students’ overall

programming skills. The course is an optional element in the students’ curriculum.

We describe our experience from redesigning the course by inducing constructive

alignment around automated assessment into the course: we made automated assess-

ment a central aspect of all student activities in the course. This at first resulted in a
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significant drop in student retention: from 63 to 43 %. Student retention climbed back

to 63 % after we introduced extensive “learning by example”-style guidance sessions

into the course. To our best knowledge, this is a novel aspect in the literature. For

example Kumar [8] presents an overview on the effect of using different types of

lab sessions in programming courses, but none of the covered lab types seem to be

directly comparable with our approach.

2 Initial Setting

The C++ course was taught in 2011 and 2012 in a rather traditional manner, using

the following components:

∙ Lectures.

– Attendance is neither mandatory nor rewarded in course grading.

∙ Weekly exercises.

– Programming tasks (“open labs”).

Students work on the exercise questions on their own and submit their solu-

tions via a web-based system.

Neither automated nor manual assessment!

Students need to do at least 40 % of the exercises.

– Exercise review sessions.

Students must submit their exercise solutions before the corresponding review

session.

Students need to attend the review session in order to receive points for their

solutions.

Randomly selected students present (and explain) their solutions to all atten-

dants. This serves as the (only) control point for the correctness of students’

solutions.

If deemed necessary (e.g. the student’s solutions have clear deficiencies), the

teacher presents also a model solution.

∙ A programming project (as an “open lab”).

– A little bit more extensive programming task.

– Students work on their own and also create a document describing their solution.

Students receive instructions on how to test their solutions before submitting

them.

– All solutions are assessed in a semi-automatic manner.

Correct behavior is checked with an automated script.

The teacher inspects the code manually to check matters related to good pro-

gramming style (e.g. adequate commenting).
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∙ Final exam.

– Done using pen and paper in a regular examination hall. The examination time

is 4 h.

– Both essay and programming questions.

When teaching the course in the traditional manner, we quickly became concerned

about the following aspects:

1. Ensuring students’ learning: open labs provide a weak guarantee about how much

of the work has been done by each respective student.

2. The exam: a paper-based exam has very little in common with the actual work

students do during the course.

These concerns led us to start redesigning the course.

2.1 Redesigning the Course

There were two background factors that guided the redesign of the course. One is

that we had coached our home country’s national team in the International Olympiad

in Informatics and hence were familiar with automated assessment tools. A second

factor is that we had attended an educational psychology course that our university

offers to its teaching staff, and hence we were aware of Biggs’ model of constructive

alignment. As a result, we decided to redesign the C++ course by (1) strengthening

the constructive alignment of the course and (2) introducing automated assessment.

These steps are described in the following subsections. Due to practical limitations,

such as the time it takes to develop new tools and teaching procedures, the eventual

course development was carried out gradually.

Figure 1 shows some key statistics from the course in the years 2011–2015. We

will further discuss these numbers in the following sections. One thing to note is

that we do not report the number of students that have registered into the course: this

is because the course does not have a strict registration policy. We instead measure

the number of students in the course as the number of students who submitted an

Fig. 1 Statistics from the C++ course from 2011 to 2015. The maximum points for all exams

have been scaled to be 20. The mean and median have been calculated among passing students.

The retention rates, calculated as the percentage of students that passed the final exam among those

that submitted at least once, are shown inside the parentheses in the middle column
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answer to at least one exercise question. Student retention rate is then measured as

the percentage of these students who eventually pass the final exam.

2.2 Strengthening Constructive Alignment

The first step was to define the learning goals and corresponding aligned assessment

criteria. We settled with a straight-forward solution: the goal of the course is to learn

to program non-trivial and correctly working programs in C++, and the assessment

criteria is a practical and controlled examination of how well the students are able

to produce such programs. The emphasis was moved completely to program cor-

rectness: other aspects, such as coding style, were discarded as being of secondary

importance to the present course.

2.3 Phase 1 (2013): Automatically Assessed Weekly Exercises

The first development step was to adopt automated assessment for all weekly exercise

questions and the programming project. At the same time about half of the weekly

exercise questions were made mandatory: previous rules stated that students need

to complete at least a certain number of questions, but now the set of mandatory

questions became fixed. This was done in the spirit of constructive alignment: the

set of mandatory questions was designed in such manner that they cover the basic

learning goals of the course.

The automated assessment system accepted only those solutions that produced a

correct result. We anticipated that this might result in many students to soon drop out

of the course as a result of failing to submit working answers in time to all mandatory

tasks of some weekly exercises. As a countermeasure against this, we adopted a rule

that students were allowed to return their answers even a little bit after the review

session. The idea was that having the opportunity to see the descriptions (and code)

of working solutions in the review sessions should help students fix their own code.

The final exam remained unchanged: it was still done on pen and paper and con-

tained both essay and programming questions.

Results As shown in Fig. 1, the student retention rate dropped from 63 to 43 %

after mandatory automatically assessed exercise questions were introduced into the

course. On the other hand the exam scores improved. A likely explanation is that the

mandatory automatically assessed questions created a sort of survival-of-the-fittest

type rule on who survives the course until the final exam: a significant number of

students dropped out from the course early after having failed to return accepted solu-

tions to some week’s mandatory questions. The precaution of allowing submission

even after the review session was surprisingly ineffective in preventing this.
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2.4 Phase 2 (2014): Automatically Assessed Electronic Exam

The second development step was to move from a pen-and-paper exam to an elec-

tronic examination where the students are presented with similar questions as in the

weekly exercises and their answers are assessed automatically during the exam. One

consequence is that the students know in real time during the exam how many points

they have amassed so far (and whether they have reached enough points to pass

the exam). The students were not allowed to bring any own material to the exam.

The only tools they had available were a simple editor with syntax highlighting. For

example a debugger was not available. If a particular question required remembering

some potentially tricky details e.g. about the C++ standard library, such information

was provided as part of the problem statement for that particular question.

The examination time of the electronic examination was kept as the same 4 h as

in the pen-an-paper exam, and there were 5 programming tasks. Because this was

our first experiment with an electronic and automatically assessed exam, the students

were asked to answer only 3 of the 5 questions, and they were free to choose which 3

to answer. The idea was to provide some flexibility regarding possible “dead ends”,

where a student becomes completely stuck with a question due to some difficult-

to-find bug etc. Passing the exam required at least one completely and one partially

solved question. Giving partial points was also one precaution against the possibility

that grading based on fully automated assessment would prove to strict. But even in

this case partial points were rewarded only for solutions that were at least almost cor-

rect. This made the manual assessment take relatively little time: only those answers

where the code compiled but produced only slightly wrong results needed to be

inspected, as well as answers where the compiler message already hinted that there

is only a very small syntactic error.

The other parts of the course remained same as in 2013.

Results As seen in Fig. 1, both the student retention rate and the mean and median

of the exam points were virtually the same as in 2013. There, however, was one sig-

nificant improvement in comparison to 2013: moving from manually graded paper-

and-pen exam to a mostly automatically assessed electronic examination resulted in

a significant reduction in the work required to arrange and grade an exam. Although

automatically assessed questions take more time to prepare, the workload was still

much less than the time required for grading pen-and-paper exams manually.

Another improvement is that, at least according to our own subjective view, the

exam was now a better indicator of the students’ C++ programming skills. In part

due to the greater flexibility of using a text editor, and in part due to the immedi-

ate feedback received from automatic assessment (e.g. regarding compiler errors),

the programming questions in an electronic examination could be made consider-

ably more complicated (and realistic) than what is feasible in a paper-and-pen exam.

For example one of the harder questions in the electronic exam asked the student to

implement a template-based general linked list from scratch. In the era of paper-and-

pen exams, a corresponding hard question might have asked the student to write code

for a function template that sorts an array. The latter question puts more emphasis
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Fig. 2 The percentages of students who solved all mandatory questions in each individual weekly

exercises. The course spanned 8 weeks in 2013 and 2014 and 7 in 2015

on remembering the template syntax by heart, whereas the former question requires

several times more lines of code and also considerable care e.g. in dynamic memory

handling.

Another positive note about the electronic exam was that 10 students out of the 24

who passed the exam scored full points: they solved 3 questions out of the 5 available.

This was an encouraging sign as we feel that the overall level of the questions was

harder than in the previous paper-and-pen exams.

One point we would like to emphasis here is that mandatory automatically assessed

exercises are the main culprit behind the fairly low retention rate. A large majority of

those who dropped out did so already well before the final exam. This is evident from

Fig. 2 that shows how many percent of students who submitted at least one answer

to any question managed to solve all mandatory questions in each weekly exercises.

This data is shown for the years 2013–2015 and the trend is similar in each year: the

percentage of students who solve all mandatory exercises in the last week is quite

close to the percentage of students that pass the final exam, and the majority of stu-

dents who dropped out did so already during the first half of the course.

2.5 Phase 3 (2015): Allowing Students to “Learn by
Example”

As far as the course arrangements are concerned, phase 2 reached the basic goals we

initially defined for redesigning the course. But the considerable drop in the reten-

tion rate after 2012 prompted us to seek further measures to prevent students from

dropping out due to failure to complete mandatory weekly exercises.

Our approach was to change the weekly exercise review session into a “learn by

example”-style session where the teacher guides the students step-by-step to working

solutions for all mandatory questions of that particular week. The teacher coded each

presented solution from scratch, and explained each step in a fairly great detail, also

answering students’ questions. The students could use either their own laptops or

computers present in the classroom, and they also had access to the exercise solution

submission system during the session.

A second change in comparison to 2014 was that now optionality was removed

from the electronic examination: there were still 5 questions, but now all of them

were a fixed part of the exam. This change was done as a response to the high pro-
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portion of students who received full points in the previous year’s exams. At the same

time the exam grading was made completely automatic: partial points were no longer

rewarded even for “almost, but not quite” correct answers. The points rewarded by

the automated assessment system were the final exam points.

Results We can see from Fig. 2, that switching to a “learning by example”-style

constructive walkthrough of all mandatory questions seems to have had a very signif-

icant positive improvement on the percentage of students who eventually submitted

accepted solutions to all mandatory tasks. The same effect also carries over to the

exam, as shown in Fig. 1.

Changing the exam to consist of 5 mandatory questions proved to be an appro-

priate choice. This time 4 out of the 45 students that passed the exam received full

points, that is, solved all 5 questions. As many as 18 students solved 4 questions.

The students were required to solve at least 2 questions in order to pass the exam.

We received no protests from students about the automated all-or-nothing grading.

This is probably because the students are already accustomed to this type of grading:

exactly the same rules are used in grading the weekly exercises.

3 Concluding Remarks

It is in some sense curious that the impact of using “learning by example”-style in

the exercise sessions seemed to be so significant. We could of course think that this is

a result of the students simply copying the readily given model answers completely

as such, but this option was already possible to the students in the previous years:

also the sessions in 2013 and 2014 involved showing the source code of working

solutions to the students, and the students were allowed to submit answers even after

the exercise session in each of the years 2013–2015.

We would still like to emphasise that the current results are very much prelimi-

nary: there might e.g. be some other hidden factors, such as qualitative differences

between the students who attended the course in different years, that could explain

some of our reported results regarding student retention. We may properly assess

the effects of “learning by example”-style exercise sessions only after a longitudi-

nal study carried out over several years. In any case, at least the early results seem

promising.

As far as learning outcomes are concerned, one might be tempted to think that

the “learning by example”-style sessions lead the students to simply copy the read-

ily given answers without actually learning much. We would, however, counter this

claim by referring to how the higher level of returning solutions to mandatory ques-

tions carried over also to the electronical exam. In our opinion even the more easier

questions in the electronic exams were complicated enough that the students should

not be able to solve them in the limited exam environment without having at least

some real C++ programming skills. As mentioned before, the exam environment for

example provides neither detailed C++ documentation nor an interactive debugger.
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To give a more concrete idea of this last claim, we describe the easiest question

from the final exam of the 2015 course. The question asked the student to define a

function templatevector<T> sorted(const vector<T> &t) that returns

a vector that contains the same values as the parameter vector t, but in sorted order.

Answering this question succesfully requires that the student (1) knows the syntax of

defining a function template and (2) knows how to use a vector and (3) either knows

how to use the sorting function provided by the C++ standard library or alternatively

is able to implement sorting on her own.

We also note that the question that we just described as being among the eas-
iest in the electronic exam is actually virtually identical to what we described in

Sect. 2.4 as an example of the most difficult questions in the earlier pen-and-paper

exams. Therefore we believe that the redesigned course, that incorporates automated

assessment, electronic exams and “learning by example”-style weekly exercise ses-

sions, leads into significantly better learning outcomes than the previous traditional

course from 2012 and before. Student retention seems to be at a similar level but the

teacher workload especially regarding manual inspection of student code has been

greatly reduced. Therefore the overall effect of redesigning the course seems to have

been positive.
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Cooperative m-Learning Based
on EXPROLM Protocol

Karima Aissaoui, El Hassane Ettifouri and Mostafa Azizi

Abstract Using mobile devices in our daily activities has become elementary. Start-

ing from this, we were interested on the field of mobile learning and how mobile apps

can contribute together in order to collaborate with each other and to offer collabora-

tive mobile apps without the need to unify the use of just one application. This paper

presents a solution for cooperative m-learning systems based on a new protocol that

we have created for this goal. The proposed architecture is composed by three layers.

For every m-learning system, a special plug-in is easily created in order to communi-

cate with the global m-learning application. This methodology contributes to create

collaborative mobile system and helps all actors in a learning process to increase

their concentration on the pedagogical side.

Keywords Mobile ⋅ m-learning ⋅ Architecture ⋅ Cooperative m-learning

1 Introduction

With the great development that knows the mobile world, the utilization of mobile

devices in our life has become primary. The integration of this technology in different

fields makes us more and more attached to mobile devices. One of the fields that

were touched by this technology is learning. This integration has led to a mobile

form of learning and has created the mobile learning (m-learning). During the last

years, many applications of m-learning systems were developed and researchers are

more and more interested on how and when this type of learning is more suitable
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to apply. Mobile operating systems are several, we find Apple OS, Google Android,

Blackberry OS and windows mobile phone. Mobile applications are also dependent

on these operating systems which makes them several and special for each one of

those systems.

The choice of a mobile learning application in institutions is personal. Every

teacher can choose hit preferred platform according to his needs. As a consequence,

the heterogeneity in systems used in the same institution becomes bigger. This situ-

ation constitutes an obstacle for students behind the learning using mobile devices,

which discourage them and make them less motivated. In order to address this prob-

lem, we propose in this paper a new methodology based on a new architecture and

a new protocol called EXPROLM (EXchange PROtocol for M-learning) in order to

obtain a cooperative and interoperable system where the student has not to be con-

nected independently on all mobile learning platforms used by his teachers. As a

result, the problem of heterogeneity of platforms in institutions will be resolved and

students will be more motivated and encouraged to use mobile apps in learning, and

consequently to improve the efficiency of this way of learning.

This paper is organized as follows: the first section is dedicated to definitions and

issues of mobile learning, and then we will present the context and the state of the

art of using this type of applications. The third section will introduce our proposed

architecture and the details of every element composing the solution.

2 Mobile Learning

Many definitions have been given to m-learning in different communities; however,

the characteristic of mobility is common between all these definitions.

According to [1], m-learning is learning that happens when using mobile devices

regardless of location in time or space. In [2], m-learning is defined as a kind of

learning that happens when the learner is not bound to a fixed or predetermined

location while taking advantage of mobile technologies for learning. In [3], we find

that the process of m-learning requires the use of handheld devices for learning.

In [4] the concept of D-learning (distance learning) was introduced in e-learning

(electronic learning) while considering the mobility with m-learning and ubiquity

with ubiquitous learning (U-learning, ubiquitous learning).

For us, we define m-learning as each act of learning that happens when the learner

is using mobile devices and is independent from a fixed location. By this, not just

student are interested by this type of learning, but also employees in professional

contexts. In the next section, we will define the state of art of m-learning and we will

present some contexts where it can be used and when the learner can take advantage

from m-learning.
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3 State of the Art

Nowadays, and according to different studies, the great majority of students prefer

using mobile applications than using mobile browsers. This type of applications is

characterized by its independence. That means that each application is used indepen-

dently and has its own database, specifications and users. In a case where a student

or a learner must use more than one mobile learning system, he/she must be sign

on different applications in order to be connected on those applications (This case is

present when teachers of the same student are using different mobile learning sys-

tem). Also, learners must be familiarized with all those mobile learning systems. In

the other side, if two teachers do not use the same platform, they will not have a

collaborative space where they can exchange their courses and groups of students.

Moreover, we know that mobile learning is used even in professional contexts,

when the user wants to learn using a mobile learning system, he should not waste time

on connecting independently and looking for the learning content on all applications.

Actually, all mobile learning apps are used independently. That means that even

in institutions where more than one system is used, students must be connected on

all platforms and they do not have a collaborative space where they can find all what

they need even for two teachers who use two different systems. This situation makes

the learning task more difficult, thing which discourages the students to profit from

the advantages of mobile devices in the learning process.

In a previous work [5], we have proposed a new methodology to allow users of

e-learning systems to have a unified access to all platforms used by their teachers.

Our objective is to facilitate the learning task and to offer a comfortable way to all

actors in e-learning and m-learning. As we know, the principal aim of m-learning is

to improve the efficiency of the learning process. In order to help m-learning users to

achieve this goal, we propose in this paper our idea that comes as a real solution for

constraints faced by actors in such system. We suggest a unified system that offers to

its user all what he/she needs according the technique of Single sign on. Due to our

system, the learner is connected just one time on GMLA (Global Mobile Learning

Application) to be connected on all platforms installed and configured in the system.

In the next sections, we will present this system, its components and how it can be

used.

4 Our Proposed Architecture

4.1 General View of the System

As explained above, our system aims to offer a collaborative architecture that can be

used in order to make m-learning context more efficient, more practice, and more

intuitive. The next Fig. 1 illustrates this architecture.
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Fig. 1 General view of the proposed system

It is composed by three layers; each layer is characterized by its elements which

are composed as follows:

∙ MLA (M-Learning Application) is used for m-learning application;

∙ SPMLA is used for the Special Plug-in of the M-learning Application MLA;

∙ GPMLA is used for the Global Plug-in of the M-learning Application MLA;

∙ GMLA is used for the Global M-learning Application;

∙ EXPROLM is used for the EXchange PROtocol for M-learning Applications.

In the next sub sections, we will explain each element and how it can be used. We

will start with the GML Application.

4.2 GMLA

Our proposed system is based on a Global Mobile Learning Application (GMLA)

that covers the great majority of specifications of a mobile learning system. This

application was designed after studies of some existing systems. It is compatible

with the most operating systems used (Android, iOS, Windows phone).

The first step was to describe the most essential actors in such system. Those

actors are the common users between all existing mobile learning systems. Also,

they must be defined in order to give specific roles of every user, what will make

management of access rules of users easier. Thus, we found the following actors:

∙ Student/Learner;

∙ Teacher;

∙ Administration;

∙ Guest;
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The second step was to find the essential functionalities that need each type of actors.

We found diversity in those functionalities from a platform to another. Consequently,

we focused our study on the primordial functionalities that must exist in a mobile

learning system.

For students and teachers, the most essential functionalities are:

∙ News: For example when a new course or exercise is posted, the student receives

a notification on his smart phone.

∙ Calendar/Agenda: events must be reordered in a calendar, which will help students

and teachers to organize coming events in order to avoid any forget of interesting

events.

∙ Courses/Exercises/Exams: Students and teachers are in most time in interaction

with each other. The functionality of ensuring this interaction constitutes one of

the elements forming the core of a mobile learning system.

∙ Synchronous/Asynchronous communication: the application must ensure this

functionality because one of objectives of our system is to make the task of learn-

ing easier and to offer to all users our system a comfortable way to be involved in

the learning process. This functionality can be used by the administration too.

∙ Download/Upload files: for example when a teacher posts a course, he/she needs

this functionality in order to improve the quality of the posted course. This func-

tionality can be used by the administration too.

For the administration, basically some data concerning the use of the m-learning

application must be taken. For example:

∙ Users: the administration should know the rate of use of the m-learning applica-

tion. Those data will be helpful in statistics for example.

∙ Updates: when the m-learning application needs some updates (for example case

of mobile operating systems).

As shows Fig. 2, GMLA can be used by all m-learning system actors. Each actor is

oriented to his domain according to his profile.

4.3 SPMLA: The Special Plug-In

The Special Plug-in SPMLAi is specifically dedicated to the m-learning application

MLAi. This plug-in is composed from two parts:

The specific part which is special for the platform i (This part is specific for each

m-learning application and depends on its architecture and the targeted language of

the application). It communicates with MLAi in order to obtain data. Here, we find

two cases:
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Fig. 2 GMLA use cases

Fig. 3 SPMLAs structure

∙ Case A: The MLAi communicates those data using services or web links.

∙ Case B: The MLAi has only the database, so the specific part interrogates it in

order to obtain data.

The common part is the front interface. It is common between all plug-ins of all

platforms. The Fig. 3 illustrates the structure of the SPMLA.
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4.4 Communication Between GPMLA and SPMLA

Communication between the common part (GPMLA) and the specific one (SPMLA)

is done according to request/response architecture and using our new protocol

EXPROLM. Common part or the front interface sends requests to the specific part

through functions that are already defined. They could be functions requesting details

of users, learning resources

In order to obtain the interoperability needed in mobile learning field, our sys-

tem was designed to be compatible with most operating systems used (in our case

Android and iOs). Syntax of functions depends on the targeted operating system of

the device. For example if the learner uses a device with Android OS, the specific

part is implemented according this system specifications and respecting its syntax.

In the next sub section, we will explain the EXPROLM protocol, its specifications

and its architecture.

4.5 EXPROLM: Protocol of Exchange

Cooperation between different m-learning systems is done due to communication

between the common and the specific parts. EXPROLM protocol is responsible of

success of this communication. In this paper, we have created this protocol based on

JSON (JavaScript Object Notation) [6] for data representation, REST (Representa-

tional State Transfer) [7] and HTTP (Hypertext Transfer Protocol) [8] for transfer of

data. The next figure illustrates the architecture of EXPROLM protocol (Fig. 4).

Fig. 4 EXPROLM

architecture
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4.6 Tools Used in the Protocol Implementation

4.6.1 JSON

Exchanging data in a standard format supported by the most existing operating sys-

tem was our goal. This specification let us thinking on two formats: XML (Extensible

Markup Language) and JSON. In order to know which is the more suitable for our

case, we have looked for a comparison between these two tools. According to [9],

XML [10] is used primary in Remote Procedure Calls (RPC) [11] and object serial-

ization for transfer of data between applications. In our case, we have chosen JSON

because of the multiple requests and data that are exchanged between GPMLA and

SPMLi which makes of the speed of data exchange a primordial factor. Data trans-

formation between the platform and JSON format is done in a bidirectional way.

4.6.2 REST Protocol

Representational State Transfer [7] is an architecture style for designing networked

applications. It can be considered as a lightweight alternative to Web Services and

RPC. Applications based on this architecture use HTTP requests [8] in order to do

CRUD operations (Create, Read, Update and Delete). We have chosen this tool for

several reasons. First, REST is Platform independent. That means that there is no care

if the client and the server do not run on the same platform. Also, it is independent of

the language which allows two different systems developed using different languages

to communicate without any problem. In addition, REST uses HTTP which makes

this tool based on this standard and gives it a powerful character.

Briefly, in order to obtain a high level of abstraction, and consequently a very

interoperable architecture, we have decided to use REST tool.

4.7 Communication Between GMLA and MLAi

Communication between the general platform and the specific one is done accord-

ing to the Client/Server architecture. First, the user is logged using GMLA interface

which sends a request to the LDAP server in order to obtain a key for all next com-

munications between GMLA and MLA special to this user. Then, if the user has an

available account on this directory, a response will be addressed to the GMLA. After

this, a request will be sent to the MLA which will also check the availability of this

key on the LDAP directory [12]. This key is used as a security mechanism. When

all those operation are done successfully, the communication between GMLA and

MLAi can be done. The Fig. 5 explains how all those operations are done.

In a previous work [13], we have explained the advantages and disadvantages of

unified access to e-learning platforms using LDAP directory.
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Fig. 5 Communication between GMLAi and MLAi

5 Adding New m-Learning Systems to Our Proposed
Solution

In order to add new m-learning systems to the proposed solution, two simple steps

must be followed to add the new platform to our proposed system. First, the specific

part of the SPMLA must be created. As said above, the SPMLA plug-in is composed

by two parts: public and specific. The public one is common and does not need any

modification since it communicates with GPMLA. Consequently, the administrator

of the platform should implement only the specific part of the SPMLA plug-in which

will be in direct communication with this new platform.

The second step is to add the URL of the new implemented SPMLA in the general

plug-in in order to have a channel of communication between both plugs-in.

6 Discussion

Using mobile devices in learning is going to be more and more paramount. This

new way of learning makes students and teachers independent from the traditional

classrooms and formal contexts. Developers of m-learning applications are interested

to offer a system compatible with all operating systems and suitable for the majority

of users. In this article, our aim is to help institutions to have a cooperative system

connecting all m-learning systems used.

Using our proposed architecture, students will not be forced to access indepen-

dently to all m-learning systems used by their teachers (for example one student

needs to access Moodbile used by teacher 1 and Claroline-mobile used by teacher

2). He/she (the student) must log in only one time using the GMLA interface. Also,

teachers will be able to collaborate between them without any need to use only one

platform. In the side of administration, there is no doubt if a new platform is coming.
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Two simple steps must be done in order to add this new mobile application to the

system. In addition to this, our approach can be applied on all mobile operating sys-

tems (Android, iOS, Windows phone,) because it offers an independent architecture

of any technical platform. Also, in order to run the proposed solution on different

supports, we suggest implementing it using ZeroCouplage framework [14].

The great contribution of this system is to help the student, the teacher and the

administration to improve the context of using different platforms in the same insti-

tution. Thus, the proposed architecture will improve the learning process because the

student will focus his/her efforts on the task of learning without the need to switch

from an application to another. Also, users of our proposed system will not feel the

background architecture since we use light and fast tools. In addition to this, the

security of the system is also studied. We have implemented a solution that uses a

security key in order to exchange data.

On the pedagogical side, our proposed architecture constitutes a real contribution

since it helps students to be more motivated when using mobile devices for learn-

ing. Moreover, teachers will be free to choose the suitable platform for them without

thinking on how to convince the administration or students on using the chosen plat-

form. As a result, we offer throw this paper a technical and pedagogical solution for

possible problems that can occur when mobile systems are numerous and different

in the same institution.

All these characteristics make our solution the perfect one to face problems of

heterogeneity of using numerous m-learning applications in the same institution.

7 Conclusion

Characterized by its efficiency and its simplicity in use, our proposed system offers

a global application where the most important functionalities are installed. This

application communicates with other existing mobile learning applications using

EXPROLM which is responsible of making a communication channel between the

specific part of the mobile learning application and the global one. Thus, student has

not to be connected independently on all existing mobile learning applications used

by his/her teachers.

In order to improve the learning process, researchers are looking for new peda-

gogical and technical methods to make the task of learning easier for the learner and

the teacher. In the same context, our proposed methodology in this paper aims to

offer a cooperative system for all users of mobile learning applications and conse-

quently to make the task of learning easier and to offer to all users of our system a

comfortable way to be involved in the learning process.

In this paper, we have presented a new architecture dedicated for m-learning apps.

A plug-in called SPMLA can be easily created for every platform. Composed by two

parts, this plug-in is used to obtain data from the mobile app and communicate it to

the GPMLA plug-in throw the EXPROLM protocol.
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Our proposed architecture is a real solution for institutions, teachers, students and

all actors in the learning process. Both the technical and the pedagogical constraints

were studied and resolved. Also, our architecture aims to offer an interoperable sys-

tem able to improve the quality of learning and consequently to obtain better results

in this field, where we really need the best quality.
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Toward a New Approach: Extending
a Game-Based Learning Authoring Tool
eAdventure to Multiple Mobile Devices

Lamyae Bennis and Said Benhlima

Abstract Over the last decade the mobile revolution has done the most fundamen-

tal changes to education, and as the fact that learning games are gradually having

an increasing impact in Technology Enhanced Learning, we have suggested to com-

bine the both approaches learning game “LG” and mobile learning called: “Mobile

Game Based Learning” (MGBL). However there is a huge lack of authoring tool that

facilitates the generation of an adaptive LG to multiple mobile devices, at the time

when the features of mobile devices are increasingly evolved and the development

cost are so expensive. To this end in this paper we present an extension of the chosen

LG authoring tool also known as eAdventure, which aims to support an automatic

adaptation of MGBL to multiple mobile devices platforms.

Keywords Learning game ⋅ Mobile game based learning ⋅ Authoring tool ⋅
Ergonomic criteria

1 Introduction

Initial research has revealed a pervasive use of mobile phones across the population

and specially the new generation. Mobiles have known a specifically high approval

among teenagers and young adults. Additionally various studies have evinced that

Mobile telephony has overrun across cultural groups, economics layer, and age units

[1]. Mobile devices can also produce more lively learning involvements that Develop

student commitment, education, and lesson retention [2]. Furthermore recent finding

in this researches work have shown that using mobile devices in learning activities

have a good influence on learners apprenticeship in different courses for example
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social science [3] and language courses [4, 5]. For this reason a learning environ-

ment called as mobile learning “m-learning” has been done by education world. The

m-learning is a type of learning model allowing learners to obtain learning materi-

als anywhere and anytime using mobile technologies and the internet [6]. During the

last few years an emergent interest has been also raised concerning Learning Games

“LG” or what we named Game-Based Learning “GBL”, this is one of LG approaches

revealed in this study: “Games-Based Learning offer covenant learning and com-

pletely personalized schedules, plus the motivational improvements of the learning

process” [7–9]. The interaction with this mobile devices and Game Based learning

for education purposes extend the old-style learning Model into a new phenomenon

so-called Mobile Game Based Learning (MGBL), and as the big task for educa-

tors and designers round the world however, is one of Comprehending and explor-

ing how better we might utilize these resources to sustain Game Based Learning.

The key target of this paper is to adapt the chosen preexisting educational adventure

games authoring tool “eAdventure” to multiple mobile devices permitting to Facili-

tate the sharing and dissemination of generated LG into different platforms such us

Android, iOS, Mac OS and Windows, reducing costs and development times and

the most important thing is that allowing the good integration of the Gamification

with Education which is a difficult task [10]. This paper is structured as follows:

Related Work Section shows a literature review about evaluations methods of learn-

ing game authoring tool. Case study Section discusses the chosen Learning Games

authoring tools to make a comparison and provide the best way to meet all the game

requirements, final point shows the application of evaluation methods on our chosen

authoring tools aiming to extract a final analysis of the comparison in order to choose

the one which is more suitable to generate a Mobile Game Based Learning which is

presented in results and discussion section followed by our contribution and finally

there is the conclusion.

2 Background

Estimate a Game Based Learning (GBL) authoring tools is a stiff task, and as we

see the evaluation techniques existing are numerous and diverse and each one has its

advantages and disadvantages and as a result section 1 decides to apply the following

evaluation methods: List of evaluation elements made by Tom Murraya and The

Ergonomic Criteria of Bastien & Scapin.

2.1 List of Evaluation Elements Made by Tom Murray:

Many studies show that an Authoring tool attains its goals utilizing a number of

methods or features. In this order I illustrate eight methods in detail, authoring tools

should support [11]:
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□ Interoperability: Can the system work with other systems? That’s mean one

application can ask another for specific types of information. A higher level of

interoperability includes “record-ability”, in which an application is diffusing

information. A further level of interoperability contains “script-ability” which

permits one application to control another.

□ Manageability: Can the overall system pursue information about the learner and

learning session?.

□ Reusability: Can learning objects be re-utilized by developers and applications?.

□ Durability and scalability: Will the item stay usable as technology and standards

evolve? Designing software so that it is extensible is one approach.

□ Accessibility: Can the learner or content developer find and download the mate-

rial in a reasonable time?

2.2 The Ergonomic Criteria of Bastien & Scapin:

The Ergonomic Criteria presented in the next section contains eight key criteria.

Some of these measures are divided into sub-criteria: there are 18 requisite criteria

[12]. Ergonomic Criteria have been extended to the Web [8] and interactions with

virtual environments [13] (Fig. 1).

Fig. 1 The ergonomic criteria of Bastien & Scapin
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□ Guidance: User Guidance denotes to the process offered to guide, advice, and

train the users throughout their communications with a computer (messages,

alarms, labels, etc.). The standard Guidance contains four criteria: Encourage-

ment, Assemblage/Dissimilarity of Items, Instant Feedback, and legibility.

□ Workload: The measure Workload concerns all interface mechanisms that con-

tribute in the diminution of the users’ cognitive load, and in the growth of the

dialogue efficacy. The criterion Workload is subdivided into two criteria: Short-

ness (which includes Concision and Minimal Actions), and Data Density. The

probability of committing errors is elevated if the workload is elevated. Further-

more the fewer users are distracted by superfluous information, the more they

will be capable to achieve their task efficiently.

□ Compatibility: The criterion Compatibility debates the relative among opera-

tors’ characters (memorial, observations, abilities, etc.) psychological character-

istics; and task characteristics on the other hand. It refers also to the coherence

between environments and between applications and as result the efficiency is

increased and the performances are better.

□ Explicit Control: The criterion Explicit Control relays to both the system treating

of specific user actions, and the control users have on the treating of their actions

by the system. The criterion Explicit Control is subdivided into two criteria:

Explicit User Action, and User Control.

□ Adaptability: The adaptability of a system refers to its capacity to act contextu-

ally and relating to the users’ needs and tendencies. The criterion Adaptability

is subdivided into two criteria: Flexibility and User Experience.

□ Significance of codes: The criterions Significance of Codes assure the relation-

ship between an expression or a sign and its mention. Codes and names are

meaningful to the users when there is a strong semantic relationship between

such codes and the items or actions they refer to for, and it should be significant

and recognizable rather than random (e.g., M for Male, and F for Female rather

than 1 and 2)

□ Error Management: The criterion Error Management refers to the means avail-

able to preclude or decrease errors and to recuperate from them when they take

place. By reducing the number of errors, the number of disturbances is also lim-

ited. And as a result the performance is thus better.

□ Homogeneity: The criterion Homogeneity refers to the way interface design

preferences (codes, naming, formats, procedures, etc.). A lack of Homogeneity

can augment the search time considerably. Moreover is one of the most impor-

tant reasons for user’s refusal.

3 Implementation

The following methodology allowing us to explore and look for other tools to study

how they are used and what kinds of GBL they are able to design.
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3.1 Scratch 2

Scratch is a free introduction to programming launched in 2007 that allows the cre-

ation of serious games, interactive stories, animations, or greeting cards. Program-

ming is based on graphical blocks which allow its handling by a very young audience.

In addition, Scratch has the advantage of integrating the dimension of sharing in the

software. Scratch allows the teacher to develop his learning game by an almost play-

ful interactivity? It was also designed to faster collaborative work. Scratch is used in

over 150 different countries and available in over 40 languages. Scratch is a project

of the Lifelong Kindergarten Group at the MIT Media Lab, it’is written in Squeak

and is an Open Source project.

3.2 GameMaker 8

Game Maker is a programming tool that facilitates the creation of 2D and 3D games

and knowledgeable game development professionals equally, allowing them to cre-

ate in a short time and at a fraction of the cost of ordinary tools! It is paid software, its

platform is written in English, but the demo version insufficient to begin. This soft-

ware was launched in 1999 by the Professor Mark Overmars. Game Maker uses an

object-oriented programming. Behavior patterns are defined in the software without

the need to program them, unlike Scratch; you have to do it by yourself.

3.3 eAdventure

eAdventure is an open source tool developed by Universidad Complutense de

Madrid, it’s written in java. These include a graphical interface that assists author’s

scenarios and directly produces a coded program in the specific language of e-Game

executable by the engine of the game, this GUI even offers integrated access to all

graphical editor and motor interpreter language dedicate. There are many advantages

in using eAdventure, this tool permits to build a serious game point and click. It is

able to produce Third player games with point-and-click features and first player

games with static images; moreover player-learner can move and interact either with

Non-Player Characters (NPCs) or with objects. NPCs are able to have conversations

with the Third Person Games. The player can have actions on objects such as tak-

ing, using, watch, etc. These objects also have states (on, open, visited, etc.) that

the player can change and gives the dynamics of the game, these are implemented

directly, they are designed to be easily written and read by novices users, it is sup-

ported by all universal operational systems, like MAC OS, Windows and Linux.
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Table 1 Comparison between the four GBL authorings tools through the evaluation elements of

(Tom Murray 2003)

Software name Evaluation methods

Interoperability Manageability Reusability Scalability Accessibility

Scratch 2 ✓ GPL

eAdventure ✓ ✓ ✓ ✓ LGPL

Game Maker 8 ✓ Gratuit/Payant

(Professional

Version)

4 Result and Discussion

We presented below each educational authoring tool along with the result of its

assessment and the synthesis of the study of these chosen GBL authoring tools

(Scratch 2, eAdventure, Game Maker 8) following the criteria used in the imple-

mentation of the diverse evaluation methodology (List of evaluation elements made

by Tom Murray, The Ergonomic Criteria of Bastien & Scapin, Educational Criteria)

as shown in the Tables 1 and 2. With this thoroughly evaluation, we revealed that

the authoring tools tested are founded on an event-driven programming. The qual-

ity of this GUI programming and the careful equilibrium of education and play and

the easy use of a platform by novice are central to the quality of an author tool set.

We also notice that these authoring tools are characterized by the absence of mecha-

nism to generate an adaptable Game Based Learning to multiple mobile devices for

this reason the platform which is better to develop an effective GBL and which one

provide us to extend it to Mobile Game Based Learning is the eAdventure platform.

5 Our Approach Based on Extending E-Adventure
for Multiple Mobile Devices

5.1 The Diverse Multi Platforms Mobile Technologies
and the Dominant Solutions

The market for phones and applications is fragmented. If we wish to distribute an

application to many people we need to deploy it on multiple operating systems. When

we say platform we mean by that all the devices that share the same operating sys-

tem and which are very compatible with each other as regards applications. Another

important point in the development of mobile applications concerns the develop-

ment technology is that each platform indeed requires different development tools,

so if we want to deploy an application in our case is (Mobile Game Based Learning)
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Fig. 2 Comparison of the different development solutions of mobile multiplatform

on various platforms, it seems necessary to develop as many times we want these

applications contact platforms, for this reason there are diverse solutions allowing

to develop the application only once, then to deploy it on other platforms. Thanks to

those methods we can reduce cost and time developing. The table below presents the

diverse solutions existing and the difference between them, each with its advantages

and drawbacks (See Fig. 2).

5.2 The New Architecture of eAdventure

In this section we briefly introduce our approach concentrating especially on the use

of eAdventure to generate an adaptable Game Based Learning for different Mobile

devices platform, as shown in this article many studies made in this domain approve

that the usage of mobile devices is very varied and unlocks an extensive choice of

possibilities in the scholastic field and as This authoring tool was established to

decrease development charges for GBL [14, 15]. The eAdventure game editor is

designed for instructors, minimizing the difficulty use of GBL authoring tool plat-

form by novice and containing diverse structures that ease the integration of educa-

tional features for this purposes we have extended the old architecture of eAdven-

ture to this new one allowing an automatic adaptation to diverse mobile devices (See

Fig. 3).
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Fig. 3 The new architecture of the eAdventure

6 Conclusion

Understanding and exploring an educational authoring tool necessitates the applica-

tion of several evaluation methods. In this paper we have presented the new architec-

ture of eAdventure that will permit the development of reachable 2D Game Based

Learning for multiple mobile device meeting the devices criteria already seized by

user. The main advantage of this approach is that eAdventure could easily support

automatically extensions to welcome several types of mobile device platforms. This

article has only mention the technical difficulties and solutions bound to the GBL

accessibility. On the other hand our future Works involves the development and eval-

uation of accessible Mobile Game Based learning using the New architecture of the

eAdventure and the next steps will be the adaptation of this generated Mobile Game

Based Learning for players profile such as: cognitive abilities, learning style (Figu-

rative, symbolic and semantic), and these methods give us the possibility to adapt

the generate MGBL according to his preferences and to his level and as result we

will provide an effective learning [16].
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Best Practices in Distance Education:
An Investigation of a Hybrid Faculty
Development Program

Ebony Terrell Shockley and Izolda Fotiyeva

Abstract Guided by program goals and faculty feedback, this paper aims to
examine best practices for a hybrid faculty development certificate program.
Researchers evaluated outcome measures and report faculty responses in an effort to
add to the literature on this topic and to provide a model for institutions of higher
learning.

Keywords Distance education ⋅ Online learning ⋅ Online courses ⋅ Faculty
development ⋅ Hybrid courses ⋅ Professional development ⋅ Best practices

1 Introduction

Online teaching is becoming increasingly prevalent in higher education as many
institutions are increasing their online and hybrid offerings in an effort to reach
more students [1–3]. Universities are forming programs to respond to this growing
need for online educators, and seeking information on how to reach additional
faculty in meaningful ways. In one faculty development program, referred to as
PAL, Professional Academy of Learning, participants receive professional
development on building online courses in a hybrid setting. As participants of PAL,
professors convert an existing face-to-face course to an online course while
acquiring pedagogical knowledge and instructional technology practices.
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1.1 Theoretical Framework

Using connectivism as a framework, an investigation ensued of best practices for
higher education faculty seeking online certification. Connectivism is an appro-
priate lens for the study as it considers other learning theories (e.g. behaviorism,
constructivism, cognitivism), but also considers their limits, given that the theories
emerged prior to the digital age [4]. As such, connectivism is a “successor” to these
theories. Connectivism supports the ability to realize the relationships between
current knowledge, various disciplines, and diversity of ideas. The consideration of
connectivism as a learning theory is critical, so that the resources and decisions for
faculty continue to evolve. As best practices in the development of online and
hybrid faculty development programs are explored, this framework provides an
appropriate angle for this work.

2 Review of Literature

As online and hybrid programs for educators continue to abound throughout pro-
fessional organizations, colleges, and universities, there are commonalities that
emerged. To determine best practices for faculty growth and retention, it was
important to examine the models implemented by available programs. For instance,
Public Broadcast Service, a nationally televised service with educational media and
programming, has offered more than 130 online courses with more than 100
instructors [5]. They implement a model of Select, Prepare, Support and Feedback.
They select individuals who fit their criteria, (Master’s degree earned, a previous
online learner, and knowledge of content). PBS prepares faculty by having them
participate in two courses, including one that teaches techniques for online com-
munication, evaluating web resources, preparing online discussion, delivering
effective online assessment, planning course facilitation and policies, enhancing
pedagogy of online learning, and supporting online communities. Faculty are
supported with a mentor to teach their first online course, and they reflect on their
teaching and review course evaluations. In the last stage, they participate in a cycle
of annual feedback. The feedback stage is a data point and is the last, but ongoing
part of the professional development stage.

Abdous [2] suggests a process-oriented framework that includes a preparation,
planning, design, facilitation, and reflection phase. In the preparation phase, faculty
are encouraged to participate in development activities to develop an understanding
of online teaching pedagogy, adequate knowledge about copyright and intellectual
property, knowledge of teaching and learning technology and their limitations, and
an understanding of the students based on demographics. The next phase, which is
the planning phase, is an opportunity for faculty to develop a syllabus that is
structured and student-centered. During this phase faculty should brainstorm
options for technology tools for various learning activities. In the last two phases of
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Abdous’ pre-course work (design and facilitation), it is suggested that faculty align
syllabi with a menu of learning activities and that they should design appropriate
assessments. In the last phase, faculty should direct students to a LMS orientation
and assist with facilitating and welcoming learners to the platform and discuss
school policies. This is the first part of Abdous’ process-oriented framework, and it
is the portion that parallels the faculty development program. As instructors move
through the cycle of the framework, they are directed to reflect.

Similar to the above research, reflection logs and journals were a primary
resource for data collection throughout the literature [2, 5]. Some programs
incorporated self-reflections from faculty regarding their progress in their faculty
development program and others reflected on their teaching after exiting the pro-
gram [5]. In addition to reflection logs, methods for collecting data included, sur-
veys and rating scales, some distributed prior to faculty joining an online faculty
development program, that required information regarding prior preparation and
development [1, 6]. Researchers also used focus groups to evaluate their faculty
development programs [7]. In general, the instruments used for data collection were
limited in the research. Additionally, the research was limited regarding the type of
faculty (e.g. K-12 or higher education), learning management system utilized, and
the time span of the faculty development program. The absence of this information
is challenging for institutions that may be interested in including some of the efforts
as appropriate for their faculty, or providing results to institution leaders who are
considering online faculty development programs. It is also arduous for institutions
with programs that maybe interested in collaborating and drawing conclusions
based on the findings of multiple institutions. The articles that were selected for this
article included programs as short as 3 days and as long as 3 months [1, 6–8].
A review of the literature revealed that, barriers to online faculty development
include: course structure, compensation, increased workloads, faculty dispositions,
organizational change, and trepidation of technology use [2, 6, 8].

3 Research Context and Questions

The literature divulged the following best practices for online faculty development
programs: developing faculty learning communities, incorporating the principles of
andragogy, creating a data-driven culture, incorporating a variety of professional
development techniques, using topics in faculty development that are relevant to
subject area or job description, involving faculty in the planning and evaluation of
their development, pre and post assessment using the same instrument, target
experienced online instructors for further training and assessment [1, 3, 5–7].
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3.1 Research Questions

Based on the literature and our data, we will identify our best practices and lessons
learned from PAL. We will provide the explicit process of our data collection to add
to the limited research, and share a matrix of how we assessed our program. This is
summarized by the following research questions:

1. In what ways are we evaluating our faculty certification program for
online/hybrid teaching?

2. What outcome measures are we using to assess our faculty certification program
for online/hybrid teaching?

3. What are the best practices of our faculty certification program for online/hybrid
teaching?

4. How did we determine the best practices of our faculty certification program for
online/hybrid teaching (including our evaluation process)?

4 Methodology

In this study, we focused on faculty participants in two versions of professional
development programs: a 6-week face-to-face PAL offered during the summers of
2012, 2013, and 2014; and the two accelerated 9—week hybrid PAL offered in fall
2013 and spring 2014. The differences between these offerings are that the 6-week
face-to-face model is a summer course with presentations of course instructors, and
the 9-week offerings are hybrid (i.e. Friday face-to-face sessions) as participants
cannot meet daily during the regular semester. The content is the same for both. The
overarching goals for faculty in both programs were to increase knowledge about
the principles of online teaching and the corresponding instructional practices; to
design and develop their own courses, and to gain experience and confidence in
teaching those courses in upcoming semesters. The expectation of both programs
was that by providing knowledge on instructional design, pedagogy, best practices,
and educational technologies, faculty would reflect this knowledge and experience
in their subsequent online instruction. Using connectivism as a lens, we analyzed
participant data, resulting in an analysis of next steps for course instructors.

4.1 Participants

A new team of faculty participated in each PAL offering. Each team involved
faculty from different departments. During each offering, the participant faculty
designed all instructional units of the future courses that included learning objec-
tives, instructional materials, assessment of student learning that was aligned with
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those objectives; and active, learner-centered teaching strategies, such as cooper-
ative learning, and implementation of educational technologies. All faculty were
invited to participate in this professional development, and we included faculty who
responded by submitting the PAL application and were recommended by their
Deans. The majority of study participants had doctoral degrees in various disci-
plines. The remaining of the participants had the law and masters’ degrees. The
program had an overall total of 52 participants. Participants include faculty from
assistant, associate, and full professor faculty rank. Table 1 displays the participants
per offering and their corresponding disciplines.

4.2 Instrumentation and Procedures

Two sources of data were used in this study: surveys (self-reports) from the PAL
participants using SurveyMonkey® and the Blackboard site which was the course
LMS. The pre-assessment survey serves, to some extent, as a baseline survey, in
which faculty were asked to report their knowledge of and experience with online
teaching and was administered electronically via survey monkey to participants
prior to the start of each PAL. It contained a combination of “check all that apply”
questions such as: “In the courses I teach, I present information in the following
ways…” to assess participants teaching experiences, and “I am familiar with the
following intermediate/advanced features in the Blackboard Learning Management
System” to assess participant competencies.

The post-assessment survey, administered on the final day of each PAL offering,
collected information ranging from the competencies participants gained during the
PAL experience to overall program evaluation. In this final survey, faculty
responded to a variety of questions, including those concerning their knowledge of
and experience with online teaching, their confidence about their preparation as a an
online professor, the level support that they received from the PAL instructors, and

Table 1 PAL participant numbers and disciplines

Summer
2011

n = 7 Biology (2), English (2), Mass Media (1), Music (1), Nursing (1)

Summer
2012

n = 7 Business (2), Education (2), English (2), Nutrition (1)

Summer
2013

n = 8 Business (2), Education (2), English (3), Law (1)

Summer
2014

n = 8 Academic Advising (1), Business (4), Mass Media (2), Social Work

Fall 2013 n = 14 Business (5), Education (2), Mass Media (1), Political Science (2),
Social Work (1), Speech Pathology (1), Urban Planning (1)

Spring 2014 n = 8 Business (2), Education (3), Mathematics (2)
Total
participants

52 Biology (2), Business (11), Education (11), English (4), Law (1)
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the challenges that they encountered. The Likert scale questions of 1–3 were used to
gain their level of agreement with the course units being helpful (3—helpful, 2—
somewhat helpful, and 0—not helpful). Scale questions (1—lowest to 3—highest),
agreement questions (don’t agree, strongly agree and agree), and open-ended
response were also used to allow participants to rate content areas, activities and
strategies.

The Blackboard site that hosted both, the PAL course and participants’ own
newly-developed courses, served a dual role. During the PAL course a
mid-program reflection survey was included and faculty were asked to list the
reforms that they implemented in their courses based on PD (including assessments,
instructional strategies, and teaching materials). Faculty’s own courses provided
opportunity for the PAL instructors to observe the actual implementation of what
was learned and experienced during the PAL program.

5 Results

Qualitative analysis was used for the data collected from the above-identified
sources. The data were imputed verbatim and summarized first per corresponding
survey question, and finally, categorized by the appropriate research question.

There were multiple ways we used to evaluate our faculty certification program
for online/hybrid teaching (research question 1). Direct faculty evaluations and
opinions about the effectiveness of PAL certification program, on expertize and
helpfulness of PAL instructors, and on overall satisfaction with this training
experience, were extracted from pre-PAL survey assessment, mid—semester
reflection, and post-PAL assessments assessment. Another way to evaluate our
faculty certification program for online/hybrid teaching included the faculty success
rates finishing the PAL offerings (be present for all face-to-face sessions, actively
participate in all in-class and online activities, and fulfill all assignments). Finally,
the number of faculty who designed and developed their own online or hybrid
courses (along with these courses’ effectiveness and quality) was another important
evaluating factor. Those courses were subsequently peer-reviewed and recom-
mended to be included into the official university course catalog. This evaluation
factor is very important since it is aligned with the expectation of PAL certification
program that anticipates the participating faculty to reflect their knowledge and
experience gained from this certification program in their subsequent online
instruction.

The types of evaluation that we were using to evaluate our faculty certification
program for online/hybrid teaching involved specific outcome measures (research
question 2) that are summarized in Table 2. In this study, we focused on the
following outcome measures: (1) usefulness of program offering, (2) relevance of
program offering, (3) developed skill or competency during program, (4) improve-
ment of teaching, (5) the number of faculty who successfully finished the PAL
course, (6) and the numbers of courses that were designed and developed by
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participating faculty, with the subsequent peer-review process and recommendation
to include those course to the University course catalog. As depicted in Table 2,
PAL program’s usefulness was evaluated by the pre-PAL assessment, the
mid-semester reflection, and the post-PAL assessment. The relevance of the pro-
gram was only evaluated by the pre PAL and post-PAL assessments. Developed
skills or competency was addressed by the mid-semester evaluation, post-PAL
assessment. The improvement of teaching was assessed by the pre/post PAL
assessments and the mid semester reflection survey. The Blackboard site and the
PAL website helped to gained data for outcome measures 5 and 6.

The overall purpose of the PAL is to expose participating faculty to the online
teaching and learning environment as both students and instructors. To achieve its
goals PAL covers six areas (1) An Overview of Online Teaching, (2) Online Course
Design and Organization, (3) Online Course Assessment, (4) Enhancing Collabo-
rative Learning, (5) Fair Use and Accessibility, and (6) Integrating Technology.

The practices that we used in PAL courses are to include but are not limited to:
creating the course assessments that are aligned with its objectives and instructional
materials; offering a variety of activities/instructions, including the customized
digital lessons and instructor-made videos; extensive instructor support and
couching, and an ongoing evaluation of the PAL course by the participating faculty.
Participating faculty overwhelmingly approved the best practices used, and this
approval was reflected in their responses to the PAL course evaluation and
reflective feedback on the course (research question 3). The particular faculty
opinions on best practices of our faculty certification program for online/hybrid
teaching were drawn from participants’ surveys and mid-semester reflection
responses (research question 4). The responses on best practices that emerged from
the original PAL course evaluation, the Blackboard site, and reflective feedback on
the course were categorized into the following themes: (a) use of Quality Matters,
(b) the course assessments/their alignment with learning objectives (c) teaching
support. In the following part of the result section, we will discuss the identified
best practices in turn.

Table 2 Types of PAL evaluation and outcome measures

Pre PAL
assessment

Mid semester
reflection

Post PAL
assessment

Blackboard/
PAL
website

Outcome measure
Usefulness of program offering x x x
Relevance of program offering x x
Developed skill or competency
during program

x x

Improvement of teaching x x x
Number of completers x
Number of courses developed x
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5.1 Rubrics and Standards

The application of the Quality Matters Rubric, a leader in quality assurance for
online education, was acknowledged to be one of the best practices of the PAL
certification program. The Quality Matters Rubric received national recognition for
its peer-based approach to continuous improvement in online education and student
learning. All PAL participants were required to have completed the Applying the
Quality Matters Rubric workshop training as a prerequisite to apply for PAL cer-
tification course. Therefore, all participants had a baseline familiarity with the rubric
and process before they started the certification training. During the PAL course, all
participants extensively used the rubric and process as a guiding tool while they
were designing and constructing their own courses. In addition, they used the QM
rubric to peer review their colleagues (other PAL participants) courses and con-
tinuously received the instructors’ feedback on the quality of their reviews.
One PAL participant stated, “Using the QM rubric as a guiding tool enhances the
course content and clearly identifies the learning objectives of the course along with
the reading assignments and activities.” This is echoed by an additional remark that
“The Quality Matters Rubric [is a] great roadmap for developing a good class… [it]
definitely force [d] me to think about and implement all of the important facets of
the class… obtaining QM certification is a strong incentive.” The collective
response of the participants to the use of Quality Matters is captured by the fol-
lowing statement, “…implementing the QM rubric—The annotated sections were
most helpful in understanding the scope of each rubric as are the peer review
activities.”

5.2 Alignment of Assessments with Learning Objectives

The alignment of the PAL course assessments with the learning objectives was
found to be another best practice and strong feature of our certification program,
and the one that many PAL participating faculty wanted to adopt for their own
courses. All PAL participants (100 %, n = 52) responded positively to the
following survey question, “How well do you feel the course content/
activities/assessments aligned with units and course learning objectives?” One
participant remarked, “I feel they [course assessments] aligned great with the
content/activities/assessments. I walked away each week with the feeling that I
accomplished the objectives for that week.” Analyzing participants’ responses, it
became clear that many faculty members have not previously implemented a
consistent and comprehensive assessment process to measure the extent to which
students have mastered the course objectives. This is highlighted by the statement
of one of the PAL participants: “I have used examinations, quizzes, case studies,
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term paper, etc. but have not tied them back to the course objectives. Being in the
PAL has facilitated my further developing course objectives for each unit. I have a
clearer understanding of assessment modalities and how varied they can be. And I
am more cognizant of the importance of closing the objectives-assessment loop.”

5.3 Teaching Support

Many participating faculty members were new to the online environment and did
not a have a full picture of what is required in terms of both knowledge and time to
develop a good online or hybrid course. They also lacked familiarity with andra-
gogy, the Quality Matters rubric, educational technologies, and many other
essential components. Moreover, many were intimidated by the fact that they have
to teach online and design and develop their own courses. Therefore, the PAL
instructors anticipated to scaffold support through the whole training process and be
prepared to support and advise the faculty on every step of this certification pro-
gram. As the result of this realization, the faculty support component was built into
the PAL course as one of the major feature of this certification program. Some
examples of this support system are the following: holding mentoring sessions
every face-to-face meeting (one-to-one coaching labs), assigning personal couches
to each PAL participant for additional training and advising, inclusion of the
instructor-made videos (PAL instructors) on challenging topics, providing constant
email/discussion board Q&A. These examples mirror most closely with the out-
come of the Public Broadcast System model in the literature review (see Sect. 2).

According to the survey responses, the participating faculty valued and praised
this support system and considered it one of the best practices. They viewed it as an
essential factor in their successful completion of the PAL certification program. One
participant noted, “The supportive and friendly instructors of PAL made the
daunting thought of becoming an online instructor quite tangible!” Versions of this
comment were shared by other colleagues who viewed teaching online as “intim-
idating”. Teacher support during the program was appreciated by the faculty on a
number of levels. Highlighting this, another participant commented, “This was a
profound and eye-opening experience. I’m grateful to have been offered the
opportunity to grow in this professional capacity. The coaching team is phenomenal
and patient. The environment was extremely supportive. It was helpful to know that
they and my colleagues were with me EVERY step of the way. I look forward to
this new chapter in my professional journey…!” Other participants also expressed
how helpful it was to have “skilled professionals” to help throughout PAL. One
participant found “Having hands-on activities and lab time with instructors present”
to be the most valuable part of the entire program.”
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6 Next Steps

Three more PAL iterations were offered since the data for this article was collected
–during Spring 2015, Summer 2015, and Spring 2016, with more than 30 partic-
ipants overall. Lessons learned from this study allowed the PAL faculty to redesign
and improve this professional development course to make it more effective and
relevant to the participating faculty. We worked with the Deans and Department
Chairpersons and they helped to incentivize the program, at the same time making it
more rigorous and accountable. At the time of the study, the completion of the PAL
course ensured the certification award for participating faculty, and the complete
course development and its successful QM peer review were a separate process for
the faculty. Presently, those two stages are tied together, and the complete course
development and its successful QM peer review are necessary requirements for
PAL certification. As the result of these modifications we anticipate a greater rate of
new approved online and hybrid courses that will be offered at the university course
catalog after each PAL offering.

To meet the needs of our faculty and accommodate their schedules, we are
working on the development of a completely online version of our professional
development program. We will begin to gather data from the students of PAL
completers. We plan to utilize the latest trends and practices in online and face to
face pedagogy, using novel technology, including but not limited to digitally
augmented physical spaces, mobile video analysis, multimedia applications, inter-
active tools, and transmedia storytelling,
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Setting up an Intelligent IDS Based
on Markov Chains Theory
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Abstract The tremendous growth of the web-based applications has increased
information security vulnerabilities over the Internet. Security administrators use
Intrusion-Detection System (IDS) to monitor network traffic and host activities to
detect attacks against hosts and network resources. The solutions proposed in the
literature actually achieved good results for the detection rate, while there is still-
room for reducing the false positive rate or even predict beforehand attack
according to a website visitor behavior. For this purpose we propose a probabilistic
approach applied for an “intelligent IDS” whose main role is to predict attacks on a
website according to a real time probabilistic calculation based on Markov chains.
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1 Introduction

Several works that focused on anomaly-based high-speed classification, proposed
the use of simple statistics on the application-layer payload to characterize the
normal behavior of Web applications [1–7]. We share the definition of “normal
behavior” provided by [8]: the term normal behavior generally refers to a set of
characteristics (e.g., the distribution of the characters of string parameters, the mean
and standard deviation of the values of integer parameters) extracted from HTTP
messages that are observed during normal operation. Initially, the main obstacle to
the large-scale deployment of anomaly based IDS solutions has been the too high
false positive rate, as not all the detected anomalies are actually related to attack
attempts. The payload is the data portion of a network packet that is the portion of
the network packet, which carries the HTTP message. According to RFC 2616, the
HTTP payload contains the Request-Line plus the Request-Header fields used by
the client to pass additional information to the server (RFC 2616). In last year’s,
several statistical models for IDS based on solutions anomaly; among them, there is
the work [9] on IDS, NaÏve Bayes classifier is used. This technique identifies the
most important HTTP traffic features that can be used to detect attacks.

The highlight is to enhance IDS performance through preparing the training
dataset allowing detecting malicious connections that exploit the HTTP service.
The weakness of this work has not decreased the false positive rate.

In this work, we are interested in the analysis of the HTTP service and trying to
improve security by simply analyzing the network traffic incoming to the Web
server, without a detailed knowledge of how the Web application is implemented
and works. This can be done by implementing an “intelligent” IDS solution based
on Markov chains; the main idea revolves around the calculation of the occurrence
probability of a web attack after n transition (between the website pages),
depending on the current state and the matrix of all possible transitions (the state
space) [10]. This probability calculation is based on visit history statistics present
on a real dataset assembled over a long period of time (more than 7 years), the
dataset include information on visitors, visited pages, request content, attack
attempts.

This article is organized as follows: In Sect. 2 we present the existing work on
the assessment of IDS, in Sect. 3 we present the dataset that will be used by the
IDS, finally in Sect. 4 we present the modeling of the problem using Markov chains
and his application to build an intelligent IDS.

2 Related Work

Given particular IDS, how can we determine if it behaves as expected? We can test
it with various inputs, but we can never test it with every possible input or every
possible interleaving of all possible inputs. This problem has already been
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addressed in the field of software testing, which defined the concept of equivalence
classes to reduce the number of inputs against which a software should be tested.
The idea is that test cases belong to the same equivalence class if they stimulate
(activate) the same parts of the software in the same conditions and thus produce
equivalent results. The idea is thus to apply this principle to IDS evaluation by
defining a classification for elementary attack actions. By classification, we mean a
“systematic arrangement, in groups or categories, according to established criteria”.

In [9] they proposed IDS containing classifier Naive Bayes by using the database
NSL-KDD [11] which contains data in the form of features with the goal of
improvement of the performance of time and the detection of malicious connections
which exploits service HTTP as long as the rate of positive forgery reached
approximately 6.6 %. Another proposal for IDS containing Markov Chains hidden
in [12]. This system with the same purpose described in [9] but more efficient
because it is characterized analysis of the abnormal bytes for the protocols which
use service HTTP (TCP), like attacks Web detected XSS, SQL-injection,
SHELL-code and the attacks of CLET with a rate of 0.1 %.

3 Intrusion Detection Evaluation Dataset

3.1 Existing Datasets and Scenario Based Detection

A dataset is a practical solution in terms of evaluating the performance of IDS; but
in the realm of network intrusion detection (IDS), the scarcity of adequate datasets
is a well-known issue. Another problem adds to it: most existing datasets [we tested
OSVDB [13], National Vulnerability Database (NVD) [14], NSL_KDD [11],
DARPA are classifying attacks at the frame level, which ignores the attack sce-
narios as a whole and can’t predict if a sequence of frame leads to an attack,

From this perspective, we created our own dataset, which include an over
7 years visits history of a specific web site, this dataset contains real attacks sce-
narios on which we based our analysis and study.

3.2 Building a Dataset

The limitations of existing dataset prompted us to study the possibility of proposing
a dataset that can be adapted to ours needs, specifically the complete scenario of an
attack.

For this purpose, we used a combination of personalised access log to a specific
website and build a CSV file containing nearly 359710 lines divided between
normal flow and attacks,
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In this dataset, we marked all attack scenarios from the first connection until the
occurrence of the attack; several sort criteria are taken into account in order to
diversify our studies perspective.

3.3 Presentation of Our Idea

To use the Markov chains approach, we must adapt our context and build a model
that represent the possible transitions (navigations) as a graph and then as a matrix
of probabilities.

Date and time based analysis
The access history contain a huge amount of information which we sorted by IP

address (to identify users), access date and time and content of the requests,
Categorization of the web pages
All visits are following a logic that can lead to a normal visit or an attack. On this

base, we divided our pages to categories as follow, a user sends a request (POST,
GET…) a URL is returned to his with a specific content, which can be shown in a
web page, that web pages was classified into categories (Fig. 1) as follow:

Category 1: (Connection): represented by all pages leading to a connection to the
website.
Category 2 (Logout): Page shown after clicking the button logout.
Category 3 (The 404 error): or not found pages error.
Category 4 (The 50X errors): or access privileges errors.
Category 5 (Normal pages): Shown content matches requested content.
Category 6: Pages with false obligatory id.
Category 7: Pages with false pagination id.
Category 8 (Attacks): Correspond to SQL script or commands, with the objective to
retrieve information or to interrupt service.

Fig. 1 Classification in categories pages
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Potential navigation between categories
For a specific user we can follow all transitions between our website categories

according to the following log entries (Table 1):
With the following column notation:

IdReq: The request identification.
IdC: The client identification.
DateReq, Time: The request date and time of occurrence.
Page_name: The visited page during this request.
Id_categ: The page categories according to the above classification.

A complete inventory of all navigation possibilities can lead us to a node graph
representation (Fig. 3) as follows:

4 Problem Modeling

4.1 Markov Chains

In machine learning, Markov chain is a family of simple probabilistic. A stochastic
process X(t), t є T is a function of time whose value at every moment depends on
the outcome of a random experiment. At each time t є T, X(t) is a random variable.
If we consider a discrete-time rating is then Xn, n є N a stochastic process in
discrete time. If we finally assume that the random variables Xn can take only
discrete set of values, we refer to process discrete time and discrete state space. Xn,
n є N is a Markov chain in discrete (1) time if and only if:

Table 1 The website visit logs

idReq idC dateReq Time Page_name id_categ

368 36 26/02/2015 17:24:10 contact.php 3
369 36 26/02/2015 17:24:10 contact.php 3
370 36 26/02/2015 17:24:10 observation.php 3
371 36 26/02/2015 17:24:10 observation.php 3
372 36 26/02/2015 17:24:10 observation.php 3
373 36 26/02/2015 17:24:10 observation.php 3
374 36 26/02/2015 17:24:10 observation.php 3
375 36 26/02/2015 17:24:11 observation.php 3
376 36 26/02/2015 17:24:27 contact.php 1
377 36 26/02/2015 17:24:32 index.php 3
378 36 26/02/2015 17:24:33 index.php 5
379 36 26/02/2015 17:24:33 index.php 3
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P Xn = j Xn− 1 = xn− 1, yj jXn− 2 = xn− 2, . . . ,X0 = x0ð Þ=P Xn = jjXn− 1 = xn− 1ð Þ
ð1Þ

The probability that the chain is in a certain state to the nime of the process
depends only on the state of the process in the previous step (the nime) and not
states in which it was to earlier stages. Is defined as a homogeneous Markov chain
when this probability does not depend on n. We can then define the probability of
transition (2) from state i to state j denoted pij:

pij =P Xn = jjXn− 1 = ið Þ,∀n∈N ð2Þ

By introducing the set of possible states (3) denoted E, we have:

∑ij pij =1 ð3Þ

We then define the transition matrix (4):

p11 p12 p13 ⋯ . . .
p21 p22 p23 ⋯ . . .
⋮ p32 ⋮ . . . ⋮
⋮ . . . ⋮ . . . ⋮

0
BB@

1
CCA ð4Þ

4.2 Problem Modelling with Markov Chain

Our goal is to set up a new approach permitting to anticipate a visitor attack by
calculating the probability of occurrence of these attacks basing on category scheme
(cf §c.iii) and the browsing between different graph nodes.

This steered us to applicate Markov chains to calculate the probability to transit
from a category Ci to another category Cj after n transition:

Consider the following notation:

n: The total website category number,
Ci: The number i category,
Cj: The number j category,
Ck: The current category,
Applying the Markov chains we can write this definition: PðnÞ=Pð0Þ.Pn

P(n): The probability to transit from a Ck category to Ck’ after n transition,
P(0): The probability to be on Ck category at initial time (t = 0),
P: The Pij matrix representing the transition between graph categories, with i, j

[1, category number], each Pij represent the probability to transit from a Ci to Cj
category,
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Pð0Þ=

0.8
0

0.025
0

0.125
0.025
0.025
0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

P=

0.966 0 0.012 0 0.021 0.001 0 0
0 0 0 0 1 0 0 0

0.064 0 0.924 0 0.013 0 0 0
0.286 0 0 0 0.714 0 0 0
0.081 0.012 0.012 0.041 0.826 0.029 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

An example of calculation of a probability P14 will be as follows:

P=

0.966 0 0.012 0 0.021 0.001 0 0
0 0 0 0 1 0 0 0

0.064 0 0.924 0 0.013 0 0 0
0.286 0 0 0 0.714 0 0 0
0.081 0.012 0.012 0.041 0.826 0.029 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

Being in a page of category 4, what is the probability to come from a page of
category 1? (Fig. 3).

Fig. 2 Possible transitions
between categories
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Using the website visit log (Fig. 2) it’s possible to calculate the occurrences of
visits incoming from pages of categories 1 and divide it by all incoming visits to
category 4 (Fig. 3).

For example: P14 = 2/7 = 0.286.

5 Conclusion and Future Works

The implementation of such a solution puts us forward in the resolutions of several
security issues among which we mention:

• To establish after what number of transitions between pages of a web site, and
for what navigation path the probability of an attack happening is highest and
proceed to prevention of it.

• To enable IDS to learn automatically when an attack is most likely to recur,
according to his access history, and prevent the recurrence of new attacks.

• Set the most vulnerable pages in a website and strengthen their security.

Other research areas can be addressed, following the establishment of our IDS as
the definition of the optimal hardware configuration for the proper functioning of
the system and what are the challenges in terms of performance and false positives
reduction and all possible optimization that may be made to this system.
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Serious Game to Enhance and Promote
Youth Entrepreneurship
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Abstract Entrepreneurship constitutes a key driver providing jobs and wealth
creation. Besides, promoting entrepreneurship can play significant role to ensure the
prosperity of a society. In this respect our article aims to foster entrepreneurship
education, through focusing on the effectiveness of serious games as educational
tools, whose goal supporting young people to actively being entrepreneurs. In this
paper, we unveil the entrepreneurial context notably at the national level, where we
highlight the important role of entrepreneurship potential by presenting some
initiatives. Moreover, we introduce the concept of serious games, as well as we
outline some of their applications, but also their relation to entrepreneurship
through an analysis of the existing. We conclude with a brief overview of our
approach.
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1 Introduction

Entrepreneurship, constitutes a main lever of local development, economic growth
and social stability for a country, allows to enlarge and increase new employment
opportunities which provide great business potential. Therefore, the majority of
countries gave it great importance. Morocco, one of them, aligned in the same
direction, owed on one hand to the constraints of the employment market (public
and private) who is unable to satisfy all the needs of recruitment, whose number is
in constant increase, but also, due to the desire for reducing the unemployment
rate [1].

To remedy this, we are interested in studying one of several solutions, could
promote entrepreneurship. A solution, date since a long time, but, constitutes until
instant, one of the most active research domains in EIAH. It’s the use of games,
where the integration of a so-called intention “serious”, in order to train, to lead,
recruit, to simulate … [2–5]. Serious games, provokes an importance and immense
result [5, 6], with purpose, creating a context of entertainment and lucidity, then, the
user could benefit from an air entertaining, however, purpose doesn’t stop any more
in this point, but also includes and inserts the capacity to advance, to take up
challenges, to augment its personal strategically level, … [7, 8].

“Serious games” is part of a broad framework, we focus our study to their uses in
a learning context, which we benefit from the acquisition of new knowledge’s, a
learning encourage and deep enough, and therefore succeed to improve short-
comings and surpass problems of demotivation [9, 10].

The present contribution focuses on the use, the exploitation of “serious games”,
their proven interest, in particularly the entrepreneurship field. First of all, we
present, the concept of “serious games”, their efficiencies, and their areas of
applications. On the other hand, we present a theoretical framework, where we
highlight, the context of the entrepreneurship generally, the importance of spiritual
development to undertake, precisely at national level, etc. By the suite, we specify
across a study of the existent, the contribution of the “serious games” in
entrepreneurship. At the end, we describe our approach.

2 Serious Games, Playfulness with Serious Purpose

Attainment of the objectives, requires a good method to use and follow, and
through it, the motivation and envy increases, therefore we could succeed in what
we wanted to.

In our article, we’re talking about using games, particularly “serious games”.
Thus, if we only take the game concept solely, it proves a great importance for the
development of our personality, in addition, it’s clear that if we prevents a child
from playing, we strongly risk to come out with an incomplete personality, given
the great importance of play in the development of reflection expression,
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cooperation, trade and imagination … [11, 12]. Otherwise, the game is a natural
way to learn. Starting, therefore, from this point, researchers began for a vision to
change and improve learning and make it easier and fun, further, the use of gaming
dynamics applied to corporate learning.

Serious games, a category combining the fun aspect, entertainment and serious
intent. It combines the strength of the game themselves, the environment involving
this game and professional settings, to achieve desired goals. Furthermore, it’s
constitute a blended of applications developed using advanced gaming technolo-
gies, having common, design approaches and expertise as the classical game
(real-time 3D; simulation of objects, people, environments …).

Their first applications returned to military purposes where the training of mil-
itants to further develop their capacities, as confirmed by the great success of
America’s Army, multiplayer shooter developed by the US Army [13, 14], but
afterwards, they were across various fields. For example, at the medical area,
multitude of serious games have been designed, among them, Pulse!, serious game,
allowing nurses and doctors training [15]. SIMUrgences, a real-time 3D module,
enable doctors’ training to care of patients in cardiac emergencies [16]. Moreover,
many others serious games developed concerning pedagogical purposes, notably
Mathematical sciences, Chemistry, Music education, … [4, 17–19].

Serious games, constitute also, a significant tool to enhance youth awareness, the
example of 2025 ex machina, which aims to provide a critical view for the use of
fixed and mobile Internet among adolescents [20].

In contrast to serious games, Business games take the form of games set play
situations to discover the different facets of Business activity, thus, Oreal Business
game, ranks among the best known examples [21].

A state of the art has been already presented, where we recall gamification as
well, we reveal serious game concept, their potential and applications, and we
highlight our proposed idea [22].

It’s true that the use of serious games differs from user to another, but through a
well-designed SG, the user doesn’t waste time just for the game pleasure but with
establishing desired goals.

3 Entrepreneurship

Entrepreneurship since its origins, were observed and analyzed by sociologists,
historians, psychologists, economists … including Joseph Schumpeter, an Austrian
economist, that through these works, was able to develop and to create an
impressive richness, but also with other researchers, which situated it, as a factor in
economic prosperity [23].

A question so simple, yet so difficult at the same, it’s to propose a precise
definition of entrepreneurship, seen that it includes sectors and different realities
[24]. Therefore, literature has a large number and great wealth. By simplifying its
meaning, we could say that’s constitute the process to lead a project in all its
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dimensions, teamwork, cooperation, face challenges, solve problems, make profits
and ensure survival in the long term. ….

Thus, the most developed countries in the world, is those promoting
entrepreneurship among its population even more, through a set of values building
entrepreneurship spirit. As example, the sense of initiative, of responsibility …

Also, education play a key role in the enhancement of entrepreneurial culture,
and for this purpose, we mention some projects have substantially interested in this
regard including, at primary level [25], in high school [26, 27], at University [28] as
well as, an entrepreneurship doctoral education [29] …

The growth rate in Morocco remains insufficient to be in charge of the large
numbers of job seekers who arrive every year, in fact, the official unemployment
rate now stands at 10.1 % at end-September 2015, against a 9.6 % year earlier,
based on the report issued by the High commission for Planning [30].

By this reason, entrepreneurship remains a major lever for the employability of
young people in Morocco. In this respect, the role of some public and private ini-
tiatives launched reached, through reform a broad strategy in order to stimulate
entrepreneurship. Maroc Entrepreneurs, a nonprofit organization that aims to con-
tribute to Morocco’s economic development through the main levers: make discover
the world of entrepreneurship and socio-economic issues of Morocco, also set a
synergy between companies based in Morocco and the Moroccan expertise abroad
[31]. Beyond this association, other events were based on the entrepreneurship
ecosystem in Morocco, giving as an example the conference organized by Attijari-
wafa Bank Foundation [32].

INJAZ Al-Maghrib, a recognized association of public utility, contributing to the
emergence of a new generation of entrepreneurs. INJAZ Al-Maghrib adapts in
Moroccan context, programs bringing learners to create a junior company, in order
to prepare for the challenges of working life [33].

Cadi Ayyad University, in collaboration with the University of Portland
(USA) organized two events in recent years, where the last was in March 2016,
entitled the 2nd edition of the Marrakech International Entrepreneurship Event, an
event on entrepreneurship in academia [34].

By way of information, these examples are cited in order to favor and perceive
the situation of entrepreneurship in Morocco, having regard, it’s has a remarkable
importance, and thus implicitly indicate why we have chosen to continue at that
sense.

4 Related Work

During this section, we mention some projects promoting entrepreneurial learning:
[35] Proposes to develop a comprehensive overview of relevant SGs available

on the market, and identify through expert analysis, key benefits and issues related
to their teaching adoption of entrepreneurship, particularly for scientific university
learners.
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[36] Describes a serious game, aimed at fostering an entrepreneurial spirit among
youth. It’s dedicated for a business tourism management in a complex market, then
players have to compete with other companies. Regarding the technical tools upon
they were based on, a Bayesian network, which provide a probabilistic explanation
of the markets, starting from the strategic choices and structure of different groups.
In addition, a data warehouse was created to analyze the simulation data, it can be
accessed using Saiku, an open source tool.

[37] Emphasizes on those issues: market segmentation and market dynamics;
financial and organizational management… The game titled PNP Village, divided
into seven levels and in each level learners will acquire new business concepts.

Explorer “Serious Game for Immersive Entrepreneurs” an online serious game,
which provides to learners, the opportunity to develop entrepreneurial skills, in
order to manage their own companies in the future [38]. Similarly, SimVenture,
serious game of corporate business, which allows learners to create and run a virtual
company and therefore, develop an entrepreneurial spirit [39].

Practice plays a very interesting role for the development of learner’s personality
and creativity, however we note that practice without theory is blind and theory
without practice is powerless, likewise, serious games remains as a solution among
others, to practice, promote and improve entrepreneurial skills.

5 Proposed Approach

5.1 Overview

Our primary goal is to achieve a serious game, promoting an entrepreneurial spirit
among youth. It constitute an environment which facilitates the acquisition of skills
through play. In fact, a game that allows learners to leave the academic context and
adopt realist practices.

Before we talking about neither a management, nor prescribed tasks, learners
must first define innovative ideas, aimed to choose one to continue with.

What we mean by defining the project, reside in the choice of name, a mean-
ingful slogan, staff recruitment, … and therefore, learner’s must necessary taking
into account, precautions in choices. Thus, starting from this point that the role of
the teacher, the notes generated in parallel taking importance. In addition, the game
will mention concepts clarifications, as like how to choose a good slogan,
recruitment principles (that’s important to clarify the enterprise needs, the overall
operation of each position, conditions related each post …). Once the learners
define the general context and understand the role of each position and function, the
next phase, is to distribute the duties and tasks between them.

Subsequently, from the process of reflection and acquisitions developed
throughout gaming, learners while collaborating together, have to achieve a Busi-
ness Model.
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Market research, an indispensable step for any business creation, it’s serve as the
foundation for all marketing decisions. Thereof, it’s resides in several inseparable
phases, first determine the nature of the market (geographical size, growth rate …),
identify customers (determine their needs, their desires …), competition analysis
(identify differentiation factors, their financial statistics …). However, learners will
pass through all these steps, to ensure that the project can be commercially feasible.

Following the market research, learners should be able to write a Business Plan,
includes costed and operational description of the business model, and describing
the business vision, strategy and the expected profitability.

Any business must have capital to grow and develop, and therefore, during this
stage learners understand, what role the investment is.

At this level, the game effectively begins, where learners exploit business. They
are interested in creating products and their delivery to customers.

By the way, after each phase, the learner should prove what he learned, through
an evaluation (QCM as example).

We present a table summarizes the main features (Table 1):

5.2 Serious Game Model

Above, we propose our serious gamemodel, composed of several levels:Educational
goals, a model of educational goals that the learner must be able to demonstrate
during the game, moreover, it represents the capabilities which must possess all after
the educational activities.

Learners manage their business, then each of them will take decisions, while
keeping alive the cooperative spirit. Accordingly, we will attempt to enrich the
learner model (Monitoring learner progress …).

Taking into account the learner model, and according to the educational goals
(Educational goals), a generation model, whose function, generating scenarios
(suites of activities) tailored to the needs of learners.

An adaptive model, consist of a set of rules leading to dynamically change the
game behavior, this last, regarded in some points: the display (presentation), content
(changing the game difficulty) …

Table 1 Key features of our approach

Target users Covered areas Synthesis

Youth wanting to
promote the spirit of
entrepreneurship

Entrepreneurship concepts (market
study, business plan …). A context
to develop good Communication
skills, risk-taking, leadership, time
management …

Game support learners, to
develop capacities to confidently
manage their business
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During gameplay, we will try each time to assess the level of learning, starting
from several types of questions and interactive exercises, could ensure the
achievement of objectives.

In terms of (model validation), we will lead to interpret the results, in order to,
generate an estimate of success chance or failure (state estimation) (Fig. 1).

6 Conclusion

In order to realize Morocco’s entrepreneurial potential, we must ensure on the
support and encouragement of young people to discover their creative talent, to
develop their spirit of innovation and to inspire them to undertake. Initiatives, began
in this sense, whose purpose, the identification, promotion, encouragement of
competences, as well as the dissemination of entrepreneurial values among youth.
Therefore, we decided to orientate our researches in that vein, by studying what
impact can have the introduction of serious games on entrepreneurship. Thus, this
article constitute the first step in our approach, where on the one hand, we have
shown and clarified the interest of serious games generally, their contributions in
various areas, notably regarding learning context. On the other hand, we tried to
introduce the concept of entrepreneurship generally, highlight how important is,
especially in Morocco. The study of the existing, a crucial step where we examine
the impact of serious games to youth practical situations, including a purpose,
having aware best practices of entrepreneurship, starting from the analyses of some
projects. Lastly, we proposed and described our approach. As a perspective, we
plan subsequently to implement it, then propose it as a tool, helping to grow
tomorrow’s entrepreneurs.

Evaluation

Generation
of Learning 
Scenarios

Educational goals

Learner Model

Validation
Estimation state

Adaptation Model

Competence state

Interaction 
traces

Fig. 1 Serious game model definition, illustrating our approach
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Educational Data Mining: A Literature
Review

Carla Silva and José Fonseca

Abstract The adoption of learning management systems in education has been
increasing in the last few years. Various data mining techniques like prediction,
clustering and relationship mining can be applied on educational data to study the
behavior and performance of the students. This paper explores the different data
mining approaches and techniques which can be applied on Educational data to
build up a new environment give new predictions on the data. This study also looks
into the recent applications of Big Data technologies in education and presents a
literature review on Educational Data Mining and Learning Analytics.

Keywords EDM ⋅ Prediction ⋅ Clustering ⋅ Relationship mining ⋅ Learning
management systems

1 Introduction

A lot of research is going nowadays on the data-mining field. Educational Data
Mining is a major research field also known as EDM. It aims at devising and using
algorithms to improve educational results and explain educational strategies for
further decision making. This paper discusses some of the data mining algorithms
applied on education related areas. These algorithms are applied to extract
knowledge from educational data and study the attributes that can contribute to
maximize the performance. In fact, learning initially started in the class room and

Track2—ARTIFICIAL INTELLIGENCE IN EDUCATION Distributed Artificial Intelligence
in education (DAIED) and Web-based AIED systems.
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was based on behavioral, cognitive and constructivist models [1, 2]. Behavioral
models rely on observable changes in the behavior of the student to assess the
learning outcome. Cognitive models are based on the active involvement of teacher
in the learning process. In the constructivist models, the students have to learn on
their own from the available knowledge. A new termed “Connectivism” which is
characterized as the “amplification of learning, knowledge and understanding
through the extension of personal network” appeared in the recent years. According
to Siemens, learning is no longer an internal, isolated activity [2, 3]. It is considered
to be an act in a network of nodes which improves the learning experience of
students and reduces the need for the direct involvement of a Professor. Actually,
traditional learning environments have gradually mutated into community based
learning environments [4].

1.1 Data Mining, a Concept and a Challenge

Educational data mining can be defined as “An emerging discipline concerned with
developing methods for exploring the unique types of data that come from edu-
cational settings and using those methods to better understand students, and the
settings which they learn in” [5]. EDM is the process of transforming raw data
compiled by educational systems in useful information that can be used to take
informed decisions and answer research questions. But the development of data
mining and analytics in the field of Education was fairly late, compared to other
fields. However, the challenge for educational data mining of online learning is due
to its specific features on data. While many types of data have sequential aspects,
the distribution of educational data over time has unique characteristics; for
instance, a skill may be encountered many times during a school year, but separated
over time and in the context of quite different activities [6]. Additionally, educa-
tional data mining methods have been successful at modeling a range of phenomena
relevant to student learning in online intelligent systems and models are achieving
better accuracy every year and are being validated to be more generalizable over
time. There are important aspects that need to be discussed to justify the unique
development for educational data, which is the growing realization that not all key
information is stored in one data stream; the improvement in model quality, driven
by continuing improvements in methodology and the importance in existence that
there are more published examples of detectors than there are of detectors being
used to drive intervention, like Ellucian [6, 7] which provided Professors with
reports of whether students were at risk of dropping or failing a course, and scaf-
folded Professors in how to intervene, leading to better outcomes for learners.
Research in education [8] has resulted in several new pedagogical improvements.
Computer-based technologies have transformed the way we live and learn. Today,
the use of data collected through [6] these technologies is supporting a second-
round of transformation in all areas and learning with different achievements.
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Data mining is a powerful new technology with great potential to help Schools
and Universities focus on the most important information in the data they have
collected about the behavior of their students and potential learners [9]. Data mining
involves the use of data analysis tools to discover previously unknown, patterns and
relationships in large data sets. These tools can include statistical models, mathe-
matical algorithms and machine learning methods. These techniques are able to
discover information within the data that queries and reports can’t effectively
reveal.

1.2 Literature Review

Many investigations have been carried out to demonstrate the importance of the
“Data Mining” techniques in education, demonstrating that this is a new concept for
the purpose of extracting valid and accurate information about the behavior and
effectiveness in the learning process [10, 11].

In the field of education techniques “Data Mining” has also been used to analyze
the curriculum and subject of the current research topics, as well as to analyze the
students performance [12]. There have been several investigations made under this
proposed study object. For example, Bhardwaj used the Naïve Bayes algorithm to
predict student performance based on 13 variables [13]. The results were used to
build a model that is used to predefine the students who are at risk of failure and
thus activate a guidance and counseling program. Varghese et al. [14] in their
research used the “K means” algorithm to cluster 8000 students based on five
variables (input average in the University average scores of the tests/exams, average
scores of papers, seminars notes and notes the work by frequency). The results
showed a strong relationship between attendance and student performance. Gulati
and Sharma [15] claim that knowledge through analysis by “Data Mining” can
improve the education system in orientation, student performance and organizations
management. Ayesha et al. [16] directed a study on evaluation, taking into account
the evolution of learning and analysis of tests at the beginning and end of the
courses. Bresfelean [17] conducted a study based on students’ results and how ease
of these can be provided. Cortez and Silva [18] conducted a research on the edu-
cation system in Portugal and the results showed that a good and accurate prediction
can be achieved. This is established by development tools that help improve the
management of education in schools and the effectiveness of learning, which is a
very important return. According to Sun [9], the result of the relationship between
assessment and learning is an important tool to monitor and guide a quality edu-
cation. Noaman and Al-Twijri [19] published a recent study applied to the entry
requirements of the University of Saudi Arabia. They used algorithms and with
techniques they have developed and a model that fits the public and the variables
that describe it. They took into account input admission to the frequency of notes in
previous education, admission notes and even the characteristics that describe the
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needs of the University. Some studies show the impact of the use of Moodle by
applying Data Mining [20]. Sun [9] describes the different data mining techniques
that can be applied to promote student learning on digital platforms. Aslam and
Ashraf [21] used clustering algorithm to provide a model of student learning. Some
investigations [22] discussed how data worked for Data improving the education
system and enface knowledge in the classroom. Vince Kellen in his case study,
described the implementation of a structured analysis tool for Data Mining—SAP’s
HANA at the University of Kentucky, which estimates a value “k-score” for each
student. This value will determine the involvement and subsequent guidance for
good student performance. Grafsgaard et al. [23] developed a system that recog-
nizes facial expressions based on frustration or understanding of students in the
classroom. They also used algorithms to detect unspoken behaviors and associate
them to the knowledge acquired. Lee [24] describe also a record for the use of
human behavior prediction models.

2 Approaches of Data Mining in Educational Data

Data mining is the field of computer science that aims to find out different potential
factors and patterns to help decision making.

The model in Fig. 1 intends to design the Educational Data Mining. In this way,
Data Mining can facilitate Institutional Memory. Data Mining [25], also popularly
known as Knowledge Discovery in Databases, refers to extracting or “mining”
knowledge from large amounts of data. An educational system typically has a large
number of educational data. This data [26] may be students’ data, teachers’ data,
alumni data, resource data, etc. EDM focuses on the development of methods for
exploring the unique types of data that come from an educational context. These
data come from several source, including data from traditional face-to-face class
room environment, educational software, online courseware, etc.

Fig. 1 Intelligent system model for educational data mining
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Data mining techniques are used to operate on large volumes of data to discover
hidden patterns and relationships helpful for decision-making. Various algorithms
and techniques such as Classification, Clustering, Regression, Artificial Intelli-
gence, Neural Networks, Association Rules, Decision Trees, Genetic Algorithm,
Nearest Neighbor method etc., are used for knowledge discovery from databases.

2.1 Clustering

Clustering can be defined as the identification and classification of objects into
different groups, or more precisely, the partitioning of a data set into subsets
(clusters) so that the data in each subset (ideally) share some common trait of
similar classes of objects (Fig. 2).

2.2 Classification

Classification models describe data relationships and predict values for future
observations (Fig. 3). Classification is the task of learning a target function that
maps each attribute set X to one of the predefined class labels Y. There are different
classification techniques, namely Decision Tree based Methods, Rule-based
Methods, Memory based reasoning, Neural Networks, Naïve Bayes and Bayesian
Belief Networks, Support Vector Machines. In classification [26] test data is used to
estimate the accuracy of the classification rules. If the accuracy is acceptable, the

Fig. 2 Example of K means clustering using R ([27] Silva presented a cluster analysis of
outcomes and incomes in education on Europe)
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rules can be applied to the new data tuples. The classifier-training algorithm uses
these pre-classified examples to determine the set of parameters required for proper
discrimination.

2.3 Predication

Regression techniques (Fig. 4) can be adapted for predication [25]. Regression
analysis can be used to model the relationship between one or more independent
variables and dependent variables. In data mining, independent variables are
attributes already known and response variables are what we want to predict.

Fig. 3 Classification as a task

Fig. 4 Prediction as a task
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Unfortunately, many real-world problems are not simply prediction. Therefore,
more complex techniques (e.g., logistic regression, decision trees, or neural nets)
may be necessary to forecast future values.

3 Future Scope

There are increasing research interests in using data mining in education. This new
emerging domain, called Educational Data Mining, concerns with developing
methods that discover knowledge from data originated from educational environ-
ments. Data mining is a tremendously vast area that includes employing different
techniques and algorithms for pattern finding. This paper is just a simple review to
this emerging field and aims to highlight the importance of its study.
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Individualized Learning Path Through
a Services-Oriented Approach

Mohamed Bendahmane, Brahim El Falaki and Mohammed Benattou

Abstract In the most learning systems, pedagogical activities are presented in a
static way without considering the specifics or learner goals. However, customize
the learning environment and adapt learning path to learners’ profile improve
learning quality. In our proposed system, we believe that learning path’s
individualization depends on collected traces’ activities in learning environment.
We propose in this paper a model-oriented services to offer to each learner an
individualized learning path to acquire the targeted skills. The system will be
implemented as composed services norms and standards.

Keywords Service-oriented architecture ⋅ Learning path ⋅ Web service ⋅
Individualization ⋅ Trace analysis ⋅ IMS LIP

1 Introduction and Context

In an E-learning environment, learners tend to have the same goal but they have
different characteristics and predispositions to achieve it. Thus, an optimal learning
path for one learner is not necessarily the same for the other [1]. Consequently,
individualized learning path is inevitable. Consequently, individualized learning
paths is crucial to manage learner differences. To achieve this individualization we
propose a system based learners traces’ analysis to regulate learning path.
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Our proposal [2] consists to individualize learning path to a learners’ capacities
by implementing an orchestrated web component in a service-oriented architecture
(SOA).

To enable reuse and operability, the environment will be designed according to
standards, such as IMS-LD [3], IMS-QTI [4] and IMS-LIP [5].

The next section deals with individualization in e-learning. The two ensuing
Sects. 3 and 4 concerns traces’ analysis and modeling learner. The proposed system
will be presented in Sect. 5, and we terminate with a conclusion and perspectives.

2 The Learning Individualization

The concept of individualization in E-learning has become an important field of
research in recent years. Generally, individualization aims to adapt contents and
services offered to the user to promote the quality of his interactions with the system
[6]. Individualize the learning path in education field is providing each learner the
feeling that the training is designed to meet their expectations, taking into account
his limits and capabilities.

In our proposal, we believe that adaptation is based on the identification of the
learner, his/her ability, prior knowledge and current performance for the acquisition
of competencies. Thus, we stipulate that two elements are essential, namely a
learner modeling and a relevant analysis of traces’ activities.

In this perspective we propose a system based on learners’ traces analysis. This
analysis will conclude with a regulation of the learning path based on targeted skills
and learner profile.

3 Trace Notion

In the literature, there are several names to describe the monitoring of online
learners, among them we find the term “tracking” and “trace”. The trace definition
differs according to its context, the research area, its role and its use.

We present a table with different definitions of trace concept (Table 1).
In this work, we define a trace as a result of data exchange observations and

interaction between the actor and the system [2].
Traces can be collected from several sources: videos, databases, XML or Log

files.
Traces can be classified into three categories [14]: those relating to collaborative

learning “social traces”, “activities’ traces” from activities proposed to learners and
“cognitive traces” to assess knowledge and skills.

In our work, we will collect activities’ traces from e-learning platform database
for classification and analysis.
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4 Modeling the Learner in Competence Based
Approach (CBA)

In CBA, the learner is central and the learning environment must take into account
his needs and expectations for the acquisition of a competency. To adapt peda-
gogical path to the needs of learners and follow their progress in e-learning plat-
forms, we require collecting data on these learners [15].

The data relevant recognized, modes of production and operation have been the
subject of numerous publications [16] that led to the learner model creation.

4.1 Definition

The learner model is a data structure (as defined in the computer) that characterizes
the knowledge acquired by the learner [17]. The five main features shown in the
user model are [18] (Fig. 1):

This model provides information on the environment to be adapted to each user
and be refreshed explicitly.

In our contribution, the learner model is applied when analyzing learners’ traces.
It will contribute to the learning path regulation based on skills and learner profile.
The learner model can be implemented using standard models. In our proposal, we
adopt IMS Learner Information Package (LIP-IMS) specifications, which toe our
vision that takes into account the CBA as a reference.

Table 1 Definitions of trace concept

Authors Definition

Champin Objects temporal sequence of and operations mobilized by the user when
using the system is called trace of use [7]

Choquet and
Iksal

A pedagogical object as well as the resources or educational scenarios [8]

Courtin and
Mille

A feedback base for learning actors [9]

Cram Any computer object in which accumulate data about interactions between a
computer system and its user [10]

Jermann An observation or a recording learner interaction with a system for analysis
[11]

Pernin Settouti Actors activities index in a learning situation whether or not instrumented
[12]
The trace is defined as an observed temporal sequence [13]
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4.2 Modeling Learner Using IMS-LIP

It is necessary to record learner individual competencies in a persistent and standard
way to ensure the provision of competence-based learning services. It facilitates
also the interaction with the learner. Thus, the learner can find learning activities
that meets his needs to achieve the desired competencies.

In our proposed system, we adopt the IMS-LIP specifications. IMS LIP (Learner
Information Package) is defined in a XML structure (Fig. 2) for the exchange of
data between systems learners including learning management systems [19].

5 The Proposed System

The model proposed is based on reusability and autonomy of web services, all
orchestrated in a services-oriented architecture (SOA). The idea is to offer services
that exploit the learners activities traces to generate indicators. The interpretation of
these indicators will enable teachers engineers to adapt the educational path sce-
narios to learners needs.

goal

knowledge and 
training

preferences 
and Interests

experiences

Fig. 1 The five main features shown in the user model
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Figure 3 shows an Overview of suggested model.
According to the competency-based approach, the goal of each pedagogical

scenario is to enable learners to acquire some skills. Therefore, the teacher prepares
its course by offering a progression of activities according to targeted skills. These
skills will be decomposed into criteria by the pedagogue.

Our model (Fig. 4) provides a “collection” service that is based on this criteria to
collect learners activities’ traces. These traces are usually stored in log files, XML
files or databases according to the learning environment. Traces’ extraction from
log files are based on data format. For XML files or database, SQL language will be
helpful.

The service “classification and analysis” aims to classify learners according to
their preferences.

Fig. 2 Learner model using competency definition [20]

Services

Traces DatabaseLearning Environment Individualized 
learning path

Services

Indicators

Fig. 3 Overview of suggested model
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The idea is to analyze and group learners’ traces according to the similarity
degree. This similarity will be measured by the web pages visited frequency in
e-learning environment and the semantic similarity between these visited pages.
These traces’ analysis will consider the learner model based on IMS LIP and
produce a set of performance indicators according to indicators’ types desired by
educator.

These indicators analysis will allow teachers to individualize learning path for
each learner or learners group by changing the proposed learning activities’ order.
The “regulation” service will be in charge of this task.

6 Implementation

In Service oriented architecture the goal is to provide “an open Platform” for the
development, deployment, interaction and management of distributed e-services. [21].
The model of web services [22], is defined as an architecture calling upon a set of
standardized protocols (Fig. 5). The orchestration of services is carried out by IMS LD
specifications.

Fig. 4 The proposed system approach
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7 Conclusion

One of the most important objectives in e-learning is to offer learners an adapted
learning path to their needs. Several studies have focused on pedagogical indi-
vidualization according to several ways. Our proposal is different, it is based on
web services’ independence and reusability to implement four components that are
responsible for traces’ collection, classification, analysis and exploitation. These
traces are collected from learners activities.

In perspective, we expect experimentation and results’ analysis to judge the
suitability of our proposal.
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An Ontology to Assess the Performances
of Learners in an e-Learning Platform
Based on Semantic Web Technology:
Moodle Case Study

Badr Hssina, Belaid Bouikhalene and Abdelkrim Merbouha

Abstract In this paper, we created a system to assess the skills of learners on an
e-learning platform using semantic web technologies. Indeed, to supervise learners’
activities in an e-learning platform is a major challenge for teachers and tutors alike.
Our approach is based on standards that fall within the area of the semantic web as
ontologies, the JENA API, and the SPARQL query language that aim to help a tutor
in the monitoring of the activities of learners. The main idea behind our approach is
that an ontology can be useful not only as a learning tool, but it can also be used to
assess learners’ skills.

Keywords E-learning ⋅ JENA ⋅ Ontology ⋅ OWL ⋅ Semantic web ⋅
SPARQL

1 Introduction

In this work, we will focus on how the semantic web [1], in particular ontologies
[2], can improve the effectiveness of e-learning platforms [3] to satisfy their users.
The approach of the Semantic Web adds metadata to Web resources that describe
their contents and features, such metadata should be based on ontologies to be
shared and provided with operational interpretations. Ontologies are one of the most
important foundations of the Semantic Web approach for e-learning. Indeed,
E-Learning, like all other Web services, can benefit from the new vision of the
Semantic Web but mostly based on the potential of ontologies. The contributions of
ontologies for e-learning systems are numerous, citing for example: need for

B. Hssina (✉) ⋅ A. Merbouha
TIAD Laboratory, Computer Sciences Department, Sultan Moulay
Slimane University, FST, Beni-Mellal, Morocco
e-mail: hssina.badr@hotmail.fr

B. Bouikhalene ⋅ A. Merbouha
LMACS Laboratory, Mathematics Department, Sultan Moulay
Slimane University, FST, Beni-Mellal, Morocco

© Springer International Publishing AG 2017
Á. Rocha et al. (eds.), Europe and MENA Cooperation Advances
in Information and Communication Technologies, Advances in Intelligent
Systems and Computing 520, DOI 10.1007/978-3-319-46568-5_11

103



archiving and research [4], need for sharing [5], need for reuse of learning objects
[6], indexing of education materials based on ontology [7], semantic enrichment of
users’ profile [8]. Using a semantic resource such as the ontology could be a way to
enrich the learning data to respond more precisely to complex questions.

The aim of this work is to use the methods and semantic web tools for the
exploitation of learner data to predict their performance in training. Ontologies now
occupy an important place in the field of e-learning. As a matter of fact, formal and
consensual nature of an ontology allows it to be spread in a community and helps
make interoperable applications by explicitly representing the semantics of the data.

Our contribution is to create an ontology to annotate learning activities on an
e-learning platform. Subsequently, we have populated our ontology manually. The
language used for web development of ontology is OWL (Ontology Web Lan-
guage). We have exploited the Jena API to execute SPARQL queries tutor.

2 Related Work

The use of ontology in e-learning particularly in IR (Information Retrieval) is one of
the current issues of the Semantic Web, which aims to overcome the limitations of
the search based on keywords. The first works date from the 1990 [9–11]; the use of
ontologies for IR has really taken off with the advent of the Semantic Web, which
advocates a semantic characterization of Web resources [12].

In IR systems using a model based on ontology, the index is built on the basis of
the concepts present in the ontology and not based on words found in the documents.
We are talking about conceptual indexing based on an ontology. Compared to an
index based on the keywords, an index based on ontologies has two advantages [13]:

• The presentation of research results can be carried out according to the cate-
gories in the ontology;

• The formulation and refinement of queries can be based on a structured
vocabulary provided by the ontology.

The use of ontologies in e-learning is about different works, such QBLS
(Question Based Learning System) [14] that is an aid to solving issues of tutorials.
It uses an educational ontology where the lesson is seen as a network card (defi-
nition, example, formalization, precision) and abstract resources (theme, idea,
notion of courses) where each abstract resource refers to one or more files.

3 Semantic Web in e-Learning

The European Commission defines e-learning as: “the use of new multimedia
technologies and the Internet to improve the quality of learning by facilitating
access to resources and services, as well as exchange and remote collaboration”.
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E-learning can benefit from the advantages provided by the semantic web like
ontologies.

The architecture of the Semantic Web is based on a layered model proposed by
W3C (Web standards body) [15], this model is shown in Fig. 1.

Thus, the Semantic Web can be treated as a suitable platform for implementing
an e-Learning system, as long as it provides all means for the development of an
ontology (learning), annotation based ontology learning materials, their composi-
tion courses and active delivery of courses through the learning portals.

4 Architecture of Our System

Our system is developed using two approaches as shown in Fig. 2. In the first we
created ontology to annotate the activities of learners on an e-learning platform
Moodle [16]. To run SPARQL queries on our ontology, we have populated our
ontology manually. The web language used for developing ontology is OWL (Web
Ontology Language) in the ontologies editor Protégé [17]. The tutor uses a
graphical interface based on the Jena API to evaluate the work of learners.

The second approach is based on the mapping of the database to ontology. We
converted our MySQL database of Moodle in Turtle format [18] using the D2RQ
server [19].

An ontology is an explicit formal description of concepts in a domain [20]. For
the semantic web, ontology is a structured body of knowledge that provides a
common understanding, both structured and shared of a field or a task that can be

Fig. 1 The layered model of
the semantic web
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used for communication between agents or to annotate semantic web resources.
Compared to the thesaurus [21], ontologies are complex structures. In addition to
the hierarchy of concepts based on relationships of hypernymy/hyponymy (Is-A),
or meronymy (Part-Of) [22], they can contain any type of relationship found useful
as well as constraints on the field concerned.

4.1 Creation of Our Ontology

The ontology we designed aims to make an explicit formal description of some
modules of an e-learning platform (Moodle as a case study). Our ontology
specifically addresses the elements that help the assessment of the learners’ activ-
ities. It is therefore not intended to describe exhaustively the field of online learning
environments and remains at a fairly high level description to be the most general
possible, in order to represent all cases of operations by a user. Modeled classes are:
Tutor Learners, Exam, Note, Wiki, etc.

The Fig. 3 shows the structure of our ontology developed under Protégé.

Fig. 2 Overall system architecture
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Fig. 3 The structure of our ontology
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The population process of our ontology is based on the learner data—be they
notes or wiki created during consultation, chat and discussion forum for each
learner. The Fig. 4 illustrates some of the instances of our ontology generated by
Protégé.

A SPARQL query language that was created by the DAWG Task Force (RDF
Data Access Working Group) [23] of the W3C (World Wide Web Consortium) is
considered one of the key technologies of the Semantic Web.

An example of expression of a query in this category can be found in all
documents related to the concept C and in all documents related to concept C′
linked to C by relation R.

Fig. 4 The population of our ontology
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Examples of SPARQL queries:

SELECT ?s ?max
WHERE { ?s rd:nombreConsultation ?max}
ORDER BY DESC(?max) LIMIT 1
SELECT ?nombreConsultation
WHERE { ?subject rd:has_consultation ?object.
?subject rd:nom ?nom.
?object rd:nombreConsultation ?nombreConsultation.
filter(?nom = “sami”)}

4.2 Mapping Data Base to Ontology

The D2RQ language of association is a declarative language for the association
diagrams of a relational database to RDF Schema vocabularies and OWL ontolo-
gies. The association defines a virtual RDF graph that contains information from the
database used (in this case MYSQL). This association is described in a mapping file
to be generated by the user.

The D2RQ platform is a system for accessing relational databases. It offers
access based on RDF for the content of relational databases.

4.3 Interface User JENA

Jena is an open source framework which is initiated initially by HP Labs [24]. Jena
consists of a set of tools implemented in Java that provides:

• A programming API for managing data (RDF, RDF Schema, DAML + OIL
and OWL) Semantic Web applications

• An AQL query language which is an implementation of the SPARQL language
• A relational structure for storing persistent data in RDF, RDF Schema,

DAML + OIL and OWL
• A parser RDF/XML,
• An inference engine.

The database case can be explored using SPARQL (Fig. 5).
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5 Conclusion

In this work, we propose this ontology to assess the performances of learners in an
E-Learning Platform based on Semantic Web Technology. Ontology, which is most
often described using OWL, may need to be represented in multiple ways
depending on the use we want to do. The possibilities of expression of these
different paradigms are different, the possibilities of expression of these different
paradigms are different, to bring them closer we need to import new concepts in the
world ontologies.

In this article we have become familiar with the different semantic web tech-
nologies namely OWL, RDF and SPARQL to annotate modules of e-learning
platform with the view of assessing the learner’s performance.

Fig. 5 D2R server running at http://localhost:2020
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Toward a Framework for Designing
Adaptive Educational Hypermedia System
Based on Agile Learning Design Approach

Amal Battou, Omar Baz and Driss Mammass

Abstract Adaptive Educational Hypermedia systems (AEHS) have provided new
perspectives for access to information and enhance learning. However AEHS have
advantages and positive impact on learning, there are still defies to their design and
production. In this paper, we propose an Agile Learning Design method to support
the design and production of AEHS. It is based on agile practices from software
engineering and on practices of learning design. We illustrate our approach with an
experiment that validates the proposed method through its application in the design
of an AEHS called (ALD-AEHS) and creation of one of the most important
component of AEHS: The User Model.

Keywords AEHS ⋅ Learning design ⋅ Instructional design ⋅ Agile learning
design ⋅ Individual training ⋅ ALD-AEHS ⋅ User model

1 Introduction

Adaptive educational hypermedia was one of the first application areas for Adaptive
Hypermedia [1]. The use of such environments, offers to learners personalized
content, presentation, and navigation support adapted based upon various features
such learner’s data, usage data and environment data of individual learners.

The design and authoring of AEHS is more complicated than the design of
regular educational hypermedia [1]. Furthermore, one of the challenges faced by
developers of AEHS has been how to design and create quality and pertinent

A. Battou (✉) ⋅ O. Baz ⋅ D. Mammass
IRF-SIC Laboratory, IBN ZOHR University, B.P.28/S, Agadir, Maroc
e-mail: ambattou@gmail.com

O. Baz
e-mail: o.baz@uiz.ac.ma

D. Mammass
e-mail: mammas@univ-ibnzohr.ac.ma

© Springer International Publishing AG 2017
Á. Rocha et al. (eds.), Europe and MENA Cooperation Advances
in Information and Communication Technologies, Advances in Intelligent
Systems and Computing 520, DOI 10.1007/978-3-319-46568-5_12

113



component of AEHS, able to build courses based on goals, preferences and
knowledge of an individual user and use this throughout the interaction for adap-
tation of the content to the needs of that user.

This is due to the fact that AEHS deals with diverse backgrounds, such as
software developers, web application experts, content developers, domain experts,
instructional designers, user modeling experts, pedagogues, etc. Moreover, these
systems have presentational, behavioral, pedagogical and architectural aspects that
need to be taken into account. To make matters worse, most AEHA are designed
and developed from scratch, without taking advantage of the experience from
previously developed applications, because the latter’s design is not codified or
documented. As a result, development teams are forced to ‘re-invent the wheel’ [2].
Keppell et al. [3] recommend that “Academic teachers should be encouraged to
model and share learning designs within their own university, partner institutions
and symposiums and conferences in higher education” to enhance learning and
teaching through technology-enhanced learning.

Various works have been presented in the literature in order to support the
design of AEHS [2, 4, 5]. Thus, there are several Design learning methods pre-
sented in the literature, such as ADDIE, OULDI, Design thinking, Xproblem, etc.
In this work, we focus on one of the recent works proposed to design AEHS, which
is called Agile Learning Design.

The purpose of this paper aims to present a framework for designing AEHS
based on Agile Learning Design. The remainder of this paper is organized as
follows. The Sect. 2 provides the background and a summative review of the most
common design learning methods in the literature. The Sect. 3 describes a case
study based on Agile Learning Design approach. The Sect. 4 provides discuss of
some results of this work. Finally, a conclusion and future work are presented in the
Sect. 5.

2 Background and Related Work

Rawsthorn [6] claimed that “computer technologies and related practices and
methods have had a significant influence over Instructional Design methods. One of
the major trends is the influence of Software Development Life Cycle method-
ologies over Instructional Design methodologies. This influence is evident in the
ADDIE, Dick and Carey, and other Instructional Design methodologies”.

In this section, we first present an overview of the two concepts: Instructional
Design and Learning Design. Then, we outline the most used approaches. Then, we
give a description about methods using in the field of Learning Design. Finally, we
give a comparison between those methods.
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2.1 Learning Design Versus Instructional Design

The terms Learning Design and Instructional Design are used interchangeably
depending on the nature of the work and the environment in which it is carried out
[7]. Below, we present an overview of the two concepts.

Instructional Design. The concept of Instructional Design arrived in the liter-
ature of technology for learning in the late of 1950. Instructional Design is the
process by which instruction is improved through the analysis of learning needs and
systematic development of learning materials. Merril et al. [8] define the Instruc-
tional Design as the practice of creating instructional experiences which make the
acquisition of knowledge and skill more efficient, effective, and appealing.

In addition, Instructional Design may be supposed of as a framework for
developing modules or lessons that increase and enhance the possibility of learning
and encourages the engagement of learners so that they learn faster and gain deeper
levels of understanding [9].

Learning Design. Learning Design as a research field has emerged in the last
recent years, as a methodology for both articulating and representing the design
process and providing tools and methods to help designers in their design
process [10].

Beetham [11] defines the Learning Design as: a set of practices carried out by
learning professionals… defined as designing, planning and orchestrating learning
activities which involve the use of technology, as part of a learning session or
program.

Learning Design aims to enable reflection, refinement, change and communi-
cation by focusing on forms of representation, notation and documentation [12]. It
can take place at a number of levels: from the creation of a specific learning activity,
through the sequencing and linking of activities and resources, to the broad cur-
riculum and program levels.

Learning Design can be represented in several ways; each representation will
articulate particular aspects of the learning that the designer anticipates will take
place. Four main types of representations are identified: verbal, textual, visual, or
data-based. Many tools can be used for implementation such LAMS (learning
Activity Management System), MOT+ (Modeling using Object type), Reload, etc.

Discuss. As presented above, we conclude that Learning Design and Instruc-
tional Design are meticulously aligned but have distinct concentrations. Conole [13]
claimed that Instructional designers design instruction to meet learning needs for a
particular audiences and setting. Learning Design, in contrast, takes a much broader
perspective and sees design as a dynamic process, which is ongoing and inclusive;
taking account of all stakeholders involved the teaching-learning process.

As the Learning Design is boarder then the instructional Design, we will use
only the term “Learning Design” in the sections below even if some methods use
the term “Instructional Design”.
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2.2 Learning Design Methods

As we highlight above, the field of Learning Design has gained importance in the
literature. According to our reading, we can classify the Learning Design approa-
ches in two large categories. The first one intended at developing a Learning Design
Specification for machine interpretation and execution. This was the direction
adopted specially by IMS Learning Design. It seeks a formal educational mark-up
language that can document a single or multiple learner experience in a computer
readable and sharable (XML) format [13]. Instructors reproach to this category, that
implementations of the full specification conducted to date are limited. Further-
more, this orientation does not make pedagogic design and learner activity explicit
in a human-readable form.

The second category, that matches our vision, adopts a more general interpre-
tation of Learning Design. It focuses on pedagogy and the activity of the student
rather than the content. This approach advocates a process of ‘design for learning’
by which one arrives at a plan, structure or design for a learning situation, where
support is realized through tools that support the process (e.g. software applications,
websites) and resources that represent the design (e.g. designs of specific cases,
templates) [12].

Various toolkit and model for mapping pedagogy and tools for effective learning
design were proposed. In the section below, we will present the most cited methods
in the literature.

ADDIE Model. ADDIE model [14] is the most common model used for cre-
ating instructional materials is the ADDIE Model. This acronym stands for the five
phases contained in the model (Analyze, Design, Develop, Implement, and Eval-
uate). Each phase has an outcome that feeds into the subsequent phase.

1. Analyze: identify instructional goals and tasks, analyzing learner characteristics;
2. Design: develop learning objectives, choose an instructional approach, define

performance objectives, develop assessment instruments, and develop instruc-
tional strategy;

3. Development: designers and developers start the production and the testing of
the methodology being used in the project.

4. Implementation: deliver instructional materials; apply instructional activities;
formative evaluation.

5. Evaluation: consists of two parts: (1) Formative evaluation is present in each
stage of the ADDIE process. (2) Summative evaluation consists of tests designed
for domain specific criterion-related referenced items and providing opportu-
nities for feedback from the users.

Dick and Carey. The Dick and Carey method [15] is constituted by a series of
steps, all of which will receive input from the preceding steps and will provide
output for the next steps. All of the components work together in order for the user
to produce effective instruction.

116 A. Battou et al.



1. Assess Needs to Identify Goal(s): Determine the instructional goals.
2. Conduct Instructional Analysis: Determine the required skills, knowledge, and

attitudes.
3. Analyze Learners and Contexts: Analyze the context in which the learners will

learn the skills and they will use them.
4. Write Performance Objectives: Determine the conditions under which the skills

must be performed, and the validation criteria.
5. Develop Assessment Instruments: Develop assessments to measure the learn-

ers’ ability to perform the skills.
6. Develop Instructional Strategy.
7. Develop and Select Instructional Materials.
8. Develop and Construct Formative Evaluation of Instruction.
9. Design and Conduct Summative Evaluation.

10. Revise instruction.

OULDI approach. Open University Learning Design Initiative was led by the
Institute of Educational Technology at The Open University. The initiative aims to
provide support for the entire design process; from gathering initial ideas, through
consolidating, producing and using designs, to sharing, reuse and community
engagement [16].

The OULDI approach specifies three aspects of design [17]:

1. Collaboration and dialogue—mechanisms to encourage the sharing and dis-
cussing of learning and teaching ideas.

2. Representation—identification of different types of design representation and
use of a range of tools to help visualize and represent designs.

3. Theoretical perspectives—the development of a body of empirical research and
conceptual tools to help guide the design decision-making process and to pro-
vide a shared language to enable comparisons to be made between different
designs.

Agile Learning Design approach. The Agile Learning Design is an iterative
model of learning design that focuses on collaboration and rapid prototyping. Agile
Learning Design can be adapted to fit the needs of the learning and training
community by providing an ethos for the design of learning [18].

The flow of agile Learning Design may contain several cycle. Each cycle con-
sists of problem analysis in the first phase, followed by the development of a single
feature of the final product. Once this single small part of your course is finished
you can start testing and evaluating the efficiency and the return on investment of
this part. If the results are satisfying a new iteration begins, until the course or the
project are fully finished, otherwise the designer has to take one step back,
understand what went wrong, and correct.

The agile practices are combined with Learning Design, assisting and guiding
the design and creation of AEHS [19]:

Toward a Framework for Designing Adaptive Educational … 117



1. Active users participation: users are involved in the development process,
helping to identify and solve problems and mistakes and providing rapid
feedback to the team

2. Collaborative development: All team members constantly interact and com-
municate throughout the development process, promoting a collaborative and
productive environment

3. Architecture/Design envisioning: Initial software architecture and requirements
are designed at the beginning of a project to identify and think through critical
issues

4. Iterative modeling/design: Software functionalities are designed at the beginning
of an iteration to identify team’s strategy for that iteration

5. Model/Design storming: Software functionalities are designed on a just-in-time
(JIT) basis to reflect on specific aspects of team’s solution

6. Early and continuous Evaluation: Testing and validation activities are conducted
at the beginning of the project and extend throughout the development process

2.3 Discuss

We highlight that all of the frameworks presented above are development
methodologies that are leveraged to guide Learning Design teams through a project
of eLearning. The philosophies of those frameworks methodologies share many of
the same practices. All of them include analysis, design, development, imple-
mentation, and evaluation as part of their process.

The study of these four Approaches allowed us to make the following com-
parative in Table 1.

Table 1 Summary of the approaches presented above

ADDIE
approach

Dick and Carey OULDI Agile LD

Process of
development

Analysis,
design
development
implementation
evaluation

Identify, conduct, analyze,
write performance,
develop, design, revise,
design

Vision, gather,
assemble, run,
evaluate, adapt

Align, get set
iterate and
implement
leverage,
evaluate

Type of
process

Linear
development
process

Iteratively and parallel Iteratively and
linear

Short
iteration

Implication
of users

Users specify
all requirement
at start

Users specify all
requirement at start

Users specify
all requirement
at start

Users
embedded
throughout
the process

Delivery All at once
delivery

All at once delivery All at once
delivery

Constant
delivery
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We notice that the ADDIE, the carey and Dick and the OULDI approaches,
although, they aim to make the design more explicit, they don’t specify the steps
and guidelines for a Learning Design process.

However, the Agile Learning Design approach has distinct characteristics that
set it apart from the rest. The use of Agile Learning Design permits an incremental
organization, flexible schedule, collaborative and transparent process. Moreover,
the Agile Learning Design method allows designs to be modified, repurposed and
evolved according to the needs of users emerging during development. Further-
more, it focuses on the final client which is in our case the learners and their
interactivity with the system.

3 ALD-AEHS: A Case of Study

In this section, we illustrate our approach with an experiment that validates the
proposed framework through its application in the design of an AEHS and creation
of one of the most important component of AEHS: User Model, which we call
Agile Learning Design for User Model (ALD-UM).

The research of the grounds for the other module of this AEHS model will be
further described in detail after validation.

3.1 The Design of User Model

The agile Learning Design method used to implement the User Model is organized
in four phases:

Establish the initial content of the User Model. In this stage, we use as a
starting point, the User Model giving in generic AEHS that allows changing several
aspects of the system, in reply to certain characteristics (given or inferred) of the
user [20].

The User Model in AEHS includes two type of information grouped in two
domains:

1. Domain Independent Data (DID): are composed of two elements: the Psycho-
logical Model and the Generic Model of the Student Profile, with an explicit
representation [21]. These data are more permanent which allows the system to
know beforehand which the characteristics that it must adapt to [22]. The DID
include several aspects such initial user knowledge, objective and plans, cog-
nitive capacities, learning styles, preferences, academic profile (technological
studies versus economical studies and management, knowledge of literature,
artistic capacities, etc.), etc.

2. Domain Dependent Data (DDD): information referring to the specific knowl-
edge that the system judges that the user possesses on the domain. Martins [23]
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say that the components of the DDD correspond to the Domain Model with
three-level functionality: (a) Task level, with the objectives/competences of the
domain that the user will have to master. In this case, the objectives or inter-
mediate objectives can be altered according to the evolution of the learning
process; (b) Logical Level, which describes the user knowledge of the domain
and is updated during the student’s learning process; (c) Physical Level, that
registers and infers the profile of the user knowledge.

Those two elements and theirs contents were discussed with prospective learn-
ers, and the member of our team to approve the initial architecture of the UM,
presented (Fig. 1).

Plan and create the structure. In this stage, we agree the content of the UM in
adequacy with our learning context. We highlight that we can refine this model (add
or delete some content) since we can do iterative design.

Implement the component. In this stage, we start the implementation, we agree
the technologies that we will use to implement our UM and the design of the user
interface.

Two different types of techniques are used to implement the Student Model:
Knowledge and Behavioral based. The Knowledge-Based adaptation typically
results for data collected through questionnaires and studies of the user, with the
purpose to produce a set of initial heuristics. The Behavioral adaptation results from
the monitorization of the user during his activity [23].

For the DID, we developed a form from which we will collect all the information
about DID (Fig. 2)

Fig. 1 Characteristic used in ALD-UM
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Evaluate. In this step evaluates and approves the work. Some learners create
their account in the component of UM, fill in the form and evaluate the initial
version of the UM. In this stage, we focus on remarks and feedback of learners. We
collect all information that ca be and used to improve the succeeding iteration and
to contribute to the constant enhancement process.

4 Results and Discuss

The first version of the framework presented in previous section, has already been
implemented and tested to validate our approach. We notice that we have tested and
validated only the implementation of the DID information. For the DDD, we have
to implement our User Model in a complete AEHS to validate it. The other com-
ponents of the ALD-AEHS will be subject of other publication.

For the part tested, we highlight the Agile Learning Design method allows
designs to be modified, repurposed and evolved according to the needs of users
emerging during development. In terms of the applicability of the method, the
preliminary results indicate that the method is useful, easy to use. Furthermore, it
focuses on the final client which is in our case the learners and their interactivity
with the system.

However, we notice that in this preliminary system, the number of the students
with whom we work is limited, due to lack of availability.

Fig. 2 Example of an XML file the output of DID form
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5 Conclusion and Future Work

In this paper we proposed a general view of how to support de design and the
implementation of the User Model, one of the most important components of
AEHS, respecting the Agile Learning Design method. Furthermore, we present the
preliminary results showing the success of this approach in Designing and imple-
mentation of the User Model component. We intend to enhance our proposal based
on the results of the experiment and on the feedback from learners. For further
validation, we plan to replicate the experiment on the rest of the component of
AEHS, enhance our proposal based on the results of the experiment and on the
feedback from learners.
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An Approach for the Identification
and Tracking of Learning Styles
in MOOCs

Brahim Hmedna, Ali El Mezouary and Omar Baz

Abstract This paper is devoted to describe a preliminary draft of our approach that
aims to identify and track learners’ learning styles based on their behavior and
actions they perform in a MOOC environment. Adaptation arises with intensity in
MOOCs. Indeed, it has been proved that MOOCs can benefit from the advantages
of learning styles as a way to provide an adaptive navigational guidance to learners.
In this approach, we use neural networks for the identification and tracking of
learner’s learning styles in MOOCs so as to increase learners’ engagement and
satisfaction. The purpose of this paper is to examine the point of view of literature
and solution to integrate an adaptive system in MOOC.

Keywords MOOC ⋅ Learning styles ⋅ Neural network ⋅ Adaptation

1 Introduction

Over the past couple of years, MOOCs (Massive Online Open Courses) have
emerged as a powerful contender for the next new education technology [1].
MOOC provides a new way of learning, which is open, participatory, distributed
and lifelong [2]. It is an emerging format of online courses designed for a large
number of participants that uses an open access via the web, in addition to tradi-
tional course material such as videos, reading and problem sets. MOOCs provide
interactive user forms that help build a community for the students and professors.
MOOCs are recent development in distance education.
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MOOCs take multiple forms, in the literature review there are two principal
kinds of MOOCS, namely: cMOOC, xMOOC [3]. The first one, cMOOC, was led
in 2008 by Downes and Siemens, is based on the connectivism learning theory and
focuses on knowledge construction and creation and puts much emphasis on cre-
ation, autonomy and social network learning [4]. The second one, xMOOC started
in 2012, is closer to traditional teaching process and concept, and focusing on
knowledge dissemination and duplication, as well as such learning methods of
video, homework and test [5].

Another taxonomy of MOOC has been proposed by Clark who has distinguished
eight types of MOOCs based on their functionalities [6]: transferMOOCs are
xMOOCs, madeMOOCs implement more crafted and challenging assignments,
synchMOOCs are synchronous MOOCs with fixed start days, end days, and
deadlines for assignments, asynchMOOCs are asynchronous MOOCs with no (or
frequent) start days, and tend to have no or looser deadlines for assignments,
adaptiveMOOCs are MOOCs that use adaptive algorithms to present personalized
learning experiences, groupMOOCs are MOOCs starting with small and collabo-
rative groups of learners, connectivistMOOCS are cMOOCs, and miniMOOCSs are
shorter MOOCs for contents and skills that do not require a semester structure.

Learners have several ways of learning, Massive open online courses (MOOC)
can take advantage of automatic identification and tracking of learners learning
styles so as to use this learning system information to build an automatic recom-
mendation system for MOOC.

It has been shown that providing learners with learning resources and activities
that suit their preferences and learning styles increases learner’s satisfaction [7],
improve learning performances (effectiveness) and save time (efficiency).

To identify learner’s learning styles, many systems ask learners to complete
questionnaires, which is not appropriate because learners tend to choose answers
arbitrarily when questions are too long. Therefore, we introduce an approach, which
combines collaborative approach (questionnaire), and automatic (learners’ behavior)
ones to identify and track learners learning styles.

In this regard, we believe that MOOCs environments can take advantage of these
different forms of learning by recognizing the style of each individual learner and
adapting the content of courses to match this style. In light of these factors, we want
to explore how neural network can be used in the context of a MOOC as a practical
method of identification and tracking of learners learning style based on their
behaviors.

The rest of the paper is organized as follows. In Sect. 2 theoretical background
on learning styles is presented. In Sect. 3 description of how neural network can be
used to identify the learning styles of learners. Finally, future works and conclu-
sions are given in Sect. 4.
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2 Related Works

Making learners aware of their learning styles and providing them with learning
resources that match their individual learning styles has positive impact on their
learning progress [8].

Defining the concept of learning styles is not simple task. A literature review
highlight the multiple definitions that exist:

The term learning style refers to the way in which an individual concentrates on
processes, internalizes, and retains new and difficult information [9]. Smith and
Dalton [10] defined learning style as a unique and Habitual behavior of acquiring
knowledge and skills through every day study or experience. While Felder and
Silverman [11] described it as the way in which persons receive and process
information. Moreover, Kolb [12] had his own opinion as to what a learning style
is. He defined it as the process of creating knowledge through the transformation of
experience.

In the last decade, many different kinds of learning style models have been
proposed, some of these learning style models have been found more applicable for
online learning than others [13]: Kolb’s learning style model [14]. The Honey and
Mumford’s learning style model [15] and Felder and Silverman’s learning style
model [16].

In the following, we present two popular learning style models and also studies
of several research works that combines Learning Styles and MOOCs and finally
explain in light of these studies the importance of our work.

2.1 VARK Learning Style Model

Fleming’s VARK model [17] is one of the most popular models, which divides
learner’s preferences for learning into four categories: Visual (V), Auditory (A),
Reading/writing (R), and Kinesthetic (K), each of these categories is defined in
Table 1.

Table 1 Description of VARK learning preferences

Preference Description

Visual (V) Visual learners are those who learn best with visual artifacts like
diagrams and pictures

Auditory (A) Auditory learners are those that learn with oral stimulations, such as
talking and listening

Reading/writing (R) Reading and writing learners prefer printed words to gain knowledge
Kinesthetic (K) Kinesthetic learners are those who learn by experience
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2.2 Kolb’s Learning Style Inventory

The Kolb experiential learning model (Fig. 1) was introduced by Kolb [12] this
model is presented as a transformation process beginning from reflection and
ending by experimentation. The Kolb learning cycle is based on four-stage:

• Concrete experience (CE)—feeling
• Reflective observation (RO)—watching
• Conceptualization (AC)—thinking
• Active Experimentation (AE)—doing

Essentially, the four learning styles are combinations of these four stages. For
example, Converger (AC/AE) is a combination of abstract Conceptualization and
Active Experimentation [12].

To identify learning styles, Kolb developed a learning style inventory based on
the experiential model; the inventory measures an individual’s relative emphasis on
four learning abilities:

• Accommodator (CE/AE): Prefers practical hands-on approach to problems.
• Converger (AC/AE): Attracted to technical tasks and problems.
• Diverger (CE/RO): Prefer to watch rather than do, tending to gather information

and use imagination to solve problems.
• Assimilator (AC/RO): Interested in ideas and abstract concepts.

Fig. 1 Kolb experiential learning model
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2.3 Felder-Silverman Learning Styles Model

The Felder-Silverman learning style model (FSLSM) was created by Richard Felder
and Linda Silverman in 1988. It focuses on aspects of learning styles on engi-
neering students.

FSLSM describes learning styles in more detail by characterizing each learner
according to four dimensions; each of these dimensions is defined as below:

• Sensory Versus Intuitive: Sensory learners like learning facts and solving
problems with known methods while intuitive prefer discovering possibilities
[16].

• Visual Versus Verbal: visual learners learn best from what they can see such as
graphics, images, and flow charts, verbal learners prefer to learn from words,
regardless whether they are spoken or written.

• Active Versus Reflective: Active learners like to try things out or do something
active. Reflective learners prefer thinking about things on their own [16].

• Sequential Versus Global: Sequential learners learn in small steps when global
learners understand things in large steps [16].

Based on this model a corresponding psychometric assessment instrument was
created. It was called the Felder-Solomon’s Index of Learning Styles (ILS). It is a
44-item questionnaire where learners’ personal preferences for each dimension are
expressed with values between +11 to −11 per dimension, with steps ±2 (Fig. 2).
This range comes from the eleven questions that are posed for each dimension [18].

Fig. 2 Index of learning styles (ILS)
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2.4 Learning Styles’ Application in MOOCs

In this paper we are particularly interested by MOOC environments. In the literature
review different works (studies) combine Learning Styles and MOOCs. In this
regard,

Fasihuddin et al. [19] proposes a framework to personalize open learning
environments based on the theory of learning styles and particularly the Felder and
Silverman learning style model (FSLSM). The framework provides adaptive nav-
igational support through sorting and hiding the learning materials based on
learners’ learning styles and the involved preferences.

Another work by Sonwalker [20] proposes an adaptive MOOC (aMOOC) that
offers adapted learning content based on learning styles. The author proposes the
learning cube that illustrates organization of learning materials as text, graphics,
audio, video, animations, and simulations according to different learners’ learning
styles.

2.5 Learning Style Benefits

The section above makes explicit the particular interest of research community
considering the benefits of learning styles in online environment especially
In MOOC.

Indeed, it has been shown that providing learners with learning resources and
activities that suit their preferences and learning styles increases learner’s satis-
faction [7].

In this regard, we believe that MOOCs environments can take advantage of these
different forms of learning by recognizing the style of each individual learner and
adapting the content of courses to match this style.

Based on these points, we have developed the first draft of our proposition that
we will present in the section below.

3 Our Approach Architecture

In this section, we describe our approach on how neural network can be used to
identify and track the learning styles of learners based on the behavior and actions
they perform in an MOOC environment.

The architecture of our approach and its components can be seen in Fig. 3 and
are described in the following

Our approach is consisting of five stages: Data Collection—Pre-processing—
Feature Extraction—Classification—Adaptation (recommendation).
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• Data collection

During the first stage, our goal is to collect data; we will gather data by two
different ways: collaborative and automatic [21].

In the collaborative approach, learners are asked to provide their preferences
explicitly by filling in a questionnaire, such as the ILS questionnaire [22].

In the automatic approach, we use the behavior of the learners and their actions
with the systems while they are learning [22].

• Pre-processing

Pre-processing operation is the first step performed on raw data collection.
This step aims to:

– Clean data collected of low-quality information.
– Transform the data into a clean format which can be used by our system.
– Prepare data for analysis.

• Feature extraction

After Pre-processing, a feature extraction method will be applied to extract the
most appropriate characteristics that can be used to identify learning styles of
learners.

This stage aims at creating vectors from the characteristics of each learner. These
characteristics are gathered from the data collection stage. These vectors serve as an

Fig. 3 A process of identification of learning styles using neural networks
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input for our neural network so that we can identify the learner learning styles
(Fig. 4).

• Classification

In this phase, we expect the use of a neural networks for the detection and
recognition of learning styles. Two classification types can be defined: supervised
and unsupervised [23] classifications. In this research, we rely on a supervised
classification which consists of two processes: training and testing process.

Step 1: Training

In this step we aim to create training dataset from fixed dimension vectors, these
are obtained from characteristics of each learner. After this, learning Dataset will be
presented to the neural network for learning about the properties for each learner
styles.

Step 2: Testing

This step consists of creating a model that can measure the performance and
accuracy of test dataset.

• The process of this step begins when new learners enroll to the platform.
• The system will then extract vectors from the characteristics of these learners
• These vectors will constitute the input for our trained neural network (step 1).
• Finally, our neural network seeks to predict the learner styles closer that belongs

to each learner.

• Adaptation

After identifying learning style for learners, we aim to provide relevant content
to the learner according to his learning style through navigational support.

Briefly, the adaptation can be done as follows:

Fig. 4 The neural network architecture
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• Identification of learners who have the same learning style.
• Create learners’ clusters based on their profiles.
• Recommendation of appropriate resources for each cluster (not individuals) via

navigational support [21].

4 Conclusion and Future Works

This paper shed light on the relation between learning styles, MOOC environments,
and machine learning.

Based on the finding, our research proposed to design a suggestion to adapt
MOOC environments through traces analysis. The adaptation of these environments
aim to provide relevant content to the learner via navigational support. Concrete
implementation of these general suggestions and validations of their effectiveness
are however left as future works. These experimentations will be done on courses
prepared and hosted on Ibn Zohr University servers in Morocco.

In this work we first introduce learning styles theories. In addition, we described
our methodology on how neural network can be used to identify the learning styles
of learners based on the actions they perform in MOOC.
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Toward Incorporating Bio-signals
in Online Education Case of Assessing
Student Attention with BCI

Mohammed Serrhini and Abdelamjid Dargham

Abstract Bio-signals acquired with sensors technologies are increasingly gaining
attention beyond the classical medical domain, into a new paradigms such educa-
tion. Attention is bio signal that can be measured and checked by Brain Computer
Interface technology (BCI) through alpha wave (8–13 Hz) and beta wave (14–
30 Hz) frequency measurement. Attention and learning are very dependent on one
another. Student with attention deficits often have learning disabilities. According
to many teachers’ and professional researchers, it has been found that the student’s
attention is reducing. This paper talks about how to assess student attention in
online education, during learning process students’ attention is controlled by
attention assessment system EEG based on (BCI). Attention Data are stored in
database, and used for Signal processing algorithms to understand student knowl-
edge advancement.

Keywords Online education ⋅ BCI ⋅ Attention in education ⋅ Bio signals ⋅
Human machine interaction ⋅ Mind brain ⋅ Education

1 Introduction

Researchers have now acquired so much information about how the brain learns
that a new academic discipline has been born, called “educational neuroscience” or
mind, brain, and education science, this emerging discipline of Mind, Brain, and
Education (MBE) explore the benefits as well as the difficulties involved in inte-
grating neuroscience into educational policy and practice.
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This field explores how research findings from neuroscience, education, and
psychology can inform our understandings about teaching and learning, and whe-
ther they have implications for educational practice. Neuroscience research shows
that the changes in the brain that underlie learning occur when experiences are
active [1, 2]. With student-centered learning approaches, students are empowered to
engage in active learning experiences that are relevant to their lives and goals.
When a student is passively sitting in a classroom where the teacher is presenting
decontextualized information that he/she is not paying attention to, the brain is not
learning. The brain can focus on only one task at a time. Each shift of the brains
attention requires increased mental effort and incurs a loss of information in
working memory of the first task. In effect, the individual ends up doing two tasks
poorly rather than one task well. Attention is an important part in the learning
process both in real life circumstances and in computer-based instruction and
provides the basis that informs motivation modeling [3, 4]. The brain not only
juggles tasks, it also juggles focus and attention. When people attempt to perform
two cognitively complex tasks such as driving and talking on a phone, the brain
shifts its focus (people develop “inattention blindness”).

Today, bio-signals acquired with sensors technologies are increasingly gaining
attention beyond the classical medical domain, into a paradigm, which using the
physical computing analogy [5], can be described as physiological computing.
Physical computing, that deals with the study and development of systems that
sense and react to the human body. The modern uses of bio-signals have become an
increasingly important topic of study within the global engineering community and
consequently, many evidences show that bio-signals are clearly a growing field of
interest, where recent applications include: Human-Computer Interaction (HCI),
which involve the interface between the user and the computer [6]; Quantified-self,
giving people new ways to deal with medical problems or improve their quality of
life; and many other disciplines.

The continuous or relaxing rhythms of the brain produce bio-signals called Brain
Waves, they, are classified by frequency bands. Different brain waves frequencies
correspond to behavioral and attentional states of the brain, and a traditional clas-
sification system has long been used to explain these different Electroencephalogram
(EEG) rhythms. EEG is a measure of the brain’s voltage fluctuations as detected
from scalp electrodes sensors of the cumulative electrical activity of neurons.

Online Education (OE) used in modern engineering learning to help students
studying remotely through the Internet [7]. Institutions may also show interest to
apply MBE approach in OE. Nowadays, digital technology evolution allows
facilitating integration of neuroscience bio-signal, it open new ways to include
remotely some student mind parameters into online education, this make learning
process as real as possible and more instructive. Attention and concentration plays a
big role in learning process. In conventional classroom education guided by human
teacher, student is usually alerted about risk that he/she incurs because of his/her
inattentiveness. In distant education, intelligent tutoring system can plays teacher
role to provide personalized teaching sessions and feedbacks for the specific needs
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of each student, like alerting him about his/her low attention level. This becomes
crucial for the success of future OE projects.

In this chapter, we introduce use of MBE approach to enhance student attention
in online education. This paper is organized as following, after introduction, Sect. 2
will introduce readers with background materials to understand, the role of attention
in learning, what is EEG bio-signal, brain computer interface (BCI) technology to
capture and process this attention waves in order to check student concentration
during interaction with learning material in online education, third section discuss
proposed system overview (Architectural, Practical implementation, Use and gain),
Sect. 6 we present some results with discussion.

2 Background

2.1 Attention and Concentration in Education

Attention is an important aspect of the learning situation [3, 4, 8]. Keller’s strategies
for attention underline “getting and sustaining attention” [9] before attracting on other
strategies tomotivate the student. Attention is one of themost intensely studied topics,
and remains a major area of investigation within education, psychology and neuro-
science. Keller’s ARCS [8, 10] model for example, considers attention as the most
fundamental element towards achieving motivation in the classroom (ARCS stands
for Attention, Relevance, Confidence and Satisfaction). Areas of active investigation
involve determining the source of the signals that generate attention, the effects of
these signals on the tuning properties of sensory neurons, and the relationship between
attention and other cognitive processes like working memory, learning and vigilance.

In computer mediated learning, attention has generated a growing body of
research with the aim of identifying students’ attention and responding appropriately
given low states. In order to identify and reply researchers have employed Artificial
Intelligence methods that allow personalizing the interaction. Artificial Intelligence
in Education (AIED) has dealt with recognition of attention. For recognition side,
researchers have employed two main methodologies: modeling using physiological
clues [11, 12] and employing user-generated data [13, 14]. The results provide an
indication of attention states during the interaction between a learner and an edu-
cational system. On the reaction side, researchers have investigated different ways of
proposing corrective feedback if the detection shows low levels of attention.

The various approaches taken in AIED research have carried about benefits that
translated into learning advances. Giving the relevance of attention in the learning
gains, our approach considers reading user’s attention (recognition) using physio-
logical inputs. The physiological inputs, however, will be based on a Brain Computer
Interface capable of measuring the learners’ attention levels based on neural activity.
We have chosen to combine these reading with intelligent notification System rep-
resented by notification alerts for each levels of attention of the students interacting
withOE to determinewhen the user is paying attention to or not by only using theBCI.
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2.2 EEG Attention Wave’s Bio-signal

An electroencephalogram (EEG) is a measure of the brain’s voltage fluctuations as
detected from scalp by electrodes that can be used to measure an electrical signal of
the human body, such as a brain wave. It is an approximation of the cumulative
electrical activity of neurons. EEG signal changes according to the brain activity
states. Depending on these states, we can distinguish several rhythms (waves). EEG
activity has been used mainly for clinical diagnosis and for exploring brain function
(attention, meditation, stimulus, etc.).

Attention is the cognitive process of selectively concentrating on one aspect of
the environment while ignoring other things. Attention has also been referred to as
the allocation of processing resources, it is a brain activity. A brain activity pro-
duces electrical signals that can be measured from the human scalp by Hans Berger
from 1929 [15]. When subject must keep attention, brain wave signal always appear
in frontal lobe and parietal lobe (Fig. 1 shows brain attention lobe) of the human
brain when he/she is in an alert situation as mentioned by [16, 17].

The continuous or resting rhythms of the brain, “brain waves”, are categorized
by frequency bands. Different brain wave frequencies correspond to behavioral and
attentional states of the brain, and a traditional classification system has long been
used to characterize these different EEG rhythms are (Alpha waves, Beta, Theta,
Delta, Lambda, and Vertex waves).

Generally, Alpha and Beta Waves Studied since 1920s found in Parietal and
Frontal Cortex, Relaxed mean Alpha has high amplitude, Excited mean Beta has
high amplitude, alpha waves (8–12 Hz) correlate with relaxation or rest state (Fig. 2

Fig. 1 Brain lobes
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shows an example)., while beta waves (13–30 Hz) correlate with mental attention,
concentration and active thinking. However, human brain waves generally include
all of these waves and vary dynamically.

2.3 Brain Computer Interfaces (BCI)

In recent years, we can observe a growing interest in BCI. The main advantage of
the communication between brain and computer is its “directness”. BCI, are input
devices that use the brains’ electrical activities to allow communication between
users and computers. Normally, BCI’s are used to activate commands based on
specific reading or to measure neural activity of interest such as attention, anxiety or
relaxation, and stimulus etc.

User wears headset with EEG sensors on it to record neural activity. The 26
sensor electrodes were organized according to the 10–20 standards for EEG loca-
tion. The sensors were recorded as interleaved channels of signed 32 bit integers at
a rate of 500 samples per second.

The channels were separated into individually named files and converted to
(American Standard Code for Information Interchange) ASCII format for simplicity
of loading on different systems for furthers processing Table 1.

There are two type of BCI:
Invasive: It is the brain signal reading process which is applied to the inside of

grey matter of brain.
Non Invasive: It is the most useful neuron signal imaging method which is

applied to the outside of the skull, just applied on the scalp.
There are three main consumers-devices commercial competitors in this area

which selling a non invasive BCI.
Neural Impulse Actuator from April 2008,
Emotiv Systems 2009,
NeuroSky 2009 developed MINDSET easy to use BCI headset for less than 100

dollars.

Fig. 2 Eyes alpha and beta
signal
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2.3.1 NEUROSKY Headset

NeuroSky startup has developed technologies based on a non-invasive, dry, bio
sensor to read electrical neuron-triggered activity in the brain to determine states of
attention and relaxation. NeuroSky headset is used as wearing device, this low-cost,
easy to use headset developed for leisure, non-clinical human-computer interaction.
Neurosky is a neural activity produces a faint electrical signal that constitutes the
basis for EEG-based NeuroSky readings. To do so, it detects these signals using
three dried electrodes and decrypts them by applying algorithms to disambiguate
multiple signals and give coherence to the interpretations. TinkGear is the tech-
nology inside every NeuroSky product that includes onboard chip that processes all
data and provides these data to software’s and applications in digital form for further
data processing and commands, an example of provided data are given in Table 1.

To us, the originality of using NeuroSky in our research is its movability and
easiness of use and the potential to apply it as an input device to for physiological,
brain-generated relevant information.

3 System Overview

In online education proposed system that will assess student attentiveness with BCI
during his interaction learning materials as depicted in Fig. 3, all the interaction is
accessed by students through internet via a common Web Browser (Internet
Explorer, Mozilla Firefox, Google chrome etc.) and grants control of the simulation
materials or laboratory equipment’s using a user-friendly Graphical User Interface
(GUI). Through this GUI students learn remotely and they receive notification alert
of the lack of attention during learning process. To begin session student launches
Web Browser and wears his/her Neurosky BCI headset. A high-level Web

Table 1 Example of Packet Data

Byte: Value Explanation

[0] 0xAA [SYNC]
[1] 0xAA [SYNC]
[2] 0x08 PLENGTH] (payload length) of 8 bytes
[3] 0x02 [CODE] POOR_SIGNAL Quality
[4] 0x20 Some poor signal detected (32/255)
[5] 0x01 [CODE] BATTERY Level
[6] 0x7E Almost full 3 V of battery (126/127)
[7] 0x04 [CODE] ATTENTION eSense
[8] 0x30 eSense Attention level of 48 %
[9] 0x05 [CODE] MEDITATION eSense
[10] 0x12 eSense Meditation level of 16 %
[11] 0xE3 [CHKSUM] (1’s comp inverse of 8-bit Payload sum of 0x1C)
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Application programming interface (API) was developed to capture attention and
concentration wave’s values, send them to attention processing algorithm, and
return feedbacks to student.

4 System Use and Gain for Student

4.1 How Student Use System

As shown in experiment process flowchart (Fig. 4) student access system after
successfully login via a common login PHP web page, firstly Java-script program
will automatically check the presence of the needed Plug-ins in his/her browser, if
not installed, a web-link is provided to download and to install them, the update of
these plug-in is assured automatically in all majors browsers, then system will invite
student to connect his headset, Neurosky headset is plug and play technology so it
can be easy pared with student system, thereafter student choose the experiment or
simulation that he/she want to practice, the system will remember him to do
Pre-check test of the headset (physical state, battery power level, and other
abnormalities) battery level is checked also during interaction via byte 5 Data
stream (Table 1). Subsequently system will check if the head-set is correctly
primed, if not, student is prompted to re-check his headset, an additional helps
materials can be provided to help him/her to perform this task. If no problem the
system will synchronizes the start of the learning material and ITS, during

Fig. 3 System architecture
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interaction with Web-Lab experiment/simulation materials, ITS modules read EEG
Data acquisition through TCP/IP protocol, and parses student signal to detect
his/her attention level dynamically.

Fig. 4 Flow chart of system use
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For any attention detected abnormalities, Attention processing modules will find
appropriate reaction according to predefined strategies until good results in learning
process are reached with good attention level. Teachers or institution may be
interested also in further data analysis to understand which parts of e-learning
system provoke lack of students attention, because of bad system design like (loud
various alarms, wrong positioning of webcam, indistinguishable number in counter,
etc.), this will help for future system materials enhancement; data can be stored in
database, and used for Signal processing, data analysis, and data presentation, this
can be programmed in (Math-Lab, Ms-Excel, OpenVibes, etc.). There are some
common digital signal processing algorithms often used for EEG study by the
researchers, for example, Fast Fourier Transform (FFT), Bispectral Power Spectrum
and Power Spectral Density (PSD), Wavelet Transform (WT), filter theorems etc.

4.2 Strategies and Reaction for Attention Student Gain

Main gain of this approach is that student learns online with good attention. By
controlling his/her attention and to make students post-training attention level better
than pre-training, in his research, Posner and Rothbart [18] thought that the
attention training can not only enhance attention but also extend the influence to the
other cognitive functions needed in our life, for example, intelligence. Posner and
Raichle [19], also thought that attention training is a special repetitive practice
concept with respect to some kind of specific cognitive function and make the
efficiency of the subject’s attention better. In OE attention and concentration plays a
big role in learning process.

Student gain after use of such proposed system is not limited only to determine
(detect) low or high levels of attention, but to improve or sustain learner’s attention,
this system should also provide feedback for the learner attention (react). Our model
of attention considers Keller’s approaches to sensitively deliver feedback aimed at
educating or supporting the learner’s attention. Table 2 presents Keller’s strategies.

Table 2 Outputs taken from Keller’s ARCS (REF) model

Attention
value

Reaction type

0 1: Alerting student about the problems to receive attention signals
1–20 2: Change status quo like asking the learner to return at a later time or take a

pause
21–40 3: Ask learner about lack of his/her attention, is the student tired? Does he/she

found any troubles? Would he/she like to come back at a later time?
41–66.66 4: No notification attention is good
66.67–83.33 5: Learner whether he/she wants to explore more material or examples

83.34–100 6: Student receives felicitation message from teacher
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5 Methodology, Experiences, and Results Discussion

Validation and usability of our methodology. Experience was conducted among
students in the university enrolled in C programming course, an online course was
developed, to get a better understanding of the way students use the learning
materials and the way attention notifications enhances student attentiveness and
concentration state during learning, data was collected by observations of a stu-
dent’s focus group. There were 40 subjects including 19 females and 21 males, all
these subjects are taking C language programming course for first time, they are
healthy and in good mental condition, most were familiar with computers, portable
media players and smart phones. Their ages are between 18 and 26 years old.

Students interact with learning material around 9 min. Their attention and
concentration level was measured and recorded for each taken chapter. Students get
immediate alert notification when their attention level is low.

The results obtained as shown in results graphics (Figs. 5 and 6), it is clearly
visible how well the student’s attention level is enhanced noticeably from first test
to third one. Notification plays consistently big role to improve students’ attention
with value of 12 % in each test, and around 24 % in global.
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6 Conclusion

Todays, all designed numerical devices and systems (Computers, smartphones, TV,
Cars etc.) are integrating bio-signals to enhance human interaction. This article
shows incorporating Bio-signals in online education, by combining neural input
with interaction traits assisted with attention alerting system. The prototype of
attention proposed on this paper is based on input from a Brain Computer Interface
(BCI) named Neurosky. This headset offers the possibility of detecting brain waves
associated to levels of attention. Given the importance of attention in education, we
propose a model targeting attention in order to give personalized feedback to stu-
dent and training him during learning. The innovation of our approach includes of
combining a novel form of computer input with online education. Work for the
future consists on integrating more brain waves such (Movement Imagination,
P300, SSVEP and ERP-Analysis). Allow us to conclude the suitability of using it in
educational with computers and whether our model approach can be used to
enhance learning level.
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Part II
Artificial Intelligence in Education



Units’ Categorization Model: The Adapted
Genetic Algorithm for a Personalized
E-Content

Naoual Chaouni Benabdellah, Mourad Gharbi and Mostafa Bellafkih

Abstract This paper presents the model of units’ categorization, which aims to
improve course materials’ difficulties and to maintain learners’ motivation. More-
over, it presents the application of the adapted genetic algorithm to compute the
average and the maximum fitness function that reveal the pertinence of a new
parameter. However, the purpose is to propose the most pertinent and adapted units
to a learner. The relevance of a unit is quantified by the success of several learners
and units’ belonging to the right pedagogical sequence. The results obtained by the
implementation of the adapted genetic algorithm are based on the proposed model.
Therefore, there is a thorough analysis of the convergence of the average fitness
function with the maximum fitness function.

Keywords Genetic algorithm ⋅ E-Content adaptation ⋅ Learners’ motivation

1 Introduction

Most of the Learning Management Systems (LMS) that are currently used by
educational institutions do not fit the learner’s needs [1]. Many personalized sys-
tems consider learners’ preferences, interests, browsing behaviors, and abilities [2]
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in providing personalized services. Nonetheless, learners’ motivation is usually
neglected as an important factor. Students enrolled in foundational computer sci-
ence courses and adopted maladaptive profiles learned less than those who adopted
adaptive learning profiles [3].

Motivation involves two aspects: intrinsic and extrinsic [4]. Intrinsic is the result
of an expectation and challenges goals. Although, extrinsic motivation [5] is the
individual attitude toward a clear direction, reward and recognition, it is usually
based on a social pressure and competition. The proposed presentation of units in
this paper follows the requirements of ARCS model [6, 7]. The attention is satisfied
by the numerous resources used to design a unit including self-assessments. In
addition, the relevance is the objective of the proposed distribution of units in five
categories. Furthermore, the satisfaction is the fourth and the last element that
belongs to ARCS model; it refers to the positive feeling that a learner has towards
their learning experience. The course designed within this sequence has the
objective to maintain the height of learners’ motivation [8].

Genetic algorithms are inspired by natural behavior of selection individuals. In
1960, his colleagues and students from Michigan University, worked together and
are the origin of the research on genetic algorithm [9]. Besides, many projects have
the subject to apply genetic algorithm to personalize e-course [10–12] by adapting
the algorithm like using the forcing legality concept before fitness value calculation
step. Authors proposed an improvement of genetic algorithms for solving
multi-objective optimization problems. In each generation, the best population is
updated [13].

This paper is divided into four sections. After the introduction, an overview on
the proposed model and the adapted genetic algorithm are given. In the third
section, two tests cases and findings in each case are exposed. In the fourth section
the summary of contributions and some future works are cited.

2 Proposed Model and Genetic Algorithm

In this section, the proposed model composed of five categories is explained, its
validation by using ASK (Attitudes, Skills and Knowledge) is verified. Besides,
based on the returns defined and the advancement of learning in his learning and
regarding to the model the problem is formulated and the genetic algorithm is
explained with the major adaptations. To confirm the validity of the proposed
model is necessary.

2.1 Proposed Model

The course we want to develop and personalize is language development in com-
puter science. It is designed by chapters. The units are represented as Sharable
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Content Object SCO. Each SCO contains a mini test as well as a self assessment,
objective of the unit, and the core which is the message that any learner should
memorize because they will be tested on it. Units in chapters are classified in a
pedagogical sequence. There are five categories or chapters: awareness, exposure,
appropriation, assimilation and production.

Awareness is the first category that includes units that introduce the course to
learners and its context as an objective. The beginning as an implicit learning is for
to give a generalization of the course materiel. It answers the following questions:
‘Why is it important to study this course?’ and ‘If a learner masters the content,
what profession he can have in future?’

The exposition is the second category that contains facts and concepts in order to
develop student knowledge and skills for the next level [14]. The proposed category
considers the main knowledge that students must remember. At this level, the
comprehension is not yet sought.

The second category is the appropriation. It covers all basic concepts that the
learner needs at that stage.

In addition, direct access to the knowledge does not guarantee assimilation.
Neither the speed of access to knowledge nor the services reduced the difficulty
linked to the knowledge [14]. The fourth category is where the important ideas
composed must be assimilated. Production in this study concerns the ability of
learners to produce complex tasks.

As it was explained before, the awareness chapter contains generalizations. If a
learner fails in a unit, he is asked to review this last. He must validate it for pursuing
his study. Moreover, It considered that for a learner who cannot make associations
between concepts and their uses, assimilate a coding problem, and produce a
complex code must go back to revise or study the chapter or the category of
exposition. In addition, when a learner succeeds in all the units starting from
awareness chapter, exposure, appropriation, assimilation and production he vali-
dates the e-course content. Possible returns are presented from a unit in a specific
category to another unit from different category (Fig. 1).

2.2 Problem Formulation

The problem formulation is as the following:

• A— → Awareness, B— → Exposure, C— → Appropriation, D
— → Assimilation, E— → Production

• (x, y)— → denotes units in {A, B, C, D, E}
• Ap— → is a learner that is represented by Ap [GS, Cp, S, F] // one learner

having a specific profile GS and making many passages on units in sequence
and/or not Cp, made several Successes S and failures F.

• Cp— → (Cpr, Cpn), Cpr denotes the number of time that unit is in the right
sequence. That match with the model proposed in Fig. 1. Cpn denotes the
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number of the time that the unit is in wrong sequence that not matches to any
passages defined in the model. Cp is the sum of both Cpr and Cpn.

• S— → denotes the sum of success in the unit.
• F— → denotes the sum of failure in the unit.
• Apk = {Ap1, Ap2……..Apk}— → denotes K learners (the number of

learners).
• GSl = {GS1, GS2…., GSl}—- → denotes learners’ profile.

Each profile is represented by a global score which is obtained using the Fuzzy
Logic Method [15]. To compute the global score (GS) four criteria are considered:
positioning test score, elapsed time in that positioning test, unit test score, and
elapsed time for unit’s learning. Therefore, in this paper the learner’s profile value is
considered as a random value taken from a list of values. GS parameter is computed
as a variable in fitness function as well as Cp of units’ sequence, success, and
failure.

2.3 Adapted Genetic Algorithm

The genetic algorithm begins by creating a random initial population. The initial
population is in our case the units’ course. These are represented in a graph. The
purpose is to look for the best path for each learner’s profile.

Fig. 1 Categories in sequence and possible returns
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The algorithm creates a sequence of some selected population which represents a
new population. At each step, the algorithm is based on the current selection of
units to create the next new selection or population. To create the new population,
the algorithm executes the following steps shown in Fig. 2.

Accordingly, this paper proposes an adaptive genetic algorithm. The concept of
pedagogical sequence operator is included in fitness value calculation with a value
of success and a value of failure.

2.3.1 Initial Population

The algorithm starts from a population of initial solution randomly generated. The
number of chromosomes as the initial population represents the number of units’
course [16]. Units are encoded as [U1k, U2k,…, Unk], n number of units visited by

Fig. 2 Genetic algorithm process
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a learner Ap having a specific profile, each visited unit is represented by 0 value or
1 value in a matrix.

2.3.2 Fitness Value

Fitness value is named individual evaluation function or objective function whereby
for each unit its fitness function is computed for success, failure, and for a visited
unit in pedagogic sequence. A learner must succeed in all units in a category. On
one hand, if he failed in one unit the last unit he tacked is checked first; if he
succeeded the unit after is proposed. In another hand, if a learner failed in one unit
the last unit is checked; if he failed the last unit is proposed. The objective of the
global fitness function is to define the highest fitness value for a unit in a population
F(U). The need is to get near the maximum of the fitness value of a unit, where most
of learners succeed and the unit has to be in the right sequence. The fitness function
is computed as following:

F Uð Þ=GS * Cp+S−Fð Þ ð1Þ

The following variables are used:
When the unit is in the right sequence then:

Cpr =∑ α1 ð2Þ

When the unit is not in the right sequence then:

Cpn= − ∑ α1 ð3Þ

Global calculation of Cp is

Cpr +Cpnð Þ ð4Þ

If a learner succeeds in a unit then:

S =∑ α2 ð5Þ

If a learner failed in a unit then

F=∑ α3 ð6Þ

U = [U1k, U2k, …, Unk], k represents number of units.
0 <= GS <= 1, we remind that GS is the global score obtained thanks to fuzzy

method.
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2.3.3 Selection

Starting from an initial population, the selection step creates parents to crossover.
The best parents are chosen from their fitness. The way the selection process is
made by one of several methods. The selection method, roulette wheel is applied. In
fact, better the unit is, more it has the chance to be selected. The roulette wheel
method consists of calculating the sum of all units’ fitness, and then it generates
random number from 0 to the sum computed. In addition, when the sum fitness is
greater than the random number the roulette wheel algorithm returns the current
unit. However, selection happens every generation.

2.3.4 Crossover

Crossover operator is a basic concept of genetic algorithm. There are many pos-
sibilities to make crossover to the units in a population. Uniform crossover method
is applied. Thus, the principal of this last is that parts are selected randomly from
the first parent and the second parent to create a new parent. The objective of
crossover is to ensure the convergence to the local minimum/maximum.

2.3.5 Mutation

Mutation operator is used to explore more units. The rate of the probability is set to
0.003. A big value is not appropriate to not lose the population coverage. The
objective of the mutation is to satisfy the diversity. The frequency of using mutation
is considerably less than using crossover and selection.

3 Findings

Matlab is used to analyze the efficiency of the model to propose the pertinent and
the relevant unit that correspond to learners. The program of genetic algorithm is
detailed [16]. Fitness function is coded to fit the design model of units’ categories.
An application of genetic algorithm was proposed that may be adapted using
multi-variables [17]. The adapted fitness function in this work is tested based on the
Mitchell’s proposed algorithm. The convergence between average function value
and the maximum is obtained.
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3.1 Case 1

The number of iterations is set to 1000. And the number of units is 150. α1 = 0.8 is
the constant that will be added each time the unit is in the right sequence (the same
constant will be subtracts if the unit is in the wrong sequence) as it shown in
formula 2 and 3 previously defined in fitness value section; α2 = 0.6 is the constant
that will be added in case of learner’s success (see formula 5); α3 = 0.2 is the
constant that will be subtract in case of learner’s failure (see formula 6). In the
Fig. 3 the convergence is obtained from 100 generation to 200 generation. With
these parameters to vary their values is recommended to observe the impact on the
results.

3.2 Case2

In this case, the impact of the constants α1, α2, α3 is discussed in term of the
functions convergences. The number of units is set to 100; the number of iteration is
kept the same which is 1000; and the constants’ values are α1 = 1; α2 = 0.8;
α3 = 0.2.

However, in Fig. 4, the convergence is started from 300 generation to 500
generation. By increasing α1 the convergence is kept longer but it starts from 300
generation. It stands during 200 generations.

Fig. 3 Considering 150 units, the convergence is observed from 100 to 200 generations
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4 Conclusion

In this study, a pedagogical model is proposed of the units’ categorization. The
objective is to maintain learner’s motivation during the learning path. To analyze
the pertinence of the proposed units based on the model (awareness, exposure,
appropriation, assimilation, production) the genetic algorithm is applied. In fact, the
fitness function was adapted to apply the genetic algorithm by taking into con-
sideration the categorization of units and the sequence of their successions, suc-
cesses in each unit, failures, and the global score which differentiates between
learner’s profiles.

Moreover, we need to trace the evolution of the learning algorithm to analyze the
pertinent units and from which category they are proposed to the learner. Before
this present experience in this paper, ant colony algorithm was used but it doesn’t
allow the traceability of the belonging of the units to the categories of the model.
With genetic algorithm the belonging is shown during the learning process of the
algorithm.

Accordingly, the convergence of the average fitness function with the maximum
shows that the proposed units are the most pertinent in term of the successes and
their sequence. When we increase the constant α1 of Cp criteria of pedagogical
sequence of the unit, we obtain the convergence.

Fig. 4 For 100 units, number of generations 1000 and α1 = 1> α2 = 0.8 > α3 = 0.2, the
convergence of average fitness function with the maximum function is obtained from 300 to 500
generations
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Researching of the Problem of Solution
Automation of Software Systems
Compatibility

Denis Polikashin, Arslan Enikeev and Victor Georgiev

Abstract During software development is often a lack of backward compatibility
between different versions of software components. It will lead to: violation of the
ecosystem that is built around this software component, uncoupling community of
programmers who use this software in their projects, which entails the general
slowdown in the implementation of projects related to this ecosystem and the
development of the ecosystem itself; the use in the development of software
components that are absolute, which in turn entails problems with safety; the
economic costs, during the implementation of a software system migration to a new
version of the software component.

Terms, symbols and abbreviations

Term/concept Symbol
Problem(s) leading to the loss of backward
compatibility between program versions

PBC

Target software Software whose code must be modified to pass
to the new version of the used program
component

Abstract syntax tree AST
Programming language PL
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1 Introduction

Modern software development methodology is based on several key principles:

1. modularity and code reuse;
2. short development cycles;
3. continuous implementation.

These practices are widespread and have a huge positive effect, increasing the
dynamics of software development and its qualitative characteristics.

Open source ideology and such projects as github, sourceforge, stackoverflow
[Appendix 12, 21, 22] and other analogues thereof, directly contribute to this
beneficial effect. They allow to involve into solving the problem not only thousands
of individual developers from around the world, but also the experience of key IT
companies and research laboratories, such as Google, Yandex, IBM, Intel through
software components provided by them [Appendix 13–15, 16, 23]. Since the
beginning of their appearance, the latest ideas and developments get directly into
the hands of programming community and developers start to use them in projects
all over the world. All this leads to positive effects such as the increase of the
dynamics of the appearance of final software and components for its creation and
their adaptation to changing conditions.

However, careful application of the best practices of the present and the past
does not guarantee the absence of problems in the production of software and its
further support and refinement [1–5, 8–10]. History of developing software prod-
ucts shows common appearance of architectural and ideological problems, that can
be solved only by a change in the architecture of these programs. In some cases,
these changes are impossible to be made without losing backward compatibility
with its previous version. In the case of software components, at the time these
problems are revealed they are generally present in many other programs. That
consequently leads to numerous negative effects. Obvious examples are the releases
of popular software components such as OpenCV, Node.js, AngularJS, Ruby, Qt,
DirectX [Appendix 11, 17, 18–22].

Depending on whether a library is distributed in source or binary form, two
notions of interface compatibility are relevant.

1. Source compatibility ensures that every program that compiles the old library
implementation is also compiled with the new library implementation.

2. Binary compatibility ensures that every program that links to the binary form of
the old library also links to the binary form of the new implementation.

In the following, only source compatible library implementations are considered.
The some researches give some methods, techniques and softwares to verify

backward compatibility or equivalence of programs [1–10].
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In this regard, it is necessary to create a relevant tool for the implementation of
the automatic transfer of the application source code to the actual version of the
library used.

Therefore, the aims of this work are:

1. To identify the concepts and components involved in the migration of software
systems between different versions of libraries used.

2. To identify key architecture requirements to be met by the software imple-
menting the automation of the solution to the problem of transition between the
versions of the libraries without backwards compatibility.

3. To identify architectural solutions allowing to solve the problem based on
identified needs.

2 Research Domain

The migration of software systems between the different versions of libraries used
in them affects a number of different elements.

The first are programming languages. Considering programming language,
namely its syntax, is one of the main elements to pay close attention to, because it
requires direct interaction not only in searching for differences leading to the PBC
between software component versions, but also in migration of the source target
program between different versions of the library used. Along with the basic syntax
of PL, frameworks expanding their syntax are no less important (examples: Qt,
Groovy, Kotlin, etc.) and other specialized libraries (examples: OpenCV, OpenCL,
IntelTBB, Boost) building their own ecosystem around them.

Secondly, it is the set of possible changes to the source code of a software
component as the specific subset of these changes leads to a lack of inter-version
backward compatibility [4].

Third, these are the algorithms of engine PBC search. It is necessary to take into
account the peculiarities of each of the PBC to make the best of their automatic
detection [1–10].

Fourth, these are the algorithms of PBC elimination in the source code of the
target software. These algorithms are designed to simplify the target code migration
from one version of the involved library to another, both by giving detailed
instructions and tips on carrying out this process to the developer, and automatic
target application code transformation to eliminate PBC where it is possible.

Fifth, these are ways of obtaining baseline data to compare the versions of the
libraries. The data source may be found in the library source code if there is any,
and in alternative sources of documentation files in different formats or in the course
of a direct dialogue with the developer.
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3 Basic Requirements to the Architecture

Taking into account than in the process of software development aimed at solving
the PBC a large number of different components should be considered, such as:

4. syntax:

(a) programming languages;
(b) frameworks and specialized software libraries;
(c) formats of documentation submission;

5. classes of problems leading to the loss of compatibility between the versions of
the libraries;

6. algorithms of search and elimination of PBC.

That’s why the architecture should support the following conditions.

• Scalable—that is to have the ability of adding new entities and functions into the
system without disturbing its basic structure. At that making the most probable
changes should require the least effort that is to provide an easy way to add the
functionality of the following types:

• The support of not only new programming languages, frameworks, but of
other syntactic constructs including their new versions and PL standards.

• New ways of PBC search and elimination.

• Flexible—that is to allow parallel operation of the components responsible for
different functions. Also the aspects of reliability, productivity, scalability are
important.

4 System Architecture

According to Mark Richards “Software architecture patterns” report, to meet the
above-stated requirements, microkernel architecture of the application was chosen
[6] (Fig. 1).

This architecture consists of two components: the main system (kernel) and
plug-ins (Fig. 2). The kernel contains minimum of the business logic, but directs
loading, offloading and launching of the necessary plug-ins. Thus, the plug-ins are
unrelated to each other.

As the plug-ins can be developed independently of each other, the developed
system will provide maximum flexibility and scalability. Independent development
of plug-in provides an easy testing of each of them, that increases the overall
reliability of the whole system.

Productivity of applications built on the basis of this architecture, is directly
dependent on the number of connected and active modules. Also, in case of
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necessity of greater performance, this architecture can be easily modified in
microservicing by taking the main logic of the plug-in out to a separate service. In
this case, a plug-in is used only for communication of the microservice with the
program kernel.

Examples of successful microkernel architecture are such software development
tools like Eclipse IDE, SublimeText.

The kernel of the system provides a command line interface of the kernel
adjustment and the actions of search and download of the plug-ins from the external
storage. Also, the main purpose of the kernel is work with the loaded plug-ins:

1. Install, activation, deactivating and deinstallation.
2. Configuration.
3. Coordination of plug-ins.
4. Interaction between plug-ins and user.

Fig. 1 Architecture of the application

Cernel

plugin

Plugin

plugin

plugin

Fig. 2 Components
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According to the tasks performed plug-ins are divided into the following types:

1. Plug-ins focused on the identification of the PBC.
The program receives the data input of the different versions of the library to
carry out the migration of target software between them. This plug-in class is
divided into:

(a) Plug-ins dependent on the syntax of a particular programming language
(framework, configuration files, types and structure of the documentation
file). The result of work of this kind of plug-ins is an abstract representation
of the text of the program reflecting the key characteristics necessary for
finding the PBC between versions. These plug-ins carry out:

(i) The lexical and syntactic analysis of the text and the structure of an
abstract syntax tree [2, 10].

(ii) Convert the abstract syntax tree to an abstract model suitable for
searching PBC.

(b) Plug-ins processing specially prepared abstract models. Plug-ins of this
class are specified according to the PBC types. Each plug-in of this class
conducts a search of differences between the texts of different versions of
the test program and semantic analysis to find a strictly defined PBC. The
result of work of this type of plug-ins is a list of changes leading to the loss
of backward compatibility [1, 7, 10].

2. Plug-ins that are responsible for the removal of the PBC in the target code.
These plug-ins are dependent on the syntax of the structure treated and are
aimed at:

(a) Bringing the recommendations and guidelines for implementation of the
program migration between the versions of the library by the programmer.
Recommendations can be presented in a separate document, as well as
integrated into the source code of the target program.

(b) Implementation of the automated transformation of the source code of the
program and target configuration files of software build system.

The plug-ins working with the source code or documentation text admit syn-
tactically correct constructions. Plug-ins are not intended to perform the functions
of static and dynamic code analysis to detect errors.

5 Conclusion

This article provides the results of a study aimed at identifying the basic concepts
and components involved in the migration of the source code applications from
earlier to more recent versions of the libraries used in them.
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It also defines basic requirements for the tool architecture allowing programmers
to transfer automatically the application source code to the actual version of the
library used.

Basic architectural solutions are stated. The article also contains a classification
of the components of the developed software and distinguishes basic directions of
further work.

Further work in this direction is to test the functionality of the considered
architectural solutions by creating working models from the components of a
software system presented in this work.
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Digit Recognition Using Different Features
Extraction Methods

Khalid Zine Dine, M’barek Nasri, Mimoun Moussaoui,
Soukaina Benchaou and Fouad Aouinti

Abstract The Numeral features extraction consists of transforming the image into
an attribute vector, which contains a set of discriminated characteristics for
recognition, and also reducing the amount of information supplied to the system.
Several characteristic extractions methods have been proposed in the literature.
These characteristics can be digital or symbolic. Mainly, we distinguish two
approaches, statistical and structural. In this paper, we are interested in a compar-
ative study of these four methods: profile projection, zoning, cavities and freeman
chain code. Digit recognition is carried out in this work through k nearest neigh-
bors. We evaluated our scheme on handwritten samples of the MNIST database and
we have achieved very promising results.

Keywords Pattern recognition ⋅ Feature extraction ⋅ Profile projection ⋅
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1 Introduction

The recognition of handwritten script is a difficult task due to the different hand-
writing qualities and styles that are subject to inter-writer and intra-writer variations.
Many recognition systems in many applications have been proposed in recent years
where higher recognition accuracy is always desired [1]. Typically, the recognition
systems are adapted to specific realization of numerous industrial applications, in
particular the numeral recognition which is used in several sectors such as postal
sorting, bank check reading, order form processing, etc. [2]. Such system can be
divided into three main steps: preprocessing step, feature extraction and selection
step, and classification step.

The steps involved in preprocessing are binarization, cropping, normalization,
and thinning. In binarization the given image is converted into binary image by
computing the average threshold value of the image. Normally the image data is not
aligned to the center, so the images are cropped. In normalization all the sample
images of the dataset are set to a predefined size since all the images may not have
the same size. In thinning the normalized image is reduced to a single pixel
thickness.

The Numeral features extraction is a delicate process and it is crucial for a good
numeral recognition [3]. It consists of transforming the image into an attribute
vector, which contains a set of discriminated characteristics for recognition, and
also reducing the amount of information supplied to the system. These character-
istics can be digital or symbolic. Mainly, we distinguish two approaches, statistical
and structural.

In the literature, several works have been proposed for features extractions such
as freeman coding [3], invariant moments [4], Zernike moments [5], Fourier
descriptors [6], Loci characteristics [7], and contour direction histogram. A feature
set made to feed a classifier can be a mixture of such features.

Classification is the step of decision, which realizes the recognition. It consists of
partitioning a set of data entity into separate classes according to a similarity
criterion. Different methods are proposed in this context includes neural networks,
support vector machines [1], k nearest neighbors, kmeans, hidden Markov models
(HMM), etc.

This paper focuses on feature extraction and classification. The performance of a
classifier can rely as much on the quality of the features as on the classifier itself. In
order to validate our contributions, we have used in this work a database of 6500
handwritten digits, provided by MNIST database, 650 images of each digit. The
used database is split into two sets, 5700 digit images for learning and 800 digit
images for test.

This work is organized as follows: Sect. 2 describes the feature extraction
procedure for the four feature sets. The k nearest neighbors technique of classifi-
cation is discussed in Sect. 3. The proposed system for digits recognition is pre-
sented in Sect. 4. The result of simulations and comparisons are introduced in
Sect. 5. Finally, we give a conclusion.
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2 Features Extraction

The feature extraction parameter is a step of great importance. If poorly designed, it
will be difficult or impossible to carry out effective recognition. After the prepro-
cessing step, the preprocessed image is represented by a matrix of pixels which can
be of very large size. So, it will be useful to represent objects by characteristics
containing the necessary information. This operation is called features extraction.

A total of four feature extraction algorithms were used which are: The Zoning,
the Profile Projection, the Concavities and freeman chain code. The methods are
described below.

2.1 Profile Projection

Profile projection is a statistical method successfully used in recognition of hand-
written characters [3]. The preprocessing stage consists of binarizing the numeral
input image which is presented in grey level. The next stage is to only preserve the
numeral position in image by cropping it. Final stage is to fix the size of cropped
numeral image.

This method calculates the number of pixels (distance) between the left, bottom,
right, top edge of the image and the first black pixel met on this row or column. The
dimension of the obtained attribute vector is twice the sum of the number of rows
and columns associated to the image of the numeral (Fig. 1).

2.2 Zoning

Zoning is a popular method used in character recognition tasks. In this method, the
character images are divided into x zones of predefined sizes and then features are

Fig. 1 The four profile
projection of digit ‘4’
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computed for each of these zones. Zoning obtains local characteristics of an image
instead of global characteristics. Here, we have divided the preprocessed character
images into 16 zones (4 × 4) and then pixel density features were computed for
each of the zones Fig. 2. The average pixel density was calculated by dividing the
number of foreground pixels by the total number of pixels in each zone i [8, 9].

DðiÞ= Number of forground pixels in zone i
Total number of pixels in zone i

ð1Þ

2.3 Cavities

Almost all the digits include cavities among which the number and the position
vary according to the digit and cast iron. We define 5 types of cavities: the West, the
North, the South, and Central. It supposes the definition of 4 cardinal directions in
the image: the West towards the left, the North upward, etc. [10]. In our work, we
use as characteristic parameters, the relative surfaces of the various types of cavities
(cavities are normalized by dividing them by the total surface of cavities, and
number of cavity).

Figure 3 shows the cavities detected on the numbers. Each type of cavity is
represented by a color (Est: Red, West: Green, South: blue, Central: purple).

2.4 Freeman Chain Codes

Freeman code is used to represent a shape boundary by a connected sequence of
straight-line segments of specified length and direction. This representation is based
on 4-connectivity or 8-connectivity of the segments.

The first approach for representing the shape boundary was introduced by
Freeman in 1961 [11] using chain codes. This technique is based on contour

Fig. 2 4 × 4 zoning of digit
‘5’
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detection, which is an important Image processing technique. A chain code or
Freeman code can be generated by following a boundary of an object in a clockwise
direction and coding the direction of each segment connecting every pair of pixels
by using a numbering scheme. A code formed from a boundary shape is referred to
as a Freeman code [3].

The Freeman code of a boundary depends on the starting pixel P(x0, y0); it was
selected as being the first pixel encountered in the boundary of the object. Our aim
is to find the next pixel in the boundary or the first coding. There must be an
adjoining boundary pixel at one of the eight locations surrounding the current
boundary pixel. By looking at each of the eight adjoining pixels, we will find at
least one that is also a boundary pixel. Depending on which one it is, we assign a
numeric code between 0 and 7 as already shown in Fig. 4. For example, if the pixel
found is located at the right of the current location of pixel, a code “0” is assigned.
If the pixel found is directly to the upper left, a code “3” is assigned. The process of
locating the next boundary pixel and assigning a code is repeated until we return to
the starting pixel. Since the size of the chain code varies for different digits, we
normalize it to get a feature vector of size 120.

Fig. 4 4-connectivity (a) and
8-connectivity (b) of Freeman
code

Fig. 3 The different cavities
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3 Classification: K Nearest Neighbors

Classification is the final stage of digit recognition task in which digit images are
assigned unique labels based on the extracted features.

There are many techniques of classification. In this study, we have used the k
nearest neighbors (KNN) classifier. It has been widely used in handwritten
numerals recognition tasks [12] for its conceptual simplicity, theoretical elegance
and its robustness. KNN is a method, which was inspired from the closest neighbor
rule. It is based on computing the distance between the test sample and the different
learning data samples and then attributes the sample to the k nearest neighbors.

This method is apparently simple and easy to program when it is compared to
neural network and support vector machine methods. It requires however a large
amount of memory to store and examine the data.

Algorithm : K nearest neighbors

-Let L = {(x′, c)/x′ Є, ℝN, c = 1, 2,…, } the learning set.
-Let x the example to determine its class.

1: For each object x′ of the set L
- Compute the distance between the object x and the

object x′, d(x, x′).
- Classify the different distances in increasing way.

End
2: For every {x’ Є KNN(x)} do:

- Identify the most frequent class.
End

3: Assign to x the identified class.

4 Proposed System

The system proposed contains three main steps, preprocessing, features extraction
and classification. The full system is shown in Fig. 5.

Pre-processing of data is to be carried out to bring about some uniformity in the
data and make it amenable to classification. It consists of binarizing the digit input
image which is presented in grey level. Then, we preserve only the digit position in
image by cropping it. The next stage is to normalize the image in a predefined size.

After preprocessing, features extraction is carried out by one of the four tech-
niques described below. For classification task we are used the KNN method.
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5 Experimental Results and Comparative Study

This section presents the experiments obtained by each feature extraction method
separately. We have used a database of 6500 digits, provided by different writers.
A sample of the database is shown in Fig. 6. The database is divided into two sets,
one set of 5700 digits is used for learning and the remaining 800 digits are used for
the test stage. Classes are equiprobables.

In this test, several experiments were carried out to determine the recognition
rate according to the size of normalization using the different features extraction
methods.

For classification task we used the KNN method. For the parameter K, we have
varied K from 1 to 9 and we have retained the value of K that gives the best
recognition rate.

Table 1 summarizes the overall accuracy of the system with each of the four
feature sets.

From the experiment, the best recognition rate of 95 % was obtained for the
freeman chain code features. The next highest accuracy was obtained for zoning.
Compared to other feature sets, they need feature vectors of larger size. The zoning
based features provide good recognition accuracy with a relatively small feature
vector size of 25.

Fig. 5 Scheme for digits recognition
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The cavities features gave the lowest recognition results among all the features
used in this study. The recognition rate of 86 % was obtained using this cavities
feature.

Fig. 6 Sample images of MNIST data

Table 1 Recognition results of different feature sets

Features extraction methods Size of normalization Feature size Recognition rate %

Zoning 40 × 40 16 90.5
45 × 45 25 94
50 × 50 100 88

Profile projection 40 × 40 160 88.75
45 × 45 180 88
50 × 50 200 91.5

Freeman chain code 40 × 40 120 89
45 × 45 120 93
50 × 50 120 95

Cavities 32 × 32 5 86
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6 Conclusion

In this work we have presented a comparative study of four methods of extracting
features for handwritten digits recognition that are profile projection, zoning, cav-
ities and freeman chain code features. The image representing the digit is initially
preprocessed; it is binarized, cropped, brought to a fixed size by normalization. One
of these features set is applied to a feature vector. These features were classified
using a K nearest neighbors classifier. The simulations have obtained promising
results. We have obtained the best recognition accuracy of 95 % using freeman
chain code features. This accuracy can be further improved by using a larger dataset
for training. Also reduction of attributes vector can further improve the recognition
rate. In our next work we will try to minimize the size of vector attributes by using a
genetic approach to increase the rate and time of recognition.
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A Multiple Ontologies Based System
for Answering Natural Language
Questions

Anas El-Ansari, Abderrahim Beni-Hssane and Mostafa Saadi

Abstract Due to the massive growth of information on the Web, information
retrieval systems come to play a more critical role. Most of these systems are based
on content matching rather than the meaning, therefore the returned results are not
always relevant to the user. To solve this problem, the next generation of infor-
mation retrieval systems focus on the meaning of the user query and search data
using ontologies that provide the vocabulary and structure associated with meta-
data. In this work we present a Question Answering system which combines
multiple knowledge bases, with a Natural Language parser to transform questions
into SPARQL queries or other query language. We demonstrate the feasibility to
build such a semantic QA system and the accuracy and relevance of the returned
results.

Keywords Semantic Web ⋅ Ontology ⋅ Question answering system ⋅ Natural
language processing

1 Introduction

TheWeb is a global information space. With A rapidly increasing rate of information
available to users through the Web, there is a pressing need for efficient information
retrieval systems such as search engines, question answering systems, etc. Nowadays,
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those systems develop very fast and successfully. However they still suffer from a lack
of accuracy and the relevance of the provided results is just not up to the mark. To
solve this problem, Ontologies and semantic web are becoming a pivotal methodol-
ogy to represent any domain-specific conceptual knowledge in order to promote the
semantic capability of an information retrieval system [1].

The Semantic Web aims to extend the current web standards and technology so
that all the Web contents and information can be processed by machines. The use of
ontology in the search process provides an interaction between machine and human.

The traditional search is based on term matching techniques, which helps
retrieving all resources containing the user’s query terms. While in a semantic
search, queries that can be expressed in several ways, will be mapped on the
semantic level to define topics related to the user informational need that must be
retrieved from the web [1].

The question answering (QA) systems [2] aims at providing precise answers to
the user’s questions. For example, for a question such as (What is the capital of
Morocco?), traditional term matching search systems might return a large number
of web pages about Morocco and the user would have to dig into these web pages to
find the answer. While an efficient QA system would directly answer the question
with the name of the capital “Rabat”. For that, a QA system needs an efficient
natural language question processing mechanism to understand the users question
and a semantic data source to get the exact answer for the question.

The QA system we propose in this paper, transforms the user’s questions in
natural language to a query language (SPARQL or MQL). The last is then used to
interrogate different online Knowledge Bases to return an exact answer to the user.

The paper is organized as follows: Section 2 describes the NL question pro-
cessing. Section 3 presents the semantic data sources we used (the knowledge
bases). Section 4 explains the proposed QA system. And finally, the conclusion and
directions for future work.

2 Related Work

Researches in the field ofQuestionAnswering has been advanced in the past couple of
years [2]. With the semantic web technologies a domain-specific QA system working
on a specific technical domain can make use of the specific domain-dependent
ontology to recognize the true meaning included in a natural language text. So we
realize that the ontology plays a pivotal role in a technical domain.

One of the typical examples of a QA system is Jeeves [3] which allows users to
ask natural language questions and returns a list of matching questions to which it
knows the answer. Another example [4], is a research in information processing that
has focused on health care consumers. These users often have a frustrated expe-
rience while seeking online information.

Otherworks such as [5, 6], have proved the feasibility of implementing an ontology
based question answering system.However, the degree of complicity of these systems
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is considerable. And also the relevance of the answers is not optimal. GINSENG [7], a
guided-input natural language search engine, and Cuebee [8] progressively guide the
scientists by suggesting concepts and relationships that decompose the question into
an RDF triple, which is then internally translated into a SPARQL query. This process
demands more effort from the user and is a time consuming task.

Most of the studies focusing on ontology based QA systems use a domain local
ontology which cannot answer a wide range of questions. In our research we made
use of some global knowledge bases offering a huge amount of data to be inter-
rogated and that are available for online access. Those data sources offers a wider
range of relevant answers. We also focus on the simplicity of the system, using a
simple graphical user interface assisted with autocomplete feature and an error
handling component. Our system also offers the user the possibility to interrogate
other knowledge base by transforming his question to a SPARQL query that he can
copy to the other endpoints.

3 Natural Language Question Processing

The Natural Language Processing (NLP) is a research field that explores how
computers can be used to understand and process natural language text or even
speech to do useful things [9]. Once the user enter his question in a natural lan-
guage, the system must process it and transform it to the query language. The
question can be classified as follows:

• What—objects specification or an activity definition
• Who—object or person specification
• When—date
• Where—geographical location; …

There are some frameworks that can process natural language question and
transform it to a query language such as NLTK [10] and Quepy [11].

In our system we made use of the last one, Quepy, which is a python framework
because it can be easily adapted to different question types and query languages.
Quepy uses NLTK tagger which is a linguistic tool to analyze natural language
questions. It’s composed of: a tokenizer, a part-of-speech tagger and a lemmatizer.

So, once the user enters his question, for example: “Who is Bill Gates?” the
framework runs NLTK tagger on the string and returns a list of quepy.tagger.Word
objects. The transformation from natural language text to the SPARQL query is
done by first using a special form of regular expressions:

person_name = Group(Plus(Pos("NNP")), "person_name")
regex = Lemma("who") + Lemma("be") + person_name + Question(Pos("."))
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And then using a convenient way to express semantic relations:

person = IsPerson() + HasKeyword(person_name)
definition = DefinitionOf(person)

The rest is handled automatically by the framework to finally produce this
SPARQL:

SELECT DISTINCT ?x2 WHERE {
?x0 rdf:type foaf:Person.
?x0 rdfs:label "Bill Gates"@en.
?x0 rdfs:comment ?x1. 

} 

The SPARQL query is then sent to the knowledge base server which will return
the answer. The system offer the user the possibility to choose and search in
multiple knowledge bases. The next section will describe those knowledge bases.

4 Semantic Data Sources

Semantic knowledge base is a machine-readable resource for the dissemination of
information, generally online or with the capacity to be online. A knowledge base is
not a static collection of information, but a dynamic resource that may have a
learning capacity, as part of an artificial intelligence [12].

Knowledge bases are playing a major role in optimizing the intelligence of Web
and search systems and in supporting information integration [12]. Today, most
knowledge bases cover only specific domains, created by relatively small groups of
knowledge engineers and specialists, and are very cost intensive to keep updated as
domains change.

In this system we used multiple knowledge bases in order to increase the chance
of getting answers to every user’s question. For that, the system interrogates tree
large scale publicly available knowledge bases that cover a wide range of domains.

The first one is DBPedia [13]; The English version of this knowledge base
describes 4.58 million things, out of which 4.22 million are classified in a consistent
ontology, including 251,000 species, 1,445,000 persons, 735,000 places, 411,000
creative works, 241,000 organizations and 6,000 diseases.

Another important knowledge base used in our system is the Freebase [14].
A large collaborative knowledge base composed mainly by its own community
members. This online collection of structured data was collected from many
sources, including individual contributions, wikis, etc. Freebase aimed to create a
global resource that allow people and machines to access and process information
more effectively [15]. We also made use of the LOD knowledge base [16]. The
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used knowledge bases are connected with other data sets to cover even a wider
range of domains. Other knowledge bases can be easily added to the system to
cover more domains if needed.

5 Proposed Semantic QA System

Our Question Answering System includes three components: question processing
based on the Quepy framework, knowledge base Interrogator and answer
processing.

The Question Processing component’s job is to analyze and transform a natural
language question to a SPARQL query. SPARQL (Protocol and RDF Query
Language) [17] is an RDF query language, that is, a semantic query language for
knowledge bases, able to retrieve and manipulate data stored in Resource
Description Framework (RDF) format.

The knowledge base Interrogator is responsible for sending the query to the
SPARQL endpoint of the knowledge base selected by the user. This model returns a
set of RDF results. The Answer Processing component handles the returned results
to filtrate and transform into a natural language result.

5.1 System Architecture

In this section, we present a high level overview of how the whole system works as
pictured in Fig. 2. The aim of QA systems is to find exact and correct answers for
user’s questions. In addition to the graphical user interface (GUI), our QA system
contain three main components:

1. Question processing
2. Knowledge base Interrogator
3. Answer processing

Using the GUI the user enters a question in natural language and hits the search
button. The Question Processing component analyses the user’s question to extract
the keywords to be used in the query and prepares an adapted SPARQL and MQL
query. The user then is asked to choose the knowledge base to interrogate.
According to the user’s choice, the Question Processing component will send either
the SPARQL query (For DBpedia and Linked Open Data) or the MQL query (For
Freebase

The knowledge base Interrogator uses the SPARQL/MQL query to interrogate
the selected knowledge base via the endpoint and then returns an RDF answer.

The Answer processing component gets the RDF answer and process it to extract
the exact answer and any related information possible and transform it into a natural
language answer. The answer is finally returned to the user via the GUI (Fig. 1).
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5.2 Simulation

By accessing the interface of the application, you will find, like all search engines, a
text field where you type your question (in English) and you search with the little
orange button. You can also enjoy the “autocomplete” feature that helps you type
the question (Fig. 2).

Once you click the search button, three other buttons appear asking you to
choose which knowledge base you want to interrogate: Freebase—DBPedia—
Linked Open Data (LOD) (Fig. 3).

The answer to a question is not necessarily the same in all three knowledge bases
it is also possible that you find the right answer in a single database or two. This is
the reason why we used the three in this system instead of single one.

Fig. 1 Design Architecture of the QA system

Fig. 2 User interface of the QA system (1) while typing the question

182 A. El-Ansari et al.



Sometimes the search engine cannot transform a question in natural language to
a SPARQL or MQL query. For one reason or another, either because the question
contains errors, a problem of capitalized names, or it was not well formulated.

5.3 Evaluation

After the implementation phase, we conducted some initial experiments on two
versions of the system with the help of ten volunteers. The first version was based
on a single ontology (DBpedia), while the second was based on the tree knowledge
bases combined (DBpedia, Freebase and LOD). To evaluate the precision and
relevance of the returned results we use the precision and recall method [1]. For
that, we asked ten subjects (Si) to use the system and ask different questions. Once
the experience was done we saved the users feedback in the following table
(Table 1).

Fig. 3 User interface of the QA system (2) after hitting the search button and choosing the
knowledge base to interrogate
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The goal of our ontology based semantic search system is to maximize precision
and accuracy of the results by combining different knowledge bases. And we can
see from the experimentation results in the following figures that the precision and
recall values increases in the second version where we combined different
knowledge bases (Figs. 4 and 5).

The precision graph shows how useful the search results are, while the recall
graph shows how complete the results are. The experimentation results shows that
when combining multiple ontologies, the system relevance rate increases, however
an important number of questions didn’t have answers in the used knowledge bases
so there is still room for improvements.

Fig. 4 Precision—calculated for both versions based on each user’s feedback

Fig. 5 Recall—calculated for both versions based on each user’s feedback
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6 Conclusion and Future Work

The initial evaluation result shows the feasibility and benefits of building a semantic
QA system based on Ontology. And other experiments in related works do prove
that it is feasible to use the Ontology-based method to develop Question Answering
Systems. Comparing our system with other Question Answering Systems in the
Related Work section. Our system offers an easy to use user interface and offers the
user to enter questions in natural language. Also combines multiple ontologies to
increase the relevance and range of answers so our system can answer a wider range
of user’s question in multiple domains. Another advantage of this system is that it
returns exact answers to the user’s questions.

We have implemented a natural language question answering system based on
multiple ontologies however there are still many features to implement, on the
realized system, such as error handling, or a result relevance rating component.
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Toward a Model Driven Approach
for Generating Multi Platform
Applications with ZeroCouplage
Framework

Sarra Roubi, El Hassane Ettifouri, Mohammed Erramdani
and Toumi Bouchentouf

Abstract It is crucial for companies to have the latest technology. But with their
exponential growth, migration and adoption of these new technologies can be very
expensive and requires more effort and learning which can lead to big losses.
ZeroCouplage is a multi platform Framework that is introduced to solve this
problem. Indeed, we code once and the application is built for desktop, web and
mobile as well. However, using a new framework can often be time consuming and
make the task more difficult. That’s why we used the model driven engineering to
automate the whole process. We propose a meta model for this framework and
automate the entire process up to code generation.

Keywords Model driven engineering ⋅ Meta model ⋅ Code generation ⋅ Multi
platform

1 Introduction

Nowadays, development of applications for multiple platforms is far more articu-
lated issue. Companies must keep up with this rapid evolution and offer their
solutions and services on the various existing supports in order to reach the max-
imum possible users and customers. However, for each platform, the whole process
should be repeated and re adapted and corrections must be operated for the various
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supports. Moreover, the capitalization is difficult to reach with one dedicated team
for the project. All these facts make the task time consuming and very tedious.

On the one hand, Responsive web design has been introduced among others as
solution to these limitations. The concept gathers a set of principles of design and
technologies, which allow a Web site to auto-adapt according to the screen size of
the support used to consult it from a computer, a tablet or a Smartphone. This
responsive web design ensures the ergonomic by optimizing the interface for each
terminal [1] but it is dedicated to web application. Also, it has some drawbacks;
among, the users are obliged to download the HTML/CSS code in a useless way [1,
2], the images resizing requires the CPU calculations, which can also slow down the
support and the total loading rate of the page.

As an alternative, a new framework; ZeroCouplage, was proposed by [3]. The
main aim of Framework ZeroCouplage is to code once and choose the target
platform without neither injecting a new code in the existing application nor having
knowledge in the programming languages for Web, mobile or Desktop since it is
based only on the language java.

On the other hand, MDE principles are being used for development of appli-
cation in order to successfully address the development and evolution of these
applications.

In [4], it is shown how MDD/MDA principles are applied in the Web Domain to
define models. Moreover, the method OOH4RIA [5] proposes a model driven
development process that extends OOH methodology employing the OOHDM
conceptual and navigational scheme. Also, a Rich Internet Application for web
based product development was presented in [6]. Besides, [4] proposes an approach
for modeling a desktop application and generating the whole MVC swing code.

Besides, a Rich Internet Application for web based product development was
presented in [6]. Also, an extension of the IFML OMG standard was proposed for
generating mobile application front end [7].

These methods use models to separate the platform independent model
(PIM) design of web systems from the platform-dependent (PSM) implementations
as much as possible.

However, these proposed approaches are related to a specific platform. In this
paper, we propose a model driven approach for a multi platform framework
Zerocouplage. We define a model independently from any execution platform and
we generate the code for desktop, web and Mobile applications.

The paper is organized as follows. Sections 2 and 3 present respectively the
concept of ZeroCouplage framework and the Model Driven Engineering approach.
In Sect. 4 we present the Model Driven Engineering Approach applied to
ZeroCouplage and the resulting model. Finally we conclude and present future
work.
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2 Multi Platform Framework: ZeroCouplage

ZeroCouplage is a new framework that aims to create the same application for
different platforms. We first present the principle and design pattern adopted before
presenting the MDA approach that we propose for automating the whole process.

2.1 ZeroCouplage, the Concept

To face the problem of multi platform targeted applications, ZeroCouplage is
introduced as a solution for Java developers. Indeed, they develop the application
once with a well known language Java, then the application is generated for the
Mobile, Desktop or Web.

ZeroCouplage meets the major needs of the development of IT projects which
are: reusability, maintainability and cost reduction. The developer does not need
any specific skills on JAVA/JEE or Android to develop applications on both web
and mobile platforms.

ZeroCouplage is based on the design pattern M2VC; a derivative of the MVC
Pattern. It provides zero coupling between the presentation layer and the business
layer; hence the name ZeroCouplage. It also allows rapid switching between dif-
ferent platforms just by changing the settings in the configuration file.

2.2 M2VC Design Pattern Structure

Model-Virtual-View-Controller (M2VC) design pattern is a derivative of the
Model-View-Controller (MVC) design pattern; it is intended for the development of
applications multi support, such as web, mobile and desktop support. M2VC and
MVC share the same concept of the model, but the M2VC controller uses a virtual
view to manipulate the concretes views, it loads the concrete view, according to the
selected support [3].

Each concrete view of the platform target implements the virtual view that
manages the navigation between the pages of the same support. The suitable gra-
phic component is loaded, Fig. 1.

3 Model Driven Engineering

Model Driven Engineering enables the automation of the development process and
based on models throughout this process. In fact, it offers three levels of abstraction
and allows defining models:
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• Computation Independent Model (CIM): describes the functional require-
ments of the application regardless of implementation details and gives a vision
of what is expected from the application.

• Platform Independent Model (PIM): allows the extraction of the common
concept of applying, independently of the target platform allowing its mapping
on one or more platforms.

• Platform Specific Model (PSM): combines the specifications in the PIM with
the details needed to determine how a system uses the chosen platform.

Then, the transition between these levels is automated by defining transforma-
tion engines. These transformations may affect the transition from one model to
another or code generation. However, for each platform target, we need to specify a
different meta model with the appropriate transformation engine, then make the
code generation, Fig. 2.

Fig. 1 M2VC design pattern principle

Fig. 2 Model driven architecture approach: levels of abstraction
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4 Model Driven Approach for ZeroCouplage

As shown in Fig. 2, the use of MDE principles can be quite hard and time con-
suming to be able to cover a majority of existing platform. We combined the MDA
with the ZercoCouplage and the proposed process is described in Fig. 3.

4.1 Proposed Meta Model for ZeroCouplage

We defined a meta model for the ZC framework respecting the M2VC pattern as
described in previous section. We focused on the graphical aspect of the applica-
tion. Indeed, each concrete view implements the virtual view that manages the
navigation between the pages of the same support, and allows for a bidirectional
exchange of data between the concrete view and Model.

The main element is the ZC_Component derived to several graphical compo-
nents and layout managers. All these elements form the Graphical User Interface.
Figure 4 shows the graphical part of the proposed meta model.

In the meta model, the view part is composed of one or several pages that holds a
layout to help organize the components. All the components inherit form the parent
class ZC_Component. We focused on the graphical part in the modeling phase and
described all the graphical components and their relationship to improve the quality
of the GUI and reduce the manual modifications at the end.

Then, we modeled the configuration part and the other layers of the M2VC
Design Pattern. Indeed, the business package holds all the beans, actions and
validation elements. All these meta classes are gathered under the ZeroCouplage

Fig. 3 Model driven approach using ZeroCouplage framework
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root element that gives the mappings and the configuration to generate the code for
the appropriate platform; desktop, mobile or web.

4.2 Model Result Describing ZeroCouplage

After completing the meta modeling phase, we used the Eclipse Modeling
Framework to generate the code of meta model of the framework, which contains
the editor also. This allows us to instantiate models describing the application with
all elements of the layers of the view, model and controller as well as validation.

The input file, as shown in Fig. 5 describes an application for registration form.
This file represents the model that describes the future applications in terms of

ZeroCouplage elements. This file represents the input to the transformation engine
to generate the code files. Indeed, it contains all information for the application
especially for the view part. Also, it contains the elements to generate the mapping
between the views and the business layer.

Finally, to automate the whole process, the transformation engine describing a
Model To Text transformation using one of the known OMG standards, acceleo for
instance, will be integrated to the process and the whole code application will be
generated from one input model file only.

Fig. 4 Model driven approach using ZeroCouplage framework

192 S. Roubi et al.



5 Conclusion

In this paper we presented a new model driven approach for generating a multi
platform application. Indeed, we proposed a meta model describing ZeroCouplage
framework which can be deployed and visualized on several supports (Web,
mobile-web, mobile-native and desktop) without any limits of the Web-Responsive.

For future works, the resulting model file will be used as input for transformation
engine to be able to generate the source code files for the application. Also, we can
realize a graphical tool to simplify more the task for the user.

References

1. Groves, R.M., Heeringa, S.G.: Responsive design for household surveys: tools for actively
controlling survey errors and costs. J. R. Stat. Soc.: Ser. A (Stat. Soc.) 169, 439–457 (2006).
doi:10.1111/j.1467-985X.2006.00423.x

2. Bryant, J., Jones M.: Pro HTML5 Performance, Responsive Web Design (2012)

Fig. 5 Result mode for a ZeroCouplage application

Toward a Model Driven Approach for Generating Multi Platform … 193

http://dx.doi.org/10.1111/j.1467-985X.2006.00423.x


3. Ettifouri, E.H., Rhouati, A., Dahhane, W., Bouchentouf, T.: ZeroCouplage framework: a
framework for multi-supports applications (Web, Mobile and Desktop). In: MedICT 2015, vol.
2. (2015). ISBN: 978-3-319-30296-6

4. Roubi, S., Erramdani, M., Mbarki, S.: Generating graphical user interfaces based on model
driven engineering. Int. Rev. Comput. Softw. 10(5), 520–528. http://dx.doi.org/10.15866/
irecos.v10i5.6303

5. Meli, S., Gmez, J., Prez, S., Daz, O.: A model-driven development for GWT-based rich internet
applications with OOH4RIA. In: Proceedings of 8th International Conference on Web
Engineering ICWE 2008, pp. 1323 (2008)

6. Ahmed, Z., Popov, V.: Integration of Flexible Web Based GUI in I-SOAS (2010)
7. Brambilla, M., Mauri, A., Umuhoza, E.: Extending the Interaction Flow Modeling Language

(IFML) for Model Driven Development of Mobile Applications Front End (2014)

194 S. Roubi et al.

http://dx.doi.org/10.15866/irecos.v10i5.6303
http://dx.doi.org/10.15866/irecos.v10i5.6303


QVT Transformation Rules to Get PIM
Model from CIM Model

Imane Essebaa and Salima Chantit

Abstract The Model Driven Architecture (MDA) approach introduces a clear
separation of system requirements and their implementation. This approach uses
models at the center of the development of software systems. The MDA approach is
based on models transformations; in the literature, several works have summarized
the MDA approach to the passage from PIM to PSM then to code. But very little
works have contributed on CIM to PIM transformations. Thus, our proposal aims to
provide a method of transforming CIM to PIM using QVT transformation rules and
respecting the two levels aspects as specified by the Object Management Group
(OMG). Our approach proposes to represent a CIM level by Business Use Case
Diagram and Activity Diagram while after applying transformation rules, the PIM
level is represented by Class Diagram and Sequence Diagram.

Keywords Model Driven Architecture ⋅ Models transformation ⋅ QVT ⋅
CIM ⋅ PIM ⋅ PSM

1 Introduction

The Model Driven Architecture approach aims to separate the views and concerns;
MDA approach have three views represented by models: Computation Independent
Model (CIM) contains system requirements independently of any computation
information, Platform Independent Model (PIM) focuses on only the operation of
the system without details of a particular platform, and finally a Platform Specific
Model (PSM) that depends on technical platform.
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Models transformations from one level to the other one constitute the key of the
MDA; several works have focused on the transformation between PIM and PSM
then code generation, whereas few has addressed the CIM to PIM transformations,
and the existing works don’t propose a complete solution to ensure this transfor-
mation, existing works can be classified to works which cover all the aspects of the
CIM and PIM level specified by the OMG but they don’t define complete trans-
formation rules or don’t ensure the traceability and automation, and works that
don’t cover all the aspects of CIM and PIM.

In order to automate transformations between CIM and PIM, we investigate this
paper to present an approach that covers the different viewpoints of CIM and PIM
levels, a set of transformation rules are defined using QVT to build PIM from CIM.

This paper is organized as follows: Sect. 2 presents an MDA approach and their
levels, it contains also a brief presentation of QVT transformation language. Sec-
tion 3 presents our evaluation of some of related works, in Sect. 4 we present our
proposal approach followed by Sect. 5 that illustrate our approach in a case study,
we finally conclude with future works and conclusion of this work.

2 Model Driven Architecture

2.1 Modeling Levels in MDA

The MDA (Model Driven Architecture) is an initiative of the OMG (Object
Management Group) released in 2000 [1] The basic idea of the MDA approach is
the separation of the functional system specifications and its implementation on a
particular platform.

The MDA approach lies in the context of the Model Driven Engineering which
involve the use of model and metamodels in the different phases of development
lifecycle of an application [2], MDA defines three viewpoints

• CIM (Computation Independent Model): the objective of this model is to rep-
resent the application in their environment independently of any computation
information.

• PIM (Platform Independent Model): the role of the PIM is to give a static and
dynamic vision of the application regardless of the technical conception of it.

• PSM (Platform Specific Model): This model depends on technical platforms; it
represents a template of code that facilitates code generation.

2.2 Models Transformation

CIM, PIM and PSM models are the main levels of the MDA approach, each of them
contain information necessary for the generation of the source code for the
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application. The code is obtained by automatic generation from the PSM, the PSM
is obtained by successive transformations of models CIM to PIM and PIM to PSM.

Execution of transformations ensure a link traceability between different models
of the MDA approach. This link is a guarantee of quality in the software devel-
opment process in MDA.

The MOF (Meta Object Facility) is normalized by OMG [3], it allows the
definition of transformation rules and modeling languages, it also specifies the
structure and syntax of metamodels. In this context the OMG proposes a standard
transformation language QVT (Query/view/transformation) to define transforma-
tion rules from models to models.

3 Related Works

In the context of MDA approach, several methods of model transformations were
proposed, specially between PIM level and PSM level, however limited works were
done between CIM level and PSM one.

After the analyze of the previous works we deduced that the transformation rules
proposed are not complete, indeed those methods may be classified into two cat-
egories; researches who cover different aspects of CIM and PIM but not defining
complete transformation rules and researches that not cover the various aspects of
the CIM and PIM levels.

Kherraf et al. in his proposition [4] uses to model the CIM by UML activity
Diagrams which are detailed to get the system requirements which are transformed
to be modeled as system components in PIM level. This method is based on
modeling CIM using only the Activity Diagram, and after the transformation it
doesn’t cover the behavioral aspect.

In their method [5] Kardoš et al. modeled the CIM level by Data Flow Dia-
gram (DFD), and PIM level was modeled by fours UML diagrams: Use Case
Diagram, Activity Diagram, Sequence Diagram, and the domain models.

Wu et al. Method [6] describes how to get PIM level from CIM one, and the
transformation PIM into PSM, in this method CIM is represented by Use Case
Diagram, Activity Diagram and robustness diagram, while the PIM one was pre-
sented by Sequence Diagram and Class diagram, this method we note that the
authors covered all the aspects of CIM and PIM but they didn’t propose a complete
transformation rules, neither traceability and automation of transformation.

In their proposition Kriouile et al. [7] modeled the CIM level by two diagrams:
Business Process Model and Use Case Diagram, while the transformation of the
CIM generates Domain Class Diagram and Sequence Diagram, this method covers
the CIM and PIM aspects, but it doesn’t ensure a completeness of transformation
rules neither the automation of transformation.

It should be noted that in the literature that we have found, it exists many
methods that are limited only in modeling CIM level without proposing transfor-
mation rules to get PIM level [8], it also exists works [9] that used a method called
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TFM4MDA (Topological Functioning Modeling for Model Driven Architecture), it
uses formal mathematical foundations of topological functioning model.

The results of our analyze are presented in Table 1, the columns represents an
evaluation criterion while the rows represent studied methods.

4 Proposed Approach

This section presents the approach of the CIM Modeling and its transformation to
PIM Model, our approach consists of:

• Modeling CIM through UML Business Use Case Diagram to cover the struc-
tural and functional aspect, and UML Activity Diagram to cover the dynamic
aspect.

• Obtain the static viewpoint of PIM from CIM level through a vertical trans-
formation C2P1 detailed in Table 2, the result of this transformation is repre-
sented with Class Diagram.

• Obtain the dynamic viewpoint of PIM from CIM level through a vertical
transformation C2P2 detailed in Table 3, the result of this transformation is
represented with Detailed Sequence Diagram.

• Transformation rules that map elements of one metamodel to the elements of
another metamodel, are defined by using the QVT transformation language.

The Fig. 1 below describes this approach.

4.1 CIM Architecture in Our Approach

In his book “MDA in action” Xavier Blanc [10] consider the CIM level as the most
important and complex entity, any changes of requirements in CIM level will reflect
the PIM and the PSM levels.

After the analysis of the previous related works we didn’t find any consensus and
rules on how CIM should be presented and even how many models could represent
CIM.

In practice, the first question to address in order to represent CIM level is “what
should be represented in this model?”.

According to the OMG specifications and criteria, we deduce that there are two
topics of CIM level: System requirements and the process between system stake-
holders, moreover those topics determine the three aspects of CIM level: Func-
tional, Static and Behavioral.

In our approach we have opted to present this level by two models: Business Use
Case Diagram to describe the functional requirements as well as a static view of the
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system, and the Activity Diagram to represent different sequences and activities of
the system.

UML Business Use Case Diagram
UML (Unified Modeling Language) defines a Use Case as: “the specification of a
set of actions performed by a system, which yields an observable result that is,
typically, of value for one or more actors or other stakeholders of the system” [11].

We choose Business Use Case diagram for several reasons; it identifies func-
tionality of system and how the system works making links between actors and
functionality which cover the functional aspect, and in order to cover the static
aspect, we have extended the Use Cases diagram by adding “DataObject” element

Table 2 UCD2CD transformation QVT rules

Rule Transformation rule Source model Target model

1 Actor2Class Actor Class
2 DataObject2Class DataObject Class
3 Associations2Associations Associations Associations
4 UseCase2Operation UseCase Operation

Table 3 UCD&AD2SD transformation QVT rules

Rule Transformation rule Source model Target model

1 Actor2Actor Actor Actor
2 UsecaseSystem2System UsecaseSystem System
3 Include2Ref Include Ref
4 Extend2Alt Extend Alt
5 DataObject2LifelineObject DataObject LifelineObject
6 Action2Message Action Message
7 NodeObject2LifelineObject NodeObject LifelineObject
8 FlowFinal2break FlowFinal Break

Fig. 1 Overview of the approach
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A simplified version of the metamodel of the Business Use Case Diagram is
represented in the Fig. 2.

UML Activity Diagram
Activity diagram is UML behavior diagram which shows flow of control or object
flow with emphasis on the sequence and conditions of the flow.

We choose the activity diagram to represent a dynamic view of system in the
CIM level, it allows to understand the process of different features of the system.

Figure 3 shows the metamodel of the activity diagram:

4.2 PIM Architecture in Our Approach

The PIM, called Model of analysis and design, represents the business logic specific
for a system. It depicts the functioning of entities and services. It must be

Fig. 2 Main fragments of metamodel UCD

Fig. 3 Main fragments of metamodel Activity Diagram
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sustainable over time. To respond to the OMG specifications, the adequate PIM
model should cover two aspects:

• The structural aspect (Static) represented by Domain Class Diagram.
• The dynamic represented by Sequence Diagram.

UML Domain Class Diagram
The domain model is a representation of meaningful real-world concepts pertinent
to the domain that need to be modeled in software. The concepts include the data
involved in the business and rules the business uses in relation to that data.

In UML, the class diagram is used to represent the domain model, the domain
class diagram represents in our approach a static view of the PIM.

The main fragments of metamodel of Domain class diagram are shown in Fig. 4.

UML Detailed Sequence Diagram
The sequence diagram models the collaboration of objects based on time sequence,
the Fig. 5 represents metamodel of Detailed Sequence Diagram.

Fig. 4 Main fragments of
metamodel DCD

Fig. 5 Main fragments metamodel Detailed Sequence Diagram
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Transformation approach from CIM to PIM
CIM Modeling
In this step, the requirements of system are represented firstly through UML
Business Use Case Diagram, and secondly their process is represented with UML
Activity Diagram.

Obtaining the PIM static view from the CIM
C2P1 is a vertical transformation which consists of transforming the UML-UCD
conformed to its metamodel to a Class Diagram conformed to its metamodel. Those
transformation rules are presented in Table 2.

A part of those rules are described with QVT Language in the Fig. 6.

Obtaining the PIM dynamic view from the CIM
The CIM2PIM transformation, noted C2P2, is a vertical transformation aims to
transform UML-UCD and UML Activity diagram to Detailed Sequence Dia-
gram that represent the dynamic aspect of the PIM. Those transformation rules are
presented in Table 3.

A part of those rules are described with QVT Language in the Fig. 7.

Fig. 6 Part of transformation QVT rules of UCD2CD

Fig. 7 Part of transformation QVT rules of UCD&AD2SD
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5 Case Study

In this section we are going to illustrate our approach throw an example, we choose
as an example a system of E-Library that models an interaction between system and
customers. Any customer can access to the web site and search one book, they can
read it online or download it, they can also request a new book by filling a form,
customers must connect with their account or subscribe if it is their first visit of the
web site. To implement our approach, we must start by modeling the requirements
with UML-UCD (Fig. 8).

After modeling all system requirements, we are going to focus on “Choose
book” use case and implement an activity diagram to describe its process (Fig. 9).

UML-UCD transformation to UML Class diagram
From the Business Use Case model, by applying the mapping rules presented in
Table 2 we get the Class Diagram bellow (Fig. 10)

Fig. 8 Business Use case diagram of E-library
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UML-UCD and Activity Diagram transformation to Detailed Sequence Diagram
The dynamic aspect of PIM is represented through a Sequence Diagram; this
diagram it is a result of transformation C2P2 presented in Table 3 which allow to
transform UML Business Use Case Diagram and Activity Diagram to a Sequence
Diagram (Fig. 11).

Fig. 10 Class Diagram of the
system “E-Library”

Fig. 9 Activity diagram of “choose book”
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6 Conclusion

In this paper we have proposed an original approach based on UML diagrams to
model the CIM level, we also proposed a set of transformation rules using QVT that
help to build PIM level which is also modeled with UML diagrams.

This approach provides a disciplined way towards automation of the CIM2PIM
transformations.

In our future works we will focus on completing transformation rules to ensure
more traceability and complete automation of transformation, we aim also to pro-
pose a continuation of this approach to cover all the MDA transformation namely
PIM2PSM transformation and PSM2Code generation.
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Features Extraction for Offline
Handwritten Character Recognition

Soukaina Benchaou, M’barek Nasri and Ouafae El Melhaoui

Abstract Offline handwritten character recognition has been one of the most
challenging research areas in the field of image processing and pattern recognition
in the recent years. Handwritten character recognition is a very problematic research
area because writing styles may vary from one user to another. This paper throws
light on four different feature techniques, Zoning, Profile projection, Freeman chain
code and Histograms of oriented gradients for handwritten vowels recognition. The
recognition is carried out in this work through K nearest neighbors and fuzzy min
max classification methods. The best recognition rate of 96 % was obtained using
Histogram of oriented gradients features.

Keywords Offline handwritten character ⋅ Feature extraction ⋅ K nearest
neighbors ⋅ Fuzzy min max

1 Introduction

Machine simulation of human reading has been a very challenging research field
since the advent of digital computers. The main reason for such an effort was not
only the challenges in simulating human reading but also the possibility of efficient
applications in which the data present on paper documents has to be transferred into
machine-readable format. Recognition of printed and handwritten information
present on documents like cheques, envelopes, forms, and other manuscripts has a
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variety of practical and commercial applications in banks, post offices, libraries, and
publishing houses.

The character recognition system goes through three main steps that are: pre-
processing, features extraction and classification.

The preprocessing phase is a current step in a recognition system. It consists of
discarding the imperfections, reducing the analyzed area and correcting the size of
the particular image.

The features extraction is a delicate process and is crucial [1] in achieving high
recognition performance. It consists of transforming the image into an attribute
vector, which contains a set of discriminated characteristics for recognition, and
also reducing the amount of information supplied to the system. Mainly, we dis-
tinguish two approaches, statistical and structural.

Several methods of feature extraction for character recognition have been
reported in the literature such as invariant moments [2], Zernike moments [3],
freeman coding [4], Fourier descriptors [5], Loci characteristics [6], Projection
histograms [7], etc.

Classification is the step of decision, which realizes the recognition. It consists of
partitioning a set of data entity into separate classes according to a similarity
criterion. Different methods are proposed in this context includes neural networks
[8], support vector machines [9], k nearest neighbors, k-means, fuzzy min max, etc.

In this paper, we present a comparative study of handwritten vowels recognition
using four different feature techniques—Zoning, Profile projection, Freeman chain
code and Histograms of oriented gradients.

The recognition is carried out in this work through K nearest neighbors and
fuzzy min max classification methods.

The performance of these features is evaluated using a database of handwritten
vowels, provided by various categories of writers. The used database is split into
two sets, one set of 300 characters is used for learning and the remaining 200
numerals are used for the test stage.

The paper is organized as follows: Sect. 2 presents the different features
extraction methods used in this work. The k nearest neighbors and fuzzy min max
classifiers are discussed in Sect. 3. The result of simulations and comparisons are
introduced in Sect. 4. Finally, we give a conclusion.

2 Features Extraction Methods

2.1 Zoning

Zoning is a statistical method of features extraction. It’s widely used for characters
recognition because of its simplicity and its good performance. This method
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consists of subdividing horizontally and vertically the pattern image into
(m * n) zones of equal sizes (Fig. 1). For every zone, the density is calculated by
dividing the number of pixels which represent the character on the total number of
pixels in this zone i. We obtain an attribute vector of m * n components for every
pattern.

dðiÞ= Number of foreground pixels in zone i
Total number of pixels in zone i

ð1Þ

Zoning method requires a phase of preprocessing. It consists of binarizing the
numeral input image which is presented in grey level, and then we preserve the
numeral position in image by cropping it. The next stage is to normalize the image
in a predefined size and finally to skeletonize the resultant image.

2.2 Profile Projection

Profile projection is a statistical method. It consists of calculating the number of
pixels between the left, bottom, right, top edge of the image and the first black pixel
met on this row or column. The dimension of the obtained attribute vector is twice
the sum of the number of rows and columns associated to the image of the numeral
(Fig. 2).

Fig. 1 Division of numeral
“3” into 20 zones

Fig. 2 The four profile
projections of numeral ‘5’
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This method requires the same preprocessing stage than the zoning method
except the skeletonization.

2.3 Ameliored Freeman Chain Code

Freeman code, introduced by Freeman in 1961 [10], is used to represent a shape
boundary by a connected sequence of straight-line segments of specified length and
direction. This representation is based on 4-connectivity or 8-connectivity of the
segments (Fig. 3).

The ameliored Freeman chain code [4] concerns the extension of the chain codes
directions to 24-connectivity (Fig. 4) instead of 8-connectivity.

The principle of this technique has to go through the following steps:

• search the starting point; it’s selected as being the first pixel encountered in the
boundary of the object. It’s called the current boundary pixel.

• look for the next pixel in the eight locations surrounding the current boundary
pixel in a clockwise direction. At least one pixel will be find, that is also a
boundary pixel.

• assign a numeric code between 0 and 7 as already shown in Fig. 3b.

Fig. 3 4-connectivity (a) and
8-connectivity (b) of Freeman
code

Fig. 4 Direction numbers for
24-directional chain codes
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• If there is no pixel, look for the first pixel in the 24 connectivity encountered in
the boundary.

• assign a numeric code between 8 and 23 (Fig. 4).

The process of locating the next boundary pixel and assigning a code is repeated
until we return to the starting point.

2.4 Histogram of Oriented Gradients

Histogram of Oriented Gradient (HOG) descriptors, introduced by Dalal and Triggs
[11], are feature descriptors used in computer vision and image processing for the
purpose of object detection. The principle of the Histogram of Oriented Gradient
descriptors is that local object appearance and shape within an image can be
described by counting the occurrences of gradient orientations or edge directions in
localized parts of an image. For computing these features, the image is divided into
cells and histograms of gradient directions are formed for each of these cells. The
combination of these histograms then represents the descriptor (Fig. 5).

This technique requires a phase of preprocessing similar to the profile projection
method. It is to convert color images to grayscale, binarise these images, crop them
and finally normalize them in a predefined size.

Fig. 5 Histogram of gradient
orientation
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3 Classification Methods

3.1 K-Nearest Neighbors (K-NN)

K-NN is a widely used method for data classification. Proposed in 1967 by Cover
[12], it has been widely used in handwritten numerals recognition [13] for its
simplicity and its robustness. K-NN is a method, which was inspired from the
closest neighbor rule. It is based on computing the distance between the test sample
and the different learning data samples and then attributes the sample to the frequent
class of their k-nearest neighbors.

3.2 Fuzzy Min Max Classification (FMMC)

Fuzzy Min Max Classification, FMMC, is a classification method introduced by
Simpson [14] in 1993, based on neural network architecture. FMMC contains three
layers, input, output and hidden layers. The number of neurons in the input layer is
equal to the dimension of the data representation space. The number of neurons in
the hidden layer increases in time, with respect to the creation of prototypes. The
number of neurons in the output layer is equal to the number of classes known
initially.

The learning process is made in three steps, expansion overlapping and con-
traction repeated for each training input pattern [15]. These phases are controlled by
two parameters; the sensitivity and the vigilance factor that control the maximum
size of created hyperboxes. This method is well detailed in [16].
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γ θ

θ

1≤n≤N.

4 Experimental Results and Discussions

In this section, the results of different feature sets for offline handwritten character
recognition are presented. The performance of these features is evaluated using a
database of handwritten vowels, provided by various categories of writers. The used
database is split into two sets, one set of 300 characters is used for learning and the
remaining 200 numerals are used for the test stage (Fig. 6).

Fig. 6 A sample of the
database of handwritten
vowels
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In test phase, several experiments were carried out to determine the recognition
rate according to the normalization size using Zoning, Profile projection, Ameliored
Freeman chain code and Histogram of oriented gradients as features techniques.

Table 1 summarizes the overall recognition rate of the system with each of the
four feature techniques. The experiment results show that the best recognition rate
was obtained using the histogram of oriented gradients features for both classifi-
cation methods. It is equal to 96 % by k-NN and 93 % by FMMC. The next highest
rate is obtained by profile projection. The zoning and the ameliored Freeman chain
code features give a lower recognition results among all the features used in this
study.

This study shows that the structural approach is well suited for the handwritten
recognition, it gives a discriminative characteristics to the character that allow a
good classification. This is the case for the Histogram of oriented gradients method,
but not for the ameliored Freeman chain code in our experiments. This is due to the
discontinuities that can persist at the edge detection that makes confusion between
the letters.

5 Conclusion

The work presented in this paper analyses the performance of offline character
recognition using four feature sets—zoning, profile projection, ameliored Freeman
chain code and histogram of oriented gradient features. These features were clas-
sified using the k-nearest neighbors and fuzzy min max as classification methods.
We have obtained the best recognition rate of 96 % using histogram of oriented
gradient features. This structural method has proven its performance in recognition
of characters in comparison with the others methods.

Table 1 Recognition results by k-NN and FMMC classifiers using different features methods

Features extraction methods Recognition rate by K-NN
(%)

Recognition rate by FMMC
(%)

Zoning 90 88
Profile projection 93 92
Ameliored Freeman chain
code

89 89

Histogram of oriented
gradients

96 93
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Construction of an Evaluation Tool
for the Use of the Smart City by Music
Professionals and Music Teaching

Soraya Mohamed Mohamed, Laila Mohamed Mohand
and María del Carmen Olmos Gomez

Abstract This research has been carried out through a questionnaire with the
necessary criteria of reliability and validity, with established technical requirements,
based on the metric and theoretical principles that allow to maximize the validity of
the inferences made from the instrument used, and whose application and corre-
sponding data allow us in decision making [11], relating to the knowledge of the
educational and professional population linked to the music, through the smartcity
tools. We claim to develop an instrument that allows us to know how they access to
different information and what new technologies are commonly used and known in
their field in order to detect possible needs, solve them and improve them in a
positive way. The elaboration of this instrument collects such information and has
been designed with adaptability to ICT, validity and reliability; psychometric fea-
tures, which allow a correct use of the measures that are obtained.

Keywords Smart city ⋅ TIC ⋅ Music education

1 Introduction

From the middle of the last century, society has undergone significant growth
regarding the use of new technologies. This increase can be seen in the various
activities of daily life, from a simple purchase of a bus ticket, listening to the radio,
turn on the television, go to the bank to make a transfer [1].
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The inclusion of Information and Communication Technology (ICT) in educa-
tional processes is an improvement in all facets of education. Therefore, their
audiovisual resources, as well as the technological ones, should be considered, and
those who facilitate communication [3]. The victory in the teaching-learning pro-
cess is not only limited to the availability of the existing technology but also the
pedagogical design [13].

Gonzalez [7], exhibits that currently we are experiencing a big change in our
society, without realizing, and without fully knowing all this broad technology that
surrounds us, these new changes force us to be always informed and updated about
the new information technologies. The media and technology are currently part of
our daily life. The content that is created and consumed in these media represents a
meaningful impact on the social, emotional, cognitive and physical development of
the human being.

ICT have led to a relevant change in the organizational, methodological and
educational aspects in teaching environments. In addition to the well-known
resources such as smartphones and applications tailored to needs, we can mention
others like: e-mail, various computer programs, the rise of the social software
(Facebook, Instagram, Twitter, Tuenti, Flicker, My Space, personal blogs, web-
sites…). There is a large number of fields where these tools are used for educational
purposes, taking an important role in teaching and promoting self-learning for its
innovative and motivating character [2]. Additionally, they offer to the educational
community a set of useful tools as much for individual development as well as they
foster the group work.

There are several field studies on the management of ICT and its use through
them for getting information about activities and musical events that employ dif-
ferent methodologies and tools for collecting data such as those developed by Moya
et al. [10], which focused on determining the level of knowledge, use and attitudes
towards ICT by future teachers, adolescents interactions that occur in the infor-
mation society as well as investigations and gender analysis in the digital native
field in the use of technology and their effectiveness in teaching and learning of
Music Education [6, 15].

2 Purpose and Objectives

To approximate to the work done by music teachers of ICT in their music classes,
an analysis has been carried out bearing in mind different documentary sources as
well as official documents. Moreover, a survey technique has been used, specifi-
cally, the questionnaire. As a result, the primary objective was the design and
establishment of the psychometric properties that support their reliability and
validity to transfer the results to its reference population.
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2.1 Population and Sample

The study population is the faculty of Music Education in the different educational
stages both in formal and non-formal education. The choice of the sample was
made not by using a non-probabilistic sample but accidental or causal. The sam-
pling units have been classrooms and institutions that are specified as training
centers for students in the music field.

Below are the data with which we have worked (Table 1).

2.2 Construction of the Questionnaire

During the completion of the questionnaire for the Faculty of Music Education a
number of questionnaires have been taken as a reference. Questionnaires already
developed in the works of Martínez et al. [9] that were adapted to the level of
knowledge, use and attitudes towards ICT by future teachers, and it was also used
the questionnaire carried out by Ubovich [16] to learn about the use of technology
and its effectiveness in teaching and learning of Music Education used.

The validation of the test has been done before the empirical development of the
same. The reliability and validity are indispensable in the development of mea-
suring instruments for proper implementation of the same.

The development of the most appropriate items formed the final questionnaire as
it would be validated by a group of experts.

During this process the number of cases lost at the different responses of the
experts were studied and, finally, a descriptive study of the items was conducted.
Then the means and medians were analyzed to find out the index of difficulty in
polytomous items [8]. In addition, it was also analyzed the variance of each item in
order to see the discrimination index [14]. Items that have reduced variance will
benefit from reduced discriminatory value and cooperative stance to the reliability
and validity of the test. In the study, the maximum variance is when half of the
subjects have selected the favorable external option and the other half the unfa-
vorable of the polytomous items.

Table 1 Distribution of the
sample

Educational stages Education %

Primary 36 22.36
High School 43 26.71
University 22 13.66
University Teacher 8 4.97
Conservatory 26 16.15
Music 26 16.15
Total 161 100
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Through the qualitative analysis of the items, the items that were unclear, the
ones which were not written correctly and those that didn’t answer to the proposed
objectives to evaluate were excluded.

Information about their completion was examined in addition to the supple-
mentary information section. The rest of the items were prepared according to a
Likert scale of values between 1 and 4, according to the following interpretation: 1
“nothing”; 2 “something”; 3 “quite” and 4 “very much”. On this scale developed for
this research they were chosen values of 1 to 4 in order to avoid affirmative or
negative positions on the items. The questionnaire consists of 29 items in four
blocks.

2.3 Factor Analysis

The purpose of factor analysis is to determine the validity of builder questionnaire
and the orthogonal rotation method used is the Equamax, that simultaneously
synthesized factors and variables [4, 12].

Previously to the factorization process, it has been delimited the degree of
adaptation of the values obtained. For this we used four indicators: correlation
matrix, Bartlett’s sphericity test and the test of adequacy of sampling of
Kaiser-Meyer-Olkin (KMO), and the residuals.

• The correlation matrix between each variable, “determinant” is 1.42E-009. This
value is reduced so that is considered the presence of variables with correlations
among themselves very exalted. This allows the realization of the factor
analysis.

• Through Bartlett’s sphericity test it has been obtained that the value of X2 is
3045.648, which for 406 g.l. is significant to 0.000. This test indicates that you
are able to perform factor analysis.

• The test of adequacy of sampling Kasier-Meyer-Olkin (KMO) must be a value
between zero and one, and the value must be above 0.5 [15]. It was obtained
from measurement of KMO = 0.900. This value indicates that the results can be
considered significant.

The establishment of the commonalities is the initial step, since it establishes the
proportion of variance explained by the components. In this study, twenty-nine
items are explained by components, there are no values close to zero, but they
oscillate between 0.516 and 0.828.

By the method of extraction of components six factors have been obtained,
which explains the 68.051 % of the total variance. Cattel’s sedimentation test shows
significantly that the optimal number of factors that are above the value 1 are six
(Fig. 1).

222 S.M. Mohamed et al.



The matrix component identifies variables associated to factors. The criterion
used to define the required limit on the degree of correlation between variable and
factor is the one proposed by Comrey [5] of 0.3. This limit sets those variables that
are below that value, less than 10 % of the variance in common with the factor
while variables that are above this value are considered to have weight factor in the
component.

The following table shows that the commonalities of the items that form the
scale are located above 0.30. Variables that represent the highest percentages
correspond to video editing programs that the teacher knows 0.828 and video
editing programs that employed in teaching 0.790 (Table 2).

Questionnaire items of use of the Information and Communications Technology
by teachers of Music Education (ICT) and its link with the smart city are grouped
into six factors:

The first factor relates to the knowledge of computer programs and employment
in teaching practice of teachers with 39.022 % of total variance and the items that
are set out below:

1. Knowledge of basic programs (Word, Excel and PowerPoint).
2. Interpersonal relation programs.
3. Blog, chat and forum.
5. Knowledge of video-sharing websites (YouTube).
7. Use of basic programs (Word, Excel and PowerPoint).
8. Use of Interpersonal relation programs.
9. Use of blogs, chats and forums.

Fig. 1 Sedimentation graph
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The second factor describes the impact that ICT has in the teaching process
during his professional activity with 9.623 % of total variance and the fol-
lowing items:

16. ICT helps my learning process.
17. They improve the academic performance of students.
18. They replace traditional resources.
19. They increase the Music Education learning.
20. Dynamic Music Education teaching and involves saving time.

The third factor refers to the result obtained from the ICT according to learning
style with 6.682 % of total variance and the following items:

Table 2 Factorial table

Factors Commonality
1 2 3 4 5 6

Basics 0.658 0.677
Interrelation 0.848 0.769
Blog 0.662 0.603
Video 0.757 0.828
Youtube 0.491 0.538
Smart 0.696 0.517
Word 0.652 0.656
Messenger 0.823 0.771
Chat 0.693 0.714
Pinnacle 0.734 0.790
Online 0.568 0.641
ICT 0.677 0.649
Musical 0.723 0.652
Culture 0.746 0.703
Events 0.701 0.681
Process 0.578 0.755
Results 0.713 0.759
Resources 0.687 0.610
Learning 0.754 0.738
Music 0.784 0.745
City 0.804 0.771
Emerging 0.507 0.669
Work 0.552 0.721
Effectiveness 0.595 0.686
Overwhelms 0.410 0.516
PROS 0.695 0.547
Platforms 0.748 0.625
Conclusions 0.734 0.656
Project 0.792 0.749
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22. I’m aware of ICT that are emerging.
23. I prepare my work using ICTs.
24. Use of ICT to enhance the effectiveness of teaching.
26. Before working with ICT, I analyze pros and cons.
27. I know what other teachers think through media platforms.
28. I get conclusions of my work with ICT.

The fourth factor makes mention to the use made of ICT in their personal field
in order to realize if they are used to know the musical events in their city and
as increase of their musical genre with 4.751 % of total variance and the fol-
lowing items:

11. Use of video-sharing websites (YouTube).
12. I use ICT to share musical tastes.
13. Extension of the music genre through ICT.
14. Search for information about musical culture.
15. Get to know the musical events in the city.

The fifth factor is focused on knowing if Music teachers know the Smart city
and also to check if they are familiar with their different uses in music, with
4.183 % of total variance and the following items:

6. Smart city as a tool of the musical event information.
21. Smart city as a valuable tool to acquire musical knowledge.
25. The use of ICT overwhelms me.
29. The Smart city will positively affect the musical knowledge of students.

The sixth factor refers to the knowledge and use of programs for audio and
video editing with 3.790 % of total variance and the following items:

4. I know audio and video editing programs.
10. Use audio and video editing programs.

3 Discussion of Results

The Questionnaire of Evaluation of the Use of the Smart City by Music Profes-
sionals and Music Education has shown a good structure factor, developed on five
factors with a high internal consistency and precise stability. The exploratory factor
analysis of main components identified a structure in six factors that explained the
68.051 % of the variance, but for reasons of adjustment, it has been decided to
establish five factors for greater convergence. The name of the factors have been
done looking for the links between the variables according to the highest satura-
tions, to establish within which factor these variables are encompassed.

Based on the results obtained and as conclusion we establish that a useful and
reliable questionnaire has been created to assess the use of the Smart City by music
professionals and Music Education. In conclusion, it is recommended for use in
similar conditions to those established for validation.
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Model Transformations in the MOF
Meta-Modeling Architecture: From UML
to CodeIgniter PHP Framework

Oualid Betari, Mohammed Erramdani, Sarra Roubi, Karim Arrhioui
and Samir Mbarki

Abstract Over the last few years, with the increased importance of the internet in
many domains, web development industry has seen ground breaking changes. To
solve the challenge of business and technology change, models have become
increasingly important in constructing application systems. For example, OMG’s
Model Driven Architecture (MDA) uses models as building blocks to support
application development. In this paper, we present the application of the MDA
approach to model the CodeIgniter PHP framework. We developed the models used
for transforming Platform Independent Model (PIM) to Platform Specific Model
(PSM), using a UML class diagram as a source model to generate an XML file
containing the core components of a CodeIgniter PHP framework.

Keywords Model driven architecture ⋅ Unified modeling language ⋅ Platform
independent model ⋅ Platform specific model ⋅ Codeigniter ⋅ PHP ⋅
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1 Introduction

The coding methodology, affected by the rapid development of internet for web
based application, indicates a higher need of sustainability and maintainability.
PHP, a scripting tool for web that enable dynamic interactive web development,
provides an intuitive, compiled fast, cross platform, open source, flexibility as well
as required minimal setup [1]. Furthermore, PHP has become one of the most
powerful programing languages for developing web applications. In order to solve
the problems created by the growing complexity of the projects, Several methods
for writing PHP codes such as Object Oriented Programming (OOP), Procedu-
ral PHP coding and Model View Controller (MVC) pattern have been proposed.
This rapid development gave birth to several frameworks such as CodeIgniter PHP
framework. As the time has gone popular PHP frameworks have just got bigger and
better and become handy tool for developers to build giant application effortlessly.

Computing infrastructures are expanding their reach in every dimension. New
platforms and applications must interoperate with legacy systems while virtual
enterprises span multiple companies. New implementation platforms are continu-
ally coming down the road, each claiming to be “the next big thing”.

To handle these changes, the Object Management Group (OMG) proposes the
Model Driven Architecture as a solution. This approach supports evolving stan-
dards in application domains. MDA provides an open, vendor-neutral approach to
the challenge of interoperability, building upon and leveraging the value of OMG’s
established modeling standards: Unified Modeling Language (UML); Meta-Object
Facility (MOF) [2].

In this paper, we consider the unison of the solutions presented by the intro-
duction of the PHP frameworks and the use of models in developing application, as
we will apply the MDA approach to model the CodeIgniter PHP framework.

This paper is organized as follows: in the second section, we present a preview
to the MDA approach and the CodeIgniter PHP framework. UML and CodeIgniter
meta-models and the transformation rules of our approach are introduced in the
third section. In the fourth section, we discuss related work. Last section concludes
this paper and presents the future directions of our work.

2 MDA and CodeIgniter

2.1 Model Driven Architecture

In late 2000, OMG members first reviewed the document entitled “Model Driven
Architecture” and decided to form an architecture team to produce a more formal
statement of the MDA [2].

MDA addresses the challenges of today’s highly networked, constantly chang-
ing systems, providing an architecture that assures portability, cross-platform
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Interoperability, platform independence, domain specificity and productivity [2]. Its
architecture [2, 3] is divided into three layers:

• In the first layer, we find the standard UML (Unified Modelling Language),
MOF (Meta-Object Facility) and CWM (Common Warehouse Meta-model).

• In the second layer, we find a standard XMI (XML Metadata Interchange),
which enables the dialogue between middleware.

• The third layer contains the services that manage events, security, directories
and transactions. The last layer provides frameworks which are adaptable to
different types of applications namely Finance, Telecommunications, Transport,
medicine, E-commerce and Manufacture, etc.).

Note that the term “architecture” in Model-driven architecture does not refer to
the architecture of the system being modeled, but rather to the architecture of the
various standards and model forms that serve as the technology basis for MDA.

MDA consists of three general types of models, structured into three basic
layers, as shown in Fig. 1 [4].

These model types are briefly described as follows [5].

• Computation Independent Model (CIM): It represents a high-level specification
of the system’s functionalities. It shows exactly what the system is supposed to
do, but hides all the technology specifications.

• Platform Independent Model (PIM): It allows the extraction of the common
concept of the application independently from the platform target.

Fig. 1 Model driven
architecture layers
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• Platform Specific Model (PSM): It combines the specifications in the PIM with
the details required of the platform to stipulate how a system uses a particular
type of platform which leads to include platform specific details.

2.2 CodeIgniter MVC (Model View Controller)

CodeIgniter is an Application Development Framework—a toolkit—for people
who build web applications using PHP. Its goal is to enable to develop projects
much faster than writing code from scratch, by providing a rich set of libraries for
commonly needed tasks, as well as a simple interface and logical structure to access
these libraries.

CodeIgniter is based on the Model-View-Controller development pattern. MVC
(Model View Controller) is a software approach that separates application logic
from presentation. In practice, it permits your web pages to contain minimal
scripting since the presentation is separate from the PHP scripting [6].

• The Model represents the data structures. Typically, the model classes will
contain functions that help retrieve, insert, and update information.

• The View is the information that is being presented to a user. A View will
normally be a web page, but in CodeIgniter, a view can also be a page fragment
like a header or footer. It can also be an RSS page, or any other type of “page”.

• The Controller serves as an intermediary between the Model, the View, and any
other resources needed to process the HTTP request and generate a web page
[7].

3 Proposed Approach

The required steps during the model-driven development with the UML approach
can basically be divided into three phases:

• First, a model, independent of any implementation technology, is built with a
high level of abstraction. This is called a Platform Independent Model (PIM).

• Next is, the transformation of the proposed PIM into one or more Platform
Specific Models (PSMs).

• The final step is to transform the generated model respecting the PSM into the
code of the chosen platform. Because a PSM fits its technology very closely, this
transformation is rather trivial.

In this paper, we focused on the PIM to PSM transformation using an approach
by modeling. We will present next our PIM model which consists of a UML Meta-
model, and the CodeIgniter Meta-model as the PSM model.

230 O. Betari et al.



3.1 UML Meta-Model

The UML specification has the Kernel package which provides the core modeling
concepts of the UML, our source Meta-model structures a simplified UML model
based on a package containing the data types and classes. The classes contain
structural features represented by attributes, and behavioral features represented by
operations. The Fig. 2 presents the source meta-model.

• UmlPackage: is an abstract element of UML used to group together elements
that are semantically related. This meta-class is connected to the meta-class
Classifier.

• Classifier: This is an abstract meta-class which describes set of instances having
common features. This meta-class represents both the concept of class and the
concept of data type.

• Parameter: describes the order, type and direction of arguments that can be
given when the operation is invoked. It explains the link between Parameter
meta-class and Classifier meta-class.

3.2 CodeIgniter Meta-Model

The developed Meta-model target structure contains the core of the CodeIgniter
framework, represented by the model, view and controller packages. This last
package is composed of helpers, libraries and the loader which connects it to the
database. The modeling of CodeIgniter PHP framework model is shown in the
Fig. 3.

• Router recovers the URL and decomposes it into actions, its role is to find the
controller to call.

Fig. 2 Simplified UML meta-model
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• Controller is used as the parent of the overall controllers created by the user.
This controller will be extended to all controllers created by the web site
developer.

• Lastly is the Model. It functions as the parent of the models created by the user.

Fig. 3 CodeIgniter meta-model

Fig. 4 UML meta-model
instance
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3.3 Models Instances

In our case study, as an input, we will use an UML model that represents part of the
information system of a commercial company. This file, shown in the Fig. 4,
describes the elements needed for the transformation.

The output of the model to model transformation should be generated as shown
in the Fig. 5, this file contains the major elements of the CodeIgniter Framework.

4 Related Work

There are several works related to the presented approach. Meta-modeling archi-
tectures based on the MDA approach can be found in other domains of computer
science.

A lot of ideas for this work have been inspired by the paper [8] which applies of
the MDA approach to generate, from the UML model, the Code following the
MVC2 pattern using the standard MOF 2.0 QVT (Meta-Object Facility 2.0
Query-View-Transformation) as a transformation language.

In our approach, that uses as well the UML model as a source for transforming
PIM to PSM, we went for a PHP Framework based on MVC design pattern as our
target model.

In a different work, an MDA process have been used to automatically generate
the multidimensional schema of data warehouse in [9], This process uses model
transformation using several standards such as Unified Modeling Language,
Meta-Object Facility, Query View Transformation and Object Constraint Lan-
guage, from the UML model.

An overview of the MDA has been treated in the European MDA Workshops
[10]. The goal of the workshops was to understand the foundations of MDA, to
share experience in applying MDA techniques and tools, and to outline future
research directions.

Fig. 5 CodeIgniter
meta-model instance
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An interesting idea [11] consists of introducing an empirical study of the evo-
lution of PHP MVC framework, this paper discusses the MVC based most famous
PHP frameworks, evaluate their performance.

As the presented approach, these works dealt with modeling different systems
using the MDA approach, but none of the above considered the use of MDA with
web applications based on PHP frameworks. The developed models will be the first
step into modeling web based application with the MDA approach.

5 Conclusions

The solution presented in this paper allows modeling web applications based on the
CodeIgniter PHP. For this, we used the MDA approach, which provides the added
advantage of improving application quality and portability, while significantly
reducing costs and time-to-market. This approach has demonstrated its efficiency
through enabling to build a complete model describing sufficiently a MVC
CodeIgniter application.

The transformation from the UML model to the CodeIgniter model will be the
subject of a study thereafter.

Afterwards, we will consider applying the solution of the MDA approach to
other PHP frameworks in order to propose a comparative study.
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A Comparative Study of Three
Population-Based Metaheuristics
for Solving the JSSP

Abdelhamid Bouzidi and Mohammed Essaid Riffi

Abstract The Job shop-scheduling problem (JSSP) is known as the hardest
combinatorial optimization problem. To solve it, means to find the schedule that
have the optimal total execution time (i.e. makespan) by respecting some con-
straints; that is why JSSP had capture the interest of some researchers. They have
proposed a significant number of metaheuristics by using the computational intel-
ligence, thus to solve a real application based on JSSP, the best method should be
acknowledged. The present paper aims to do a comparative study between three
population-based metaheuristics for solving the JSSP, which are; the cat swarm
optimization algorithm, the Cuckoo search algorithm, and the ant colony opti-
mization, in order to evaluate the effectiveness of the three approaches; they were
tested on a set of benchmark instances included in OR-Library. The Collected
computation results proved that the ACO is more efficient to solve the JSSP.

Keywords Computational intelligent ⋅ Job shop scheduling problem,
makespan ⋅ Ant colony ⋅ Cat swarm ⋅ Cuckoo search ⋅ Metaheuristic

1 Introduction

The Job Shop scheduling problem (JSSP) is one well-known optimization problem
in operation research. Fischer and Thompson [2] had formulated this problem in
1963 as follow; the JSSP is a set of m machines, and n Jobs, each job Ji consist a
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chain of m operations. Each operation have a precise processing time, and the
machine where it will be executed is determined. Solve the JSSP problem, means
find the schedule that have the minimal total execution time of all process called
makespan, by respecting the following constraints:

• All jobs are independent, and available for processing at time zero.
• The machines are continuously available from time zero onwards
• Each machine can process one operation at a time.
• Each job can be manufactured at a specific moment on a single machine
• Operations of the same job cannot be processed concurrently.
• Each operation should respect its sequence in corresponding job.

The JSSP have numerous applications such as industry, manufacturing appli-
cations, and it belongs to class NP-hard [1] optimization problem, that is why
researchers have proposed some methods to solve it. It was first resolved in 1989 by
Carlier and Pinson [3]. After that, researchers suggested some methods, such as:
simulated annealing [2], Tabu Search [3], and metaheuristic like genetic algorithm
[4], Ant colony optimization [5], Particle swarm optimization [6], and Bee colony
optimization [7], Cuckoo search algorithm [8], Cat swarm optimization algorithm
[9]. The question is which method is more efficient to solve JSSP, the answer to that
is to find the best optimal schedule that achieve the minimal execution time. That is
why, this paper aims to study and compare three population-based metaheuristics,
which are, the Cat Swarm Algorithm CSO [9], the Ant Colony Optimization ACO
[5], and Cuckoo search algorithm CS [10], to know which method is most effective
to solve the JSSP. The selected methods in this study were applied to solve some
benchmark instances from OR-library [11], the results are collected, and the per-
centage error is calculated, to conclude each metaheuristic is more efficiency to
solve real applications based the JSSP.

The rest of the paper is organized as follow; section two presents the formulation
description of the JSSP. Section three, present the metaheuristics in study. Sec-
tion four; shows the result and discussion. Finally, the conclusion.

2 Formulation of the Problem

Let set J = {J1, J2 … Jn}, as the set of n Jobs, M = {M1, M2 … Mm} the set of m
machine, and each job is composed of a set of m operations, OJi = {OJi1, OJi2 …

OJim}. Each operation OJik = fmJik, tJikg ðk∈ ½1, m�Þ have a determined processing
time tJik, and the machine mJik where it will be executed. The solution of the
problem is represented by a sequence of n × m operations that should be corrected
to be realizable, by respecting all constraints of JSSP. The matrix INFO in Fig. 1
has m × n columns and four lines; this matrix represent information about each
operation:

236 A. Bouzidi and M.E. Riffi



Oi: The number of operations in schedule ði∈ ½1, ðn*mÞ�Þ.
Joi : The job belonging to the operation oi
Soi : The sequence of operation oi in corresponding job.
Moi : The machine name where the operation oi is processed.
Toi : The processing time of operation oi.

For example, let’s consider the following: 3 × 3 JSSP, where n = 3, m = 3,
J = {J1, J2, J3}, M = {1, 2, 3}, and for every Ji in J, Ji = {(mik, tik)} for k∈ ½1, 3�,

J1 = ð1, 1Þ, ð2, 2Þ, ð3, 1Þf g
J2 = ð1, 8Þ, ð3, 3Þ, ð2, 6Þf g
J3 = ð3, 4Þ, ð1, 8Þ, ð2, 3Þf g

The representation of matrix of information is:

1 2 3 4 5 6 7 8 9
1 1 1 2 2 2 3 3 3
1 2 3 1 2 3 1 2 3
1 2 3 1 3 2 3 1 2
1 2 1 8 3 6 4 8 3

0
BBBB@

1
CCCCA

Let propose a random solution:

1 5 6 9 2 3 8 4 7

To correct the random solution in Fig. 2, the matrix in Fig. 3 is used. Let
consider “new” as the arranged vector/solution, and “old” as the current solution.
The description of correction process are as follow:

1. Scan the vector solution “old”
2. The first available operation is added to task queue of “new” and deleted from

“old”
3. Repeat (1) and (2), until the “old” vector size is zero. Here all operations in

“new” are arranged, thus the valid vector solution by this process, is:

1 2 3 4 5 6 7 8 9

Fig. 1 Information matrix
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Fig. 3 CSO process
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Finlay, to calculate the makespan of the correct solution. The Gantt chart is
used:
The makespan of the solution presented in the Gantt chart is 21.

3 Metaheuristics Description

This part, describe the three metaheuristic used in this study, already applied to
solve the JSSP, in each method, the solution is presented by a schedule, however,
the process is different.

3.1 Ant Colony Optimization

The Ant Colony Optimization (ACO) is an evolutionary algorithm nature-inspired
by the behavior of ants seeking a path between their colony and a source of food.
Dorigo introduced the ACO in 1992 [12], to solve the Traveling salesman problem
(TSP). The general process of ACO is:

Researchers have suggested some improvement to this method, to solve a variety
of real applications, such as the ACO algorithm to solve the JSSP [5] proposed H.
Nazif in 2015.

3.2 Cuckoo Search Algorithm

The cuckoo search (CS) algorithm is a nature-inspired population-based meta-
heuristics. Proposed first by Yang and Deb [10] to solve multimodal functions.
The CS bio-inspired by the obligate brood parasitism of some cuckoo species by
laying their eggs in the nest of other host birds. The total process of the CS
algorithm is
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In 2014, Ouaarab et al. [13] have proposed an improved CS to solve combi-
natorial optimization problem that is TSP. Moreover, in 2015, the same authors had
propose an improved CS [10], by including the Levy flights [14] methods to solve
TSP. In the same year, they have used the last improved CS to solve the JSSP [8].
In the CS method, each egg in a nest represents a solution, and a cuckoo egg
represents a new solution.

3.3 Cat Swarm Optimization Algorithm

Cat swarm optimization (CSO) is an evolutionary algorithm nature-inspired
behavior of cats. This population-based metaheuristics was introduced in 2006 by
Chu and Tsai [15]. In CSO algorithm, each cat has two modes; the seeking mode
(SM) presents the cat when it is at rest, and the tracing mode (TM) presents the cat
while tracing the path, according to its own velocity to chase a prey or any moving
object. To combine these two modes, the mixture ratio (MR) was defined. The
characteristic of each cat are; the position that presents the solution, the velocity,
and the flag that defines the mode of the selected cat. The description of the total
algorithm process of CSO is:

In 2013, the authors A Bouzidi and ME Riffi have proposed an improved the
CSO to solve a combinatorial optimization problem, that is the TSP. and in 2014,
the same authors had apply the CSO to solve the JSSP [9]. The solution is repre-
sented by the position of the cat, and the velocity, is a set of permutation, to change
the position.
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4 Results and Discussion

To test the performance of each metaheuristic, the three method in study (The ACO,
CS, and CSO algorithms) have been applied to solve 15 benchmark instances
problem from OR-library [11], the obtained results by CS, ACO, and CSO are
presented in Table 1.

Table 1 shows the instances name, the number job n and the number machine
m, best known solution (BKS) found by others algorithm, the best solution
obtained by applying each method (BS) to the selected instance, and the percentage
error (%err) value is obtained by:

% err =
BS−BKS

BKS
×100

To assess the collected results, the content of Table 1 is translated into the
following graph (Fig. 4):

The Following graph present the calculated percentage error in Table 1, that
shows clearly that ACO is efficient than the other methods. In addition, the CSO is
more efficient than the CS.

By analyzing the variation of %err, after the application to solve some bench-
mark instances of JSSP, it can be shown clearly that the ACO algorithm is the best
one to solve the JSSP problem.

Table 1 The results by apply ACO, CS, and CSO to solve JSSP

Instance n × m BKS ACO CSO CS
BS %err BS %err BS %err

abz5 10 × 10 1234 – – 1234 0.00 1239 0.41
abz6 10 × 10 943 – – 943 0.00 943 0.00
ft06 6 × 6 55 55 0.00 55 0.00 55 0.00
ft10 10 × 10 930 930 0.00 930 0.00 945 1.61
ft20 20 × 5 1165 1165 0.00 1175 0.86 1173 0.69
la01 15 × 5 666 666 0.00 666 0.00 666 0.00
la02 10 × 5 655 655 0.00 655 0.00 655 0.00
la03 10 × 5 597 597 0.00 597 0.00 604 1.17
la04 10 × 5 590 590 0.00 590 0.00 590 0.00
la06 10 × 5 926 926 0.00 926 0.00 926 0.00
la11 20 × 5 1222 1222 0.00 1222 0.00 1222 0.00
la16 10 × 10 946 946 0.00 946 0.00 946 0.00
la21 15 × 10 1040 1046 0.58 1053 1.25 1055 1.44
la26 20 × 10 1218 1218 0.00 1218 0.00 1218 0.00
la31 30 × 10 1784 1784 0.00 1784 0.00 1784 0.00

A Comparative Study of Three Population-Based Metaheuristics … 241



5 Conclusion

This paper presents the application of some metaheuristics to solve the Job
shop-scheduling problem, to choose an efficient metaheuristic to solve real appli-
cations based on JSSP problem. The studied methods are Cuckoo search, Ant
Colony Optimization, and the cat swarm optimization. This paper aims to compare
the relative percentage error by the application of these metaheuristics to some
benchmark instances. The computational results show that the ant colony opti-
mization is more efficient than other metaheuristics in this study.

The future research, the hope is improve CSO to be more efficient to solve the
JSSP, and apply this metaheuristic to solve real applications based on JSSP.
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Optimization of RDF Data Preprocessing
for METIS Partitioning

Siham Benhamed and Safia Nait-Bahloul

Abstract The Resource Description Framework (RDF) developed by W3C is
increasingly adopted to model data in a variety of scenarios, especially the pub-
lished or exchanged data on Web. Managing a large volume of data is difficult
because of size, heterogeneity, and additional complexity brought by the RDF
reasoning. To take up the challenge of the massive size of RDF data, storage
architectures and distributed processing are required. For this, the partitioning of
data set is a widely adopted technique in many systems to deploy easily the dis-
tributed and parallel architectures. We study in this paper, the reduction of the
dataset size to be partitioned into a step called preprocessing by improving data
partitioning.

Keywords RDF graph ⋅ Preprocessing ⋅ Partitioning ⋅ MapReduce

1 Introduction

Semantic Web allows machines to understand the meaning of data to exploit better
via standard frameworks such as RDF (Resource Description Framework) [1],
which describes the resources published on the web formally to express knowledge.
To effectively manage the increasing amount of these RDF data available on the
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web through very large sizes knowledge bases such as Cyc,1 YAGO,2 Bio2RDF,3

Lexvo,4 and DBpedia,5 RDF data processing systems scalable and flexible are
essential. However, the processing of such bases is very difficult and complex in
terms of execution time and memory size. Although several approaches have been
proposed for distributed RDF data processing, but their techniques are limited by
the compromise between the complexity of massive data size and the efficiency of
query.

The knowledge bases of semantic web are generally represented and expressed
by triples RDF, which shape a graph for describing formally all the Web resources
[1]. Each RDF triple consists of subject, predicate, and object. The set of RDF data
having properties and classes according to a semantic is a standard which describes
RDFS [2]. This is the first language definition of ontology which a key element of
the Semantic Web. Ontologies can be considered as a data representative model of
set concepts within a domain, by defining the relationships between concepts and
specifying inference rules for reasoning on objects of area concerned [3]. Ontolo-
gies are used also to modeling the knowledge in a field presets. Query of databases
knowledge that contains RDF data describing ontologies is a central requirement of
the Semantic Web because semantic interpretation of queries is related firstly to
knowledge representation and also to the power of language used. Several query
languages of semantic data exist, with whom SPARQL [4] is the most used, since it
supports different formats of complex queries for RDF data. SPARQL consists of
three basic components: a query language, a transmission protocol, and an output
format (a remote protocol that publishes queries and receives the results).

In order to improve these systems, we propose a new model that allows for
processing and handling of RDF data at large scale. For this we use METIS [5] to
partition data by reducing them upstream. By reducing the size of the file that
contains the graph partitioning and process by METIS maximum in an additional
step, called preprocessing phase.

The remainder of this paper is structured as follows: Sect. 2 presents our con-
tribution with an overview of RDF data graph and an explanation of our
pre-processing phase. Section 3 presents the partitioning phase. Finally, we present
related work in Sect. 4 and conclude in Sect. 5.

1Cyc is an artificial intelligence project “AI”. http://sw.opencyc.org/.
2YAGO (YetAnother Great Ontology) is a knowledge base derived from Wikipedia and other
sources. http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/
yago-naga/yago/.
3Bio2RDF is a biological database. http://download.openbiocloud.org/release/3/release.html.
4Lexvo provides information on languages, words, characters, and other entities linked to human
languages. http://www.lexvo.org/linkeddata/resources.html.
5DBpedia is a university project of exploration and automatic extraction of data derived from
Wikipedia. http://wiki.dbpedia.org/Downloads2015-04#dbpedia-ontology.
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2 Contribution

Our model (Fig. 1) articulates around four axes:

1. Represent the set of RDF data into graph to get a good representation of web
knowledge.

2. Reduce the size of the graph during the preprocessing phase.
3. Apply a partitioning tool such as METIS [5] that uses multi-level algorithm in

order to parallelize the processing to reduce the processing time of queries.
4. Optimize query of knowledge base in order to reduce the performed joins

number in each partition because a SPARQL query involves a lot of join
operation that requires a slow execution time.

In this paper, we present the pre-processing step which is based on the pro-
cessing of data upstream, i.e. before partitioning of large mass data and distribution
of treatment. This is achieved with the use of a parallel programming model as
MapReduce [6]. This is considered as being one of popular parallel computing
paradigm because of its scalability, reliability and integration of fault tolerance. This
paradigm is realized for a wide variety of applications in the large data processing.
To take better advantage of MapReduce for parallel processing of the graph, we will
use lists to store our graph by adapting the adjacency lists structure that occupies
less amount of memory compared with matrix and allowing us to store graphs in a
more compact form. This will help us as well, to get the list of adjacent vertices
with a linear complexity, which is a big advantage for the proposed algorithms in
the preprocessing step that we propose.

2.1 RDF Data Graph

All of these triples establish a graph that expresses the relationship between
resources and data to deploy semantics in the knowledge base. In our model, we
rely on the RDF triple and RDF graph which are defined as follows (Fig. 2):

Definition of RDF triple.AnRDF triple (s, p, o) ∈ ðU ∪BÞ×U × ðU ∪B∪LÞ, with
s represents the subject, p represents the predicate, and o represents the object. Thus,

RDF Graph 
Step 1 Step 2 Step 3

Results Preprocessing Partitioning Query

Generation Grouping Mapping

Fig. 1 General scheme of RDF data processing containing three main steps: preprocessing step,
partitioning step, and the final phase of querying
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U is the set of URI references, B is a set of blank nodes (bnode), and L is the set of
literals. A triple is represented by a directed graphwith labeled edges such as: S → P0.

Definition of graph RDF. An RDF graph is a directed and labeled multigraph
with multiple edges, denoted G = (V, E, ΣE, LE) where V∈ ðU ∪B∪ LÞ is the set of
vertices of the graph that represents the subject or object of RDF triple. The set
E∈U is a multi-set of directed edges. (u, v) ∈ E is a directed edge from u to v.
ΣE ∈ U is set of edge labels (predicates) and LE is the correspondence between a
label ρ ∈ ΣE and its edge (u, v), (E àΣE ((u, v), ρ) ∈ LE.

In this model, we must bring together all the data in RDF triples Group, so that
intermediate results can be managed as sets of triples groups. This reduces the data
set processed by grouping them into sets which reduces thereafter the number of
intermediate results of each sub queries and reduces the number of join carried to
obtain the final result.

Definition (Triples Group). Given an RDF graph RDF G = (V, E, ΣE, LE), S-TG
of vertex v ∈ V is a set of triples in which the subject is u, denoted s-TG (u) = {(v,
ρ) | u ∈ E, ρ ∈ ΣE, u = v}. We call u the vertex of s-TG (u) grouping. Similarly,
l’o-TG of v and p-TG of ρ ∈ ΣE are defined respectively as o-TG (v) = {(u, ρ) | v
∈ E, ρ ∈ΣE, u = v} and p-TG (ρ) = {(u, v) | (u; v) ∈ E}.

2.2 Preprocessing of RDF Data

Preprocessing consists to reduce the size of RDF graph maximally so that nodes are
grouped together. This step includes all necessary operations to generate an input
accepted by METIS [5]. The latter accepts as input a file (Fig. 3) containing n + 1
lines when the first line has general information on the graph header and the

Fig. 2 Algorithm of RDF triples grouping
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remaining rows contain information about each graph vertex. Preprocessing con-
tains three basic operations: generation, grouping, and mapping.

Generation of Initial Graph. The graph generator is a process producing the
initial graph. For this, initially, it removes the value of blank nodes o ∈ V in the
triple <s, p, o> and replaces it with the appropriate predicate. Then, in order to
facilitate the partitioning of RDF graph by vertex, it removes the triples whose
predicate value is rdf: type or with a sense of “type” as in [7], because this triples
can generate unwanted connections in RDF graph and can make it more complex;
which reduces the quality of graph partitioning significantly, since more the graph
is connected, the harder it is to partition. This will prevent us to partition the related
resources that are very important for data semantics, knowing that the purpose of
METIS is to remove the links between resources to produce partitions containing
predicates related as possible.

The last step, which executes the graph generator, is to ignore all the literal
connection edges with string type, because they lead respectively to reductions in
the running time of METIS and the memory.

Note. All data deleted, will be recover after partitioning for query step.
Grouping of Triples. In this stage it is necessary to group the sets of triples

patterns to reduce their number and reduce respectively the size of the graph to
treat. This step consists to build the set of triples groups with the same subject from
the graph RDF.

This will allow us not to separate the linked data. The principle is to construct G’
from G0, such as the size of G’ G is smaller than the initial graph G0, for this, we
must take all pairs of vertices (ui, vi) having the same value of the initial vertex ui.
For grouping the graph data using a MapReduce model in which we filter all the
graph triples in Map step who return pairs <vi, (ui, ρi)> that represent respectively
the object and the subject with the predicate matching, and the reduce phase must
consolidate and combine pairs to reduce the number of records to be processed
later, and therefore it must increase the effectiveness of treatment. The objective of
Reduce phase is to maintain all the pairs which represent every group for which the
aggregations are desired.

Grouping of related data sets is separated in Map function and the aggregation
on these combined data is performed in the function Reduce. The result of this

RDF graph reduced

5 4 010
2 c
1d,e
2f,gh,k
1 
1 

File
corresponding 

graph

Input Map Shuffling Reduce Output 

Initial Graph RDF 

Fig. 3 Executing of various steps of Algorithm 2
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algorithm (Fig. 3) provide the data set of the graph that represents the input of
mapping () phase.

In the triples grouping algorithm (Fig. 2), we use the AJ function who adds four
elements of the quadruplet, which consists the graph. AJ function accepts four
parameters inputs v, (uv), ρ, et ((u, v), ρ), and executes first instruction v= {v}, then
fills the sets V′, E′, Σ′, and L′ by running respectively the following instructions:
V′ ← V′ ∪ {v}, E′ ← E′ ∪ {u, v}, Σ′E ← Σ′E ∪ {ρ}, L′E ← L′E∪ ((u, v), ρ).

Now we will present a brief calculation of the theoretical complexity of our
algorithm based on n the total number of vertices in the graph and k the number of
vertices possible to group. Algorithm 1 is a polynomial time complexity and pro-
ceeds in an iterative way. Specifically, as long as there are adjacent vertices having
the same values that represent two scenarios is the same subject or the same object
in which the loop is executed k times and the for each loop runs at worst n times.

The function Aj has a constant complexity O (1) and the complexity in the worst
case of running Algorithm 1 is O (k (n)2). This complexity is improved in algorithm
2, wherein a complexity of O is obtained (k.log2 (n)) by parallelizing the processing
and by fragmenting the set of vertices with the use of MapReduce. During the
execution of the distributed algorithm on a parallel platform, including the volume
of data exchanged with the degree of parallelism such as the number of workers.
After the end of this step we apply a valuation for graph to obtain a weighted graph.
The valuation is to associate a weight w to each vertex vi ∈ V of graph G’ which
represents the number of resources contained in the node in other words, it rep-
resents the number of data graph fusion such as shown in the algorithm.

Mapping. Since it is difficult to work with triples such as the subjects, predi-
cates, and objects that are in string format, we intend to convert them into a set of
unique identifier IDs in this phase to facilitate processing of n triples and to reduce
the size of the graph to be stored, and the time course of this graph. The mapping is
a binary relation that associates each element of the graph with an item called
identifier ID. In other words, it is a generator of float identifier ID that replaces the
triples of data in the reduced graph. The IDs are used throughout the partitioning
process of the graph. After the obtaining of all the partitions, the IDs are replaced
with the values of the subjects, predicates and objects corresponding.

Similarly, Triad [8] uses the mapping before partitioning graph and [9] uses a
dictionary to intermediate mapping labels of nodes and edges of string IDs which
takes a lot of memory compared to float [9].

ForMappingAlgorithm4 (Fig. 4),weuse the functionMpwhoconsists to instantiate
the four elements of the quadruplet, which consists the list graph. Mp function accepts
four parameters v, (u v), ρ, and ((u, v), ρ), and executesfirst this instruction v = {v}, then
fills the sets V′, E′, Σ′, and L′ by running the following instructions: V′ ← V′ ∪ {v},
E′ ← E′ ∪ {u,v}, Σ′E ← Σ′E ∪ {ρ}, L′E ← L′E ∪ ((u, v), ρ).

We plan to implement the mapping phase using JDBC library and Red is for
storing the adjacency list, which now contains the IDs generated by the Algorithm 4.

Now it becomes easy to process data because they consume less memory. We use
the identifiers throughout the graph partitioning process and finally after we get all the
partitions, we will replace them with their corresponding values in the reduced graph.
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3 Graph Partitioning

The graph partitioning consists to allocate the nodes of the graph to different
partitions containing sub graphs so that the size of a partition is larger than a certain
size [10]. The graph partitioning can distribute processing and reduce the time of
traversing a graph especially for large graphs. For graph partitioning, we use
METIS [2] because it provides optimal graph partitioning through the multi-level
algorithm (Fig. 5) by reducing the number of edges of the cuts that represents all
edges that is in the graph and that are cut as a result of graph partitioning. In our
case, it receives as input the list provided by mapping which will allow it to apply
multi-level algorithm by reducing the size of the graph by aggregating float, par-
titioning the reduced graph, gradually Returning to the initial size (mapping output).

Fig. 4 Mapping algorithm

Fig. 5 Multi-level algorithm
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After running METIS we reproduce the edges cut into each partition to not lose
the results, as in [7] which propose to reproduce the triples at the end of the
partitions in the neighboring partitions for data replication. This allows performing
certain classes of more complex queries locally in each partition without the need to
join another through the partition and no communication.

4 Related Work

There are several RDF data processing systems (Rapid, CliqueSquare,
HadoopRDF, Jena-HBase, H2RDF…) [11], which the principle is to partition the
RDF triples on multiple machines, and to parallelize access to these machines at the
time of request. To improve this concept, these systems offer the use of MapReduce
to distribute the workload among machines during processing SPARQL queries,
storing RDF triples, the calculation of the closing of RDF graph, and processing
fuzzy RDF data by providing solutions that reduce the cost of communication
between machines and the storage costs and input/output.

We present in [11], an overview of the various RDF data processing systems
(about twenty systems) using tools to improve the operation and performance of
MapReduce. Thus, we present an overview and a classification of these systems
based on the impact of the use of MapReduce in their operation.

5 Conclusion

In this paper, we propose to optimize the operation of the RDF data processing
system with a configuration based on grouping data using MapReduce. Our goal is
to provide a compact format with RDF data representation that effectively supports
processing on the basis of triples groups to improve the high cost of input-output
and communication due to map and reduce phases. We aim to increase the degree
of parallelism to meet the growing needs of data processing on sets of extremely
large data. We justify the choice of METIS by its partitioning scheme based on
multi-level algorithm that efficiently distributes data on the number of machines
available. METIS provides close to an optimal graph partitioning and it runs in O
(V) time where V is the number of vertices in the graph, also METIS generates
almost uniform vertex partitions. For the rest of our work, we will focus on query
optimization and generalization of sub queries, and the formalization of request for
graph to build query plans that can be easily parallelized to take advantage of the
parallel processing infrastructure.
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Developing a Dashboard for Evaluating
Higher Education Indicators (in Morocco)

Kamal Zouhri, Saad Elouardirhi and Abdellah Youssfi

Abstract This article is dedicated to the Moroccan university system which raises
many questions, especially in terms of evaluation. Moreover, the fact that Morocco
started adopting an education sector assessment policy provides several indicators
of interest that we intend to highlight in this paper. In this article, we will briefly
outline some existing assessment indicators prevailing in open access higher edu-
cation institutions. We will tackle their disadvantages in the LMD system in order
to implement a dashboard by developing an application with the Java language
integrated to a SQL server database via the JDBC driver (Java DataBase
Connectivity).

Keywords LMD system ⋅ Assessment ⋅ Indicators ⋅ Dashboard ⋅ Java
language-JDBC

1 Introduction

In the Early 21st Century, the issue of professionalizing Moroccan universities has
become a necessity concretized by the introduction of several higher education
reforms [1].

These reforms aimed to redesign academic institutions on educational and
organizational bases have aroused great interest in the involved areas. Creating
effective and innovative universities, which can adapt to the new economic
requirements and solving social problems was then a major challenge for Morocco.
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In 1996, a special Royal Commission was created in order to find out the best
way to organize and streamline the university system, as well as other levels of
education. It was then in 2003–2004 that the Moroccan university has seen the
coming into effect of the new university reform (LMD system) [2, 3].

These reforms have resulted in the multiplication of quantitative indicators in
terms of new usages (clear objectives assignment, comparison and evaluation of
performance, good governance definition and enforcement criteria) [4].

This article will examine the leading indicators evaluate teaching internationally
(number of students per semesters, efficiency ratio, educational wastage rate, and
others). This will be carried out by analyzing their advantages and disadvantages
with regards to the LMD system, then, we will work on refining and adapting those
indicators the new system.

In the end, we will attempt to prepare a Scoreboard gathering those indicators
through developing a program with the Java language integrated to a SQL server
database via the JDBC pilot (Java DataBase Connectivity).

2 General Question

Improvements in the new LMD system, which is a modular system based on
validating modules over successive semesters have caused many problems espe-
cially regarding the assessment of this system and more specifically concerning the
existing indicators reliability level.

In other words, are the current higher education evaluation indicators suitable for
the LMD? And if not, how to adapt them to this new system? Then what are the
practical IT tools to monitor this system effectiveness?

3 Indicators for Evaluating Effectiveness

The effectiveness could be measured depending on the results obtained during and
at the end of the university course: the number of students enrolled that reach the
last grade, the degree of achievement in meeting the set goals, the achievement of
the operational program objectives [5],

3.1 Number of Semesters-Students Devoted to Training
Graduates

It is the total amount of semesters devoted to training each student until graduation
or dropouts without a diploma [6].
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Formula:

NSdip = ∑
n+ k

j = n
Dg, j × j + ∑

n+ k

j = 1
Ag, j × j. ð1Þ

where,
Dg, j: Number of graduates in the cohort g after j semesters
Ag, j: Number of students (in the cohort g) dropping out after j semesters
g: Cohort of students
n: Number of regular study semesters
k: Number of authorized repetition

3.2 Number of Semesters-Students Consummated
by Every Graduate

It is the number of semesters-students taken in order that a student from the cohort
could graduate [7].

Formula:

NSDg =
NSdip

∑n+ k
j = n Dg, j

. ð2Þ

Remark 1. Regarding the previous indicators, we have kept the same formula as
per the old indicators, except that we replaced the number of years by the number of
semesters.

3.3 Current Efficiency Ratio ðCEsÞ

The efficiency ratio is the ratio for the optimal number of semesters-students needed
(that is to say in the absence of repetition and dropout), in order That a number of
students belonging to a given cohort obtain their diplomas, it is the number of
semesters-students devoted to training students.

It is calculated using the following formula [7]:

CEs =
∑n+ k

j = n Dg, j × n

NSdip
× 100. ð3Þ

It is clear that this indicator is mainly based on the number of semesters taken,
i.e. that each semester consists of four modules, and that in the final grades, one can
have six months containing less than four modules, which creates a real problem in
relation to the reliability of this indicator.
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However, if we consider two students belonging to the same cohort, and who
have graduated during the same academic year, after 7 semesters (for example in a
6-semester system with a semester of reserve) for both students and that the first
student had 2 modules during the last semester, and that had 3 modules in the final.
Obviously the second student has cost more than the first one, and we know well
that the more we reduce the cost, more the efficiency ratio increases. Yet with the
previous formula that is built on the number of semesters (i.e. on time spent on for
graduation), one must consider that both students took the entire last semester,
which is untrue. Thus this formula does not apply for the LMD system which is a
modular system requiring the introduction of a new formula based upon the number
of modules and not the number of semesters.

4 Adjustment of Current Indicators

4.1 The Number of Modules-Students

It is the total of registrations made in each module by every student for studying
until graduation or dropping without a diploma.

Formula:

NMdip = ∑
n+ k

j = n
Dg, j ×mj + ∑

n+ k

j = 1
Ag, j ×mj. ð4Þ

where,
mj: Total of enrolments in each module for every student after j semester

4.2 The Number of Students-Modules Consummated
by a Graduate

It is the number of student-modules consummated by a graduate of the cohort.
Formula:

NSDg =
NMdip

∑n+ k
j = n Dg, j

. ð5Þ

4.3 Efficiency Ratio ðCEmÞ

To correct the problem of the current reliability ratio efficiency, we recommend
improving it by the following formula:
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CEg =
∑n+ k

j = n Dg, j ×m

NMdip
× 100. ð6Þ

In that case, the wastage rate is hereby given:

CDg =
1

CEg
× 100. ð7Þ

Should be noted that:
More this ratio is close to 1 and sure the system is more efficient and vice versa

[7, 8].

5 IT Dashboard Calculating Those Indicators

We got the above dashboard through an application that was carried out by Java
connect to SQL Server using the JDBC driver (Java DataBase Connectivity), and
that throughout the following steps (Fig. 1):

As a first step, we imported an actual database which shows the journey of a
students’ cohort, precisely the cohort of 2009 saved in an Excel file into the SQL
Server software. Afterwards through the latter, we created functions that show
values of the indicators mentioned in our article [9]. Following this step, we pre-
pared a Java program that allowed us to connect to our database via the JDBC
driver (Java DataBase Connectivity) [10, 11, 12]. Final step, we created a Java
program which displayed the interface of our dashboard in order to obtain the
results above mentioned [10, 13].

Fig. 1 Dashboard of the 2009 cohort year
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At last, our dashboard enables us to properly assess our education system, in
particular the example we treated in this article by analysing the results shown
above. Furthermore, this dashboard has helped us tracking our system education,
just simply by clicking the button presented above the table (cohort year), and
selecting the required year.

In our example, although one sees there is a difference between the current
indicators and the improvements we made to adapt them, for example regarding the
efficiency ratio, one notices that there is a difference of 5,71 %. Through this
improvement, one can conclude that wastage (due to repetition and dropout) is
actually enormous (CEm =46, 6%, and CDm = 2, 15 very far away from 1).

6 Conclusion

Assessing the efficiency of open access higher education institutions in Morocco, is
taking an important place for researchers and experts in this field, and even at a
political level. Yet every assessment requires means of measurement that can
provide a clear and accurate picture of the field; these means are usually considered
as indicators.

The Moroccan university has always undergone changes; the latest being the
introduction of the new reform 2003–2004 (LMD). This reform is considered as a
drastic shift within the Moroccan university system.

The LMD system brought several changes to the old system, including the fact it
is a system based on the concepts of semester and module in the place of year,
which presents a real obstacle in relation to the assessment effectiveness. In fact,
most current indicators are based on the time spent for forming a graduate (number
of semesters student) [7, 6], which is not the case in the LMD system.

In this article, we attempted to fix this adjustment problem by introducing the
number of modules-students consummated by the graduates, such as, the efficiency
ratio and the wastage rate and others, in order to display them in an IT dashboard
prepared with the Java language integrated to a SQL server database via the JDBC
driver (Java DataBase Connectivity).
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First Adaptation of Hunting Search
Algorithm for the Quadratic Assignment
Problem

Amine Agharghor and Mohammed Essaid Riffi

Abstract Quadratic assignment problem is one of the basic combinatorial opti-
mization problems NP-hard. This paper aims to present a new algorithm for solving
the quadratic assignment problem: Hunting Search algorithm. It is a metaheuristic
inspired by the method of group hunting of predatory animals. To show the per-
formance of this algorithm, it has been checked on a set of seventeen instances of
QAPLib and it gave good results.

Keywords Hunting search algorithm ⋅ Quadratic assignment problem ⋅ Com-
binatorial optimization ⋅ Meta-heuristic ⋅ Evolutionary algorithm

1 Introduction

The quadratic assignment problem (QAP) [1] was introduced in the context of
locating “indivisible economic activities”. The problem is to assign a set of facilities
to a set of locations in order to minimize the total of assignment cost. It is a problem
of the class NP-hard, which means that no method can solve it in a polynomial time
except for the very small instances (instances of size n < 20).

The QAP has several applications in combinatorial optimization problems such
as in electronic [2] and in logistic [3]. Several methods have been proposed to solve
the problem such as Particle Swarm Optimization [4], Bee Algorithm [5] or Genetic
Algorithm [6].

Hunting Search (HuS) [7] is a continuous optimization method adapted as a
combinatorial optimization method for solving the TSP [8]. It is a meta-heuristic
method inspired by group hunting of some animals.
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The present paper proposes the use of HuS for solving QAP. It is structured into
five main sections; the first is an introduction of the given problem and method. The
second section provides more detailed and description of the QAP. The third sec-
tion presents the adaptation of HuS for solving QAP. However, numerical results
obtained from the use of HuS on the QAPLib instances [9] are presented in the
fourth section. The last section concludes the whole work.

2 Quadratic Assignment Problem

Given a set of facilities to assign to a set of locations, and given that between every
two facilities there is a required flow, and between every two locations there is a
required distance, the problem is to find the best total cost of flows and distances
needed to assign the facilities to the locations.

Mathematically, QAP is to find the best solution defined by an objective function
from a subset of the set of the feasible solutions.

As an optimization problem, one cannot explore all of the feasible solutions, so
one try to find the best solution just from a subset of the feasible solutions.

Let E be the set of the feasible solutions, S is the subset of E, g: S→R is the
objective function. The problem is to find:

min g sð Þ: s∈Sf g ð1Þ

s is a solution from S, it is a permutation of indexes that represents an assign-
ment of facilities to locations.

Given two matrices of equal dimension, ðf ijÞ∈R and ðdijÞ∈R. ðf ijÞ is the square
matrix that represents the required flow between facilities i and j. ðdijÞ is the square
matrix that represents the distance between locations i and j.

The objective function gives the cost of the assignment defined as follows:

gðsÞ= ∑
n

i=1
∑
n

j=1
f ij × ds ið ÞsðjÞ ð2Þ

Or

g sð Þ= ∑
n

i=1
∑
n

j=1
f s ið ÞsðjÞ × dij

Such as s ∈ ∈ S, s(i) is the location to which facility i is assigned and n is the
dimension of the two matrices.
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3 Hunting Search Algorithm

HuS is a metaheuristic for solving continuous optimization problems; it uses the
techniques of group hunting of some predatory animals such as wolves. The
hunting group represents a set of solutions where each hunter represents one of
these solutions. The best hunter named the leader; he represents the best solution.
A hunter is characterized by its position that defines the distance between him and
the other hunters.

Metaheuristics are the best-used optimization algorithms for solving hard opti-
mization problems.

Evolutionary Algorithms are the metaheuristics inspired by the mechanisms of
biological evolution of individuals in a population to find better place or way to
live.

HuS is an evolutionary algorithm since it evolves a population of individuals
(hunters) via operator selection and variation, in a manner that is similar to the
evolution of living beings.

During the hunt process, hunters change their positions to better encircle their
prey by movements toward the leader or by correcting their position relatively to
each other. Finally, if they are much closed to each other or stuck, they have to be
reorganized.

HuS algorithm is as follows:

where

HG (Hunting Group) is the set of the initial solution.
NE (Number of Epochs) is the number of times to run the IE loop during the
search.
IE (Iteration per Epoch) is the number of times to move toward the leader and
correct the hunters’ position.
EPS (Epsilon) is the minimum distance between the leader and the worst hunter.
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The four main operations of HuS are:

(1) Initialize the Hunting Group: generate a set of randomly solutions for the
QAP from the QAPLib instance, each solution is going to be presented by a
hunter who is implemented in the algorithm as an array, each index of the
array represents a location, and each value of the array represents a facilitie.

(2) Move toward the leader: every hunter moves toward the leader by copying a
part from the best solution; that lets him stay closer to the leader until finding
better solution and becomes the leader.

(3) Correct the positions: every hunter moves toward the other hunters by
copying a part from their solution.

(4) Reorganization hunters: when all the hunters becomes very close to each
other or stuck, which means that they will represent the same solution, they
have to be regenerated except the leader.

4 Experimental Results

This section presents the performance of HuS algorithm on instances of QAPLib.
The tests were performed on a computer processor Intel(R) Core(TM) i5-4300 CPU
@ 1.9 GHz @ 2.50 GHz and 4 GB of RAM. 10 times tested for each instance.

Table 1 Numerical results obtained by HuS applied to some QAP instances of QAPLIB

Instance Size Opt Best Sol Worst Sol Suc.
(%)

Err.
(%)

Time
(sec)

Bur26a 26 5426670 5426670 5426670 100 0 0.45
Bur26b 26 3817852 3817852 3817852 100 0 0.51
Bur26c 26 5426795 5426795 5426795 100 0 0.19
Bur26d 26 3821225 3821225 3821225 100 0 0.46
Bur26e 26 5386879 5386879 5386879 100 0 0.35
Bur26f 26 3782044 3782044 3782044 100 0 0.57
Bur26 g 26 10117172 10117172 10117172 100 0 0.17
Bur26 h 26 7098658 7098658 7098658 100 0 0.35
Chr25a 25 3796 3796 3796 100 0 1.1
Esc16a 16 68 68 68 100 0 0
Esc32a 32 130 130 134 80 3.07 1.68
Kra30a 30 88900 88900 90920 20 2.27 0.63
Lipa30a 30 13178 13178 13376 80 1.50 0.84
Lipa40a 40 31538 31538 31923 50 1.22 7.78
Tai12a 12 224416 224416 224416 100 0 0.00
Tai15a 15 388214 388214 388214 100 0 0.01

Tai64c 64 1855928 1855928 1855928 100 0 5.04
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Table 1 shows the results obtained. The first column contains the name of the
instance. The second column contains the size of the instance. The third column
contains the optimal solution in QAPLib. The fourth column contains the findings
of the best solution. The fifth column contains the findings of the worst solution.
The sixth column contains the percentage of success in getting the optimum in ten
tests. The seventh column contains the percentage of error in obtaining the wrong
solution. The eighth column contains the best run time of the program while getting
the best solution, a maximum run time is fixed at 3600 s. The error percentage is
calculated as follows:

Err=
Best Sol−Opt

Opt
×100

5 Conclusion

In this paper, a first adaptation of HuS algorithm to solve QAP is proposed. The
majority optimums of the QAPLib instances that have a size less than 31 are
obtained in less than one second, the optimums of the QAPLib instances that have a
size less than 65 are obtained in less than 8 s.

Further work is steel needed to solve more complex instances of QAPLib and
compare the performance of HuS with the recent methods.
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A New Hybrid Face Recognition System
via Local Gradient Probabilistic Pattern
(LGPP) and 2D-DWT

Abdellatif Dahmouni, Nabil Aharrane, Karim El Moutaouakil
and Khalid Satori

Abstract In last years, the facial biometry is coming back into education field; it is
proposed to control student activities. In this paper, we propose a new face recog-
nition system based on our Local Gradient Probabilistic Pattern (LGPP) and
2D-DWT. Firstly, the almost homogeneous and the picks areas are separate
according to LGPP confidence interval. Secondly, the obtained images are decom-
posed using 2D-DWT in “LL, LH, HL and HH” sub-bands. Thereafter, we extract
the features vector using 2D-PCA method applied on the approximation (LL-band).
In classification phase, we compare between MLP, Bayesian Networks, SVM and
KNN classifiers at features vector. The experimental results show that proposed
system improves the recognition rate. Indeed, we reach a rate of 97 % for ORL and
98.8 % for Yale.

Keywords LBP ⋅ LGP ⋅ LGPP ⋅ 2D-DWT ⋅ 2D-PCA ⋅ SVM ⋅ Confi-
dence interval
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1 Introduction

Face recognition is a biometric modality widely used in different sector where the
person’s identity check is an essential task such as computer applications access,
banks access, countries frontiers crossing, students schools control and others sen-
sitive services access. Any face recognition hybrid system has three stages. The first
stage consists in principal face components extracting using local methods such as
Scale-Invariant Feature Transform (SIFT) [1], Speeded-Up Robust Features (SURF)
[2], Weber Local Descriptor (WLD) [3] and some Local Binary Pattern (LBP) va-
rieties [4]; see Table 1. The second stage consists in features vectors extracting by
reducing the data redundancy using the subspace techniques such as Principal
Component Analysis (PCA) [5, 6], Linear Discrimination Analysis (LDA) [7, 8],
Discrete Wavelet Transforms (DWT) [9, 10], Discrete Cosine Transforms
(DCT) [11] and Artificial Neural Networks (ANN) [12]. The last stage consists to
classify the features vector dataset using the adequate classifiers; see Fig. 1.

In a previous work, we have proposed a new face representation based on Local
Gradient Probabilistic Pattern (LGPP) [13]. To evaluate the current pixel the LGPP
uses the confidence interval concept calculated according to the probabilistic low in
the current neighborhood. In this paper, we propose to hybrid the LGPP, the
2D-DWT, the 2D-PCA and the adequate faces classifiers.

Table 1 Some local binary pattern varieties

Varieties Description Authors References

CLBP Based on sign and magnitude information Guo et al. (2010) [16]
LTP Based on three bits transformation Tan et al. (2010) [17]
LDP Based on kernel of Kirsch edge pattern Zhang et al. (2010) [18]
LGP Based on local gradient transformation Jun et al. (2013) [19]
LBPP Based on confidence interval of grayscale Dahmouni et al. (2015) [20]
LGPP Based on confidence interval of gradient Dahmouni et al. (2015) [13]

Fig. 1 Diagram of proposed face recognition system
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The remainder of the paper consists of three sections followed by a conclusion.
Section 2 presents in detail the Local Gradient Probabilistic Pattern (LGPP)
descriptor. Section 3 presents in addition to 2D-DWT and 2D-PCA subspace
algorithms some of data learning algorithms. Section 4 evaluates and analyzes the
experimental results.

2 Local Gradient Probabilistic Pattern (LGPP)

The principal idea of the LGPP is to define a confidence interval associated to the
gradient values knowing the confidence interval associated grayscale values [13]. In
this context we propose to generate the grayscale values confidence interval ½a1, a2�
based on statistical moments in the current neighborhood of (N = 5 * 5).

Variation coefficient: δ=
σ
μ
Symmetry coefficient: S= ∑N

n=1
ðin− μÞ3

σ3
ð1Þ

To separate between the almost homogeneous areas and the peaks areas, we
associated to any grayscale value a random variable X. Indeed, the pixel whose the
neighborhood is governed by a distribution that is approximately a normal law can
be considered as homogeneous pixel. As it is proved in [13] the grayscale confi-
dence interval is given by:

If S= 0 or δ< βð Þ then,
α1, α2½ �= μ− kσ, μ+kσ½ � Where, 0.1 < β<0.2

ð2Þ

else, α1, α2½ �= μ−K , μ+K½ � Where,

K=
σ if β< δ< β+0.1

β+0.1ð Þ μ other

� ð3Þ

Likewise, the LGPP confidence interval is given by:

γ1, γ2½ �= max 0, −K+gmð Þ, K+ gm½ � Where,

max 0, −K+gmð Þ≤ gn ≤K+gm and gm = μ− icj j. ð4Þ

However, based on statistical moments in the neighborhood centered on current
pixel, each of eight neighboring pixels having a gradient value located inside the
LGPP confidence interval is coded by 1, the others by 0, the obtained byte is
converted into new gray level. The LGPP value is expressed by following equation:
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LGPP,R,N xc, ycð Þ= ∑
P− 1

n= 0
sðgnÞ*2n Where: s xð Þ= 1, if γ1ðNÞ≤ x≤ γ2ðNÞ

0, others

�
ð5Þ

Contrary to most LBP varieties, which are the deterministic models, LGPP
considers the pixel on the face distributions as a law of probability. We thus pass to
a probabilistic description where the notion of the confidence interval allows
assigning values near 255 at all pixels of almost homogeneous areas, and the values
near 0 at all pixels of peaks areas. The nose, the eyes and the mouth which having
strong curves are easily localized, see Fig. 2. To establish a face recognition system
that uses this property we propose to fuse the LGPP-k = 4 and different features
extraction methods.

3 Features Extraction Using the Subspace Algorithms

Generally, the subspace methods build the features vectors by a linear transfor-
mation of the data. There are spatial methods such as PCA, LDA, 2D-PCA and
2D-LDA, and frequency methods such as DWT, DCT, 2D-DWT and 2D-DCT. In
this work, we use the 2D-DWT and 2D-PCA as features vectors extraction meth-
ods. Equations should be punctuated in the same way as ordinary text but with a
small space before the end punctuation mark.

3.1 2D-DWT Frequency Algorithm

Discrete Wavelet Transform (2D-DWT) uses the low pass filter and high pass filter
to decompose the original image into succession of approximation component (LL
band) and details component (HL, LH and HH bands) following the level
decomposition. For each level of decomposition, the low pass filtering in horizontal
direction and high pass filtering in vertical direction to generate four (LL, LH, HL
and HH) sub bands (Fig. 3). The LL band, which store the maximum of infor-
mation and represents the approximate coefficients, can be used to engender the

Fig. 2 Obtained ORL images by: original, LBP and LGPP (k = 1, 2, 3, 4) descriptors
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next level decomposition. The sub bands LH, HL and HH represent the spatial
orientations features. In this paper, we use the Haar wavelet into one level to
produces the four (LL, LH, HL and HH) sub bands. The approximation (LL) is used
as direct input to 2D-PCA spatial subspace methods to extract the reduce face
features vector.

3.2 2D-PCA Subspace Algorithm

In contrast to conventional PCA subspace algorithm that represent the image by
simple 1D_vector, 2D-PCA keeps the 2D structure of the image. However, the
covariance matrix will be of small size, (n, n) instead of (n2, n2), it will be easily
evaluated, less time is necessary to define the eigenvectors basis. Let R a vector of
dimension n and Γ a matrix of size (m, n). The linear transformation Y = Γ × R is
a projection of Γ on R; the projected vector Y of dimension m represents the
features vector of Γ. For M training images [Γ1, …,ΓM] we define the 2D-PCA
covariance matrix C by:

C=
1
M

∑
M

j=1
ðΓj −ψmeanÞtðΓj −ψmeanÞ Where: ψmean =

1
M

∑
M

j=1
Γj ð6Þ

The optimal projection matrix Ropt = argmax J Rð Þð Þ is obtained by maximization
of generalized variance criterion: JðRÞ=RtCR. Ropt is composed by the Eigen-
vectors R = [R1… Rd] corresponding to, d, greater Eigen values of the covariance
matrix C. Then we obtain for each image Γ a characteristic matrix of dimension
m × d: Y = [Y1 …Yd], whose components Yk =Γ Rkðk= 1 . . . dÞ. To classify the
Eigen extracted features we use most known classification algorithms are used.

Fig. 3 2D-DWT frequency decomposition
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3.3 Classification

The After the features extraction we proceeded to the classification phase, in which
we compare between the performance of five classifiers, to know the Murkowski
distance (MD), Multilayers Perceptron (MLP), Bayesian Networks (Bayes-Net),
Support Vector Machine (SVM) and K-Nearest Neighbor (KNN). In following, we
recall the important principals of these methods [12].

• Murkowski distance (MD): it consists in directly comparing the training set at
the testing set by one of the Euclidian norms.

• K-Nearest Neighbors (KNN): it consists in classify the new instance by a
majority vote of its neighbors; the new instance is allocated to the class most
common among its k nearest neighbors.

• Multilayers Perceptron (MLP): it is a most popular neural networks used in
machine learning. It is a multilayers oriented artificial neural network, with
supervised learning such as the back propagation of gradient.

• Bayesian Networks (Bayes-Net): it consists in represent the set of random
variables and their conditional dependencies via a directed acyclic graph. It
represents a probability distribution on a set of random variables X, which
admits the following joint distribution: P(X1, X2, …, Xn) = π (P(Xi/Pa(Xi))).

• Support Vector Machine (SVM): it is a universal constructive learning pro-
cedure based on the statistical learning theory. It consists in seeks an optimal
separating hyper-plan, where the margin is maximal. An important SVM
characteristic is that the solution is based only on those data points, which are at
the margin. These points are called support vectors. The linear SVM can be
extended to nonlinear version using the kernel functions.

It should be noted that several varieties of these methods are proposed in the
literature.

4 Experimentations

To evaluate the performances of the proposed approach, we have used ORL and
Yale databases. ORL database is made of 40 subjects having each one 10 different
views [14]; the images in gray levels have the same size (92 * 112) pixels and are
taken under various conditions. YALE database is made up of 165 images of 15
subjects representing 11 various conditions of size (320 * 243) [15], and scaled to
size (112 * 92) pixels. One pre-treatment with histogram equalization is necessary
to harmonize the gray levels distribution.

In our previous work [13], we have proposed the LGPP + 2D-PCA as recog-
nition system. To improve this vision we introduce the 2D-DWT method in the
features extraction phase. For a random number of 5 training (the rest are testing)
images per class of ORL and Yale databases, Table 2 shows that LGPP(k > 2)
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gives the best recognition rate, we reach 97 % for ORL and 98.89 % for Yale.
Table 3 shows that the proposed approach improves the recognition rate with the
significant reduction in computation time compared to the old system.

In each pattern recognition system, the classification phase is decisive. In fact,
the choice of the classification tools infects the recognition rate. As it is impossible
to compare theoretically the non-parametric MLP, KNN, Bayes-Net and SVM
classifiers, we propose to compare them experimentally, see Table 5. Some
machine learning parameters are defined: True Positive (TP), True Negative (TN),
False Positive (FP), False Negative (FN), Precision (p), Recall (r), F-Measure and
Accuracy, see Table 4.

Table 5 shows the global results of all used classifiers with the specific con-
figuration for each one. We noted that, SVM and MLP give the best results they
reach 98 % on ORL, the KNN is dominant on Yale it reaches 100 %. Hence, in the

Table 2 Recognition rate of different size of confidence interval on ORL and Yale databases

Databases Methods LGPP k = 1 LGPP k = 2 LGPP k = 3 LGPP k = 4

Rate (%) ORL(5/5) 2DPCA + 2DDWT 96 96.5 97 97

Yale(5/6) 2DPCA + 2DDWT 97.78 98.67 98.89 98.89

Table 3 Recognition rate of some face recognition methods on ORL and Yale databases

Methods LGPP + 2DDWT + 2DPCA LGPP + 2DPCA LBP + 2DDWT + 2DPCA

Data Rate% Time (s) Rate% Time (s) Rate% Time (s)

ORL (5/5) 97 1.58 96 1.94 89 1.6

Yale (5/6) 98.67 0.68 96 0.78 91.11 0.68

Table 4 Machine learning parameters

Prediction + Prediction -

Truth + TP TN Precision = TP/(TP + FP) Recall = TP/(TP + FN)
Truth - FP FN F-Measure = 2pr/(p + r) Accuracy = (TP + TN)/Ntotal

Table 5 Comparison of different used classifiers on ORL and Yale databases

Databases Classifiers Precision (%) Recall (%) F-measure (%) Accuracy (%)

ORL SVM 0.981 0.98 0.98 98
KNN 0.972 0.97 0.97 97
Bayes-Net 0.92 0.92 0.916 92
MLP 0.981 0.98 0.98 98

Yale SVM 0.994 0.994 0.994 99.39
KNN 1 1 1 100
Bayes-Net 0.983 0.982 0.982 98.19
MLP 0.994 0.994 0.994 99.39
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confusion matrix, the sum of diagonal elements represent the number of correctly
classified instances, all others are incorrectly classified. We note that, almost all
instances are correctly classified the SVM classifier is the most qualified to be used
in this work; see Table 6.

Table 6 Different confusion matrix of Yale database

MLP classifier SVM classifier

a b c d e f g h i j k l m n o ← classified as a b c d e f g h i j k l m n o ← classified as
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | a = 1 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | a = 1
0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 | b = 2 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 | b = 2
0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 | c = 3 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 | c = 3
0 0 0 10 1 0 0 0 0 0 0 0 0 0 0 | d = 4 0 0 0 10 1 0 0 0 0 0 0 0 0 0 0 | d = 4
0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 | e = 5 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 | e = 5
0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 | f = 6 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 | f = 6
0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 | g = 7 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 | g = 7
0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 | h = 8 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 | h = 8
0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 | i = 9 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 | i = 9
0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 | j = 10 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 | j = 10
0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 | k = 11 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 | k = 11
0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 | l = 12 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 | l = 12
0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 | m = 13 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 | m = 13
0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 | n = 14 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 | n = 14
0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 | o = 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 | o = 15
KNN classifier Bayes-Net classifier

a b c d e f g h i j k l m n o ← classified as a b c d e f g h i j k l m n o ← classified as
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | a = 1 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | a = 1
0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 | b = 2 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 | b = 2
0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 | c = 3 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 | c = 3
0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 | d = 4 0 0 0 10 1 0 0 0 0 0 0 0 0 0 0 | d = 4
0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 | e = 5 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 | e = 5
0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 | f = 6 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 | f = 6
0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 | g = 7 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 | g = 7
0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 | h = 8 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 | h = 8
0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 | i = 9 0 0 0 0 0 0 0 0 10 0 0 0 0 1 0 | i = 9
0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 | j = 10 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 | j = 10
0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 | k = 11 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 | k = 11
0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 | l = 12 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 | l = 12
0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 | m = 13 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 | m = 13
0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 | n = 14 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 | n = 14
0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 | o = 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 | o = 15
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5 Conclusion

In this paper, we have proposed a new hybrid system based on our Local Gradient
Probabilistic Pattern (LGPP) and 2D-DWT frequency method. The 2D-PCA sub-
space method are used to extract the face features vector, which serve as inputs for
the different classification algorithms. According to the experimental results, our
system reaches it maximum performance (98 %) with SVM and MLP classifiers on
ORL database. The KNN is best on Yale database it reaches 100 %.

View the performance of our system, we will use it, in the future, in the edu-
cation field to analyze the behavior of the student record their absences and equalize
their fairness of examinations.
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The Detection of Smell in Spoiled Meat
by TGS822 Gas Sensor for an Electronic
Nose Used in Rotten Food

Nihad Benabdellah, Mohammed Bourhaleb, Naima Benazzi,
M’barek Nasri and Sanae Dahbi

Abstract The rotten food is one of the serious problems for health. In our subject
we will focus on the design of an electronic nose that can detect and define the
rotten food before the human nose. Their heart is the array sensors. In this paper the
TGS822 gas sensor one of these sensors is studied to detect toxic gas Acetone and
Ethanol exist in the spoiled meat in the early time.

Keywords Rotten food ⋅ Meat ⋅ Gas sensor ⋅ Electronic nose ⋅ Acetone gas ⋅
Ethanol gas

1 Introduction

The types of spoiled food can’t be defined by the human nose because they have the
same smell. Our subject is the design of an electronic nose used in the fridge which
can define and detect the rotten food in early time before human. Some concen-
tration of gases increase in rotten food for example: acetone, ethanol, Ammonia
(NH3), Hydrogen Sulfide (H2S)…are detected by the array sensors which are the
heart of our nose [1] Those sensors are overlapping selectively along with a pattern
reorganization component that identifies the smell [2].

An electronic nose is made up of a mechanism for chemical detection. It is an
intelligent sensing device simulates the human olfactory system [3]. Nowadays, the
electronic noses have supplied external advantage to several of commercial industries,
environment, cosmetics, biomedical, food, water and various scientific research
fields. The electronic nose can detect the dangerous molecules for human [4].
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In this paper, the proposed conception of the electronic nose for the rotten food
will be presented. In the second part, the gas sensor TGS822 one of array sensors is
used to detect the gases toxic exist in the spoiled meat. Finally, sensitivity for
TGS822 will be calculated each day during 5 days and deduce that our sensor can
determine the rotten meat in the first day before the human nose.

2 The Rotten Meat

Meat is a complex niche that has chemical and physical properties which allow a
variety of microorganisms that can be colonized and developed. Many factors can
influence on microbes that are presented on certain meat. After slaughtering, meat
can be contaminated by bacteria from water, air, and soil as well as from the
workers and the equipments involved during the manufacturing process [5].

2.1 Microbes Present in Rotten Meat

Brochothrix Thermosphacta is a microorganism of which meat is considered an
ecological niche. This microbe aerobic metabolism of glucose produces
foul-smelling odor such as acetone and acetic acid [6]. Clostridium is a rod-shaped
cell with a gram-positive membrane. These microbes are anaerobes and some are
toxin-producing pathogens. Some of them produce acetone, butanol, ethanol, iso-
propanol, and organic acids [7]. Leuconostoc is one of the lactic acid bacteria; it
produces D-lactate and ethanol. This group of microbe is responsible for the dis-
coloration, gas production, and buttery smell of spoiled meat [8]. The foul smell is
the result of toxic gas which has a tart odor.

3 The Proposed Electronic Nose for the Rotten Food

Block diagram in Fig. 1 Further illustrates the sensing concept of electronic nose.
The sample are prepared in the odor handling system that the Static headspace
(SHS) [9] method is used after that the volatile component heading in the system
when the odor well be detected by the array sensors consists of: the gases sensor
such us TGS822 and the humidity and temperature sensor. To the output of the
array sensor we have the footprint odor. The pattern recognition system is used to
identify this foot print and compare to pattern data base.
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4 Gas Sensor TGS822

The TGS822 semiconductor gas sensor is used to detect organic solvent vapors
such as ethanol and acetone gases present in the rotten meat. This sensor is one of
the array sensors of our electronic nose. This sensor is the type Figaro. It works like
a resistor, if the concentration of gas increases the resistance decreases. It has 6
pins, the two middle pins are the power to the internal heater and the other are the
resistor connections. It is very important that the power provided to the internal
heater is exactly 5 V.

4.1 The Output Voltage for TGS822 in the Presence
of Gas Toxic

The design and simulation of TGS822 with arduino in ISIS proteus (Fig. 2):
The output voltage in the presence of Ethanol and Acetone: ISIS proteus is used

to design the circuit of TGS822 gas sensor with arduino en presence of ethanol and
acetone gas in the temperature of room 25 °C. The designed sensor circuit is being
tested on breadboard in the presence of ethanol and acetone gas.

The presence of Ethanol:
In the presence of Acetone:
The recorded results in Figs. 3 and 4 illustrate that whenever the concentration

of Ethanol gas and Acetone gas, increases in the environment the output voltage for
our sensor increases so the presence of gas are determined according to the increase
of the output voltage.

Fig. 1 Block diagram of Electronic nose

The Detection of Smell in Spoiled Meat … 281



4.2 The Sensitivity for TGS822 in the Presence of Toxic Gas

Sensitivity of a sensor is defined as the change in output of the sensor per unit
change in the parameter being measured. The factor may be constant over the range
of the sensor (linear), or it may vary (nonlinear). Sensitivity of TGS822 formula is:

S =
ΔR
ΔC

With R=
Rs
R0

ð1Þ

Fig. 2 Block diagram of Electronic nose

Fig. 3 Electrical output voltage (V) proportional to concentration of ethanol gas in ISIS proteus
and in breadboard
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Defined as follows: R0 is Sensor resistance in 300 ppm ethanol and Rs is Sensor
resistance of displayed gases at various concentrations, C is the concentration of
gas.

The sensitivity for TGS822 in the presence of Ethanol gas:
Calculating the sensitivity of TGS822 in the presence of ethanol gas from Fig. 5

and formula (1): Sexp = 0.191 ppm−1 and Sisis = 0.143 ppm−1.
The sensitivity for TGS822 in the presence of Acetone gas:
Calculating the sensitivity of TGS822 in the presence of acetone gas from Fig. 6

and formula (1): Sexp = 0.335 ppm−1 and Sisis = 0.367 ppm−1.

Fig. 4 Electrical output voltage (V) proportional to concentration of Acetone gas in ISIS proteus
and in breadboard

Fig. 5 Sensitivity
characteristic for TGS822 in
the presence of Ethanol gas in
ISIS proteus and in
breadboard
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The recorded results in Figs. 5 and 6 Illustrate that whenever the concentrations
of Ethanol gas, and Acetone gas, increase in our environment the resistance of our
sensor TGS822 decreases.

4.3 The Detection of Toxic Gas Present in Rotten Meat

We have experienced a 40 g of meat for 5 days with TGS822 gas sensor in the
room temperature 25 °C, the Ethanol and Acetone gas will be detected when this
meat become spoiled (Table 1).

The detection of Ethanol gas in spoiled meat for 5 days (Fig. 7):
The detection of Acetone gas in spoiled meat for 5 days:
Calculating the sensitivity from formula (1), Fig. 8:

Fig. 6 Sensitivity
characteristic for TGS822 in
the presence of Acetone gas
in ISIS proteus and in
breadboard

Table 1 The sensitivity
(ppm−1) of TGS822 in the
presence of meat during 5
days

Days Ethanol Acetone

1 2.45 0.888
2 2.121 0.393
3 1.886 0.38
4 0.195 0.06
5 0.147 0.023

284 N. Benabdellah et al.



5 Conclusion

The sensor sensitivity increases when we have detected a small variation of ethanol
and acetone gas concentration, so we deduce that we have a toxic gas which means
that the meat is rotten but when its smell is detected by the human sensibility for our
sensor tends to zero because our sensor detect the rotten meat in the early time
before human. The paper has presented the detection of toxic gas in spoiled meat in
the early time using TGS822 Metal Oxide Semiconductor gas sensor from Figaro
one of our array sensors. We deduce that the sensor detect spoiled meat in the early
time before the human nose. The subject is to detect many rotten foods by our
system of detection and determine for the design of an electronic nose used in the
fridge detect the rotten food.

Fig. 8 Sensitivity
characteristic for TGS822 of
5 days and detection of
Acetone in spoiled meat

Fig. 7 Sensitivity
characteristic for TGS822 of
5 days and detection of
ethanol in spoiled meat
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New Image Steganography Method Based
on Haar Discrete Wavelet Transform

Youssef Taouil, El Bachir Ameur and Moulay Taib Belghiti

Abstract Steganography is a technique of dissimulating information in digital
media. In contrast to cryptography, it is not just to keep the non intended recipients
from knowing the hidden information but it is to keep in secret even the existence
of a hidden information. In this paper we propose a new image steganography
method based on Haar discrete wavelet transform, data is hidden in the frequency
domain since it is the most robust area. The embedding is performed in the integer
part of the coefficients of the transform to prevent the loss of data coming from the
floating point; in such a way that increases both the imperceptibility and the
capacity of hiding. To test the performance of the proposed method, experiments on
variety of images were accomplished. The results show better image quality and a
high imperceptibility and payload in comparison with prior works. The security was
strengthened using a random key that chooses randomly the location where to hide
data.

Keywords Steganography ⋅ Data hiding ⋅ Haar discrete wavelet transform ⋅
Random key
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1 Introduction

Today, the confidentiality of information has become a big concern in the field of
communication since the technological development is a major threat. Cryptogra-
phy protects data by coding its content and making it incomprehensible to anyone
aside the intended recipient; at this point, Steganography presents stronger pro-
tection by making secret even the existence of data through concealing it in digital
files.

Steganography comes from the Greek word “steganos-graphos” meaning cov-
ered writing; it is the art of hiding a message within a digital file called cover so that
the presence of the hidden message is indiscernible. The key concept behind
steganography is that the message to be transmitted is not detectable to the casual
eye, and people who are not intended to be the recipients of the message should not
even suspect the existence of a hidden message.

The first approaches of Steganography were based on the spatial domain,
especially the technique of hiding in the Least Significant Bit (LSB) of the image
pixels [1]. Hong and Chen [2] proposed a reversible data hiding method based on
image interpolation; data is embedded into interpolation errors using the histogram
shifting technique. A semi reversible data hiding method that utilizes interpolation
and the least significant substitution technique is proposed in [3]. Hu in [4] propose
a high payload image steganographic scheme based on an extended interpolating
method. The prominent disadvantage in spatial domain techniques is the vulnera-
bility to the slight attacks. Martins et al. proposed in [5] an energy-sufficient
steganographic method to secure wireless sensor networks; data is hidden in the
MAC layer of the 802.15.4 protocol.

In the frequency domain approaches, the message is embedded after applying a
transformation on the image, this way the hidden message resides in more robust
areas providing a better resistance against statistical attacks. Singla and Siyal [6]
proposed Steganographic methods based on Discrete Cosinus Transform (DCT). In
Wavelet-based steganographic methods, the message is hidden in the wavelet
transform of the image and then the stego image is obtained by applying the inverse
transform [7]. A high payload steganographic method based on pixel value dif-
ferencing (PVD) technique is proposed in [8].

In Taouil et al. [9] the proposed methods have a high imperceptibility but a
satisfying value of capacity. In order to ameliorate this criterion while maintaining
the imperceptibility at an equivalent level, we developed, in this paper, a new image
steganographic method based on Haar discrete wavelet transform. The binary
sequence of the secret message is divided into packets of five bits and hidden in the
integer part of the coefficients H, V and D, 2 bits are embedded in the 1st and
2ndLSB of the coefficients of two sub bands, and the last bit is embedded in the
2ndLSB of the coefficient of the remaining sub band. The security is fortified by a
key that chooses randomly the coefficients where to hide data. The experiments
show a high capacity, and a high level of imperceptibility evaluated by the Peak
Signal to Noise Ration and the Mean Square Error.
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In Sect. 2 the Haar discrete wavelet transform with the algorithms of decom-
position and reconstruction is presented. In Sect. 3 we explain the proposed
method. Section 4 discusses the experiment, the comparison of the results of the
method proposed in [8] and [9] with our method. In Sect. 5 we conclude this paper
and we discuss our future works.

2 Multiresolution Analysis and Haar Discrete Wavelet

Wavelets theory and its applications are rapidly developing fields in applied
mathematics and signal analysis. Multi-resolution Analysis was formulated based
on the study of orthonormal and compactly supported wavelet bases; it is the main
theory in wavelets that analyzes a signal in frequency domain in detail. In this
transform, spatial domain is passing through low pass and high pass filters to extract
low and high frequencies respectively. Applying one level 2D wavelet transform on
image decomposes the cover image into four non overlapping sub bands by namely
A, H, V and D as shown in Fig. 1.

The sub bands A include the low pass coefficients and presents a soft approx-
imation of image. The other three sub bands show respectively horizontal (H),
vertical (V) and diagonal (D) details. In this paper Haar wavelet was chosen as a
case study. The decomposition algorithm of Haar Discrete Wavelet Transform
(DWT) is given by the following equations:

Fig. 1 Decomposition of
Haar DWT

New Image Steganography Method Based on Haar … 289



A i, jð Þ= C 2i− 1, 2j− 1ð Þ+C 2i− 1, 2jð Þ+C 2i, 2j− 1ð Þ+Cð2i, 2jÞ
2

H i, jð Þ= C 2i− 1, 2j− 1ð Þ+C 2i− 1, 2jð Þ−C 2i, 2j− 1ð Þ−C 2i, 2jð Þ
2

V i, jð Þ= C 2i− 1, 2j− 1ð Þ−C 2i− 1, 2jð Þ+C 2i, 2j− 1ð Þ−C 2i, 2jð Þ
2

D i, jð Þ= C 2i− 1, 2j− 1ð Þ−C 2i− 1, 2jð Þ−C 2i, 2j− 1ð Þ+Cð2i, 2jÞ
2

8>>><
>>>:

The reconstruction algorithm or inverse Haar Discrete Wavelet Transform
(IDWT) is given by the following equations:

C 2i− 1, 2j− 1ð Þ= A i, jð Þ+H i, jð Þ+V i, jð Þ+Dði, jÞ
2

C 2i− 1, 2jð Þ = A i, jð Þ+H i, jð Þ−V i, jð Þ−Dði, jÞ
2

C 2i, 2j− 1ð Þ = A i, jð Þ−H i, jð Þ+V i, jð Þ−Dði, jÞ
2

C 2i, 2jð Þ = A i, jð Þ−H i, jð Þ−V i, jð Þ+Dði, jÞ
2

8>>><
>>>:

3 Proposed Work

The aim of this work is to develop a new steganography method to dissimulate texts
in images with a high level of imperceptibility and a high capacity of hiding. The
method is based on the transform domain, using Haar discrete wavelet, to provide a
strong resistance against attacks. Human eyes are much sensitive to the low fre-
quency part (A sub-image); A is the most important component in the decompo-
sition process and is to not be used in the embedding. Therefore, data is hidden in
the most robust zones of the image’s transform H, V and D.

Embedding data in the coefficients Hði, jÞ,Vði, jÞ and Dði, jÞ produce new
coefficients H

0 ði, jÞ,V ′ði, jÞ and D′ði, jÞ; we consider the difference coming from the
hiding:

h=H
0
i, jð Þ−H i, jð Þ ; v=V

0
i, jð Þ−V i, jð Þ ; d=D

0
i, jð Þ−Dði, jÞ

Thereafter by using the reconstruction algorithm, the stego-image is obtained by
the following equations:

S 2i− 1, 2j− 1ð Þ= A i, jð Þ+ H i, jð Þ+ hð Þ+ V i, jð Þ+ vð Þ+ ðD i, jð Þ+ dÞ
2

S 2i− 1, 2jð Þ = A i, jð Þ+ H i, jð Þ+ hð Þ− V i, jð Þ+ vð Þ− D i, jð Þ+ dð Þ
2

S 2i, 2j− 1ð Þ = A i, jð Þ− H i, jð Þ+ hð Þ+ V i, jð Þ+ vð Þ− D i, jð Þ+ dð Þ
2

S 2i, 2jð Þ = A i, jð Þ− H i, jð Þ+ hð Þ− V i, jð Þ+ vð Þ+ ðD i, jð Þ+ dÞ
2

8>>><
>>>:

Then the relation between the stego image and the cover image is given by the
following expressions:
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S 2i− 1, 2j− 1ð Þ=C 2i− 1, 2j− 1ð Þ+ e1 with e1 = h+ v+ d
2

S 2i− 1, 2jð Þ =C 2i− 1, 2jð Þ+ e2 with e2 = h− v− d
2

S 2i, 2j− 1ð Þ =C 2i, 2j− 1ð Þ+ e3 with e3 = v− h− d
2

S 2i, 2jð Þ =C 2i, 2jð Þ+ e4 with e4 = d− v− h
2

8>><
>>:

Since Sði, jÞ and Cði, jÞ are integers then ek must also be integers, and knowing
that h= e1 + e2, then h is necessarily an integer, the same goes for v and d; we
conclude from this that the hiding must be performed in the integer part of the
coefficients Hði, jÞ,Vði, jÞ and Dði, jÞ.

To increase the payload of the method we insert data in two bits of the integer
part of the coefficients Hði, jÞ,Vði, jÞ and Dði, jÞ in such a way that guaranties that
the pixels of the stego image are integers.

The imperceptibility is measured in function of the Mean Square Error (MSE):

MSE= 1
MN ∑

M

i=1
∑
N

j=1
S i, jð Þ−Cði, jÞð Þ2,We remark that:

MSE=
1

MN
∑
M ̸2

i=1
∑
N ̸2

j=1
Eij while Eij = e21 + e22 + e23 + e24 = h2 + v2 + d2

To have a high level of imperceptibility we must minimize the MSE, and this
requires minimizing the absolute value of h, v and d. Since we are dissimulating 2
bits of data in the integer part of the coefficients, the hiding must be done in the 1st
and 2nd least significant bits to minimize the MSE.

H i, jð Þ=± ∑
8

r= − 1
ar2rwith ar =0 or 1

When a bit of data ′′b′′ is hidden in the coefficient bit of weight ′′p′′, the resultant
coefficient is:

H
0
i, jð Þ=± ∑

8

r= − 1, r≠ p
ar2r + b2p

 !
;

Then the difference relative to the weight ′′p′′ is:

hp =H
0
i, jð Þ−H i, jð Þ=± b− ap

� �
2p then hp ∈ − 2p, 0, 2pf g

We can decompose the added values h, v and d as follows:

h= h0 + h1 ; v= v0 + v1 ; d= d0 + d1
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The expression of e1(the same for e2, e3 and e4) becomes:

e1 = e10 + e11 while e1r =
hr + vr + dr

2

The parameters h1, v1, d1 ∈ − 2, 0, 2f g which makes e11, e21, e31, e41 integers, but
h0, v0, d0 ∈ − 1, 0, 1f g. In this case ep0 can be non-integers; to solve this problem
we choose just 2 parameters h0 and v0 to dissimulate data and the third one d0 we
deduce its value, accordingly to h0 and v0, to have ep0 integers and to minimize jdj.

The relation between h0, v0 and d0 is given by the following equation:

d0 = h0 ⊕ v0;while⊕ is the xor bit operator.

The message is divided into packets of five bits b0, b1, b2, b3, b4ð Þ, we hide
b0, b1ð Þ in the 1st and 2nd LSB of the coefficient H i, jð Þ, b2, b3ð Þ in the 1st and 2nd
LSB of V i, jð Þ and b4ð Þ in the 2nd LSB of Dði, jÞ after adding d0 to Dði, jÞ. This
makes the capacity of hiding equal to 3K − 1

4

� �
bit per pixel (bpp).

The values of h; v; d are in the set − 3, − 2, − 1, 0, 1, 2, 3f g. They can be
reduced when they are equal to 3 or –3, this improves the imperceptibility.

After hiding ðb0, b1Þ in H i, jð Þ:

H i, jð Þ=± ∑
8

k= − 1
ak2k

H
0
i, jð Þ=± ∑

8

k=2
ak2k + ∑

1

k=0
bk2k + a− 12− 1

� �

then H
0 ði, jÞ−Hði, jÞ=± ∑

1

k=0
ðbk − akÞ2k =3s; while s=±1

Now we construct a new coefficient H′′ði, jÞ carrying the same embedded data in
H′ði, jÞ and reducing the difference from 3s to a smaller value; b1, b0 are to be kept
unchanged since they carry the hidden data, and a− 1 also cannot be changed
otherwise the stego pixel maybe non integer; hence the expression of H′′ði, jÞ:

H
00
i, jð Þ= ∑

8

k=2
βk2

k + ∑
1

k =0
bk2k + a− 12− 1, We can easily verify that:

∑
8

k =2
βk − akð Þ2k = H

00
i, jð Þ−H i, jð Þ

� �
− 3s

By remarking that ∑8
k= 2 βk − akð Þ2k is divisible by 4, we can deduce that among

±2s, ±1s, 0f g the number H′′ i, jð Þ−H i, jð Þ can only be equal to − 1s:
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then∑8
k=2 βk − akð Þ2k = − 4s, Hence:

H
00
i, jð Þ= ∑

8

k =2
ak2k − 4s+ ∑

1

k=0
bk2k + a− 12− 1 =H

0
i, jð Þ− 4s

H
00
i, jð Þ−H i, jð Þ=H

0
i, jð Þ−H i, jð Þ− 4s= − s=±1

This scheme requires that while adding − 4s the bits b0 and b1 must be not
change, and it is not the case hence H i, jð Þ=0 or ±0.5.

The maximum absolute value of ep is 4, so if a pixel of the cover image is
< 4 or>251 then after the hiding process the stego pixel can fall off ½0, 255�. To
prevent this problem we keep, before embedding data, the pixels of the cover that
are going to be used in the embedding in ½4, 251�:

C i, jð Þ=4 if C i, jð Þ<4
C i, jð Þ=251 if C i, jð Þ>251

�
5ð Þ

The key: To fortify the security of the proposed method we use a random key
that scrambles the hiding location, the order of selection of the pixels where to
dissimilate data is given randomly.

Embedding algorithm:

• Step 1: Read the cover image as two dimensional file (matrix).
• Step 2: Transform the text into a binary sequence appending to it the key and the

length of the text.
• Step 3: Apply the key to select the coefficients where the text is going to be

embedded.
• Step 4: Adjust the values of pixels selected by the key to keep them between 4

and 251.
• Step 5: Perform the 2-D Haar discrete wavelet transform.
• Step 6: Divide the message into packets of five bits, and hide two bits in the 1st

and 2nd LSB of the horizontal coefficients, two bits in the 1st and 2nd LSB of
the associated vertical coefficient, and the remaining bit in the 2nd LSB of the
associated diagonal coefficient.

• Step 7: Apply the Haar inverse discrete wavelet transform to obtain the stego
image.

Extracting algorithm:

• Step 1: Read the stego image as two dimensional file (matrix).
• Step 2: Apply the Haar discrete wavelet transform to the stego image.
• Step 3: Extract the key to select the coefficients where the message is hidden.
• Step 4: Extract the length of the message and the content of the message from

the 1st and 2nd LSB of the horizontal and vertical coefficients and the 2nd LSB
of the diagonal coefficient.

• Step 5: Regroup the message extracted by blocks of 8 bits to obtain the hidden
text.
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4 Experiment Results

In this section, experiments were carried out to test the performance of the proposed
method. We used a variety of images containing some well known ones as
“Baboon”, “Peppers” and “Barbara”, where we dissimulated a text of 1000 bytes.
The proposed work is compared with the method developed by Abu et al. [8] and
the methods of Taouil et al. [9] based on the following criterions:

Imperceptibility: A steganography method is said imperceptible when human
eye is unable to distinguish between the cover image and the stego image. This
parameter is measured by the Mean Square Error (MSE) and Peak Signal to Noise
Ratio (PSNR).

PSNR=10 Log
2552

MSE

� �

Capacity: it refers to the quantity of information that can be dissimulated
without degrading the quality of the cover image.

Security: it is attached to the random nature of the secret message and its
independence from the cover image [10], and defined in terms of undetectability
which is assured when the statistical tests cannot distinguish between the cover and
the stego images, the security can be measured by the entropy between the prob-
ability distribution of the cover image and the stego image, the method is said
ε-secure if the entropy is smaller than ε [11].

D PDc ̸ P̸Dsð Þ= ∫ PDc Log
PDc
PDs

� �
≤ ε

The results shown in tables prove that the proposed method has a high level of
imperceptibility knowing that a steganographic process is considered imperceptible
when the PSNR is beyond 36 dB (Tables 1, 2, 3 and 4).

Figure 2 also illustrates that the proposed work is more imperceptible than the
method of Azman [8], the difference in PSNR is greater than 15 dB. The PSNR
values of the proposed method are between those of the two methods of Taouil [9],
which indicates that the imperceptibility was maintained as almost the same level
while increasing the capacity of embedding from 50 and 75 % bit per pixel to
125 % bit per pixel.

Table 1 MSE, PSNR and
security for the method of
Azman [8]

Method of Azman [8]
Image MSE PSNR Entropy Capacity (%)

Baboon 2.437 44.262 11.841 75
Pepper 0.717 49.571 7.0897 75
Barbara 1.714 45.790 9.6325 75
Boat 2.782 43.685 3.9953 75
Flower 0.827 48.952 5.5758 75

Bridge 1.981 45.161 7.2474 75
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Table 2 MSE, PSNR AND security for the 1st method of Taouil [9]

First method of Taouil [9]

Image MSE PSNR Entropy Capacity (%)
Baboon 0.030 63.301 2.0567 75
Pepper 0.029 63.365 2.8249 75
Barbara 0.030 63.295 8.8921 75
Boat 0.028 63.613 2.5243 75
Flower 0.016 66.025 0.5565 75
Bridge 0.041 61.991 4.3243 75

Table 3 MSE, PSNR AND security for the 2nd method of Taouil [9]

Second method of Taouil [9]
Image MSE PSNR Entropy Capacity (%)

Baboon 0.011 67.491 2.0567 50
Pepper 0.012 67.474 2.8249 50
Barbara 0.011 67.542 7.3928 50
Boat 0.010 67.827 2.5243 50
Flower 0.006 70.180 0.5565 50
Bridge 0.015 66.182 4.3243 50

Table 4 MSE, PSNR AND security for the proposed method

Proposed method
Image MSE PSNR Entropy Capacity (%)

Baboon 0.014 66.524 1.2635 125

Pepper 0.015 66.135 1.2609 125
Barbara 0.015 66.092 5.0706 125
Boat 0.016 65.899 1.8856 125
Flower 0.008 68.616 0.3980 125
Bridge 0.021 64.828 2.6631 125

Fig. 2 Comparison of imperceptibility with Azman and Taouil
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Figure 3 shows the results of PSNR while embedding a variable quantity of data
from 100 bytes to 3000 bytes and adding 100 bytes each time, the values of the
proposed work are between the methods of Taouil [9] and greater than those of the
method developed by Azman [8] showing the high level of imperceptibility. The
capacity of the method of Azman [8] is variable depending on a threshold; in the
experiment this threshold was fixed in a value such as the capacity is 75 %. The first
method of Taouil [9] has a capacity of 75 % while the second one’s is 50 %; in the
proposed method we use four coefficients to hide five bits of the message, this
makes 125 % bits per pixel. The amelioration of the capacity of the methods of
Taouil [9] was successful; it went up from 50 and 75 % to 125 % while the
imperceptibility is on a better level than the 1stmethod and almost at the same level
of the 2nd method.

5 Conclusion

In this paper, a new image steganography method aiming to increase the hiding
capacity of the methods of Taouil [9] and based on Haar DWT is proposed, data is
hidden in the integer part of the details of the transform to overcome the loss of data
caused by the floating point, the hiding is done in the 1st and 2nd LSB of the
coefficients of two sub bands of the details, plus the 2nd LSB of the coefficients of
the remaining sub band. The results showed a high level of imperceptibility and
capacity, the values of PSNR are more than satisfying. As for the security, a random
key that scrambles the locations where data is hidden was used. In the future works
we will extend this method to general case by using the k-LSBs for the integer parts
of the wavelet coefficients.

Fig. 3 Comparison of imperceptibility with Azman and Taouil
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Building HMM Independent Isolated
Speech Recognizer System for Amazigh
Language

Safâa El Ouahabi, Mohamed Atounti and Mohamed Bellouki

Abstract This paper describes the implementation of Hidden Markov Model based
speaker independent spoken digits and letters speech recognition system for
Amazigh language which is an official language in Morocco. The system is
developed using HTK. The system is trained on 33 Amazigh alphabets and 10 first
digits by collecting data from 60 speakers and is tested using data collected from
another 20 speakers. This document details the experiment by discussing the
implementation using the HTK Toolkit. Performance was measured using combi-
nations of HMM 8-states and various number of Gaussian mixture distribution. The
experimental results show that the system have given better recognition rate
85.95 % with 4 Gaussian Mixture. The results obtained are improved in comparison
with our previous work.

Keywords Speech recognition system ⋅ Hidden Markov model ⋅ Gaussian
mixture distribution ⋅ Hidden Markov model toolkit (HTK) ⋅ Amazigh letters
and digits

1 Introduction

Speech Recognition is a technology that allows a computer to identify the words
that a person speaks into a microphone or telephone. It is the process of converting
an acoustic signal into a sequence of words. To recognize the underlying symbol
sequence given a spoken utterance, the continuous speech waveform is first con-
verted into a sequence of equally spaced feature vectors. The task of the recognizer
is to map between sequences of feature vectors and the wanted underlying symbol
sequences. Automatic speech recognition (ASR) is one of the fastest growing areas
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of engineering and technology [1] and there is lot of systems which are developed
for English and other major languages spoken in developed countries [2–7], in the
other hand, spoken alphabets and digits for different languages were targeted by
ASR researchers [8, 9], as for the Amazigh language, many ASR were developed
for digits and letters [10, 11]. Automatic speech recognition systems have been
implemented using various toolkits and software, the most commonly used amongst
them are the Hidden Markov Model ToolKit, Sphinx Toolkit, ISIP Production
System, Julius Open-Source Large Vocabulary CSR Engine, HMM Toolbox for
Matlab etc, among all these tools the HTK toolkit is the most popularly used tool to
design ASR systems, since it is used in building and manipulating hidden Markov
Models, it has applications in other research areas as well. HTK is well documented
and provides guided tutorials for its use. The work presented in this paper aims to
build a HMM independent isolated speech recognizer system for Amazigh language
based on HMM toolkit (HTK). The system is trained on 33 Amazigh alphabets and
10 first digits by collecting data from 60 speakers and it is tested using data
collected from another 20 speakers including both males and females. This paper
details the experiment by discussing the implementation using the HTK Toolkit,
performance was measured using combinations of HMM 8-states and various
number of Gaussian mixture distribution. The article is organized as follows:
Sect. 2 presents a brief description of the Amazigh language. In Sect. 3 we describe
the hidden markov models. While Sect. 4 emphasizes on the description of HTK
toolkit. In Sect. 5, we describe the Amazigh ASR developed, experiments and
results. Finally, Sect. 6 concludes this paper.

2 Amazigh Language

The Amazigh language, known as Berber or Tamazight, stretches over an area that
is so vast in Africa, from the Canary Islands to the Siwa Oasis in the North, and
from the Mediterranean coast to Niger, Mali and Burkina-Fasso in the South.
Historically, the Amazigh language has been autochthonous and was exclusively
reserved for familial and informal domains [12]. In Morocco, we may distinguish
three big regional varieties, depending on the area and the communities: Tarifiyt in
the Northern, Tamazight in the Center and Tashlhiyt in the South-west and the High
Atlas of the country. As regards the Amazigh varieties, there are 2.5 million
Tachelhit-speakers in the south of Morocco known as Sus, 3 million Tamazight-
speakers in the Atlas Mountains, and about 1.7 million Tarifiyt-speakers in the Riff
[13]. In Morocco, the status of Amazigh has achieved the most advanced level,
especially by the foundation of the Royal Institute of Amazigh Culture (IRCAM),
in the Dahir on October 17th 2001, which stipulates that the Amazigh culture is a
“national matter” and, this being the case, is a concern of all the citizens. Like any
language passes throw oral to a written mode, the Amazigh language has been in
need of a graphic system. In Morocco, the choice ultimately fell on Tifinaghe for
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technical, historical and symbolic reasons. Since the Royal declaration on February
11th 2003, Tifinaghe has become an official graphic system for writing Amazigh,
particularly in schools. Thus, the IRCAM has developed an alphabet system called
Tifinaghe-IRCAM. This alphabet is based on a graphic system towards phono-
logical tendency. This system does not retain all the phonetic realizations produced,
but only those that are functional [14–16].

Figure 1 shows the ten Amazigh digits and the 33 Amazigh letters, along with
their transcription in Tifinagh and Arabic correspondence.

3 Hidden Markov Model

Hidden Markov Model (HMM) is very powerful mathematical tool for modeling
time series. It provides efficient algorithms for state and parameter estimation, and it
automatically performs dynamic time warping of signals that are locally stretched.
Hidden Markov models are based on the well-known chains from probability
theory that can be used to model a sequence of events in time. Markov chain is
deterministically an observable event. The most likely word with the largest
probability is produced as the result of the given speech waveform. A natural
extension of Markov chain is Hidden Markov Model (HMM), the extension where
the internal states are hidden and any state produces observable symbols or
observable evidences [17].

Mathematically Hidden Markov Model contains five elements.

1. Internal States: These states are hidden and give the flexibility to model different
applications. Although they are hidden, usually there is some kind of relation
between the physical significance to hidden states.

2. Output: O = {O1, O2, O3, …, On} an output observation alphabet.
3. Transition Probability Distribution: A = aij is a matrix. The matrix defines what

the probability to transition from one state to another is.
4. Output Observation: Probability Distribution B = bi(k) is probability of gener-

ating observation symbol o(k) while entering to state i is entered.
5. The initial state distribution (π = { πi }) is the distribution of states before

jumping into any state.

Fig. 1 Table of the 10 Amazigh digits and 33 alphabets
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Here all three symbols represents probability distributions i.e. A, B and π. The
probability distributions A, B and π are usually written in HMM as a compact form
denoted by lambda as λ = (A, B, π).

In our work, we are using the same kind of HMM. We are using a file called
‘proto’ which contains all necessary information and specifications. This file has
been taken as it is from the HTK book [17]. This prototype ‘proto’ has to be
generated for each digit and letter in the dictionary. Same topology is used for all
the HMMs and the defined topology consists of 6 active states (observation func-
tions) and two non-emitting states (initial and the last state with no observation
function), See Fig. 2.

4 HTK Toolkit

Hidden Markov Model Toolkit i.e., HTK is a portable toolkit developed by the
Cambridge University Engineering Department (CUED) freely accessible for
download after registration at the URL http://htk.eng.cam.ac.uk. It consists of
several library module and C program code and with good documentation (HTK
Book [17]). Precompiled binary versions are also available for download (for
Unix/Linux and Windows operating systems). Apart from speech recognition it has
been applied to character recognition, speech synthesis, DNA sequencing etc. The
toolkit provides tools for data preparation, training, testing and analysis, see Fig. 3.

5 Amazigh Speech Recognition System Using HTK

This section presents the different phases of the development of our system which
are: data preparation, training, test and the analysis of results. It highlights on the
system performance based on HTK.

Fig. 2 Hidden markov model (HMM)—8-states
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5.1 Data Preparation

This phase consists of recording the speech signal. Firstly the data is recorded with
the help of a microphone using a recording tool wavesurfer [18] in .wav format.
The sampling rate used for recording is 16 kHz. The corpus consists of 10 Amazigh
spoken digits (0–9) and 33 Amazigh alphabets each digits and alphabet is uttered 10
times in separated data files, each file containing 1 utterance and so the 10 distinct
digits and 33 alphabets spoken by 80 person results in 19,500 file. Each utterance
was visualized back to ensure that the entire word was included in the recorded
signal, wrongly pronounced utterances were ignored and only correct utterances are
kept in the database.

Before the corpus can be used to train HMMs it must be converted to an
appropriate parametric form and the transcriptions must be converted to the correct
format and use the required labels. Each wav file in corpus was labeled with the
Wavesurfer tools, which results in to 19600 file (.lab). Due to the significant amount
of files, a long time was required to validate this step of labeling signals.

To parameterize audio HCopy is used. In this work, we have used the acoustic
parameters type MFCC. The parameters necessary for acoustic analysis such as
format of input speech files, features to be extracted, window size, window func-
tion, number of cepstral coefficients, pre-emphasis coefficients, number of filter
bank channels and length of cepstral filtering is provided to the HCopy in a con-
figuration parametrisation.conf. The values to these parameters used for our
experiment are given in Table 1.

Fig. 3 HTK tools
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5.2 Training

Before starting the learning phase, the HMM parameters must be properly initial-
ized. The Hinit command in HTK tool is used for initializing the HMM by using the
time alignment algorithm Viterbi from prototypes, and the training data in their
MFCC form and their associated labeled file. This prototype has been generated for
each word in the dictionary. Same topology is used for all the HMMs and the
defined topology consists of 6 active states (observation functions) and two non-
emitting states (initial and the last state with no observation function), see Fig. 2.
This topology is used for all the HMMs. various numbers of Gaussian distributions
with diagonal matrices are used as observation functions and these are described by
a mean vector and variance vector in a text description file known as prototype.
After initialization of models, Hcompv and HRest tool are applied in several iter-
ations to estimate simultaneously all models on all sequences of acoustic vectors
not labeled. The resulting models are improved by increasing the number of
Gaussians for estimating the observation emission probability in a state. The models
have been re-estimated by Hrest and Herest.

5.3 Testing

Once the models are trained, they are tested using the HTK command called HVite.
We have created a dictionary and the word network before executing HVite. HVite
uses the Virterbi algorithm to test the models. As input, HVite requires a network
describing the allowable word sequences, a dictionary defining how each word is
pronounced and a set of HMMs in addition to the result of decoding phase (.mfcc).
HVite will convert the word network to a phone network and attach the appropriate
HMM definition to each phone instance, after which recognition can be performed
on direct audio input or on a list of stored speech files.

Table 1 HCopy
configuration parameters

Parameter Value

SOURCEFORMAT WAV
TARGETKIND MFCC_0_D_A
WINDOWSIZE 250000.0
TARGETRATE 100000.0
NUMCEPS 12
USEHAMMING T
PREEMCOEF 0.97
NUMCHANS 26
CEPLIFTER 22
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5.4 Analysis

Analysing an HMM-based recognizer’s performance is done by the tool HResults.
It uses dynamic programming to align the transcriptions output and correct refer-
ence transcriptions. The recognition results of the test signals are compared with the
reference labels by a dynamic tracking performed by HResult.

5.5 Results

The evaluation of the performance of the speech recognition system was done by
using HTK tool HResults. In HMM training, The system was tested on Baum
Welch algorithm and Viterbi algorithm. Performance was measured using combi-
nations of HMM 8-states and various number of Gaussian mixture distribution
(1, 2, 4, 8, 16, 32), the state was modeled using Left Right (LR) HMM topologies.
After initialization of models (Single Gaussian Mixture), Hcompv and HRest tool
are applied in several iterations to estimate simultaneously all models on all
sequences of acoustic vectors not labeled. The resulting models are improved by
increasing the number of Gaussians for estimating the observation emission
probability in a state. The models have been re-estimated by Hrest and Herest. In
each mixture number, evaluation of the performance of the speech recognition
system was measured by using HResults. The system is relatively successful, as it
can identify the spoken digit and alphabets at an accuracy of 85.95% for speaker
independent approach when the system trained using 8 states-HMM and 4 Gaussian
Mixture, see Table 2. There is possibility that by using more robust model, we can
increase the accuracy further.

Table 2 Results of test

Number of mixture Number of state Word correction rate (%)

1 8 82.66
2 8 84.14
4 8 85.95
8 8 85.83
16 8 85.30
32 8 84.25
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6 Conclusion and Future Works

The system was tested using testing corpus data and the system scored up to
85.95 % word recognition for speaker independent approach. The work has catered
for only an Isolated Digit-Letters Speech data. As much as it has created a basis for
research, it can be expanded to cater for more extensive language models and larger
vocabularies. The system can be enhanced to a larger vocabulary including com-
monly used words; it can be made robust by using larger database for training.
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Performance Evaluation of LT Codes
for Wireless Body Area Network

Nabila Samouni, Abdelillah Jilbab and Driss Aboutajdine

Abstract In recent years the wireless body area network (WBAN) technology

has appeared as a subcategory of wireless sensor network (WSN) to facilitate and

improve the quality of medical care. The reliability of transmissions and energy effi-

ciency in WBAN are studied in this paper by using the Luby Transform (LT) code

as an effective solution, for this we propose to evaluate its performances and adapt

it according to the constraints imposed by WBAN. The validation results show that

this code has not only the best performance but also the best energy efficiency.

Keywords WBANs ⋅ LT code ⋅ ARQ ⋅ Energy efficiency ⋅ Reliability

1 Introduction

In recent years the wireless body area network (WBAN) technology has appeared

as a subcategory of wireless sensor networks (WSNs) to facilitate and improve the

quality of medical care and remote monitoring. WBAN consist of small, portable,

autonomous and intelligent electronic devices called sensor nodes, which are placed

or implanted in the human body and connected together wirelessly. Their objective is

to measure the patient’s vital signs electrocardiogram (ECG), photoplethysmogram

(PPG), electroencephalography (EEG), pulse rate, blood flow, pressure and tempera-

ture (see Fig. 1) and to transfer them to the Personal Device (PD) (named also sink).

N. Samouni (✉) ⋅ D. Aboutajdine

Faculty of Sciences, LRIT Associated Unit with CNRST,

Mohammed V University in Rabat, Rabat, Morocco

e-mail: nabila.samouni@gmail.com

D. Aboutajdine

e-mail: aboutaj@hotmail.com

A. Jilbab

ENSET, Mohammed V University in Rabat, Rabat, Morocco

e-mail: a_jilbab@yahoo.fr

© Springer International Publishing AG 2017

Á. Rocha et al. (eds.), Europe and MENA Cooperation Advances
in Information and Communication Technologies, Advances in Intelligent

Systems and Computing 520, DOI 10.1007/978-3-319-46568-5_32

311



312 N. Samouni et al.

Fig. 1 A wireless body area network system

The objective of this last is collecting all information received from sensors node

and transmitted it to interested doctor and provide him a real-time reporting [1].

Because of the specific constraints of the medical sensor networks, it is diffi-

cult to use the existing norms of traditional wireless sensors networks such as IEEE

802.15.4 (Zigbee) and IEEE 802.15.1. As a result, group of IEEE was launched in

November 2007 known as IEEE 802.15.6 [1]. IEEE 802.15.6 define an optimized

communication standard for WBANs which is a short range, low power and highly

reliable data communication.

Despite the great success of WBANs, many problems still remain open. Take

for example the problem related to the transmission channel, indeed its reliability is

affected by noise and interference phenomena. A multiple reflections and distortions

are highly present, while the patient requires continuous monitoring via a network

that must deliver reports and alerts about their health in an effective manner. Whereas

the reliability is the fundamental requisite of medical application. It is in this context

that is part of our work, which aims to offer a reliable communication in WBAN. In

traditional WSNs, to provide reliable data communication various encoding schemes

[2], including Fountain codes, turbo codes and LDPC (Low Density Parity Check)

codes etc. The most of them are good but just for some scenarios and applications

in WSNs, also cannot be adopted for all fields. They were complicated to implement

in energy-limited WBANs and very expensive in term of energy consumption that is

one of the area requiring more attention in WBAN. Consequently, the data transmis-

sion must consider both low energy consumption and high delivery reliability. The

reliability of transmissions and energy efficiency in WBAN are studied in this paper

by using the Luby Transform (LT) code that is a subcategory of Fountain code as an

effective solution, for this we propose to evaluate its performances by comparing it
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with Automatic Repeat reQuest (ARQ) in terms of energy consumption and bit error

rate (BER).

After this introduction, we organize the rest of this paper as follows: Sect. 2,

concentrates on a brief discussion and some existing works on error correction tech-

niques especially in LT codes. Section 3 presents and compares the BER perfor-

mances and energy consumption of ARQ and Fountain code in WBAN. Finally, in

Sect. 4, we present a conclusion of this study.

2 Methodology

The requirements described in the preceding section indicate that WBAN must sup-

port the combination of low energy consumption and high delivery reliability. In this

section a description of the two major error control techniques will be given. Fur-

ther the principle and some exiting works about these techniques especially about

LT code are discussed.

In view of reliable communication, several solutions have been proposed in the

literature for WSN, and they can be grouped into two major error control modes

one is Automatic Repeat reQuest (ARQ) and the other one is Forward error correc-

tion (FEC). The main idea of ARQ is to retransmit the packets received in error by

the transmitter using an error detection codes to the data. In [3, 4], the energy effi-

ciency has compared between ARQ and other error correcting such as BCH (Bose,

Chaudhuri, and Hocquenghem) and convolutional codes for wireless sensor network,

the results show that the ARQ has the best energy efficiency.

FEC employs error correcting codes which lets the receiver node to detect and

correct errors in data packet if it existed, by adding parity bits (redundancy) to infor-

mation packets before they are transmitted. Several codes have been investigated for

error correction but the choice of error control schemes is very critical in the case of

WBAN.

In this paper, the Fountain code is implemented, because it has numerous advan-

tages. Firstly, this class can be implemented with far less complicated encoding and

decoding algorithms, making such codes easy to be employed in modern commu-

nication systems. Secondly, it can automatically adapted with all channels, reduces

the use of the return channel and it has an infinite yield [5]. In [6], it is shown that by

applying Fountain code in WSN, wireless transmission efficiency and reliability can

be dramatically improved. In [7, 8], the impact of Fountain code on power consump-

tion in wireless sensor network was studied. The results show that this code not only

has the best performance but also has the best energy efficiency. Among the known

Fountain codes, three categories stand out: Random Linear Fountain (RLF), Luby

Transform (LT), and Raptor codes. In the following we consider LT code in favor of

its lower encoding/decoding complexity and we compared it with ARQ.
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2.1 LT Codes

LT codes are the first practical realization of Fountain codes proposed by Luby [2] in

1998. They are rateless, i.e., the number of generated encoded packets are potentially

limitless, and encoded symbols are generated on the fly.

Encoding LT
The principle encoding LT is to combine randomly fragments from K fragments

to be transmitted. For this in a first step, we divide the information transmitted in

K fragments of the same size. In a second step, we select randomly a degree dm ∈
{1,… , k} according to the distribution 𝛺(x) and we assign the XOR of the chosen

d information symbols to the encoding symbol.

Decoding LT
The process decoding is done iteratively by using the Belief Propagation algorithm,

that is based on the fact that the degree of packet 1 may be considered decoded. Thus,

using the previously decoded packet, the decoder iteratively reduces the amount of

encoded packets, until all of the fragments are decoded.

3 Implementation and Results

In this section, we propose to evaluate the performances and energy efficiency pro-

vided by Luby Transform code and ARQ within Wireless Body Area Networks in

order to determine the best performing and most suitable for medical application.

The following simulation parameters were considered (Table 1).

Simulation experiments are performed using IEEE 802.15.6 standard and the per-

formance evaluation holds in terms of energy consumption and BER. In the follow-

ing, we present the effects of two systems peer-to-peer, one with channel coding

using LT code and other without coding (ARQ) see Fig. 2.

Table 1 Simulation parameters

Parameter Type or value

Pt Transmit power 11 dBm

R Transmission rate 20 kbit/s

F Frequency carrier 868 MHz

Nb number of bits per packet 200 octets (ARQ) 250 octets (LT code)

EEle 50 nJ/bit

Eamp 10 pJ/bit/m
2

or 0.0013 pJ/bit/m
4



Performance Evaluation of LT Codes for Wireless Body Area Network 315

Fig. 2 Transmissions with and without coding

3.1 BER Test

This section was conducted to analyze the performances of LT code and ARQ in

terms of BER. An AWGN (Additive White Gausian Noise) channel was assumed

with variance N0/2 (N0 = −111 dBm/Hz) and zero mean, using BPSK modulation.

The results obtained are shown in Fig. 3, it can be observed that the BER decreases

with increasing Signal-to-Noise Ratio (SNR), and on other hand, that the coding

channel of the LT codes performs better than ARQ.

3.2 Energy Consumption

In this section, we first carried out a theoretical comparison of the energy consumed

for LT code and ARQ. Figure 3 shows an example of the transmission scenario for

two systems : with LT codes and without (ARQ) (Fig. 4).

With the ARQ mechanism, source (S) encapsulates each fragment in a data packet

(DATA), and passes one after the other at node Destination (D). After sending each

packet, it waits for a specific time (time out) to receive an acknowledgment. If S has

not received the acknowledgment (ACK) in a given time interval, it retransmits the

packet until it receives the acknowledgment. Note that the acknowledgment process

is performed for each data packet individually and the process keeps repeating until

the transmitter receives an ACK, or a specific number of retransmission is reached. In

contrast, in case with LT code, each packet transmitted by S is encoded by the linear

combinations XOR of a number of moieties selected from K. S sends consecutively

an unlimited number of packets encoded to D without waiting for the acknowledg-

ment for each packet Data (DATA) sent. When the recipient receives enough packets

(about K + 𝜖) to decode correctly, it does send only a single packet to acknowledge
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Fig. 3 Performance in terms of BER versus SNR for coding channel with LT code

Fig. 4 Comparison

acknowledgment

mechanisms for ARQ and

LT code
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receipt of K fragments. The number of acknowledgment transmission attempts is

reduced from K to 1 in relation to the previous case.

Energy Model for ARQ and LT Code
In general, the energy of communication represents the largest portion of the energy

consumed by a sensor node and it is determined by the quantity of data (s) and trans-

mission distance (d). According to [9], the energy consumed for the transmission, of

one packet can be decomposed as:

Ep = ET (s, d) + ER(s) + Eack (1)

whereET ,ER andEack is the energy consumed in transmission, receiver and acknowl-

edgement respectively see Fig. 5, where Eelec and Eamp represent the energy of elec-

tronic transmission and amplification respectively.

The total energy consumed in the sensor node for communication with LT code

to transmit K fragments of information is given by:

ELT = (K + 𝜀 − 1) . 1
𝛾dt

.

(
ETLT + ERLT

)
+ 1

𝛾ack
.

(
1
𝛾dt

.

(
ETLT + ERLT

)
+ Eack

)
(2)

with 𝛾dt and 𝛾ack is the transmission probability and acknowledgement probability

respectively.

ETLT = ET + Eenc and ERLT
= ER + Edec is the energy consumed in transmission

and receiver in case with LT code respectively. Eenc and Edec represent the energy

used to encode and decode LT respectively LT. Consumption to the calculation

process of these energies is small and can be neglected compared to the energy con-

sumption required for the transmission radio.

For uncoded channel (ARQ), the total energy used to transmit K fragments of

information can be expressed, in the form:

ETARQ = K. 1
𝛾ack

.

((
1
𝛾dt

.

(
ET + ER

)
)
+ Eack

)
(3)

Electronic
Transmitter

Electronic
ReceiverAmplifier

d

message
with s bits

message

with s bits

ET

Eelec ∗ s

= ETelec(s) + ETamp(s, d)

Eamp∗ s ∗d2

ER= ERele(s)

Eelec ∗ s

Fig. 5 Radio energy model



318 N. Samouni et al.

Fig. 6 Energy consumption as a function of the distance

To validate this theoretical comparison, we consider a WBAN deployed on the

body of a person with height 1.6 m. The network is composed of 7 nodes (left palm,

ECG, glucose, right palm, temperature, lactic acid, and EEG). The energy consump-

tion of ARQ and LT codes, as a function of the distance with K = 1000 packets and

the number of packets sent plotted in Figs. 6 and 7 respectively.

From Fig. 6 the results clearly show that the system using LT code has better

energy efficiency than that using ARQ and consumes less resources. Also, the results

displayed in Fig. 7 founds that the transmission with the LT code is less gourmand

in energy.

Despite the number of data packets transmitted in case using LT code, the sim-

ulations results and theoretical comparison show that this code provides not only a

good performance but also good energy efficiency. This happens because the sends

of acknowledgment packets can occur for each packet, while for LT, it is just for

the last packet which can be transmitted, as well as consumption to the calculation

process is small and can be neglected compared to the energy consumption required

for the transmission radio. We also conclude that the usage of ARQ is limited for

WBAN due to the additional retransmission energy cost and overhead.
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Fig. 7 Energy consumption as a function of the number of packets sent

4 Conclusion

It is well known that the reliability of transmission for application medical is very

important because the reports and patient health alerts must delivered in a perfect

manner. This paper has studied the reliability of transmissions and energy efficiency

by using the LT code as a best solution, and compared it with ARQ scheme. We

simulated and verified that LT code has the best performance not only in BER, but

also in resources and energy consumption.

Due to the cooperative characteristic of the WBANs, our future work will be

devoted to the study of cooperation between nodes to improve system performance.
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Wireless Sensor Networks in Biomedical:
Wireless Body Area Networks

Bahae Abidi, Abdelillah Jilbab and Mohamed E.L. Haziti

Abstract A wireless sensor networks can be used in several applications to moni-

tor certain parameters like smart homes, agriculture field monitoring and healt care

monitoring. In this work, we propose a routing protocol for wireless body area net-

work, to transfer data with minimum energy consumption and longer network life

time, we use a multi-hop topology and we evaluate the performance of our approach

by simulations.

Keywords Wireless sensor networks ⋅ Wireless body area networks ⋅ Multi-hop ⋅
Routing ⋅ Clustering ⋅ Stability ⋅ Energy consumption

1 Introduction

A wireless Sensor Network (WSN) [1] refers to a group of dispersed nodes dedi-

cated for monitoring and recording the physical conditions of the environment and

organizing the collected data at a central location. Every nodes is connected to one

or sometimes to several sensors depending of the topology of the network, each of

which is small, lightweight and portable. A sensor network has typically several

parts.

The four parts which forms the sensor node are sensing unit, processing unit,

communication unit and power supply unit. The deployment of the sensor node can

be random, regular or mobile to produce a high-quality of information in WSN. To

send the captured data from differents nodes at the base station, the network use
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a routing protocol. Routing [2] is forwarding data from source to destination, the

route between both extremities is determined by many techniques relatively to the

application field. Many routing protocol developed for wireless sensor networks, it’s

a system of digital rules for exchanging data between all the nodes in the network

and achieves it to the base station with an energy efficient manner.

The available types of sensors [3], their small sizes and the decrease in cost of

micro-sensors have expanded the domains of application of sensor networks. The

potential application of sensor networks include differents domains: industrial au-

tomation, automated and smart homes, video surveillance, traffic monitoring, air

traffic control, robot control, Medical device monitoring.

The application in a medical context requirer operation at low power consump-

tion. This is one of the most important constraints, because each node must operate

at reasonable temperatures. Another constraint is related to the quality of informa-

tion sent by the network, indeed the patient’s state is primordial and any error can be

harmful. Biomedical sensors are used solely in health monitoring applications, this

would have a radical impact on the quality of life of patients and treatment success

rates.

Wireless body area networks (WBANs) are a new generation of wireless sensor

networks, they are new emerging sub-field of wireless sensor network, where wire-

less sensors are placed on the human body, the use of wireless body area network

technology reduces the expenditures of patient in hospital.

The paper is organized in following order. In Sect. 2, we provide an introduction of

wireless body area network, while Sect. 3 deals with our motivation, Sect. 4 describes

the proposed protocol. Performance and simulation results are presented in Sect. 5.

Finally, Sect. 6 gives conclusion.

2 Wireless Body Area Network

Wireless Body Area Network (WBAN) [4], a new generation of wireless sensor net-

works. These networks are composed of tiny biomedical nodes, dedicated to ensure

a continous monitoring of vital parameters of patients. A Wireless body area net-

work [5] consists of low power devices operating on, in or around the human body,

to serve a variety of application including medical. Although WSNs and WBANs

share many difficulties, such as miniaturization. The main challenges in terms of re-

search remain in the biomedical and healthcare monitoring application. Indeed, the

evolution of WBANs [6] should follow the increasing development in the medical

domain. Its main objective being to ensure constant monitoring of patient at home

or at work.
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The WBAN [7] can be medical or non- medical. Medical WBAN can be relegated

as wearable WBAN and implantable WBAN, and we have three types of nodes used:

∙ Implant node: Implantable nodes are those nodes which are placed inside the hu-

man body just below the sink.

∙ Body surface node: Body surface node is those nodes which are placed on the

surface of the human skin.

∙ External node: External nodes do not have any contact with the human skin.

Multiple sensors communicate with a mobile phone using wireless interfaces

forming a WBAN, these sensors are used to sense, process and transmit the vital

sign of the human body and biological informations to the sink node in real time

such as, pressure, temperature, electromyogramme (EMG), Glycmie and electrocar-

diogram (ECG). Doctors can then access in real time to the data collected by the sink

node and do the treatment according to the requirement (Fig. 1).

The WBAN use the IEEE 802.15.6 [9]. The IEEE 802.15.6 working group had

a number of success stories in the realization of the international standarization for

WBAN, it established the first draft of the communication standard of WBAN, op-

timized for low power on or in body nodes.

Fig. 1 WBAN: wireless body area network
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3 Motivation

The Energy consumption in WBANs is crucial [8], especially in implanted biosen-

sors, since they are inaccessible and difficult to replace. So, different energy efficient

routing schemes are used to forward data from body sensor to medical server. In ther-

mal aware routing protocol, where each node selects the minimum hop rout to the

sink is based on thermal heat nodes, which can change another optimal route. The

Cascading Information retrieval by Controlling Access with Distributed slot Assign-

ment (CICADA) routing protocol employs a spanning tree structure [10]. Another

clustering based routing protocol known as Anybody [11] has features to restrict the

sensor nodes to transmit directly to the sink, which affects the CHs selection mech-

anism . Also Quwaider and Biswas [12] proposed a delay tolerant protocol. Sta-

ble Increased- throughput Multi-hop protocol for Link Efficiency in wireless body

area network (SIMPLE) [13] is a novel routing protocol for WBANs, he use a cost

function to select appropriate route to sink. Cost function is calculated based on the

residual energy of nodes and their distance from sink. Nodes with less value of cost

function are elected as parent node. Other nodes become the children of that parent

node and forward their data to parent node. Two others nodes has critical and impor-

tant medical data (ECG and Glucose monitoring), they are placed near to the sink,

so they forward their data direct to the sink. It is not required that these two node

deplete their energy in forwarding data of other nodes. Adaptive Threshold-based

Thermal-Aware Energy-efficient Multi-hop Protocol (M-ATTEMPT) [14], this pro-

tocol supports mobility of human body with energy management. To save energy,

sensor node increase and decrease their transmission range for single hop and multi-

hop communication. If two routes are available then route with less hop-counts is

selected, if two routes have same hop-count then route with less energy consump-

tion to the sink is selected.

To increase the lifetime of our network and minimize energy consumption, we pro-

pose a new scheme, our contribution includes:

∙ Multi-hop routing is the best choice for wireless body area networks, that one has

to deal to minimize energy.

∙ Node stay alive for longer period, and consume less energy, so our proposed

scheme achieve a long stability period.

4 Our Contribution

We assume a wireless body area network that is hierarchically clustered. In our pro-

tocol, the clusters are reestablished in each round, the energy is reduced by dividing

the algorithm in a concrete steps as below:
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4.1 Deployment of Sensor

The first step is plotting the sensor node in the network randomly, we have 8 sensor

nodes implanted in the human body with an initial energy Eo.

4.2 Gateway Node Election

The nodes are dispersed randomly in the human body, Eo is the initial energy of

normal node. A gateway node, is a node who routes data to base station. The node

chance of being a gateway node is evaluated to it’s physical characteristics, such as

the internal energy and the distance between the node and base station. The selec-

tion of gateway node consists, firstly to calculate the distance between all nodes and

base station, store them in a specific array, choose the appropriate one according to

mentioned features.

4.3 Clustering Process

The first step in clustering process, is to elect a cluster head, then the cluster forma-

tion. All nodes except the gateway node will participate in the formation of clusters.

In every round, each sensor node generate a random number between 0 and 1 to de-

terminate if node will become cluster head or not, then compares this number with

the value of the threshold given by Eq. (1), if the number chosen by each node is less

than the threshold value, the node become a cluster head for current round.

T(n) =

{ P
1−P×(rmod 1

P
)

n ∈ G

0 otherwise

equation (1)

where P = K/n, k is the expected number of CHs in the round, n is the number of

nodes in the network. The value r is the round number. G is the set of nodes that

have not been a CH in the last (r mod(N/k)) rounds. After election of cluster head

each normal nodes should to connect with the nearest cluster-head, to construct the

clusters. The cluster-head aggregate the received data and send it to the appropriate

gateway node.

4.4 Connects Each CH with the Appropriate Gateway Node

Knowing that the gateway node will route all data to base station, each cluster-head

(CH) must to connect to the appropriate gateway node. In order to consume less
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energy, each cluster-head try to connect to the nearest gateway node. So, the distance

between the cluster-head and gateway node are calculated, if the distance between

gateway node and cluster-head is smaller then the distance between Cluster-head and

base station, the gateway node will be adopted.

4.5 Collection and Transmission

To reduce energy consumption, a multi-hop communication was adopted, the data

was send to the sink through the gateway node, the key idea is to combine data from

differents sensors to eliminate redundant transmissions and reduce the number of

data transmission, and this according to our topologie, because a large part of the

energy is lost during the transmission and reception.

In our concept, node will transmit data, if and only if sensed value is greater

than the current value. So, nodes will transmit data, if difference between currently

sensed value and the value stored is equal or greater then the value stored in the

node. According to this concept, cluster members nodes collect data, transmits to

their cluster-head nodes. Each cluster head fuse the receiving data from all its cluster

members, then send it to its gateway node. The main task for gateway node is to send

this receiving data to base station. Each node will check these energetics remains

after accomplish its transmission assignment, if energy is above a 0, the iterations

continue and all alive nodes can execute the step above again.

5 Simulation and Results

The performance of our routing protocol are evaluated by comparing these results

with that of SIMPLE and ATTEMPT, protocols cited in Sect. 3. The performance

evaluation holds in terms of energy consumption via simulation using IEEE 802.15.6

Standard, with 8 sensor nodes implanted in the human body. The following simula-

tion parameters were considered (Table 1).

To compare these protocols, the performance below are taken into consideration:

5.1 No of Dead Nodes

The network life time represents the total network operation time till the last node die,

dead node is the node in the network which has an energy remaining. For that we use

the first node die per round to measure the lifetime of our network. The simulation

show that the first node die for SIMPLE protocol die in round 4437, for ATTEMPT

these nodes die early, on the other side, for our proposed protocol the first node die

untill the round 5596 (Fig. 2).



Wireless Sensor Networks in Biomedical . . . 327

Table 1 Simulation parameters

Simulation parameters

Parameter Value

Size of network 1 × 0.6

Number of nodes 8

Deployment Randomly

Sink location 1 × 0.25

Initial energy 0.5

Number of round 10000

Fig. 2 First dead nodes per rounds

5.2 No of Alive Nodes

The second metric adopted is the number of alives nodes, the stability period is the

time in which all node in network are alives and by analyzing the number of alives

node, we decide the network life time. Figure 3 show the number of alives nodes

per rounds for the 3 protocols. Our protocol and untill the round 5500 keep all the

8 nodes alives, then in round 5596 the first node die. Therefor based on Fig. 3, our

protocol is better compared to others protocols.
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Fig. 3 Alives nodes per rounds

6 Conclusion

The major constraint in the wireless body area network (WBAN) is the quality of

information sent to the doctor to ensure the monitoring of the patients. In this paper,

we present a routing protocol taking into account this constraint when data are routed

in WBAN. The proposed scheme uses the concept of the gateway node to route data

to the destination, based on the energy of node, the distance between node and also

with the easier aggregation used to keep energy, maintain quality of information and

to avoid a redundant data. Our simulation results shows that the proposed routing

protocol improve the network stability and lifetime. It can be concluded that our

protocol will perform in large as well as in small sized networks.
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Information Technology Governance
in Public Sector Organizations

Amine Laita and Mustapha Belaissaoui

Abstract There is a huge paucity of empirical researches on Information Tech-
nology Governance (ITG) in public sector organizations even with the noticeable
growing importance of IT in the public sector through several IT projects. ITG
happens to be one of the most important levels of governance. It is an important
approach to structure process through relational mechanisms. There is little evi-
dence that success in implementing ITG reforms leads to morerapid and inclusive
economics. This paper aims to study the importance of ITG in public sector
organizations. The public sector is considered to be a set of organizations with the
mission to serve citizens. Furthermore, this paper is going to come up with the
answer to an essential question which is if ITG should rely on stable functions of a
public sector organization, or should it consider broader and more evolving
objectives touching the whole government?

Keywords IT ⋅ Governance ⋅ Public sector ⋅ Framework ⋅ Standards

1 Introduction

This work finds its motivation in the scarcity of empirical research concerning ITG
in the public sector. There is a noticeable presence of information system projects in
the public sector and in other projects dedicated in this sense. Additionally gov-
ernance happens to be an important variable that structures the process through
relational mechanisms. ITG is an important is a part that starts to gain more and
more important place in governance pyramid.

ITG can be defines from 3 point of view:
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• Entreprise “an integral part of enterprise governance and consists of the lead-
ership and organizational structures and processes that ensure the enterprise’s IT
sustains and extends the organization’s strategies and objectives” [1].

• IT and business fusion “IT governance is the organizational capacity exercised
by the board, executive management and IT management to control the for-
mulation and implementation of IT strategy and in this way ensuring the fusion
of business and IT” [2].

• Decision-making “IT governance is defined as specifying the decision rights and
accountability frameworks to encourage desirable behavior in using IT” [3].

The purpose of this paper is to discuss the importance of ITG in the public
sector. Nonetheless public sector is gathering of organizations aiming to serve
citizens. In this sense, this paper is going to answer a question of huge importance
to see if ITG should rely on stable functions of a public sector organization, or
should it consider broader and more evolving objectives touching the whole
government.

2 Research Gap

Which ITG framework to be implemented for an effective ITG in public sector
organizations.

Should ITG rely on stable functions of a public sector organization, or should it
consider broader and more evolving objectives touching the whole government?

• What is the level of involvement of ITG in public sector organizations?
• What is the effective approach to be used in public sector organizations (Local

or global)?
• At what level the IT objectives should be aligned with public sector objectives?
• What added value does IT bring to public sector?
• At what level external relations influence decision making mechanisms?

3 Literature Review

IT governance (also termed Information Systems (IS) governance) consists of the
leadership, organisational structures and processes that ensure that an organisation’s
IT sustains and extends its strategies and objectives [4]. IT governance aims to
ensure that the expectations and achievements from IT are matched, and that the
risks associated with IT are controlled. In particular IT governance focuses on the
strategic alignment between an organisation’s use of IT and achievement of its
business goals and objectives, an issue which is also important in public sector
organizations. As IS is positioned within organisational settings and involves
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people, IT (IS) governance considers much broader issues than technology. These
issues include policy, planning, culture, training and change management. As it is
now well accepted that poor IT governance is the major explanation for failure to
achieve the goals from IT-related projects.

In a survey conducted by the IT governance Institute [5] it was found that the top
ten management problems include inadequate view on how well IT is performing,
non-alignment between IT and business strategies and the higher cost of IT with
low return on investment.

The need for effective IT governance is also becoming essential in the public
sector, in which increasingly we see a variety of fragmented IT initiatives and
activities, with loss of synergies and exploitation of economies of scale. The need is
equally amplified by, alongside resources constraints, relatively lower IT literacy,
culture and leadership, basic citizens competing needs and priorities. Also on the
fact that the sector is complex and its effectiveness is characterized by a need for
intra and inter-organizational synergies that call for common and effective strate-
gies, services, communication, collaboration and accountability to multiple stake-
holders [3]. These problematic governance related issues in the sector stem from IT
strategic planning and implementation to management, support and monitoring
[1, 5]. As a result effective integration of ICT and indeed ICT-enabled transfor-
mational government in these environments needs consistent strategic alignment of
IT and business goals in order to increase efficiency in public service delivery and
meet stakeholders’ expectations [4] (Fig. 1).

Fig. 1 Concepts and
definition of the ITG. Laita
(2016)
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4 ITG Standards and Frameworks

4.1 COBIT (Control Objectives for Information
and Technology)

COBIT is one of the most commonly accepted systematic approaches for ITG. The
framework provides process descriptions and resents activities in a manageable and
clear structure. Its mission is “…to research, develop, publicize and promote an
authoritative, up-to-date, internationally accepted IT governance control framework
for adoption by enterprises and day-to-day use by business managers, IT profes-
sionals and assurance professionals.” [1] Johannsen and Goeken justify the strong
and increasing public interest in COBIT with its ability to bridge the well known
gap between a company’s business interests and its IT.

The COBIT framework has been developed by the Information Systems Audit
and Control Association (ISACA), and the ITGI and was published in its first
version in 1996, followed by the second edition in 1998, and the third edition in
2000, and the fourth edition in May 2007. The latest version 5 was released in June
2012.

IT is not surprising, when historically looking at the development of COBIT by
the audit and control association ISACA, that COBIT clearly focuses on IT con-
trols. One of the primary purposes is o help defining goals for strategic alignment
and performance measurement, but also to provide metrics an practices for risk
management and performance measurement. The ITGI defines resource manage-
ment as a separate domain, which is an integral part of the Value Creation domain
for this analysis [6].

4.2 ITIL (Information Technology Infrastructure Library)

The IT Infrastructure Library (ITIL) was published by the UK-based Office of
Government Commerce (OGC), ITIL is another frequently in literature discussed
framework for IT governance and follows a similar concept like COBIT by pro-
viding standards and best practices. The basis for ITIL V3’s success is its operating
relevance for all IT-using parties within an enterprise, from small IT departments to
external service providers. With focus “… on a much broader range of organiza-
tional IT and business capabilities than earlier releases, this new version will help
those using the framework in more ways than previously. Historically seen, ITIL is
a neutral collection of best practices, concentrating especially on service support
and service delivery in its second version. The intention of ITIL is to enhance the
compatibility with the IT service management norm ISO. IT service has become a
more integrated part of business function, which is why ITILV3 now supports
establishing an IT management approach. Nevertheless, IT service Management is
still only a part of ITG. An important aspect is the consideration of IT as a business
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itself, rather than treating it as a separate function. Some goals and valuable
highlights of this de facto-standard for IT service management are:”

• Alignment exclusively towards business usage;
• Primary focus on the Service Life Cycle processes as a second priority;
• Support for the fulfillment of the compliance requirements (SOX, Basel ….)
• Basis for Balanced Scorecard;
• Learning organization at the centre of interest;
• Coordination with the ISO/IEC 20000 standard;
• Agile and adjustable Service Design;
• Assistance with the management of Service Providers;
• Improved measurability and traceability of real added values.

4.3 ISO/IEC 17799 (International Organization
for Standardization and the International
Electrotechnical Commission)

The ISO 27002 standard is titled “Information Technology—Security Techniques-
Code of Practice for information security management” and has replaced the former
ISO 17799 standard in july 2005. The name has changed due to its international
acceptance while contents remained the same. For the following proceeding both
labeling will be used with the same contextual meaning.

ISO 27002 belongs to the family of the ISO 27000 series of standards and is
closely related to the ISO 27001 standard. The latter provides a specification for an
information security management system that intents” … to serve as a single ref-
erence point for identifying the range of controls needed for most situations where
information systems are used in industry and commerce.” It is a code of practice for
information security that outlines potential control and control mechanisms. In
comparison, the ISO 27002 standard “…established guidelines and general prin-
ciples for initiating, implementing, maintaining and improving information security
management for an organization.” This standards defines information security
policy as the managerial alignment of security issues by integrating the manage-
ment for an organization-wide security policy [Müll2003, 3].

It also treats information like a valuable business asset for the organization that
constantly calls for protection. Therefore, the main goal is to ensure confidentiality,
integrity and availability of critical information. This protected information ensures
business continuity, minimized business damage, and maximized return on
investments and capitalizing on business opportunities.
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4.4 Val IT

The availability of information transforms capital investment decisions into busi-
ness decisions based on the probability of alternative strategic assumptions. From
the opposite perspective, an organization’s business decisions depend on invest-
ment decisions. Since IT governance has changed the role of IT to an integrated
organizational part, measuring and managing IT investments have become a more
difficult business matter. In early times of simple IT management, a calculated
budget was distributed to an IT project with responsibility for IT investment. In
2006, the lack of investment and management structures has resulted in the Val IT
initiative by the ITGI due to company-wide IT integration.

Val IT is based on the COBIT framework and focuses on investment decisions
and the realization of its benefits, while COBIT focuses on the implementation of
demand processes. It extends and complements COBIT from both the business and
the financial perspective with the purpose of creating real business value from
IT-enabled investments. Where COBIT provides a framework for the means of
creating value, Val IT provides guidance on meeting the end.

IT governance includes leadership and commitment from the top management.
In contrast to ITIL, for example, this framework does not focus on operating
processes rather than on top level decision making. The Val IT framework
specifically provides guidance for executives in order to help understand their roles
in business investments. If managed well within effective IT governance, the Val IT
initiative provides significant opportunities to create value.

Albeit the ITGI Global Status Report 2008 still reports occurring problems with
applying Val IT, 50 % of the respondents plan to apply this framework, but are not
familiar with the brand itself. The major obstacles to adopting the framework’s
principles include uncertainly regarding the return on investment and lacking and
experience [7].

4.5 Discussion About IT Governance Standards

Frameworks like COBIT and ITIL tend to result in descriptions of what to do. In
comparison, frameworks with high abstraction levels tend to offer more detailed
descriptions on how to execute activities for improving IT governance. From this
point of view, mapping two frameworks facilitates and extends solving of problems
in certain cluster. If, for example, both frameworks are control-oriented, efficiency
could still increase by offering a more detailed description of processes. In other
words, none of the criteria are mutually exclusive, if another one fits.
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5 Difference Between Public and Private Sector

See Table 1.

6 IT Governance Versus IT Management

See Fig. 2.

Table 1 A summary of differences between sectors

Attribute/factors Sector
Public Private
Public service Semi-government Non-profit Private

Goals Multiple and
intangible

Multiple and
tangible

Multiple Specific and
tangible

product Provide services
and public goods

Sell services Provide
services

Profit

Achievement
measured by

Political efficiency
and achieving
policy mission

Sustainability of
service provision

Achieving
mission

Financial
profitability and
efficiency

Environmental Less incentives for
productivity

May have more
incentives than
government

No
incentives,
uses
volunteers

More incentives

More legal and
formal constraints
—red tape

Less formal
constraints

No red tape No red tape

Political influences Some political
and market
influences

Free of
influences

Market influences

Proprietary
versus shared IT

Shares IT
resources,
applications and
technical help

IT is proprietary
to give an edge

Lacks in
sharing of
resources

Treats IT as
proprietary to stay
ahead and
competitive

Sources Caudle et al. [3], Kraemer and Dedrick (1996), Dawes et al. (2004), DCITA (2005)

Fig. 2 Governance versus
management

Information Technology Governance … 337



7 ITG Conceptual Framework for Public Sector
Organizations

Be in the public or private sector, IT governance can be deployed using a com-
bination of processes, structures and relational mechanisms. Processes could be
monitoring, decision-making, service level agreements (SLAs), balanced IT
scorecards; structures may include IT councils, committees (like IT strategy com-
mittee, IT steering committee); while mechanisms could be business partnerships,
shared learning, stakeholder participation and collaboration between functional
areas or workgroups. framework. Each aspect is indispensable to successful IT
governance [8–10] (Fig. 3)

Fig. 3 Conceptuel framework: IT governance in public sector. Laita (2016)
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8 Conclusion

Bozeman and Bretschneider (1986) first hypothesized that the differences between
the public and private sectors require different principles in the fundamental
management of organizational information systems. It is imperative that further
research is conducted to capture and better understand these fundamental differ-
ences, even as they relate to IT governance. Evidently, a ‘one-size-fits-all’ approach
is not appropriate when studying the two sectors, and failure to address the dif-
ferences will be ‘a mistake’ [11] when studying IT governance. Acknowledging the
scarcity of empirical research done in this area, further studies are clearly needed to
establish the IT governance approaches that work best in a public sector context and
whether the adopted approach depends on the functions of a government agency.
A study on the contribution of IT governance to service delivery in government will
be another important area to investigate, as well as the extent to which IT is aligned
with the objectives of different government agencies. Another possible area of
research could be investigating what threat is posed by shrinking IT funds to IT
governance in the public sector, the influence this might have on service delivery
and possibly how it can be avoided.

It is also necessary to examine organizational activities and the mechanisms
necessary for effective implementation of IT governance in the public sector.
Subsequent research could replicate prior studies from the private sector in the
public sector, and thereby provide empirical evidence for the differences between IT
governance in the two sectors as discussed in this paper. Also, an investigation
could reframe the underlying IT governance theories and develop alternatives to a
public service organization. It is hoped that this paper has highlighted some of the
significant differences between the public and private sector, which are pertinent to
consider when addressing IT governance. Hopefully, the issues raised will provide
motivation for empirical research to examine what is currently an under researched
area in IT governance.
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Toward a Big Data Platform to Get Public
Opinion from French Content
on the Web/CMS

Abdelkader Rhouati, El Hassane Ettifouri,
Mohammed Ghaouth Belkasmi and Toumi Bouchentouf

Abstract Public Opinion is a very important criterion of making political decision.
However, obtaining it is a difficult task. So far the only efficient way is using
surveys, on the net or by asking people directly. In this work we introduce the
implementation of a new platform based on Big Data approach and named POK—
abbreviation of Public Opinion Knowledge, which is a solution to get the public
opinion from French content published on the Web/CMS, and also presented as an
alternative of surveys.

Keywords Big data ⋅ Web ⋅ CMS ⋅ Content ⋅ Data ⋅ Public opinion ⋅
Hadoop ⋅ NoSQL ⋅ Web mining ⋅ Survey ⋅ Jsoup ⋅ Casandra ⋅ OpenNLP

1 Introduction

The arrival of the web 2.0 on the last decade has changed the habits of the world.
All things are passing on the net. The world now is expressing his ideas and his
convictions on the net by articles and comments. We talk about Public Opinion on
the internet. In fact, the web 2.0 also make possible to created a new approaches and
strategies to know how people are thinking and what they really want? Be able to
answer this lasts two questions are very important, especially to the political class,
which must take the appropriate decisions.
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Till now the unique way to get an idea about Public Opinion is to use surveys. In
our last Work [1] we propose an alternative to this method, that fills its disad-
vantages which can be summarized in reduced and insignificant specimen of people
and the huge time in aggregating and processing of responses. Our new approach is
based on a Big Data System, that use articles and comments from the internet to get
the Public Opinion about a given subject. This new approach contains basically 4
steps: data extraction, data management, modeling and processing of data and
display of results.

This work is carried out to present a platform that implement this new approach.
The platform is called “Public Opinion Knowledge (POK)”.

This article is organized in different sections. Section 2 presents the general
context of our Work, and brief reminder of our approach. Sections 3, 4, 5 and 6 are
respectively present the detail of the four steps of the approach. Finally, a con-
clusion and future works will be presented in Sect. 7.

2 Context General: From the Approach to the Platform

2.1 The Impact of Web2.0 on the Emergence
of Public Opinion

The public opinion is a major factor of the political and economic decisions of all
governmental organisms. In fact, a respectful politician can’t ignore the public
opinion on any action. More his actions are consistent with the public opinion more
they will be appreciated and supported. However, the public opinion is becoming
more complex to measure. On one hand, because it’s continuous evolution
depending on events and news of every day. And on other hand it is measurable
almost using a single and basic method: “the Surveys”, which does not evaluate in
the last decade, even if it was developed in a technical way using surveys diffused
on web2.0: web sites, blogs, newsletter and social networks. So we need a new way
to measure a public opinion that must be fast, simple and on real time.

With the explosion of the Internet and the emergence of Web 2.0, the public
opinion has changed. It is no more only a discussion on Radio or TV, at confer-
ences or even over coffees. The public opinion can be now an article on blogs, a
comment on social networks, etc. Briefly any content on the Web represents a part
of public opinion. It presents a huge unexploited data.

In fact, the goal of POK Platform is studying this data published by users on the
web to get out a positive or negative public opinion on a given topic.
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2.2 New Approach Based on Big Data to Get Public
Opinion from Web Content

Our last work [1] was an introduction to new approach to get Public Opinion from
web Content based on Big Data. This approach is based on 4 steps:

• Data source: consists on the extraction of data from several web sources.
• Data management: consists in modeling data and proceed to store it on a NoSQL

storage platform.
• Modeling: consists in using a Web mining process to analyze data.
• Result: consists in visualizing the results and distinguish the positive and neg-

ative opinion of people.

This approach is explaining on the following figure (Fig. 1):

2.3 The Objective Behind the Realization of “POK”

The functional design of the platform is based on distributed computing in order to
addressing the problem of massiveness of data to process. After the step of
extracting data (articles and comments) from blogs on the web and directly from
database of CMS, then saving this data in a Big Data database, we will apply an
algorithm of Web Mining in order to deduce the public opinion from all stored data.
In order to optimize the Web Mining treatment, a distributed system of several
machines will be used. The following figure explains the 4 steps (Fig. 2).

Fig. 1 A new approach to get Public Opinion from web content based on Big Data
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3 Step 1: Data Extraction

3.1 Data Extraction from Blogs

The extraction of data from blogs is based on HTML code of web pages. The
extraction of every single information, for example title or author, is done using a
CSS Selector configuration.

+ Normal Pagination: The normal pagination is based on a single link (href) for
every page. It’s usually displayed on top or bottom of page, and contains two main
links “next page” and “previous page”, and also the list of links of pages.

+ Ajaxed Normal Pagination: It has the same display of Normal Pagination, but
it uses a unique link (href) to all pages. The information of any page are retrieved
with an “Ajax request”.

+ Endless Scroll Pagination: In this type there is no need to display the pagi-
nation block. The next articles are retrieved on scrolling page, and with an “Ajax
request”.

The figure bellowing explain the algorithm used in this step (Fig. 3):
As seen in the functional analysis, we are driven to extract the data—articles and

comments—from blogs on internet. This extraction must be made from the HTML
content of pages returned by HTTP requests. An HTML content extraction tool
seems to be the adequate solution to our problem.

Fig. 2 The functional design of POK platform using a distributed system
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Before embarking on a technical choice we conducted a comparative study on
three existing solutions, the following table shows the result of the comparison:

Tools Prog. Lang License Last update Parse html Clean html Update html

Jsoup Java MIT (a) 08/2015 Yes Yes Yes

Jaunt API Java Jaunt (b) 01/2016 Yes Yes No

Html Cleaner BSD Java BSD (c) 12/2015 Yes Yes No

a. MIT License is permissive free software license
b. Jaunt license is a specific license of product that contains many constraints
c. BSD License is a permissive free software licenses, imposing minimal restrictions on the redistribution of
covered software

The final choice is the use of JSOUP API [2, 3], firstly because that it can change
the HTML code, which is required to have a valid code processing and secondly
because of its MIT license which is no restrictive license. So, Jsoup is very con-
venient to retrieve and manipulate data, using the best of DOM, CSS selectors, and
several methods inspired by Jquery. Jsoup implements the WHATWG HTML5 [4]
specification, and builds the DOM arborescence in a similar way that modern
browsers.

3.2 Data Extraction from CMS

Data extraction from CMS sources is an option when we can offer a direct access to
database. For this type of extraction, we will use DB2EAV API [5], that make
possible to retrieve data from any databases which are based on EAV schema. So
using the DB2EAV API we fetch all existing articles and comments of several Web
Site, as explain on Fig. 4.

Fig. 3 The algorithm of extraction data from Blogs
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4 Step 2: Data Saving on NoSQL Database

The basic need to NoSQL [6] is the performance. To meet this need corporate
developers such as Google and Amazon have made compromises on the ACID [7]
properties of relational Database. These compromises on relational concept enabled
RDBMS to release their brakes to horizontal scalability. Another important aspect
of NoSQL is that it caters to the CAP [8] theorem which is more suitable for
distributed systems.

To choose the NoSQL database type to will work on it, you must initially make a
comparison between the various existing kinds. A different types of NoSQL
database existing as explain on [9]. As we have already mentioned in previous
sections our solution is supposed to use homogeneous data (as textual content), and
these data are distinguished between two types of content, Articles and comments,
the ideal choice for our case is to opt for a Column-Oriented database.

At first we focus our comparison on the criterion of the type of recording data
supported by Database system. The following table illustrate a comparative of most
popular NoSQL System.

Data base system Type of data Our decision

Casandra (http://cassandra.apache.org/) Columns Ok
MongoDB (https://www.mongodb.org/) BSon (Json Binary Format) Ko

(continued)

Fig. 4 The approach of extraction data from directly access to CMS’s databases
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(continued)

Data base system Type of data Our decision

CouchDB (http://couchdb.apache.org/) Documents, Json Ko
HBase (https://hbase.apache.org/) Columns OK
Riak (http://basho.com/products/riak-ts/) Key-value Ko

Finally, we decided to use Hbase because it is built on top of Hadoop HDFS (the
physical architecture that wants to establish), which makes it a strategic choice for
our case, but also because it is in coherence with CAP theorem. Hbase, an open
source version of Bigtable [10], is a data management system for a distributed
environment and coupled to the Hadoop platform, indeed Base is an infrastructure
over Hadoop. Hbase can store data by columns, allowing it to greatly reduce
information search time. In Hbase, data is managed in large tables, called htable and
composed of rows and column families. The column families are constructed from
several columns, called also qualifier. The rows are identified by a unique value
(equivalent to the primary key in the relational database). The data, or the value, is
stored in a row and a specific column. But several entries can be made to one
location. This is called version data at different time, stored on timestamp format.

For better management of the memory space, data is still stored as bytes in
Hbase. Hbase is written in Java. So a Java API is available to communicate with it.
Whatever other means of communication with Hbase have been implemented:
Hbase shell [11], Hive [12], Pig [13], API JRuby [14], Cascading API [15].

5 Step 3: Web Mining

5.1 Overview of Web Mining Constraints Applied
to a French Text

Data-Mining, also known as Web-Mining [16] when data is taken from the web, is
a knowledge discovery process. It aims at extracting knowledge from large amounts
of data, by automatic or semi-automatic methods. The concept of data mining is
born of the need to search in very large databases in order to extract relevant
information to be used to make decision on a very large number of domains.
WebMining have a standard process known by a several steps [17].

Investigate an opinion from a given French text is the act to determine if the
opinion is positive or negative about certain subject. However, all texts are char-
acterized by a several aspects of natural languages, which is very complexes.
Indeed, the identification of the presence of a word which expresses a positive
opinion, as “belle” (beautiful), “super” (super), “facile” (easy), or a negative
opinion, as “mal” (evil), “Hanteux” (shameful), “villain” (bad), is not enough to
classify the entire text. For example, the sentence “Belle voiture” (as beautiful car)
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expresses a positive point of view identified by the presence of the adjective “belle”
(as beautiful). But, the affirmation “pas belle voiture” still contains the word “belle”
(beautiful) but the opinion of the sentence was reversed by the presence of the
particle of negation “pas” (not). Thus, implementing an algorithm that represents
the subtleties of the French language is a complex task that requires an advanced set
of linguistic knowledge.

• Lexical Level: Basically, it defines the lexical errors as the manifestation of a
lack of language proficiency. However, the lexical errors in our case are also due
to various possible orthographic forms generated by the use of Tchat language
or/and by the use of abbreviations to not exceed the limit of text characters on
blogs.

• Syntactic Level: The data that we manage is in the form of free text, the analysis
may be confronted with various Syntactic forms. These do not always meet the
grammatical standards of the French language. Thus, the language used by some
users is spontaneous. Words are not always used in their original form, for
example “jolieee” (beautiful) with serval “e” to express the superlative form.

• Semantic level: The semantic level has a set of difficulties. The first one is in the
multiple meanings of words, which can make an ambiguous meaning and create
misunderstandings. The second one is in the negation. Usually the sentence
negations are recognizable by the use of particle “NE”, N″, NI″, plus verb and
the particle “Pas, AUCUN, Plus…”. But in some cases we can use Only one
particle “Pas or NE”. The third one is in the use of some tenses in French, as
conditional, can change the meaning. The use of the conditional in French can
expresses a negative opinion, while the used verb expresses a positive feeling.

• Pragmatic level: This linguistic level implies a general background knowledge
of the situation. This often includes elements outside the language, different
personal information (age, sex, social status). However, an automatic analyzer
can not have contextual knowledge. So this level will never be handled with
POK Platform.

5.2 “OpenNLP” as Solution of WebMining

OpenNLP [18] is a JAVA library that allow an automatically treatment of text. It
takes care on tasks of grammatical libeling and named entities extraction. The main
features and characteristics of OpenNLP library can be resumed on [19].

Before any analyze of text, it’s must be standardized. We decided in the
beginning to use an existing tool which allow the normalization of rules applied on
sentences. However, those tools do not respond perfectly to our need. Indeed, we
have specific and determined actions to implements on the goal to cleaning text. For
this, we decide to conceive and develop our self preprocessing model based on java
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classes java. lang.String java.util.regex.Pattern and java.util.regex.Matcher that
contain pretty advanced support for regular expression. The following table
explains the actions of cleaning.

The analysis algorithm based on OpenNLP to scoring every sentences and texts:

1. Divide the text on list of sentences using sentence Detector
2. Divide each sentence of the list into words (token) through tokenization

OpenNLP
3. Mark each word.
4. Develop a data dictionary. This is a set of files (key, value) whose key is a word

(positive, negative, negative particle, adverb) and value is one of the following:
Positive, Negative, AdverbePlus (eg: trop, très, plus…), AdverbeMoins (eg:
Moins, peu…) or Negation

5. Tag every word based on all dictionary files, as it takes as tag: Positive,
Negative, Particle denial or Amount of adverb placed before or after a token of
positive or negative.

6. Making a scoring algorithm of sentences with following operations:

+ If the word is positive the score of sentence is incremented by 1.
+ If the word is positive but it is preceded or followed by a negative particle
score is reduced by 1.
+ If the word is positive and it is preceded by an adverb (très, trop) the score
increments of 2.
+ If the word is negative score is reduced by 1.
+ If the word is negative but it is preceded or followed by a negative particle
score increments by 1.
+ If the word is negative and it is preceded by an adverb (très, trop) score is
reduced by 2.

7. Then the score of a text is the sum of the score of all sentences which construct
it.

6 Step 4: Display the Results—Implementing
the Web Mining in Hadoop Framework

Hadoop [20] is an open source framework developed in Java, it’s also a project of
the Apache Foundation since 2009. It is intended to facilitate the development of
distributed applications, enabling the management of thousands of nodes and
petabytes of data. Hadoop is based on two products, the first is the “Hadoop
Distributed File System”. The second is the MapReduce programming model. In
Hadoop, the different types of data (structured or not) are stored in the HDFS [21].
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There given a high-performance data access in distributed clusters. When HDF
collects a given data, the system divides the information into several blocks and
distributes them on multiple nodes in the cluster, which then allows parallel pro-
cessing. The file system copies each data brick several times (three times by default)
and distributes copies of each of the nodes, placing at least one copy on a separate
server in the cluster.

MapReduce is a design pattern developed in Java and invented by Google, in
which calculations are performed in parallel, and often distributed to potentially
very large data, typically greater than 1 petabyte. The principle is to break down a
task into several smaller tasks, or more precisely cut a task involving very large
volumes of data in identical tasks on subsets of the data. The tasks (and their data)
are then dispatched to different servers, and the results are collected and consoli-
dated after. The upstream phase of task decomposition, is the part map, while the
downstream phase, the consolidation of the results is the reduce part.

In order to implement the module of the processing on the data stored in HBase
harnessing the power of Hadoop MapReduce model, we have developed three
classes necessary to run a Hadoop MapReduce program. So, we proceeded as
follows:

• The first class “Driver class”: The driver class is the main class of the program.
It informs Hadoop about the different types and classes used, as Mapper class
and Reducer class, the input and output files… etc.

• The second class “Mapper Class”: The Mapper class is responsible for
implementing the method of the map program.

• The third class “Reducer class”: The Reducer class is similar to the Mapper
class. It implements the reduce method of map/reduce program.

The following diagram explains the approach of a MapReduce operation within
our algorithm of Web-Mining (Fig. 5):

Fig. 5 Implementation of data mining algorithm in Hadoop MapReduce
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7 Conclusion and Future Works

In this paper we presented the POK platform, as Public Opinion Knowledge based
on the tool Hadoop Big Data, and allowing getting a public opinion from French
content extracted from the web/CMS. We also provide detailed engineering design
of the platform and the implementation of each layer. POK platform is currently in
its final recipe phase. This will lead us to our next work which we will communicate
about a real use case with concrete results. Then we would like to discover other
Web-Mining analysis algorithm and tools, such as GATE Framework [22], then we
will to implement to the POK Platform and carry out a comparison with the API
OpenNLP.
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Parallel Implementation of the Multi
Capacity VRP on GPU

Abdelhamid Benaini, Achraf Berrajaa and El Mostafa Daoudi

Abstract We present a parallel implementation of an heuristic for the multi
capacity vehicle routing problem on GPU. This algorithm involves two kinds of
decision: the selection of a mix of vehicles among the available vehicle types and
the routing of the selected vehicles. The proposed algorithm computes in parallel an
initial solution (tours), and then calculates in parallel all the possible cases to obtain
the more suitable vehicles to be used. Finally an improved procedure of the cost of
all pairs of neighboring tours on GPU, is developed. In order to highlight the
performance of our approach, Ochi (in Parallel and distributed processing, 216−224
[11]) and Karagul (in GU J Sci 27(3):979−986 [7]) test problems and random
problems are used. Obtained experimental results on GPU outperform other
implementations in execution times and quality of solutions. This means that our
algorithm is well suited to the computational power of the GPU and our imple-
mentation exploits efficiently the power of the GPU.

Keywords VRP ⋅ Multi capacity ⋅ Parallel algorithm ⋅ GPU ⋅ CUDA

1 Introduction

The Vehicle Routing Problem (VRP) is an NP-Hard combinatorial optimization
problem. Several variants of this problem are well studied because of their
importance in the fields of logistics and transport. Among them the classical VRP,
the VRP with time windows, with fleet size and mix vehicles, with split delivery,
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and recently the searches are focused on electric and green VRP. The literature on
the methods that solve VRP is vast and large including exact heuristics and
meta-heuristics methods. In this paper, we are interested by VRP with multi
capacity [2, 4, 5, 7, 11, 12]. This last can be modeled by directed graph G = (V, A),
where V is the set of n + 1 nodes, node 0 represents the depot, while the remaining
nodes 1, …, n corresponds to the n cities (or customers). The cost of the arc
between cities i and j is noted cij and represents the distance between i and j. The
demand of city i is noted di. The fleet is composed of m different types of vehicle.
Each vehicle of type of k has a capacity Ck and is associated with a fixed cost Fk
which can be seen as rental costs [7, 11, 16].

The multi capacity VRP is clearly NP-Hard problem as it reduces for m = 1 to
the classical VRP.

A feasible tour Rk = (i1, i2, …., it), with i1 = it = 0 and i1, …. , it is a simple
circuit in G and k is the type of the vehicle used to realize this tour, that is the total
demand of the customers visited in Rk does not exceed the vehicle capacity Ck.

i.e., ∑
t− 1

h= 2
dih ≤Ck. The cost of the R

k tour is the sum of the costs of the arcs forming

the tour (traveling distance) plus the fixed cost of the vehicle associated with it i.e.,

cos t Rk
� �

=Fk + ∑
t− 1

h= 0
cihih+ 1. As in Karagul [7] and in Ochi [11] we assume that

the number of vehicles of each type is unlimited and the vehicle capacity and cost
types satisfy C1 ≤ C2 ≤ …. ≤ Cm, and F1 ≤ F2 ≤ …. ≤ Fm.

Several algorithms are proposed to solve this problem. The first one was pro-
posed by Golden et al. [16]. They suggested five adaptations of Clarke and Wright’s
algorithm to the multi capacity VRP, among them the combined savings that
extends the concept of saving to include fixed vehicle cost. Tabu search based
procedures are presented in Gendreau et al. [17]. Renaud and Bactor [12] proposed
a sweep-based heuristic for the multi capacity VRP which generates a number of
tours that are serviced by one or two vehicles (1-petal or 2-petal). The selection of
tours and vehicles to be used is then made by solving a set-partitioning problem
having a special structure. Dell’ Amico et al. [4] develop a constructive insertion
heuristic for the multi capacity VRP with time windows.

In this paper, we propose a parallel algorithm in three steps that solves this
problem and we describe its implementation on the GPU (Graphics Processing
Unit). To our knowledge, few parallel and/or GPU implementations that solve the
VRP are proposed in the literature. Li et al. [9] propose a parallel simulated
annealing algorithm based on GPU-acceleration to solve a large scale VRP with
time windows. Uthayopass [15] a fast software for solving the pickup and delivery
problem with time windows using GPU cluster. Lekaez et al. [8] present an
implementation of genetic algorithm to find a solution of TSP on GPU. Szymon and
Dominik [13] solve the multi criteria discrete optimization of distance constrained
VRP using parallel tabu search on GPU. Genetic methods on GPU are presented by
Talbi [14], other GPU implementations are local search for TSP [6],
Constraint-based local search [1], Pickup and Delivery Problem with Time
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Windows using GPU Cluster [15], Solving Multi-criteria VRP by Parallel Tabu
Search on GPU [13], we have proposed a GPU implementation of an algorithm
based on the Clarke and Wright algorithm that solve the multi depot VPR [3].

The remainder of this paper is organized as follows. In Sect. 2, we present the
outline of the proposed algorithm and their three principal steps: partition in sectors,
construction of the initial solution and finding the more suitable type of vehicle for
each tour of the initial solution and improving the obtained solution by using the
2-Opt that we adapted to GPU. Section 3 is devoted to the implementation of our
algorithm on GPU. In Sect. 4, we present the experimental results and we compare
them to those of Ochi [11] and of Karagul [7] and also we discuss the efficiency of
our implementation.

2 The Proposed Algorithm

To find a feasible solution to the VRP with multi capacity having an efficient cost,
we must conceive an algorithm that tests the maximum possible solutions in rea-
sonable time execution. The concept and power of GPU can achieve this aim. So
we propose an algorithm that tests a maximum of feasible solutions in parallel. The
three principal steps of our parallel algorithm are:

Step 1: Partition the multi capacity VPR into Ns independent sub-problems (Ns
sectors). Each of them is considered as a Traveling Salesman Problem
(TSP) and follows the construction of an initial solution in parallel using
any algorithm that solves the TSP. For this, we use the Clarke and
Wright algorithm, noted CW.

Step 2: Compute all feasible solutions in parallel for each sector using all types
of vehicles. i.e. calculate all costs of routes to deserve the sector using all
types of vehicle and then select the vehicle with the minimum cost to
deserve this sector.

Step 3: Improve the result using the 2-Opt principle that we adapt to GPU
concept.

In the following, we will detail each of these steps:

2.1 Partition of the VRP into Ns Sectors

As in [3], each city is defined by its polar coordinates (θi, ρi) with the depot at (0, 0).
The cities are numbered by increasing angle θi ≤ θi+1, for each 1 ≤ i ≤ n.
A more general study of the partition in sectors can be found in [10]. In the example
of Fig. 1, cities are numbered so that the city 1 is the city whose θ angle (θ1) is the
smallest. If two cities have the same θ angle then they are numbered in increasing
radius ρ. We partition the set of cities into sectors such that the demand of each
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sector is less than the maximal capacity Cm. The choice of this capacity is not
random indeed with this capacity we will make sure that the sector is saturated with
the maximum of cities.

Let S1, …, SNs these sectors and Si = {ri − 1 + 1, …, ri}, with r0 = 0, and ri is

the unique integer satisfying: ∑
ri

k = ri− 1 + 1
dk ≤Cm < ∑

ri + 1

k= ri− 1 + 1
dk for 1 ≤ i<Ns, and

∑
rNs

k = rNs− 1 + 1
dk ≤Cm for i = Ns. Here, hi = ri − 1 is the number of cities in Si. Each Si

can be served in one tour with vehicle of capacity Cm and Si U {ri + 1} cannot be
served in one tour by any vehicle. Hence, we can use any TSP algorithm to
construct a tour that serves Si in minimum cost. In our case we use CW algorithm
which we adapted to GPU implementation.

Figure 1 shows an example of partitioning cities into 4 sectors: S1 = {1, 2, 3, 4,
5}, S2 = {6, 7, 8}, S3 = {9, 10, 11, 12}, S4 = {13, 14, 15}. For this example, we
have assumed that:

d1 + ⋯+ d5 ≤ Cm < d1 + ⋯+ d6, d6 + ⋯+ d8 ≤ Cm < d6 + ⋯+ d9,
d9 + ⋯+ d12 ≤ Cm < d9 + ⋯+ d13, d13 + ⋯+ d15 ≤ Cm.

Fig. 1 Partitioning the cities in sectors
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Construction of the Tour for each Sector
Each sector is a set of cities where the sum of their demand does not exceeds the
maximum vehicles capacity Cm. So any TSP algorithm can be used to construct a
tour that serves Si. We have used the CW algorithm and implemented it on GPU to
construct these tours. Therefore CW will be called in parallel, for S = S1, …, SNs to
construct Ns initial tours R1, …, RNs. Recall that the CW algorithm is based on the
computation of saving for combining two cities into the same tour. Initially, each
city is considered to be on separate tour the parallel GPU implementation of CW is
given in [3], many techniques that improve this algorithm are proposed where the
definition of saving is modified [10]. Each sector is considered as an independent
TSP solved by a single tour with vehicle of type m. We construct these tours
Ri
m = CW(Si) for i = 1, …, Ns, in parallel.

2.2 Finding the More Suitable Vehicle for Each Sector

In the previous section, we partitioned the problem into Ns-TSP using the capacity
Cm, and then used the CW algorithm in parallel to obtain an initial solution.

Now we will calculate for each sector all possibilities when using all vehicle
types. We do this in parallel exploiting the parallelism of the GPU. Indeed, each Ri

m

is treated independently of other tours and hence the Ns tours will be treated in
parallel. Precisely, let the tour Ri

m = (c1, …, cti) then for each type k of vehicle, we
partition Ri

m, starting with c1 to cti and conversely starting with cti down to c1, into
sub-tours, …, that can be served by vehicles of type k. Finally we select the type k*
that minimize the cost(Ri

k) + Fk.

At end of this step, the tour Ri
m is partitioned into a set of sub-tours Ri1

k*, …, Rit
k* all

served with vehicle of type k*. We find in parallel the best type of vehicle for each
Ri
m, for all 1 ≤ i ≤ Ns. To simplify the notations, let us note R1

k1, …, Rt
kt the

obtained tours from the initial solution R1
m, …, RNs

m . (Note that Ns ≤ t).
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2.3 Improvement of the Initial Solution

The k-opt concept [4, 5] is applied to sets of k tours by removing cities from some
tours and inserting them into another one for a saving in travel distance. In our case,
we do this between pairs of adjacent tours Ri and Ri+1 and we adapted the move() and
swap() to the multi capacity case. A move of cities from Ri to Ri+1 or from Ri+1 to Ri

could reduce the cost of these two tours. Similarly, swaps of cities between Ri and
Ri+1 could reduce the cost of these two tours. This process of moves/swaps of cities
between pairs of adjacent tours is iterated in order to minimize the global cost of the
multi capacity VRP. These operations are done between pairs (R1, R2), (R3, R4),…,
(Rt-2, Rt-1) in parallel, and between (R2, R3), (R4, R5),… , (Rt-1, Rt) since these pairs
are also neighbor tours. As well as for the odd even sort steps, we apply alternatively
these two steps. Call Opt(R, R′) the function that consists in move/swap cities
between R and R′ tours. The Improve of the solution (R1, …, Rt), is the following:

In the following we precise these two operations (move() and swap() functions):

2.3.1 Move a City C from Rk to R′k′

The city c can be moved from Rk to R′k′ if there is k1 (type of vehicle) such that
demand(R′ + c) = demand (R′) + demand (c) ≤ Ck1 and if the operation is
gainful that is if the total cost of the new tours is less than that the old one i.e.:

cost(R− c) + Fk2 + cost(R′ + c) + Fk1 < cost(R) + Fk + cost R′
� �

+Fk′

where k2 is the type of vehicle used to serve the tout (R − c) necessary k2 ≤ k.
The tour (R − c) is obtained from R by replacing the path i − c − j by i − j in R and

cost(R− c) = costðRÞ− cic − ccj + cij.
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The tour (R′ + c) is obtained from R by inserting c in R′ at the location that
minimizes the obtained cost. That is, if c is inserted between i′ and j′ then the edge
i′ − j′ of R′ will be replaced with the path i′ − c − j′ and the

cost(R′ + c) = cost R′
� �

− ci′j′ +ci′c + ccj′ = min
i, jin R′

cost R′
� �

− cij + cic + ccj

2.3.2 Swap Two Cities C and C′ Between Rk and R′k′

The swap of a cities c and c′ between R and R′ is done if there exist two vehicle
types k1 and k2 such that demand(R − c + c′) ≤ Ck1 and the demand
(R′ − c′ + c) ≤ Ck2, and if the operation is gainful that is if the total cost of the
new tours is less than that the old one i.e.

cost R− c + c′
� �

+Fk1 + cost R′ − c′ +c
� �

+Fk2 < costðRÞ+Fk + cost R′
� �

+Fk′

c is replaced by c′ in R and c′ is replaced by c in R′ (c and c′ can be inserted in R
and in R′ in more appropriate places).

3 The GPU Implementation

Now we explain the GPU implementation of the proposed algorithm, and the
CUDA C syntax, the blocks, grid and the kernel for each part of our algorithm on
GPU. We first recall the GPU architecture.

3.1 The GPU Architecture

Graphics Processing Units GPU is actually available in most of personal computers.
They are used to accelerate the execution times of variety of problems. The GPU
consists of a large number of lightweight stream processors that are capable of
performing many simple calculations in parallel. The smallest unit in GPU that can
be executed is called thread. Threads (all executing the same code and can be
synchronized) are organized into blocks of equally sizes and blocks are organized in
grid that represent one kernel. Blocks are independent and cannot be synchronized.

A simplified GPU architecture is given in [3]. The memory hierarchy of the GPU
consists of three levels: (1) the global memory that is accessible by all threads.
(2) the shared memory accessible by all threads of a block and the local memory
(register) accessible by a thread. Shared memory has a low latency (2 cycles) and is
of limited size (48 Kb for the GeForce). Global memory has a high latency (400
cycles) and is of large size (4 GB for the quadro). So, each class of memory has a
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different data access time. Thus a carful consideration must be taken in program-
ming a GPU.

An entire block is assigned to a single SM (Stream Multiprocessor). Several
blocks can run on the same SM. Each block is divided into Warps (32 threads by
Warp) that are executed in parallel. The programmer must control the block sizes,
the number on Warps and the memories access. GPU provide massive computation
when the needed operations are properly parallelized.

The following steps summarize the proposed GPU implementation of our par-
allel algorithm for the multi capacity VRP.

3.2 Outline of the Implementation

Our implementation includes the following five steps:

1. DataCopy_to_GPU(); //copy to GPU D the distance matrix
//D(0:n,0:n),the demands d(1:n), the capacity C(1:m) and the fixed costs F(1:m).

2. Partition_into_sectors(); //Partitioning the VRP into Ns Sector (Ns-TSP).
3. Find_Initial_solution(); //Solving the Ns TSP by CW algorithm
4. Find_Best_vehicle(); //Find the more suitable type of vehicles for each TSP
5. Improve_solution(); //Improve iteratively the solution using 2-Opt().

In the following we explain each of these steps.

1. We use the classical CUDA function cudaMemcpy () to transfer the data from
CPU to GPU. However parallel programming with CUDA requires a precise
methodology and careful consideration must be taken in utilizing the different
memories of the GPU [3, 14]. Here the D matrix is distributed to the shared
memory of each block of threads as we will see latter. The demands, the
capacity and the fixed costs are duplicated in each shared memory.

2. The construction of sector is intrinsically sequential and is done by the CPU.
3. We use CW to find in parallel the Ns tours for the Ns sectors Ri = CW(Si)

i = 1, …, Ns. Each Ri is computed on a block of hi × hi threads; where hi is the
number of cities in the sector. Since, in CUDA we can define only uniform
size’s blocks of threads, we use blocks of hxh threads with h = max(hi). The
needed data for computing Ri are the columns ri, …, hi + ri and the capacity C1,
…, Cm and the fixed costs F1, …, Fm. Using CUDA syntax, the blocks, grid and
the kernel CW() are defined as follows:

dim3 dimBlock(h,h); dim3 dimGrid(Ns,1);
CW < ≪dimGrid,dimBlock ≫>(Si);

4. Each tour Ri is treated independently of the other tours on a block of hxh
threads. Hence, the Ns tours are treated in parallel on Ns blocks. Precisely, let
Ri = (c1, …, cti) then for each type k of vehicle we partition Ri, starting with c1
to cti and/or starting with cti down to c1, into sub-tours Ri1, …, Ris that can be
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served by vehicles of type k. Finally we select the more suitable type k* that
minimize the cost(Ri1) + Fk* +⋯ + cost(Ris) + Fk*. A block of m thread is
used to find k* for each tour Ri. Since Ns blocks each of m threads are used to
find the type of vehicle that minimizes the cost for Ns tours Ri. Hence, with
CUDA syntax, the blocks, grid and the kernel Find_Best_vehicle() are defined
as follows:

dim3 dimBlsock(m,1);dim3 dimGrid(Ns,1);
Find_Best_vehicule < ≪dimGrid,dimBlock ≫>(Si);

5. Recall that the Opt(R, R′) procedures which are based on the move/swap
operations are done between adjacent pairs of tours R and R′. The move()
operation is launched on bloc of h x m threads, each thread treats one city of the
route R which can be moved to the neighboring tour R′. We use the second
dimension of block to find the suitable type of vehicles for the tours after the
move if any. Similarly the swap operation is launched on 3 dimensional of h ×
h × m threads. A thread of coordinal (i, j, k) deals with city i of R and city j of
R′ and a vehicle of type k after the swap(i, j) if any. The Opt(R, R′) executes in
parallel and calculates the gain of each move/swap operations and choose the
greatest profit. Since both operations require the same data we will start each
tour in a block and each operation in dimension of block (move in the first
dimension and swap in the second dimension). Hence, this treatment is done on
a two-dimensional grid where each dimension of the block launches a set of
threads in the form of three-dimensional however every operation uses only the
number of threads that needs to do its treatment.

dim3 dimBlock(h, h, m); dim3 dimGrid(Ns,2);
Opt < ≪ dimGrid, dimBlock ≫>(tours);

As we have already seen each Opt(Ri, Ri+1), 1 ≤ i ≤ Ns, is executed on bloc
with shared memory and requires all distances between cities c and c′ of these two
tours which are stored in blocs Di and Di+1 of the matrix D as shown in Fig. 2. So
Di and Di+1 must be stored in the shared memory Mi of the bloc Bi. Now, if c is
moved from Ri to Ri+1 then we must update the shared memories Mi−1, Mi and
Mi+1 as shown on Fig. 3a. Similarly, a swap of c and c′ between Ri and Ri+1 needs
to update Mi−1, Mi and Mi+1 as shown in Fig. 3b.

Mi-1
Mi

Mi+1

0 r1 ri-1 ri ri+1               ri+2

D1 … Di-1 Di Di+1 Di+2 …

Fig. 2 Data repartition on the shared memory
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4 Experimental Results

The proposed method is tested under the 12 sample problems given in by Golden
et al. [16] and theses results are compared with those of Ochi [11] and Karagul [7]
(the well known benchmarks for this problem). As shown in the table below, our
algorithm gives better solutions (in term of costs) for the most of these problems
(Table 1).

In the following we compare the execution times of the CPU versus GPU of our
GPU implementation. We have used Nvidia GeForce, 1 Gb, with 48 CUDA cores
(1,17 GHz) and an i3 with 4 core (2,4 GHz) as CPU. So the optimal acceleration,
for this hardware, cannot exceed 8. In Fig. 4 we compare the CPU versus GPU
execution times for each problem of Golden. The obtained results show that the
execution times are reduced on GPU for all studied problems and the acceleration
factor reaches 8 for problem number 18.

The Fig. 5 gives the execution times of the CPU versus GPU for random
problems. In these problems the coordinate of customers is randomly generated and
the number of vehicles types is chosen as follow. The problems with a number of
customers less than 50 use 3 types of vehicles. The problems with a number of
customers between 50 and 80 use 7 types of the vehicles and the problems with a
number of customers greater than 80 use 9 types of the vehicles.

Move c from Ri to Ri+1 Swap c,c’ from Ri to Ri+1

c c                       c  c c’ c’

Di-1 Di Di Di+1 Di+1 Di+2 Di-1 Di Di Di+1 Di+1 Di+2

Mi-1 Mi Mi+1 Mi-1 Mi Mi+1

Fig. 3 Updating the shared memory in the move/swap

Table 1 The qualities of the results in term of costs

Problem number Best know solution Ochi Karagul Our algorithm

3 961.03 1088.70 999.20 983.51
4 6437.30 7324.70 7324.7 7408.5
5 1007.10 1153.00 1097.4 1053.03
6 6516.50 7031.40 7031.40 7112.1
13 2406.40 2670.70 2680.20 2539.6
14 9119.00 9214.40 9214.40 9423.1
15 2586.40 2800.10 2861.20 2745.02
16 2720.40 3063.80 2899.00 2890.7
17 1734.50 2088.90 1954.10 1934.0
18 2369.70 2992.40 2986.50 2603.1
19 8661.80 9599.20 9824.80 9702.1
20 4039.50 4459.10 4498.90 4375.2
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Here the acceleration factor is greater than 8 for n = 120 and this means that our
algorithm is adapted meadows with the power of the GPU. Clearly, the increase of
data size (number of cities and number of types of vehicle) might increase the
acceleration factor.

5 Conclusion

In this paper, we have presented an algorithm and its GPU implementation for
solving the multi capacity VPR. This algorithm exploits efficiently the parallelism
of the GPU. Indeed, our solution computes in parallel an initial solution (tours) in
one step and then improves this initial solution by selecting the best vehicles that
minimize the cost. We adapted the move() and swap() procedures to the multi
capacity case and we used them to improve in parallel the costs of all pairs of
neighbor tours.

Our parallel algorithm gives feasible solutions with a best cost and in a very
interesting time compared to the known others proposed solutions [7, 11]. To our
knowledge, this is the first implementation on GPU of such class of heuristics that
solve the VRP with multi capacity. Actually, we work to extend this approach
(heuristic and GPU implementation) to the electric and green VRP and to the
dynamic VRP.
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Backslide Based Correction for MAC
Layer Misbehavior in Wireless Networks

Mohamed El Fissaoui, Abderrahim Beni-hssane and Mostafa Saadi

Abstract In this paper, we present an enhanced scheme to handle MAC layer
misbehavior in wireless networks. It’s known that IEEE 802.11 wireless LAN
medium access control (MAC) provides transmission fairness to nodes in a net-
work. But some nodes can take advantage and modify its MAC to improve its own
performance at the expense of other nodes. To handle these misbehaving nodes, we
use a backslide strategy to react against the misbehaving nodes, which is based on
the number of times the misbehaving nodes they misbehave. Extensive simulation
results are presented to validate our proposed strategy by improving honest nodes
throughput and then the performance of the network.

Keywords Mac layer misbehavior ⋅ Wireless networks ⋅ IEEE 802.11

1 Introduction

Wireless ad hoc networks also known as IBSS—Independent Basic Service Set are
networks formed by connecting computers using a wireless medium without an
infrastructure. Ad hoc networks follow the IEEE 802.11 standard [1] for wireless
networks.

The main advantage of The IEEE 802.11 standard for wireless networks is its
fairness method to access to the medium for all nodes in the network. But some
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nodes can deviate from the standard and modify its MAC (Medium Access Control)
to increase its access to the medium at expense of other nodes in the network.

In this paper a novel backslide strategy to penalize misbehaving node(s) and to
improve honest nodes throughput is proposed and validated by simulation.

The rest of this paper is organized as follow: In Sect. 2 we briefly present IEEE
802.11 standard for wireless networks. In Sect. 3 we discuss the MAC layer mis-
behavior. In Sect. 4 we give an overview on related work. In Sect. 5 we present our
proposed scheme. Simulation results are presented in Sect. 6, while Sect. 7 con-
cludes the paper.

2 IEEE 802.11 Standard for Wireless Networks

In IEEE 802.11 standard for wireless networks there are two modes that can be used
by nodes to access the medium: Distributed Coordination Function (DCF) or Point
Coordination Function (PCF). The IEEE 802.11 DCF is the main access method of
IEEE 802.11 MAC, and it uses carrier sense multiple access with collision
avoidance (CSMA/CA) and random backoff time. The IEEE 802.11 PCF uses a
master node that polls devices in the network to send and receive data. Binary
Exponential Backoff of the IEEE 802.11 standard assures randomness, which is
guarantees fair throughput, for participants’ nodes accessing the medium.

3 MAC Layer Misbehavior

In IEEE 802.11 standard, fair access to the shared medium is provided by BEB
algorithm. Some nodes may use the shared medium more than other nodes by
modifying its MAC parameter. This kind of behavior is named MAC Layer Mis-
behavior, and these nodes are referred to as misbehaving nodes or selfish nodes.

Nodes that follow the IEEE 802.11 standard are referred to as genuine nodes or
honest nodes. In this work two types ofmisbehaviors [2], are used: α-misbehavior and
CWfix-misbehavior. In α-Misbehavior, the misbehaving node chooses a backoff at
random from [0, α (CW-1)] where 0 < α < 1 and use the shared medium more often
than other nodes. In the Fixed contention window, instead of choosing a random
backoff from [0, CW-1]. The misbehaving node modifies its contention window to a
fix value and always chooses its backoff interval randomly from [0, CWfix].

4 Related Work

Researchers have proposed many solutions to detect and react against MAC Layer
misbehavior. In this section we present the literature related to MAC misbehavior.
In this work we are interested just in reaction scheme.
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4.1 Detection Schemes

In [3] Radosavac et al. monitor backoff intervals of node neighbors’ and apply
Sequential Probability Ratio Test on the used backoffs to detect the misbehavior.
Rong et al. [4] uses the Sequential Probability Ratio on packet inter arrival
time distribution for detecting misbehavior.

DOMINO [5] System for Detection Of greedy behavior in the MAC layer of
IEEE 802.11 public Networks, has been proposed by Raya et al. Domino, it’s
deployed in access points to detect misbehavior.

In [6] centralized detection scheme is used to detect Selfish nodes. Ming Li et al.
[7] propose a realtime selfish misbehavior detection scheme through honest nodes’
observations.

4.2 Reaction Schemes

Modifications to the IEEE 802.11 protocol have been proposed by Kyasanur et al.
[8] to detect the misbehavior and to penalize misbehaving nodes. Concept of
receiver-assigned backoff in order to detect misbehavior is presented by authors.
DREAM [9] system for detection and reaction to a timeout MAC-layer misbehavior
is a detection and reaction scheme in the same time.

Cardenas et al. [2] evaluate the theoretical performance of DOMINO [5] and
SPRT [3] and by simulations. Guang et al. [10] propose modifications to the BEB
algorithm to facilitate the misbehavior detection and decrease misbehaving sender
performance. In [11] Jaggi et al. use throughput degradation to detect misbehavior.
Alocious et al. [12]. Use centralized approach; it enables the access point to allocate
backoff values for nodes.

The reaction of previous work, against misbehaving nodes is not adequate
enough, because the same nodes can misbehave many times without being penal-
ized. That is why; we propose a penalizing strategy to prevent misbehaving nodes
to use the shared medium, based on the number of times they misbehave. Simu-
lation results show the efficiency of our proposed scheme to penalize misbehaving
nodes and to improve honest nodes throughput.

5 Our Proposed Scheme

The basic idea of our proposed scheme is to react against misbehaving nodes by
using backslide correction strategy. If the node(s) misbehave for the first time the
honest nodes use a collective strategy to react against misbehaving nodes in way for
misbehaving node(s) to behave like honest nodes, but if the misbehaving node
misbehaves for the second time, the honest nodes react aggressively against
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misbehaving nodes(s). Third misbehaving action will not be tolerated; the honest
nodes will react in a way to prevent the misbehaving node to use the network. To
our knowledge this the first work that use backslide correction strategy to penalize
the misbehaving node(s).

Misbehaving nodes use α-misbehavior to misbehave, in the other side honest
nodes uses fixed contention window to react. When nodes misbehave many times,
the value of contention window become smaller and smaller until the misbehaving
node is prevented from using the shared medium. Algorithm 1 shows our backslide
correction scheme.

In Algorithm 1 when honest nodes detect the misbehaving node for the first time,
they use a fixed contention window misbehavior to react, but when the misbehavior
node appear the second time, honest nodes act aggressively by reducing the size of
the contention window, In the third misbehaving, honest nodes use smaller con-
tention window in way to prevent misbehaving node to use the shared medium.

6 Simulation and Performance Evaluation

We use NS-2 for the simulation. NS2 is discrete event simulator written in OTCL
and C++. NS-2 is free and open source and it supports a variety of protocols. Most
of the wireless network research all over the world is simulated in NS-2. The
simulation parameter is presented in Table 1.

Throughput metric are used to evaluate the effectiveness of our proposed
scheme.

In Fig. 1 When node misbehave, the throughput of honest nodes fall about
35 Kbps in comparison to its previous throughput when there is no misbehaving
node. This is due to misbehaving node presence. After the first reaction the
throughput of the honest nodes starts to increases again and the throughput of the

Algorithm 1: Backslide correction strategy.

If Misbehavior AND MisbehaveCount = 0 then
MisbehaviorType = CWfix-Misbehavior
Misbehavevalue  = CWfix
MisbehaveCount  = MisbehavueCount + 1

else if Misbehavior AND MisbehaveCount = 1 then
MisbehaviorType = CWfix-Misbehavior
Misbehavevalue  = CWfix/2
MisbehaveCount  = MisbehavueCount + 1

else
MisbehaviorType = CWfix-Misbehavior
Misbehavevalue  = CWfix/4

end if
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misbehaving node decrease to the same as the honest nodes. When the node mis-
behaves for the second time, the honest nodes react aggressively to decrease mis-
behaving node throughput (about 40 Kbps) and increase its own throughput. But
when the node misbehaves the third time, honest nodes react in way to prevent
misbehaving node to use the network as shown in the Fig. 1.

In Fig. 2, when misbehaving node start to misbehave its throughput increase
about 300 Kbps and the honest nodes throughput decrease dramatically in com-
parison to its throughput before the misbehavior. But when honest nodes react the
first time its throughput start to recover and misbehaving node is forced to react
normally as the other honest nodes. In the second reaction misbehaving node
throughput decrease about 40 %. When the misbehavior is detected for the third
time, the misbehaving node is prevented to use the shared medium as shown in
Fig. 2.

With 20 nodes, the impact of misbehavior becomes more harmful on honest
nodes throughput as shown in Fig. 2. But when honest nodes use the backslide
correction strategy, its throughput improves significantly.

By using backslide correction strategy; the misbehaving node(s) is handled in an
appropriate way, by counting the number of times it misbehaves and penalizing it
by preventing it to use the shared medium when the misbehavior occurs for the
third time.

Table 1 Simulation
parameter

Simulation parameter Value

Field size 100 × 100 m
Data rate 2 Mb/s
Simulation time 6000 s
MAC 802.11.b
Packet size 512 Bytes

Fig. 1 Throughput with 10
nodes
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7 Conclusion

In this work, a novel reaction strategy against MAC layer misbehavior is presented.
A backslide correction strategy is used to improve honest nodes throughput and to
decrease misbehaving nodes. The proposed correction scheme is effective in
improving honest nodes throughput and penalizing misbehaving nodes. Our pro-
posed backslide correction strategy is shown to be effective in handling MAC Layer
Misbehavior, even if there is more than one misbehaving nodes, by counting the
number of time the nodes misbehave and attach it the misbehaving node ID.

As part of our future work, we will try to minimize the time between detection
and reaction of misbehavior in way that, the reaction take place the same time the
misbehavior is detected in.
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Impact of Location Data Freshness
on Routing in Wireless Sensor Networks

Rania Khadim, Ansam Ennaciri, Mohammed Erritali
and Abdelhakime Maaden

Abstract The most critical and important parameter to study is the Location Cache
Maximum Age (LCMA). This parameter defines the maximum age at which
location information is not considered fresh enough to be used when routing
packets. Instead of this, a location request is launched to catch a more fresh loca-
tion. In other words, it defines the freshness of the stored position in the location
cache memory. In this paper, we propose a combination of GPSR (Greedy
Perimeter Stateless Routing) and Location-based Services (Grid and Hierarchical
Location Services (GLS/HLS)). In order to implement this concept, we have pro-
posed a patch over the NS-2 simulator which mixes GPSR, GLS and HLS
according to our proposal. We have conducted various simulations and we have
varied the freshness of the destination location data. The obtained results are
promising in terms of latency, packet delivery rate and overhead.

Keywords Wsns ⋅ Location-based services ⋅ Routing protocols ⋅ LCMA

1 Introduction

WSNs (Wireless Sensor Networks) are a special case of MANETs (Mobile Ad hoc
Networks). Usual topology based routing protocols have limited performances in
such networks due to the high network dynamics. Geographic routing protocols
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were designed to provide better performances for such networks. Each node has to
care about its actual geographic position and the position of the targeted node to
reach. The paradigm position-to-position is used. The Location-based Services is
required to catch the destination position. The combination of this service with
routing is quite natural in order to ensure better performances. When a sender needs
to send a packet to a destination, the sender looks for the destination position in its
records. If it is fresh enough, the packet is then sent immediately. If not, the sender
sends an HLS or GLS request in order to get the actual destination position. When
this later is received, the packet is then sent.

For this purpose, we have proposed a patch over the NS-2 simulator which
mixes GPSR, GLS and HLS according to our proposal. We have undertaken a set
of experimentations and we have considered the freshness of the destination
location data. On one hand, we have presented our results in terms of latency,
packet delivery rate and overhead and on the other hand the freshness of the
location data has a real impact on the network performances.

The paper is organized as follows. Section 2 is dedicated to related works.
Section 3 details our combination algorithm about GPSR, GLS and HLS. Section 4
talks about our experimentations and the obtained results. Finally, Sect. 5 concludes
the study and gives some hints about future works.

2 Related Works

2.1 Geographic Routing Protocols

Routing protocols algorithms must choose some criteria to make routing decisions,
for instance the number of hops, latency, transmission power, bandwidth, etc. The
Topology-based Routing Protocols suffer from heavy discovery and maintenance
phases, which lead to scalability problems. This is due to the high mobility, which
generates frequent topology changes and short links. This is why Geographic
Routing Protocols are suitable for large scale wireless sensor networks.

The first routing protocol using the geographic information is the
Location-Aided Routing (LAR) [1]. The LAR [1] is a reactive routing protocol that
uses the geographic information in the route discovery, to limit the propagation of
route request packets RREQs to the geographic region where it is most probable the
destination is located. The route discovery is initiated in a Request Zone. If the
request doesn’t succeed, it initiates another request with a larger Request Zone and
the decision is made on a routing table.

The first real geographic routing protocol is the Greedy Perimeter Stateless
Routing (GPSR) [2]. It is a reactive and efficient routing protocol designed and
adapted for mobile ad hoc networks and sensor networks. It forwards the packet to
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the target’s nearest neighbor (Greedy Forwarding approach) until reaching the
destination. Therefore, it scales better than the topology based protocols, because it
uses the geographical position of the nodes for routing packets.

Another geographic routing protocol is the Distance Routing Effect Algorithm
for Mobility (DREAM) [3]. DREAM is a proactive routing protocol where each
node maintains a location table that contains the geographical coordinates of all the
destinations obtained by a positioning system such as GPS. The use of this location
information allows calculating the direction of each destination and the distance to
each. Each node broadcast packets containing its current position within the net-
work, the frequency of the broadcast is determined by considering:

• Distance effect: More important is the distance between two nodes, slower they
move relative to each other. Therefore, remote nodes share their location
information with each other less frequently than close nodes.

• Node mobility rate: A node with a high mobility must frequently inform the
other nodes of its location and vice versa [4].

To forward a packet, a node looks up the location of the destination in its local
location table, and forwards the packet to all its neighbors in the direction of the
destination. DREAM can deliver exponentially many copies of a packet to the
destination, which ensures better reliability [5].

We have used the Greedy Perimeter Stateless Routing (GPSR) as the geographic
routing protocol for the combination.

2.2 Location-Based Services

Geographic Routing Protocols use location information when they need to route
packets. Obviously, location information is maintained by Location-based Services
provided by network nodes in a distributed way. Routing and location services are
very related but are considered separately in the literature. The Location-based
Services (in the context of WSNs) is a distributed service without infrastructure in
general. It has to answer to a location query such as: “Where is the node X?”.

There are mainly two types of Location services according to Fig. 1: Flooding-
based and Rendezvous-based location services. An example of flooding-based
location services is Reactive Location Service (RLS) [6].

In this service, every node floods its location request through the whole network.
Once this request has reached a node with information, it responds directly. The
location response is sent after receiving a location request.

The two major Hierarchical Rendezvous-based location services are, the Grid
Location Service (GLS) [7] and the Hierarchical Location Service (HLS) [8].
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The network is divided into several levels. At each level, a node recruits location
servers. The location query is forwarded up and down in the hierarchy. This limits
the number of forwarded packets and avoids flooding.

Nodes in Hierarchical Location Services must elect location servers in different
levels to keep updating their positions with those servers. When another node needs
this position, it sends a request to those servers which reply with a location response
packet indicating location information received from the last update.

In GLS (Fig. 2a), each node sends a periodic update of its position to all location
servers at all levels. While in HLS (Fig. 2b), to update its location information, a
node frequently sends packets to the responsible cell (the cell where a node must
select its location servers) at the first level and only the level i responsible cell’s
location is sent to the level i + 1.

Fig. 1 Location-based services taxonomy

(a) GLS Network Partition (b) HLS Network Partition

Fig. 2 Hierarchical network partition
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3 GPSR and Location-Based Services Combination

3.1 Description

GPSR takes care of routing packets and GLS or HLS are called to get destination
position when the target node position is unknown or is not fresh enough. When a
destination is quite far away from the sender, the exact position of the target is first
calculated.

The GLS and HLS location algorithm is presented in the Fig. 3. In GLS and
HLS if a node needs to send a packet to another node, it looks for its position. If it
has a fresh location, it uses it to send data until reaching the destination. Otherwise,
it sends a location request to catch the new position. After receiving the response, it
begins sending data.

3.2 Algorithm

The function Location (Algorithm 1) handles the destination position queries; it
looks into the local cache memory of the current node and updates the packet
information with the destination position.

Algorithm 1 GLS or HLS :: Location
1: cacheThreshold ← LocationCacheMaxAge ;
2: procedure LOCATION(packetToSend)
3: if (Destination Location age < cacheThreshold) then
4: PreparePacket (packetToSend);
5: ChooseNextBestHop(packetToSend);
6: ForwardPacket(packetToSend);
7: else
8: LaunchPositionQuery(destination);
9: StickToBuffer(packetToSend);
10: end if
11: end procedure

4 Simulations

4.1 Working Environment for Experimentations

The simulations were performed using the NS-2 Simulator 2.35 [9]. The geographic
routing protocol used is Greedy Perimeter Stateless Routing (GPSR) [2]. The
selected area is a 2 * 2 km2. The Media Access Control (MAC) layer used is the
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Fig. 3 Schematic presentation of routing and grid/hierarchical location based combination
algorithms
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IEEE 802.11p. The simulation is run 10 times and the results are averaged for more
accuracy. The parameters used in the simulations in NS-2 are summarized in
Table 1.

4.2 Experimentation Results

Our experimentations have provided the following figures. On each figure, we show
the network behavior with HLS and GLS.

In Fig. 4, we observe that when the LCMA decreases, the number of sent
location requests also decreases and the HLS scheme presents the lowest values on
comparison with the GLS scheme. This is due to the efficiency of the HLS, which
reduces the location requests.

Figure 5 shows that the average overhead in the HLS scheme is lower to the
average overhead of the GLS scheme. The difference comes mainly from location
updates, because location requests are not undergoing change.

Figure 6 presents the Packet Delivery Rate (PDR). The PDR is defined as the
ratio between the received and emitted CBR packets. This Figure shows that the
PDR in the HLS scheme is greater than the PDR of the GLS scheme. Regardless of
the value of the LCMA, the PDR is always improved.

The latency is measured as the time between the moment of dispatch and the
moment of receiving CBR packets. In Fig. 7, we observe that the average latency in
the HLS scheme is lower than the average latency of the GLS scheme.

Table 1 The simulation
parameters

Parameters Value

Channel type Channel/WirelessChannel
Propagation model Propagation/TwoRayGroud
Network interface Phy/WirelessPhyExt
MAC layer 802.11p
Interface queue type Queue/DropTail/PriQueue
Link layer LL
Antenna model Antenna/OmniAntenna
Interface queue length 512 packets
Ad-hoc routing protocol GPSR
Location-based service GLS or HLS
Location cache maximum age 4, 8, 12, 16 and 22 s
Number of nodes 100

Area 2 * 2 km2

Simulation time 150 s
GPSR beacon interval 0.5 s
CBR traffic 4 * 20 packets/node
CBR packet size 128 B
CBR send interval 1 s
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Fig. 5 Overhead average

Fig. 6 Packet delivery rate

Fig. 4 Location requests
number average
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We finally conclude that the results observed on the HLS scheme are better than
the GLS scheme, in term of LCMA. This is due to the fact that in HLS location
requests are not launched consistently, but the packet is sent directly with old
location information. This reduces the location cost like the location requests and
then the overhead without affecting the network performances such as the latency
and the packet delivery rate, instead it even improves them.

5 Conclusion and Future Works

We have proposed a combination approach to handle location based service with
routing protocols in WSNs. We implemented it in the NS-2 framework within a
patch. We have conducted many experimentations with this patch in order to
observe network performances.

We have shown in this paper that a smart combination of GPSR with
Location-based services (GLS or HLS) could provide better results in terms of
network performances in particular for the packet delivery rate, the latency and the
overhead. As a future work, we intend to check the network behavior for larger
networks with higher density.
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Detecting Text Similarity Using
MapReduce Framework

Marouane Birjali, Abderrahim Beni-Hssane, Mohammed Erritali
and Youness Madani

Abstract The evaluation of similarities between textual documents was regarded
as a subject of research strongly recommended in various domains. There are many
of documents in a large amount of corpus. Most of them are required to check the
similarity for validation. In this paper, we propose a new MapReduce algorithm of
document similarity measures. Then we study the state of the art of different
approaches for computing the similarity of amount documents to choose the
approach that will be used in our MapReduce algorithm. Therefore, we present how
the similarity between terms is used in the assessment of the similarity between
documents. Simulation results, on Hadoop framework, show that our MapReduce
algorithm outperforms classical ones in term of running time.

Keywords Hadoop cluster ⋅ Document similarity ⋅ MapReduce programming
model ⋅ Similarity measure
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1 Introduction

In our days, we are witnessing an unceasing development of information tech-
nologies. These new technologies have enabled an exponential increase in the
volume of data by online contents like blogs, posts, social networking…. Every day
2.5 quintillion bytes of data are created and a very large amount so the 90 % of data
in the world are created in last 2 years [1]. This rapid increase in the volume of
information has created the problem of how to find the pertinent information that
interests us in this great mass of data. To overcome this problem a discipline as a
whole is born. This discipline is called the search for relevant information in a Big
Data environment.

In an Information Retrieval System (IRS), each document is represented by an
intermediate representation. It describes the contents of the document by descrip-
tors. These descriptors are significant units in the document. In our context, to find
the relevant documents by comparison with a document query, the ISR compares
the representation of this query to the representation of each document.

In this work, we specifically focus on text corpus to find the relevant documents
based on similarity measure. The identification of the similarity between documents
resulting from the indexing and the similarity measure that is a fundamental phase
in our work.

The remainder of this paper is structured as follows:
In the next section, we proposed our MapReduce algorithm of document simi-

larity measures. We then study in Sect. 4 the state of the art of different approaches
of the similarity measure. Then the analysis and simulation of our MapReduce
algorithm in Sect. 5, before concluding and present the perspectives of this work.

2 Related Work

Many studies have been presented on detecting document similarity in recent years
for facilitating the search for information in complex information systems. Kumar
et al. [2] and Chowdhury [3] surveyed duplicate or near duplicate data detection
algorithms. Related work on text similarity detection can be mainly classified into
two categories: traditional method and parallel method.

For the traditional methods, Lyon et al. [4] proposed a characteristic distribution
defines the trigrams of words, and actions to find the similarity based on theoretical
principles using the MD5 hash function or report the similarity between the words
based on the overlapping ratio of a similar value or maximum common subse-
quence. Matveeva [5] presented a vector space model (VSM) algorithm to compute
the similarity between the text document using the cosine measure the vector. Yih
[6] explored different approaches, based on the weight of TF-IDF to study the
long-term weight function.
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For methods based in parallel, most methods centered model MapReduce. Zhang
et al. [7] presented a sequence-based method to detect the relevent similarity of the
web page using MapReduce, which is composed of two tasks that the sentence level
near duplicate detection and the corresponding sequence. However, a manual
procedure is impossible with a large corpus. Many of applications using the sim-
ilarity detection, such as the similarity of recommendation [8].

3 Our Proposed MapReduce Algorithm

In this section, we propose our new MapReduce algorithm for computing the
similarity measure of documents and queries. The Map phase is for each term of
document, the mapper emits the document ID as the key, and his words as the
value. The second phase, named Reduce, will take the output of the Map function
and computes the similarity relation between each collection of values of each
document and the query. This similarity measure computed by our algorithm with
the use of the weight of the words and one of the approaches already existed in the
next section.

To compute the similarity between documents and query we apply the following
algorithm:

Class Mapper 

 Method Map(Docid, term) 
   RemoveStopWord&removePunctuation (term) 

  For each element  (Docid,term) 
Write(Docid,term) 

  End for

Class Reducer 

 Method Reduce(Docid,List(term)) 
  List(q) = indexing(Query) 
  S=0 

For each n  List(term) 
 F=calculateoccurence(n) 
 For each e  List(q) 
  R= calculateoccurence(e) 

 End for 
End for 

Write(Docid, S) 
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Our similarity measure is presented by the following formula:

Simðq, dÞ= ∑n
i = 1 ∑

m
j= 1 qi × dj × Simði, jÞ

∑n
i = 1 ∑

m
j= 1 qi × dj

ð1Þ

i: represents the terms of the query q
j: represents the terms of the document d
qi: is the frequency of the term i in query q
dj : is the frequency of the term j in document d
Sim (i, j) : is the similarity measure between the two terms i and j

4 Similarity Measures

4.1 Measurement Approaches Similarity

Wu and Palmer Measurement: The principle of similarity measurement is based on
the distances (N1 and N2) which separate the X and Y nodes from the root node
and the distance (N) which separates the Subsuming Concept (SC) by this formula:

SimðX,YÞ= 2×N
N1+N2

ð2Þ

Resnik measure: The notion of the Informational Contents (IC) was initially
introduced by [9]. The informational contents are obtained by computing the term
frequency in the corpus. The formula of this measure is:

Sim c1, c2ð Þ=Max CSðc1, c2Þ½ �=Max − log P CS c1, c2ð Þð Þ½ � ð3Þ

CS c1, c2ð Þ: represents the most concept specific between the concept c1 and c2.
Jiang and Conrath Measure: To cure the problem presented to the level of the

Resnik measurement, Jiac [10] brought a new formula which consists in combining
the Informational Contents of the specific concept to those of the concepts which
we seeks the similarity. This approach is computed by the formula following:

SimðX,YÞ= 1
distanceðX,YÞ ð4Þ

Leacock and Chodorow: The proposed measure combines between counting of
the arcs method and the informational contents method. This technique is defined
by the formula:

386 M. Birjali et al.



SimlcðX,YÞ= − log
cdðX,YÞ
2×M

� �
ð5Þ

M is the longest way length, which separates the concept root, of the concept more
in bottom. We indicate that cd X,Yð Þ is the shortest way length between X and Y .

4.2 Evaluation of Measurement Approaches Similarity

Our contribution propose a new algorithm for computing the similarity between text
documents and the query based on MapReduce. To evaluate the comparison
between these different approaches, we compute the similarity measure with the
same document. The results show that the similarity changes for each approach, it is
very important in the Leacock and Chodorow with good execution time. Based on
this evaluation, our MapReduce algorithm will be based on Leacock and Chodorow
approach. This table shows the computed similarity with the running time for each
approach (Table 1).

5 Experimentation and Discussion of Our MapReduce
Algorithm

Table 2 represents the processing time of our MapReduce algorithm based on
Leacock and Chodorow approach for the same document to see how change
similarity measure. We note that the similarity measure given by our proposed
algorithm is two times of the similarity given by Leacock and Chadorow approach.
However the running time is also twice but with the use of the main property of
Hadoop, which is for processing and managing large data sets with a parallel,
distributed algorithm, it decreases the running time in large number of documents as
shown in the Fig. 1.

Table 1 Comparing of ranning time and similarity measure of deferent approaches

Approaches Similarity measure Running time (msec)

Leacock and Chodorow 0.18 1137
Wu and Palmer 0.15 1216
Resnik 0.09 1384
Jiang Conrath 0.11 1362

Table 2 Evaluation of
running time and similarity
measure for our approaches

Approach Similarity Time (msec)

Leacock and Chodorow 0.14 1016

Our MapReduce algorithm 0.26 2329
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To evaluate the efficiency of our MapReduce algorithm based on Leacock and
Chodorow, we compared it with the approaches presented in Sect. 4.

Figure 2 shows the results of the similarity mesures between documents using
our approach and the approaches already exist in the literature.

Our approach provides the double of the similarity measure compared to other
approaches because it is based on the Learock and Chodorow approach for the
method Cosine and the vector representation of the relations between the the
concepts.
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6 Conclusion and Future Research

The paper discussed our MapReduce algorithm to compute the similarity between a
query and the documents and find the most pertinent documents. The simulation
results, on Hadoop, that our Mapreduce algorithm outperforms the state of the art
ones on running time performance and increases the measurement of the similarity.
The future research involves integrate the notion of the semantic similarity measure
and the recall and precision of our Mapreduce algorithm.

References

1. Improving Decision Making in the World of Big Data: http://www.forbes.com/sites/christ
opherfrank/2012/03/25/improving-decision-making-in-the-world-of-big-data/#7a89869c4b4d

2. Kumar, J.P., Govindarajulu, P.: Duplicate and near duplicate documents detection: a review.
Eur. J. Sci. Res. 32, 514–527 (2009)

3. Chowdhury, A.: Duplicate data detection. Accessed http://ir.iit.edu/∼abdur/Research/
Duplicate.html (2004)

4. Lyon, C., Malcolm, J., Dickerson, B.: Detecting short passages of similar text in large
document collections. In: Processing of EMNLP (2001)

5. Matveeva, I.: Document representation and multilevel measures of document similarity. In:
Proceedings of ACLHLT (2006)

6. Yih, W.: Learning term-weighting functions for similarity measures. In: Proceedings of
EMNLP (2009)

7. Zhang, Q., Zhang, Y.Z., Hao, Yu, Huang, X.: Efficient partial-duplicate detection based on
sequence matching. In: Proceedings of SIGIR (2010)

8. Almohsen, K.A., HudaaAl-Jobori, A.: Recommendera Systems in a light of big data. Int.
J. Electr. Comput. Eng. (IJECE), vol. 5, no. 6, December 2015, pp. 1553–1563 (2015)

9. Lin, D.: An Information-Theoretic Definition of asimilarity. In: Proceedings of the Fifteenth
International Conference on Machine Learning (ICML’98). Morgan-Kaufmann, Madison
(1998)

10. Jiang, J., Conrath, D.: Semantic similarity based on corpus statistics and lexical taxonomy. In:
Proceedings of International Conference on Research in Computational Linguistics, Taiwan
(1997)

Detecting Text Similarity Using MapReduce Framework 389

http://www.forbes.com/sites/christ
http://ir.iit.edu/%7eabdur/Research/Duplicate.html
http://ir.iit.edu/%7eabdur/Research/Duplicate.html


CIMP: Cloud Integration
and Management Platform

Omar Sefraoui, Mohammed Aissaoui and Mohsine Eleuldj

Abstract Cloud Computing has emerged as a model, where all the essential
components of a computer system such as software applications, platforms for
software development or physical infrastructure are considered as services.
Nowadays, the Cloud services offered is very diverse in terms of hardware and
software, providing a wide range of configurations, and great flexibility. In this
paper we propose a Cloud Integration and Management Platform (CIMP), aimed to
act as an intermediate between users and Cloud solutions and offers additional
components that enhance their functionalities. In addition, we propose an experi-
mental validation showing the feasibility of our approach.

Keywords Cloud solutions ⋅ OpenStack ⋅ Dynamic reconfigurable compo-
nent ⋅ Cloud migration

1 Introduction

Today’s information system (IS) becomes increasingly complex making it difficult
to follow the complex growing demands of information technology (IT) resources
requirements. This leads to study and suggest new approaches to rationalize and
optimize these resources.

In this way, a new concept of Cloud Computing has emerged as a technical and
economic model for the use of IT resources [1]. This is the new trend of computing
where IT resources are dynamically scalable, virtualized and exposed as a service
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on the Internet [2]. Cloud Computing is often associated with the supply of new
mechanisms that allow providers to give users access to a virtually unlimited
number of resources (Resource Outsourcing) [3].

In the Cloud, the equipment is provided in the form of virtual machines running
by a hypervisor software. Each virtual machine is characterized by a set of hardware
resources, consisting essentially of CPU, memory and external storage network,
software and platform. The provisioning of virtual machines is on-demand and
dynamically allocated to users. In Cloud system, the clients order resources in the
form of a lease, but in general they use fewer resources than requested. These
unused resources are a loss for the users as well for the provider.

Different solutions exist for the deployment of open source Clouds. Among these,
Nimbus [4], Eucalyptus [5], OpenStack [6], OpenNebula [7] and CloudStack [8].

We present in this paper, a Cloud Integration and Management Platform (CIMP)
that aimed to:

• Integrate Cloud solutions for Cloud provider.
• Capture user specifications and translate them into commands that will help

generate the Cloud settings.
• Provide additional components that enhance the functionality of Cloud manager

or provide missing functionality.

In the remaining of this paper, a review of the related work is presented. Then a
presentation of CIMP architecture is giving. We present the CIMP Interface and
components. Then, the result of the implementation is shown using OpenStack.

2 Related Works

Several Cloud solutions are available nowadays:
Eucalyptus [5] is a solution that allows the installation of a private and hybrid

Cloud infrastructure, with a main storage controller walrus and controllers on each
node.

OpenStack [6] is an open source Cloud Computing solutions. OpenStack con-
trols large pools of compute, storage, and networking resources.

OpenNebula [7] is an open source project aimed at building the industry stan-
dard opensource Cloud Computing tool to manage the complexity and hetero-
geneity of large and distributed infrastructures.

Apache CloudStack [8] is an opensource solution designed to deploy and
manage large networks of virtual machines as Infrastructure-as-a-Service (IaaS).

Recent studies have addressed the use of managing Cloud environments.
In [9], the authors present current efforts to develop an opensource Cloud

Application Management Framework (CAMF) based on the Eclipse Rich Client
Platform.
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The paper [10] present a CloudTUI-FTS tool able to interact with different Cloud
platforms, the user can perform both basic tasks (e.g., start-up/shut-down a service)
and advanced tasks (e.g., create policies and mechanisms to prevent faults and to
provide service scalability).

The different Cloud solutions contain some common components and modules
like: Compute node, Network, Dashboard, Virtualization, VM.

We focus mainly in this paper on integration and management platform for the
optimization of Cloud management. We discuss the development and the imple-
mentation of CIMP and component for helping tenant to select an objective
parameters initialization. It can be done with Interface and Components.

3 Cloud Integration and Management Platform

The Cloud solutions are comprised of a set of components aimed to manage Cloud
resources. As shown in Fig. 1, the KPI measuring, is used to collect measurements
data, and is transferred to the component for apply policy.

In order to integrate a many different Cloud solutions, we propose the CIMP
platform as shown in the Fig. 2, where the CIMP act as an intermediary between
users and Cloud Computing solutions, different users (U1, U2, … Un) can exploit
the CIMP that supports multiple Cloud deployment solutions (CS1, CS2, … CSm).

Fig. 1 Components of Cloud
Solution
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3.1 CIMP Architecture

The CIMP allows capturing user requirements and translating them into commands
for the Cloud parameter settings [11]. As shown in Fig. 3, the CIMP is composed of
Interface and Components.

The CIMP consists of several components; each plays a different role and
defines the user and the provider profits to meet the different needs of optimization,
performance, security, QoS and cost. Among these components as shown in Fig. 3,
we find:

Fig. 2 Integration of Cloud solutions in CIMP

Fig. 3 CIMP architecture
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• Dynamic Reconfigurable Component (DRC): The DRC component optimizes
the use of Cloud resources and enables dynamic resource allocation. This
component determines the optimal solutions depending on policy and strategy
defined by users.

• Migration component (MiC): The MiC component allows the users to select the
services it wishes to move; outsource the software, platform or infrastructure
services.

• Security component (SeC): The SeC component can improve the security
mechanism offered by Cloud providers, deploying their own security policies
and could be developed as a perspective of this paper.

When new features are missing or insufficient, the CIMP uses additional com-
ponents to overcome this deficiency and add missing functionality to the Cloud
solution.

In the remaining, the CIMP Interface and MiC component are presented in the
next sections.

3.2 CIMP Interface

The CIMP interface allows the tenant to select the configuration functions. These
parameters reflect the actual needs of the user. Among these parameters, we find:

• User Activity (e-commerce, web blog …)
• User resource need (small, medium, huge, wide)
• Dynamic behavior (yes, no)
• Migration Services (SaaS, PaaS, IaaS)
• Security level (low, medium, strong)

The CIMP interface is used to evaluate the user requirement parameters, and to
determine and propose configuration commands as shown in Fig. 4. The
Requirements module allows the user to specify the required resources. The

Fig. 4 CIMP interface
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Dashboard module provides users a graphical interface to access, provision, and
management of Cloud resources. The Commands module allows adding new
parameters to the Cloud resources.

The commands are deducted from the requirement parameters in two ways:

1. The parameters of the user activity allow determining the characteristics of
Cloud resources, and therefore the configurations of the virtual machines.

2. All remaining parameters are translated to the adjustment of these resources.
Depending on the type of user activity, the level of resource requirements and
the choice to enable or disable the dynamic behavior of specific requirements
selected by the user, the CIMP generates the appropriate commands.

Finally, using these commands, the CIMP interface generates various parameters
and Cloud adjustment instructions, necessary for the control and management of
Cloud. The commands can directly control components or modify Cloud settings.

3.3 MiC Component

Generally, the migration process involves porting of applications, the software
development platform and the entire IS infrastructure in the Cloud. The organiza-
tion maintains that connection and consultation tools.

The MiC component allows the user to select the services it wishes to move.
Among these services, we find:

IaaSM: IaaS Migration
PaaSM: PaaS Migration
SaaSM: SaaS Migration

With MiC component, the user will choose the service they desire to outsource.
The component directs it to the relevant service of the Cloud environment to start
the migration process as shown in Fig. 5.

Fig. 5 MiC architecture
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4 Experimental Results

To demonstrate the feasibility of the CIMP, we used a testbed based on the
OpenStack Cloud [6]. OpenStack architecture is built using many components such
OpenStack Compute, Block and Object Storage, Networking, Identity Service,
Dashboard, Ceilometer, Orchestration, Database and many others projects [6]. The
other Cloud solutions can also be integrated due to the interoperability of the CIMP.

The CIMP is composed by a CIMP interface and a MiC component module.
The CIMP interact with the underlying Cloud environment via RESTful API to
guarantee the independence and Cloud solutions interoperability.

To demonstrate the efficiency of MiC, and to show the result provided, we
propose to test our approach. The classical architecture of an organization’s
information systems represents some basic elements for the operation of a number
of services. We consider that the organization needs to accommodate for example, a
website, a database (DB), a set of machines connected together through a local area
network (LAN) that is connected to the outside (Internet), a development envi-
ronment and application of the organization’s activities. Users of the organization
(U1, U2, U3) are connected to the Internet through the network equipment as the
gateway and router.

Migration service PaaS platform as shown in Fig. 6, will allow the organization
to leave the infrastructure management and the development environment to the
Cloud provider.

Fig. 6 Migration service PaaS
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The Fig. 7 show the deployment of the migration to PaaS service, the organi-
zation will outsource the service database (DB), web server and development
environment to the Cloud.

The Fig. 8 shows an example of PaaS service migration. This example shows a
program developed in C, which calculates the maximum and minimum number of a
table. The editor and compiler program is hosted by the provider while the exe-
cutable is hosted by the organization.

Fig. 7 OpenStack Deployment—PaaS
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5 Conclusions

In this paper we introduced the Cloud Integration and Management Platform
(CIMP). The CIMP is an open source, scalable, interoperable and extensible.

The CIMP is composed of an interface and some components such as DRC and
the MiC. The implementation of these is proposed to act on the Cloud resources
required to provide integration of Cloud solutions and an optimized environment to
the needs defined by users, and offer them the opportunity to choose and to out-
source their services to the Cloud. These components could be useful for the Cloud
user as well as for the provider.

In continuity of this work and to improve the functionality of the CIMP, the
concept of artificial intelligence could be used to develop an intelligent CIMP. In
addition, other components may be integrated in the platform.

Fig. 8 Example of PaaS migration service
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Improvement of the HEFT
Algorithm by Lookahead Technique
for Heterogeneous Resource Environments

Soukaina Khaldoune and Mohsine Eleuldj

Abstract Task scheduling is a major issue in heterogeneous resource environments
and particularly in multiprocessor system and Cloud. It means selection of the best
suitable resources for task execution. Among the scheduling heuristics proposed in
the literature, the Heterogeneous Earliest Finish Time (HEFT) heuristic is known by
giving a good schedules in short time. In this paper, we propose three improvement
versions of HEFT, where generally if certain conditions were verified, decisions
made by the heuristic do not accounting a task being in scheduling only, but also
take into account the impact of this decision to the children of the task. Thus, the
heuristic can allocate this task and one of its children on the processor that can
minimize execution time of the two tasks at the same time. Simulation results
indicate that the new versions of HEFT can effectively reduce the schedule length in
most cases without making the execution time prohibitively high otherwise.

Keywords HEFT algorithm ⋅ Task scheduling

1 Introduction

The scheduling problems are varied. We can meet them in many fields: industrial
production systems, computer systems, administrative systems, transportation
systems, etc. The reason that they have done and continued so as to be a subject of
many researches. In a computer system, the scheduling problem consists to orga-
nize in time the tasks subject to constraints of time and resources, while satisfying
as the best one or more objectives.
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Scheduling is an important issue that greatly influences the performance of the
heterogeneous resource environment such as multiprocessor systems and Cloud
Computing.

Task scheduling problem is a well-known combinatorial optimization problem.
The problem of finding an optimal schedule is NP-complete [1]. There are various
methods to solve optimization problems that are classified into two main categories:
exact and approximate methods [2]. The exact methods ensure to find the global
optimum. To find an optimum, the only way is often to do an exhaustive research
on the set of feasible solutions, but this method requires very time consuming
calculation for NP-complete problems. The development of the complexity theory
of algorithms clarifies the difficulty of the problem. So, we turn to another way to
tackle these problems is to find a suboptimal solution but in a reasonable time using
approximate methods.

The task scheduling algorithm is classified into two major categories, namely
static scheduling and dynamic scheduling [3]. In the static category, all information
about the number of tasks, number of processors, execution time of each task on the
processors, and communication time between the tasks that are supposed to be
known by the scheduling algorithm at compiled time. It is assumed that task
execution time can be estimated and does not change during the course of execu-
tion. But, in the dynamic category, all the above information is known at run time.

As a result, a number of heuristics have been developed in recent years.
Heuristic algorithms, class of approximate methods, are easy to implement. They
attempt to strike a good balance between running time, complexity and schedule
quality and find good solutions with relatively small computational effort [3]. The
problem considered in this paper is the static scheduling of an application on a
heterogeneous system.

An overview of the different heuristics proposed in the literature to solve the
scheduling task problem can be found in [4–7]. Among the heuristics most wide-
spread and having a better performance complexity reports is Heterogeneous Ear-
liest Finish Time HEFT algorithm [8]. It is one of the most used and cited. This
prompted us to detail the HEFT algorithm and use it in our contributions.

Thus, the contribution is a proposal of three improvement versions for HEFT
algorithm in order to enhance the scheduling tasks, considering information about
the children of a task. We made a comparison between the versions of improvement
and HEFT based on performance metrics. The metrics used in the performance
analysis are scheduling length ratio, speedup and efficiency.

The rest of the paper is organized as follows. Section 2 present the task
scheduling problem and define some basic attributes of DAG scheduling. Section 3
present the proposed improvements of HEFT algorithm, which are then evaluated
with the comparison metrics in Sect. 4. Finally, Sect. 5 concludes the paper.
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2 Task Scheduling Problem

A scheduling system model consists of an application, a target Computing envi-
ronment and performance criteria for scheduling [8].

The application is be represented by a Directed Acyclic Graph (DAG),
G= ðN, EÞ. N = f ni, i = 1 . . . ng is the set of n tasks and E = fe, e = ði, jÞg is
the set of communication edges between tasks. Each edge represent the precedence
constraint such that task ni can not start its execution before receiving all data from
its parents. Tasks and edges are weighed for computation cost and communication
cost respectively. An entry task has no predecessor tasks, and an exit task has no
successor tasks in a DAG.

The target computing platform is defined as P = f pj, j = 1 . . . pg, a set of p
heterogeneous processors available in the system. They are connected in a fully
connected network topology.

W is a n × p matrix of computation cost in which each wi, j represents the
execution time to complete task ni on processor pj. The average execution cost of a
task is defined as:

wi = ∑
p

j=1
wi, j p̸ ð1Þ

Performance criteria are another component in workflow scheduling system
modeling. It is used to evaluate the effectiveness of the scheduling strategy.

Makespan criterion is the most used performance measure in the literature. The
makespan, also referred to as schedule length, is the time difference between
workflow start and its completion.

So, our objective of the proposed algorithm is to map each task of given DAG to
a processor from the set P of processors and finding the minimum scheduling
length.

Among the heuristics most used and having a better performance complexity
reports is Heterogeneous Earliest Finish Time HEFT algorithm [8].

The HEFT algorithm determines a task scheduling graph of a heterogeneous
resource environment. HEFT algorithm consists of two main phases: A prioritizing
tasks phase and a processor selection phase.

In the first phase, each task to be scheduled is given a priority. Tasks are ordered
by their scheduling priorities that are based on upward ranking defined as follows:

rankuðniÞ = wi + max
nj ∈ succðniÞ

ci, j + rankuðnjÞ
� �

. ð2Þ

where succðniÞ is the set of immediate successors of task ni, wi is the average
computation cost of task ni, and ci, j is the average communication cost of the edge
from task ni to task nj. For the exit task nexit, upward rank value is equal to:
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rankuðnexitÞ = wexit. ð3Þ

It is also necessary to define another attribute downward rank which will be used
in the proposed scheduling algorithms.

rankdðniÞ = max
nj ∈ predðniÞ

rankdðnjÞ + wj + ci, j
� �

. ð4Þ

where predðniÞ is the set of immediate predecessors of task ni. For the entry task
nentry, the downward rank value is equal to zero.

In the second phase tasks are assigned to processors. Each task, in order of its
priority, is scheduled on the processor which will result in the earliest finish time of
that task.

HEFT algorithm is among the heuristics having a better performance complexity
reports, but it has some limitations. For example, in the processor selection phase,
the task being scheduled is allocated to the processor which gives it the minimal
earliest finish time (EFT). The earliest finish time of the task in each processor is
calculated based on the time when that processor becomes available and when the
predecessors terminate their execution ignoring the impact of this decision to the
task’s successors. Thus, our objective is trying to minimize the estimated finish time
of the task being scheduled and their children at the same time and also taking into
consideration the communication cost between two tasks successors.

3 Proposed Algorithm

We present three different approaches to improve HEFT with look ahead strategy.
The new approaches are two phases. A task prioritizing phase for computing the

priorities of all tasks and a processor selection phase for scheduling, each task
selecting in the order of its priority, on a processor which minimizes the task’s
finish

Task Prioritizing Phase. For assigning priority to a task, we use above men-
tioned attributes ranku and rankd for each task. After computing the attribute of
each task of a given DAG, we have to sort the tasks according to the attribute value.
As a result, tasks in the same level can be executed at the same time.

Using the attribute ranku and rankd, two different task lists are generated by
sorting the tasks decreasing order of ranku and increasing order of rankd, respec-
tively. Then, we try the two different priority lists, and we use the priority task list
which can give a better schedule length.

Resource Selection Phase. In this phase, tasks are assigned to the processors
according to three strategies. Each approach proposes a strategy for assigning tasks
on a processor.
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(1) Algorithm 1. First, the task selected is allocated on a processor that minimizes
the completion time. Next, if this task has successors where it is the only
predecessor of them, we calculate the earliest finish time of each successor on
each processor.

Each successor will have then a minimum completion time on a processor. After
that, we assign only the one successor that has a minimum completion time.
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In other words, if the successors have a single predecessor (the task selected), we
can assign the task and its successor also having the minimum completion time
according to where the task selected is assigned, successively and simultaneously.
The details of the proposed algorithm are given in Algorithm 1.

(2) Algorithm 2. This version works in a similar way to Algorithm 1, but with a
difference in the condition. The idea behind this version is to try the task
selected to be scheduled on every processor and affect him on the processor
that minimizes the completion time. Next, we calculate the estimated finish
time of its children according to where the task selected is assigned. We only
consider the children or the successors where the task selected to be scheduled
is the only predecessor of them or it is the only predecessor which is still not
affected (we cannot assign a task as if its predecessors have not yet completed
their execution). After that, we assign also the successor on a processor having
the minimum completion time simultaneously.

(3) Algorithm 3. This version works in a similar way to Algorithm 2, but with a
difference in calculation of the earliest finish time of the selected task and their
successors. First, if the selected task has successors where it is the only pre-
decessor of them or it is the only predecessor which is still not affected, we
calculate the earliest finish time of that selected task and their successors on
each processor in all possible combinations. After that, we assign the selected
task and only one of its successors on the processors that can minimize the
completion time. In other words, if the successors have a single predecessor or
they have only one predecessor which is still not affected, we can assign the
task and its successor also based on the minimum completion time of its
successors and not on the task itself, successively and simultaneously.

4 Simulation Results and Discussion

This section presents a performance comparison of the proposed algorithms with
HEFT algorithm, which is followed by the simulation results.

4.1 Comparison Metrics

Scheduling Length Ratio. The main performance measure of a scheduling algo-
rithm is the schedule length (makespan). Since a large set of task graphs with
different properties is used, it is necessary to normalize the schedule length to the
lower bound, which is called the schedule length ratio (SLR). SLR is defined as
follows:
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SLR =
makespan

∑ni ∈ CPMIN
min
pj ∈ p

fwi, j g . ð5Þ

where CPMIN is the minimum computation cost of the tasks on a critical path. The
task scheduling algorithm that gives the lowest SLR is the best algorithm with
respect to performance.

Speedup. The speedup value is calculated by dividing the sequential execution
time by the parallel execution time. The sequential execution time is computed by
assigning all tasks to a single processor that minimizes the computation costs.
Speedup is defined as follows:

Speedup =
min
pj ∈ p

∑ni ∈ V wi, j

makespan
. ð6Þ

Efficiency. In the general case, efficiency is calculated by dividing the speedup
value by the number of resources used in schedule task graph. Efficiency is defined
as:

Efficiency =
speedup

number of resource
. ð7Þ

4.2 Results and Discussion

In order to be consistent and to have the better compare results, the model defined
for workflow scheduling in a heterogeneous environment by [8] is the same
example used in our simulation with minor revision.

A DAG model is shown in Fig. 1, which represents an application. The table
represents the computation cost of each task on a processor and the weight of each
edge in the figure represents its average communication cost. If two tasks are
allocated on the same processor, their communication time is considered to be zero.

As an example, Fig. 2b shows the schedule obtained by the Algorithm 1, which is
equal to 76. Based on the values of the ranku and rankd, we have two priority lists of
tasks with respect to the Algorithm 1 that are n1, n3, n4, n2, n5, n6, n9, n7, n8, n10f g
and n1, n4, n5, n3, n6, n2, n7, n9, n8, n10f g respectively. Using the first priority list,
the schedule length is shorter than the schedule length produced by using the second
priority list. Thus, the algorithm uses the priority list which gives the minimum
schedule length. On the other hand, the algorithm choose, for each task on the
priority list, the best resource that gives the smallest EFT which can reduce the EFT
of its child or itself since it does not have children.
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Fig. 1 A DAG graph and computation time of the tasks in each processor

Fig. 2 Scheduling of DAG graph with HEFT algorithm (schedule length = 80) and the
improvement algorithms (schedule length = 76)
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The proposed algorithms also outperform the HEFT algorithm in terms of SLR,
speedup and efficiency. The simulations were run using 2, 3, 5, 7 and 9 hetero-
geneous resources in the target environment, which are shown in Figs. 3, 4 and 5.

One main advantage of the proposed algorithms that they try two priority lists to
choose which priority list can give a better earliest finish time. Then, they try not
only to minimize the earliest finish time of the task being scheduled but also the
earliest finish time of their children.

Another important point is that the algorithms proposed can significantly
improve the schedule length returned by HEFT, especially in cases where the
communication cost is higher. The versions proposed take into consideration the
computation cost of the task being scheduled and the communication cost between
her and their immediate children before deciding which task child will be scheduled
right after the parent task.
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5 Conclusion

In this paper, we have proposed new approaches to schedule DAG graph in
heterogeneous systems. The problem is solved by heuristic algorithms. They are an
improvement of the Heterogeneous Earliest Finish Time (HEFT) algorithm.

The new approaches are a two-phase algorithm. In the task prioritizing phase,
two different priority lists are tried to choose which priority list can give a better
makespan or schedule length. In the resource selection phase, the algorithm assigns
the task selected and one of its children. The algorithm computes the earliest finish
time for the current task and the child tasks on all processors. Then, the processors
selected for task being scheduled and one of its child are the processors that
minimize the earliest finish time from the child of task on all resources where task is
tried.

Results show that new approaches are efficient compared to the HEFT algorithm
and they outperform it in terms of Scheduling Length Ratio, speedup, and
efficiency.

The proposed algorithms can be used also in scheduling of tasks composing user
applications on IaaS Cloud services.

Future work can examine another level of scheduling that consists in allocation
virtual machines on physical infrastructure in Cloud Computing.
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Smart Intrusion Detection Model
for the Cloud Computing

Mostapha Derfouf, Mohsine Eleuldj, Saad Enniari and Ouafaa Diouri

Abstract Nowadays, Cloud computing is turning into a major trend in the field of
computer science. It is referred to as a new data hosting technology that became
very popular lately thanks to the repayment of costs induced to companies. How-
ever, and since this concept is still in its first stages of use, many new security risks
start to appear, making its huge benefits fade compared to the security risks it brings
with it. This paper proposes a smart intrusion detection model that is based on the
principle of collaboration between many IDSs (Intrusion detection systems). These
IDSs are host based intrusion detection systems (HIDS) that are customized in order
to support data mining and machine learning and we call them SHIDS (Smart host
based intrusion detection systems). The SHIDS are deployed on the different virtual
machines in the cloud to detect and protect against attacks targeting applications
running on virtual machines by exchanging encrypted IDMEF alerts. This approach
provides many benefits in terms of portability and costs. That being said, this paper
will set forth the different architectures of intrusion detection systems in the cloud,
provide a comparison between the major architectures, propose our intrusion
detection architecture and validate it with an experiment using Open stack.

Keywords IDS ⋅ HIDS ⋅ NIDS ⋅ Cloud computing ⋅ Machine learning ⋅
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1 Introduction

Cloud computing is a new data hosting technology that stands today as a satis-
factory answer to the problem of data storage and computing. It can provide pro-
cessing and accommodation of digital information via a fully outsourced
infrastructure allowing users to benefit from many online services without having to
worry about the technical aspects of their uses. Cloud computing appears as a
tremendous opportunity for companies but logically raises the question of the
security of data when they are hosted by a third party.

We have already dealt with the problem of data storage security on Cloud
computing and proposed a solution based on encryption to secure data [1], in this
paper, we propose a smart intrusion detection model designed to secure the cloud.
First we will give an overview about the different intrusion detection models in the
cloud environments then we provide a comparison between the different IDS
models finally we propose our own intrusion detection model for the Cloud and
provide the experiment.

2 Related Work

In the “Advanced IDS Management Architecture” [2] the authors proposed an IDS
which uses an Event Gatherer combined with the Virtual Machine Monitor (VMM).
This IDS is composed of many sensors and a central management unit. The Event
Gatherer plugin plays the role of Handler, sender, and receiver in order to provide
an integration of different sensors. This architecture uses the IDMEF (Intrusion
Detection Message Exchange Format). An interface is designed to expose the result
reports for users.

The multilevel IDS concept is proposed by Kuzhalisai and Gayathri [3] which
deals with effective use of system of resources. The proposed system binds user in
different security groups based on degree of anomaly called anomaly level. It
consists of AAA module which is responsible for authentication, authorization and
accounting. When user tries to access the cloud the AAA checks the authentication
of the user and based on it, it gets the recently updated anomaly level. Security is
divided into three levels: high, medium and low.

Gul and Hussain [4] have proposed a multi-threaded NIDS designed to work in
distributed cloud environment. This multi-threaded NIDS contains three modules:
capture and queuing module, analysis/processing module and reporting module.
The capture module is responsible of reading the network packets and sending them
to the shared queue for analysis.

In [5] the authors proposed a framework that integrates a network intrusion
detection system (NIDS) in the Cloud. The proposed NIDS module consists of
Snort and signature apriori algorithm that is capable of generating new rules from
captured packets. The new rules are added to the Snort configuration file.
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In [6] the authors proposed Ajit Kumar Gautam, Vidushi Sharma, Shiv Prakash
and Manak Gupta proposed an improved Hybrid IDS. The Improved hybrid IDS is
combination of anomaly based detection and honey pot technology with KFSensor
and Flowmatrix. The Honey pot is used to attract more and more attackers, the
detection obtained can be used to create new signatures and update the database.
Finally anomaly can be used to detect unknown attack in the whole network.

The Cloud Detection and Prevention System (CIDPS) architecture [7] is illus-
trated and presented as a workflow scenario. Sensor inputs or alerts generated while
monitoring network, host, platform and applications together with the latest CIDPS
challenges and enterprise CIDPS policies and their updates, drive through the
CIDPS Trust Management system to be analyzed. Inference Engine (IE) is the
logical and main part of IDE.

In CIDS architecture [8] each node has its own analyzer and detector compo-
nents that are connected to the behavior and knowledge based databases. The
individual analysis reduces the complexity and the volume of exchanged data, but
at the expense of the node processing overhead. This framework contains CIDS
components, cloud system components and NIDS components.

Table 1 presents the different architectures of intrusion detection systems in a
comparative table.

3 Virtual Machine with Smart Intrusion Detection Model

The Cloud Computing is based on the principle of virtualization in which the
different services and applications are deployed in virtual machines. The virtual
machines use various operating systems (OS) and expose different application to
the cloud customers, thus any vulnerability in these systems and applications can be
remotely exploited by hackers hence the importance of implementing intrusion
detection systems in the Cloud at the virtual machine level.

We propose a smart host based intrusion detection system (SHIDS) as security
tool to monitor the hypervisor and virtual machines on that hypervisor, detect

Table 1 Synthesis of the related work

IDS/Features Advanced IDS
management
architecture

Cloud intrusion
detection
system

Cloud detection
and prevention
system

Improved
hybrid
IDS

Type Collaborative Collaborative Intelligent Intelligent

The ability to detect
unknown attacks

No No Could be Could be

The ability to analyze the
content of encrypted streams

Yes Yes No Yes

Encrypting exchanged alerts No No No No

Diffusion of detected attacks No Using alert
system message

No No
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malicious activities at the VM level and protect against attacks targeting applica-
tions running on virtual machines, this approach provides many benefits in terms of
portability and costs. The virtual machine is equipped with a SHIDS (Smart host
based intrusion detection system) it is a customized HIDS (Host based intrusion
detection system) designed to support data mining in order to detect unknown
attacks, the proposed SHIDS behaves like a HIDS and controls the state of the
virtual machine, since it has access to its stored information, whether in RAM, in
the file system, log files or audit trails. In addition the SHIDS can analyze all the
activities on the virtual machine hosting the cloud services.

The SHIDS has the ability to analyze the content of encrypted streams since
SHIDS has access to the encryption keys and certificates on the machine where it is
installed while the NIDS (Network based intrusion detection system) cannot ana-
lyze encrypted traffic. The SHIDS can detect easily the “Trojan” attacks while this
type of attack is difficult to detect by a NIDS. The HIDS is the suitable solution to
secure our virtual machines in the Cloud environment.

3.1 Virtual Machine Components

Figure 1 shows the virtual machines equipped with a SHIDS (Smart Host based
IDS).

The proposed virtual machine contains the following components:

• Os software: Is the system software that manages computer hardware and
software resources, it can be Linux, Microsoft windows etc.

• User software: It is the application provided by the cloud and designed to be
used by the customers of the cloud.

• SHIDS (Smart Host Based Intrusion Detection System): it refers to an intrusion
detection system that is placed on a single host system. It is a customized HIDS
whose detection engine is modified and improved in order to support and
integrate data mining and machine learning modules to detect unknown and new
attacks that are not stored in the IDS database.

Fig. 1 Virtual machine
integrating a smart host based
IDS
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3.2 SHIDS Architecture

The different components (Fig. 2) composing the SHIDS are:

• Logging and alert system: is the module responsible for logging alerts, their
storage in the database and the exchange of alerts with the other intrusion
detection systems.

• IDS database: It is a MySQL database that stores the signatures of the various
attacks known previously.

• Behavior database: It is a database used to store the past behaviors of individual
users.

• Configuration interface: It is the interface used for the configuration and the
parameterization of the SHIDS.

• Data Mining Engine: Is a program that allows using data mining techniques
such as statistics, frequent pattern mining, clustering and classification to detect
the new attacks that are unknown previously.

• knowledge base: It is a database that stores the attacks detected by the data
mining engine after the application of different data mining techniques.

Fig. 2 SHIDS architecture
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The SHIDS behaves like a demon or a standard service on a host system that
detects suspicious activities. The SHIDS can monitor the machine activities, user
activities and malicious activities like worms, virus and Trojans. The event gatherer
which collects all the events coming from outside to the virtual machine, send the
coming streams to the basic detection engine which is the customized program
responsible of analyzing the events and detecting attacks based on the signatures
stored in the IDS database. When an input is received the basic detection engine
solicits the database to find a matching and in order to improve the SHIDS we
added a behavior database using anomaly detection technique based on statistical
measures, it focuses on characterizing the past behavior of individual users or
groups of users to detect significant deviations. Many metrics are taken in con-
sideration such as the connection time of the user, the number of password failures
and CPU and memory usage. If no matching is found this means that the signature
is not stored in the database so the basic detection engine will call the data mining
engine, this latter applies the data mining techniques such as the clustering, asso-
ciation and fuzzy logic to check if the received signature matches an intrusion, in
this case if an intrusion is detected it will be stored in the knowledge base and the
basic detection engine will be notified. Finally the logging and alert system sends
the detected attack in an IDMEF format to the central ids in order to update the
other SHIDS as shown in Fig. 3.

3.3 Communication Between SHIDS in Virtual Machines

The HIDSs in each virtual machine can exchange information about intrusions
using the IDMEF (intrusion detection messages exchange format) [9] format.

Fig. 3 UML sequence diagram of the SHIDS
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The IDMEF data model is an object-oriented representation of the alert sent to
central intrusion detection managers by intrusion detection analyzers [9]. IDMEF
(intrusion detection messages exchange format) is a data format used to exchange
incident reports between intrusion detection systems, intrusion prevention systems
and software that must interact with them. IDMEF messages are designed to be
easily handled. The details of the format are described in RFC 2007. The RFC 4765
[10] presents an implementation of the XML data model and associated DTD. An
example of an IDMEF message is shown in Fig. 4.

The IDMEF format was chosen for its openness and extensibility. IDMEF
message can be either an alert or a heartbeat. The IDMEF library is generated by
JAXB based on the IDMEF XML schema provided by the RFC [10]. JAXB
generates a class and their members based on a specific XML Java mapping. To
protect the exchange of IDMEF alerts we used RSA encryption to secure the
exchanges between the central agent and the other SHIDSs so that nobody can read
the IDMEF alerts on the network, the rng-tools [11] (Hardware Random Generator)
was used to prevent users from sniffing traffic from the insiders.

4 The Proposed Architecture

Two scenarios are possible to secure the cloud environment, the first one is to set up
a distributed intrusion detection architecture in which each HIDS communicate by
exchanging IDMEF alerts, in this case if an intrusion is detected by a SHIDS, it will
be communicated to all other SHIDS to update their database as shown in Fig. 5.

The drawback of this architecture is that it will burden the network traffic
because there are a lot of exchanges of alerts between SHIDS in addition to that if
the number of servers is very large it will generate a lot of alerts which degrades the
performance of the SHIDS since the alerts come from several sources.

The second scenario is based on a centralized IDS architecture (Fig. 6) that is
based on the principle of collaboration between many SHIDS deployed on the
different virtual machines (assuming that we have n virtual machines VM1, VM2
…. VMn and m Physical machines PM1, PM2…. PMm with m # n) in the cloud to
detect and protect against attacks targeting applications running on these virtual

Fig. 4 Example of IDMEF message
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machines, this approach provides many benefits in terms of portability and costs.
The concept of this model is that the different SHIDSs are placed in each VM and
cooperate with each other by exchanging alerts about detected intrusions. In our
model there is a central agent that is responsible for the reception of notifications
from the other SHIDS as well as writing and reading from a central database in
order to synchronize the local database of each SHIDS. Thanks to this concept the
different SHIDS are synchronized and each detected attack is communicated to

Fig. 5 Distributed intrusion detection architecture

Fig. 6 Centralized intrusion detection architecture

418 M. Derfouf et al.



other neighbors by the central agent. The model is improved by using the data
mining and machine learning techniques to detect unknown attacks.

The model proposed in Scenario 2 offers more benefits than the one proposed in
Scenario 1, so we adopted the architecture of the second scenario.

5 Experiment

The objective of this experiment is to valid the proposed architecture and test the
detection of intrusions that are already stored in the database, in this case we will
simulate four types of attacks (remote login with a wrong password, accessing a
protected resource, trying to do administrative tasks such as changing the root
password, and trying to log in without password) on a server in a virtual machine
and verify that the attacks are detected by the SHIDS and sent in an IDMEF format
to the central agent finally check that this later will notify all other SHIDS to update
their databases. The data mining module of our architecture will be tested in the
next paper taking into consideration the performance and the validity of the results.

The experiment was performed by using OpenStack [12] installed on an Ubuntu
machine [Intel(R) Core(TM) i3-2370 M CPU @ 2,70 GHz 2,70 GHz, 8 Go de
RAM]. We created three virtual machines (VM1, VM2 and VM3). During this
experiment we put the focus on the following modules of OpenStack:

• Glance: It is the image Service of OpenStack that we used to perform regis-
tration and discovery of virtual machine images.

• Nova: It is the compute service of OpenStack that we used to automate and
manage pools of computer resources.

• Horizon: It is the OpenStack Dashboard that provides a graphical interface to
access and automate cloud resources.

We used Prelude [13] as a hybrid IDS (IDS) compound of heterogeneous types
of sensors:

• NIDS: Network Intrusion Detection System (Snort).
• HIDS: Host based Intrusion Detection System (Samhain) that we customized to

support data mining and machine learning techniques.

Prelude is designed in a modular way so as to adapt to any environment, the
Manager is the central component that receives events from the different sensors
and processes them, the Libdb is the library that provides an abstraction layer for
the storage of IDMEF alerts in a database, the LML is the logs processing module
and Prewikka is a web based graphical user interface (GUI) for Prelude.

On VM1 we installed Prelude Manager which is the module that processes and
centralizes the system alerts, on VM2 and VM3 we installed the SHIDSs, the idea is
that if one of these machines (for example VM2) detects an intrusion, it will use the
IDEMF format to inform the central IDS (installed on VM1) and this later will
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update the VM3 with the new intrusion detected. The different exchanged alerts are
encrypted using RSA standard. In order to be able to persist IDMEF alerts
describing the intrusion detected we used Libpreludedb [14] Library that provides
an abstraction layer for storing IDMEF alerts. In the experiment we simulated
attacks on the VM2 and check if these attacks are transmitted in IDMEF format to
the central IDS (VM1). In the central IDS the alerts are stored using Mysql data-
base. To display the different alerts sent by the different sensors we use a web
graphical interface called Prewikka. The Fig. 7 shows the alerts provided by the
Prelude sensors and displayed on the web interface of the central IDS.

6 Conclusion

To sum up Cloud computing can be considered as a new concept that has brought
many benefits but several security threats and vulnerabilities have appeared with
this new concept that is why the cloud providers must identify these security issues
and try to protect against them.

In this paper we have outlined the different architectures of intrusion detection
systems in the cloud and provide a comparative study between them finally we
implemented the proposed architecture using Openstack. In the next paper we will
improve the architecture through the use of data mining techniques to detect new
and unknown intrusions, improve accuracy and speed of intrusion detection and
ensure a good adaptive capacity and scalability.
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Gateways Selection for Integrating
Wireless Sensor Networks into Internet
of Things

Hassan El Alami and Abdellah Najid

Abstract This paper presents an approach to integrate Wireless Sensor Networks
into Internet. In WSN some sensors have two radio components: Zigbee radio
which used on all sensors to send data within the WSN and WiMax radio which
activated only on subset of sensors, indicated to as gateways, for sending data to
Internet. Objective of our approach is to increase lifetime and throughput of WSN
where sensors can join the Internet through gateway, to achieve this goal, we use
link cost to select gateway. The link cost is the ratio between distance to Internet
and energy level of sensor. The sensor has been selected as gateway which has
minimum link cost. To ensure minimum link cost can be performed, we divided
WSN into grids where, gateways have been selected in each grid. Results justify its
accuracy.

Keywords Wireless sensor network ⋅ Internet of things ⋅ Gateway ⋅ Link
cost ⋅ Throughput ⋅ WiMax ⋅ Zigbee

1 Introduction

As important applications of the Internet, the Internet of Things (IoT) provides
immediate bridge between the physical world and the smart things like sensors or
RFID tags in the digital world and can lead to innovative applications and services
with high efficiency and productivity. According to Cisco [1], 50 billion smart
things will be connected to the IoT in 2020, thus overshadowing the data generated
by humans. This is restricted by the birth rate: in 2020, it is expected to have 8
billion people around the world [2]. IoT is receiving vast attention because it allows
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for the pervasive interaction with/between smart sensors leading to an effective
integration of information into the digital world. However, IoT, as it stands
nowadays, is just at the beginning of a longer travel. The technology of WSNs/IoT
has been developed in order to provide a baseline architecture framework and basic
functionalities allowing for enormous scale operational distribution. Covering vast
application domains, WSNs can play an important role by collecting environment
information including monitoring environment, medical treatments, military
surveillance, and so on. In particular, WSNs are connecting into IoT [3]. The most
usual strategy integrating the WSNs through gateways to Internet in which sensors
can employ independent routing protocols. Additionally, each sensor is responsible
to communicate with gateway and gateway is responsible to forward the sensed
data to the user or the server web through Internet. Thus, Workload on gateway is
maximized i.e., the gateway consumes more energy causing the gateway lifespan to
decrease, where, transmission from the WSNs to the Internet becomes blocked.
Therefore, the gateways selection in WSNs to connect the Internet is one of the
challenges in integrating the WSNs into the IoT. Therefore, in this paper, we
investigate gateways selection to maximize lifetime and throughput of WSNs.

In this paper, we consider a WSN where sensors transmit sensed data to Internet
(BS_WiMax) via gateways which are selected initially. On the other hand, after the
sensors are distributed in network area, information sharing among sensors and base
station BS_WiMax is performed with the help of HELLO packets broadcast
mechanism. BS_WiMax first broadcasts HELLO packet to inform each sensor with
the position of BS_WiMax and received signal strength, after receiving HELLO
packet, each sensor stores the position of BS_WiMax, and sends a response
HELLO packet which contains ID of sensor, distance to BS_WiMax, link status
and its energy level status. After this phase, BS_WiMax select sensor as gateway
based on minimum link cost for current round. Then, the sensors send sensed data
to Internet through gateways. In addition, link cost is the ratio between distance to
BS_WiMax and energy level of sensor. Rest of the paper is organized as: in Sect. 2
related works is presented, Sect. 3 provides brief description of our proposed
approach, Sect. 4 takes the discussion of simulation results into consideration, and
finally Sect. 5 ends paper with conclusion and future work.

2 Related Works

In recent years, the interconnection of sensors to Internet has become increasingly,
and sensor networks have already achieved much commercial success in applica-
tions [4] like tele-controlling of human physiological data, environmental moni-
toring, commercial applications, and many more. Thus, WSNs applications request
for integration with existing Internet Protocol (IP) networks, especially the IoT.
Therefore, WSNs are connecting things to the Internet through a gateway that
interfaces the WSNs to the Internet. Unlike traditional networks, WSNs have the
particular characteristic of collecting sensed data such as motion, pressure,
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temperature, fire detection, Current/voltage, etc., and forwarding it to the user
through gateways. In general idea of integration WSNs into Internet, many
approaches have been proposed.

In [5] authors propose different scenarios to connect WSNs to Internet, the first
scenario includes of connecting both independent WSNs and the Internet through a
single gateway. The second scenario makes a hybrid network, still composed of
independent network, where a small number of dual sensors can access the Internet.
The last scenario is inspired from Wireless Local Area Network (WLAN) and forms
a dense IEEE 802.15.4 access point network, where multiple sensors can join the
Internet in single hope.

From [6], authors present a prototyping implementation of IoT Gateway based
on Zigbee-GPRS protocols, which realizes sensed data forwarding, protocol
transformation, WSN control and management. Therefore, this proposed can be
widely used in smart home, smart grid, industrial monitoring, environment moni-
toring etc.

In [7], authors present the requirements for distributing IoT gateways, and
propose architecture for the corresponding system to be distributed in the gateways.
A Zigbee and GPRS protocols based IoT gateway system helps partly in dealing
with the heterogeneity problem and therefore enables the WSNs to communicate
with the mobile telecommunication network [8].

Authors in [9], presented the subtleties of integrating WSNs into the Internet in
order to control the appliances of electric. They presented simple architecture which
can be easily adopted for similar deployments. In this architecture, authors high-
lighted relevant constraints mainly IPv4 to IPv6 gatewaying.

Authors in [10] presented an overview of the premise of IoT concept, its
enabling technologies, protocols, applications, and the recent research addressing
different aspects of the IoT, and they cited some of the challenges and issues that
pertain to the design and deployment of IoT implementations have been proposed.
Moreover, in this paper, the interplay between the big data analytics, IoT, cloud and
fog computing has been discussed.

3 Proposed Approach

We consider our network model as WSN in which sensors gather sensed data of
interest from the environment, and send these data to the selected gateways which
in turn convey the locally gathered and compressed sensed data to BS_WiMax. So,
in a WSN sensors are of two types: normal sensors and gateway sensors. In model
of WSN, the locals of sensors and gateways are random, whereas that of
BS_WiMax is predetermined based on application. Additionally, the Zigbee
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communication system is used as a mean of data transmission between sensors
within WSN, while the WiMax communication system is used as mean of data
transmission between gateways and Internet.

Let N set of sensors and G is the set of gateways, where,
N = f nij ni ∈ N ∧ 1 ≤ ni ≤ nimaxg , and G = f gij gi ∈ G ∧ 1 ≤ gi ≤ gimaxg .
Each sensor can establish a wireless link within its communication range. In WSN,
gateways which have functionality and establish the connectivity to Internet.
Therefore, we can model establishment wireless link as follow:

Cðx, yÞ =
1 if x connect to y
0 Otherwise

�
ð1Þ

In this way, we can conclude from Eq. (1) two cases:

• Case 1: if x= ni then y= nj ∀nj ∈N ðand ni = njÞ or ðy= giÞ
• Case 2: if x= gi then y=BS WiMax

Operation of our proposed approach is divided into rounds. Each round is
divided into three phase; (1) network configuration, (2) selection gateways, (3) data
scheduling and transmission.

3.1 Network Configuration

Initialization phase begins at the start of round. In this phase after the sensors are
distributed in network area, each sensor has information about their relative coor-
dinates, position ID and received signal strength. HELLO packet exchange
mechanism (Fig. 1) has been used to inform each sensor with the position ID,
received signal strength, energy level status, status of links, and the coordinates of
all other sensors along with BS_WiMax.

Fig. 1 HELLO packet format

426 H. El Alami and A. Najid



3.2 Selection of Gateways

In this section, we present selection criteria for a sensor to become gateway, in
order to enhance energy efficiency and throughput maximization. To connect the
WSN to the Internet, our proposed selects new gateways in each round. BS_WiMax
knows the position ID, distance and energy level status of the sensors, status of
links. BS_WiMax computes the link cost of all sensors and transmit this link cost to
all sensors. On the basis of this link cost, each sensor decides whether to become
gateway or not. If ni is ID of sensor than link cost of sensor ni given by:

L ⋅CðniÞ = dðniÞ
ELðniÞ ð2Þ

where dðniÞ is the distance between sensor ni and BS_WiMax, ELðniÞ is the energy
level of sensor ni and is calculated by subtracting the current energy of sensor from
initial total energy. A sensor with minimum link cost is selected as a gateway for
current round. All the neighbor sensors stick together with gateway sensor and send
their sensed data to its gateway. Gateway sensor aggregates sensed data and convey
to BS_WiMax. In addition, gateway sensor has high energy level and minimum
distance to BS_WiMax; therefore, it consumes minimum energy to transmit sensed
data to BS_WiMax.

3.3 Scheduling and Transmission Data

After that the gateways are selected, the gateways receive HELLO packets from
others sensors intended to associate with them. Similarly, receives messages format
from gateways selected intended to communicate directly with it. These message
format receptions are followed by data scheduling, where the gateways assign Time
Division Multiple Access (TDMA) schedules to their respective sensors and the
also BS_WiMax then creates TDMA schedules to gateways, telling them when to
forward. Data transmissions, with the assumption that gateways always have sensed
data to send, begin soon after the fixed assignment of TDMA based schedules.
These transmissions minimize the energy consumption due to the gateways
selection mechanisms. The radio of each sensor is turned off until the nodes’
allocated TDMA based schedules, thus the energy consumption is further
decreased. The receiver of gateway is kept on to receive all the gathered infor-
mation. The gateway, after receiving locally data, perform signal processing
functions to compress these sensed data into a single packet. These high energy
composite signals are then transmitted to the BS_WiMax. When all these data
transmissions end, then next round begins with the network configuration deciding
the next gateways or non-gateways based on the proposed operation.
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4 Simulation Results and Discussion

Our objective in conducting simulations is to evaluate the performance of our
proposed approach by comparing it with grids based proposed approach (Proposed-4
Grids and Proposed-6 Grids). Tests are carried out using immobile sensors and
plane coordinates. 100 sensors are randomly distributed in the network are of
100 m × 100 m. As sensors are equipped with limited energy, when they drain their
energy during of simulation, they cease to send or receive information. For the
simulations, energy is consumed whenever a sensor receives or sends or aggregates
sensed data. Average results with 85 % confidence interval presented after running
the simulation 6 times. Moreover, the sensors in our proposed approaches are ini-
tially supplied with 2 J and the distance between WSN and BS_WiMax is 50 m.

When sensed packet travel from sensor to gateway or from gateway to
BS_WiMax across a wireless channel, some of sensed packet fail to reach receiver
(called dropped packets). To offset for dropped packets, Random Uniformed Model
[11] has been used with the assumption that dropped packet is related to link status
through which it is propagating. If a given wireless link is in good status, packet is
successfully received at the BS_WiMax, otherwise it is dropped.

• Stability period: is the time interval from the establishment of network until of
the death of first alive sensor.

• Network lifetime: is the time interval from the establishment of network until of
the death of last alive sensor.

• Throughput: Number of packets successfully received at the BS_WiMax.

Figure 2 shows the impact of varying sensors density on stability period in three
proposed approach. The stability period increases when the number of sensors in
three proposed are varied. It is clear that downsizing the network in terms of the
number of sensors results in increased stability period in our proposed approach. In
other hand, stability period in our proposed based on grids prolong the stability
period further due to balance the energy consumption in grids which means that the
workload on gateways is decreased i.e., the gateway in grid now forward relatively
less data to BS_WiMax.

Fig. 2 Stability period with
varying number of sensors
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From the Fig. 3, it is obvious that our proposed based on grids can achieve better
throughput than proposed approach. Additionally, according on [12] in grids based
networks area, provide efficient data delivery in WSNs, in that each sensor only
maintains a simple transmitter candidate set for it to send sensed data. Figure 4
shows the impact of varying size of sensed data on network lifetime in the three
proposed approaches. Reason for this interesting result is clear i.e., in grids based
our proposed, sensors which remain alive for longer for a longer time transmit for
longer time too whereas more number of contending sensors maximizes the chances
of collision also leads to decreased network lifetime. Moreover, the relative network
lifetime and throughput efficiencies of our proposed approach based on grids in
comparison to our proposed.

5 Conclusion and Future Work

Integration of WSNs into IoT is key component in IoT application systems. In this
paper, we proposed a novel approach which used the link cost to select appropriate
gateway to integrate WSNs into IoT. Sensors with minimum value of link cost are

Fig. 3 Throughput of WSN
with varying number of
sensors

Fig. 4 Network lifetime with
varying size of data sensing
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selected as gateway, and other sensors become the normal sensors of that gateway
and transmit their sensed data to gateway which forwards them to user through
Internet. In order to enhance the energy efficiency and throughput of WSNs-IoT, we
divided WSNs into grids. This grids technique encourages better distribution of
gateways in the network. Simulation results demonstrated that our routing approach
achieves better performance metrics using sensor density and size of sensing data.
As further direction of this work, our proposed approach routing can be extend to
take real-time connectivity between WSN and IoT into account, and further vali-
dation such performance metric as end to end delay.
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Cognitive Radio Spectrum Sensing
Based on Energy

Oualid Khatbi, Ahmed Mouhsen and Zakaria Hachkar

Abstract The surveys that have been done on the use spectrum shows that some
frequency bands are less busy compared with others. Cognitive radio has come to
give the possibility to use the free band of a primary user for a secondary user.
Confirmation of the presence of the primary user is typically performed by a
spectrum sensing. A function of cognitive radio based on the ability to find
unoccupied spectrum without interference. The cognitive radio spectrum sensing
method considered in this work is Energy detection method based on the central
limit theorem and the sensing performance of this scheme is quantified by the
receiver operating characteristic (ROC), such as between the probability of detec-
tion versus the probability of false alarm. A simulation is carried out in the Matlab
environment to show the relation between Pd and Pf with various SNR values.

Keywords Cognitive radio ⋅ Spectrum sensing ⋅ Energy detection method ⋅
The probability of detection and probability of false alarm

1 Introduction

The Wireless communication saw a very fast growth in these last years. The growth
of the systems and the wireless services showed that the availability of spectrum
became severely limited; it becomes obvious that the increasing number of data
cannot be satisfied by the current statistical plans of frequency assignment. As a
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consequence, the need to have a new way of exploitation of the spectrum became
essential. The cognitive radio appears to be a solution of temptation of the problem
of spectral congestion by presenting the opportunist use of the frequency bands
which are not heavily occupied by authorized users [1]. Whereas there is no
agreement on the formal definition of cognitive radio from now on, the concept
developed recently to include diverse meanings in several contexts [2]. In this paper,
we use the definition adopted by Federal Communications Commission (FCC):
“Cognitive radio: A radio or system that senses its operational electromagnetic
environment and can dynamically and autonomously adjust its radio operating
parameters to modify system operation, such as maximize throughput, mitigate
interference, facilitate interoperability, access secondary markets.” [3]. In the ter-
minology of the cognitive radio, primary users PU can be defined as the users who
have the capacity and the priority to use a specific party of the spectrum. Examples of
licensed technology are global system for mobile communications (GSM) [4],
worldwide interoperability for microwave access (WiMax) [5, 6], and long term
evolution (LTE) [6]. On the other hand, secondary users SU, who have a lower
priority to exploit this spectrum so that they do not cause interference to the primary
users. Thus, the secondary users must be capable of detecting the unused specters by
the primary users in a reliable way and of exploiting them. The reliability of the
spectral detection is the most important factor which determines the performance of
the cognitive radio, and it is at present based on three techniques different [7]:
matched filter detection, energy detection and cyclo-stationary detection.

The matched filter based detection requires a perfect knowledge of the PU signal
for synchronization and a dedicated receiver for each kind of PU signal but it is very
good at low SNR region. In cyclo-stationary detection, we require exact informa-
tion about the cyclic frequencies of the PU signal which is not an easy task. Energy
detection (also denoted as non-coherent detection), is the signal detection mecha-
nism using an energy detector (also known as radiometer) to specify the presence or
absence of signal in the band. The most often used approaches in the energy
detection are based on the Neyman-Pearson (NP) lemma. The NP detection crite-
rion enlarges the probability of detection Pd for a given probability of false alarm fa
[8] It is an essential and a common approach to spectrum sensing since it has
moderate computational complexities, and can be implemented in both time domain
and frequency domain [9, 10]. To adjust the threshold of detection, energy detector
requires knowledge of the power of noise in the band to be sensed [11]. The signal
is detected by comparing the output of energy detector with threshold which
depends on the noise floor.

In this paper with the help of Central Limit Theorem we have proposed new
threshold based energy detector to improve the performance of spectrum sensing for
CR. Simulation results shows that our proposed scheme based on this threshold
depend the SNR values and better for higher SNR. The rest of the paper is organized
as follows. System model is presented in Sect. 2. Spectrum sensing has been done in
Sect. 3. Energy Detection, Central limit theorem approach, in Sects. 4 and 5
respectively, Simulation results are shown in Sect. 6 and finally our conclusion is
drawn in Sect. 7.
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2 System Model

The cognitive radio is the system of wireless communication where a
transmitter-receiver can intelligently detect the communication channels which are
not used and to reach it without creating interferences. This property gives the
possibility to use the frequency spectrum. The availability of the idle spectrum of
radio is generally varied according to time, the frequency and the location. The
spectral detection allows the secondary users Known how to have a dynamic
spectral access and get such idle spectrum in a opportunist way. It also allows
knowing if the primary user decided to take back his band once again.

2.1 Types of CR

There are two types of Cognitive Radios:

• Full Cognitive Radio: Full Cognitive Radio (CR) considers all parameters.
A wireless Node or network can be conscious of every possible parameter
observable [12].

• Spectrum Sensing Cognitive Radio: Detects channels in the radio frequency
spectrum. Fundamental requirement in cognitive radio network is spectrum
sensing. To enhance the detection probability [13] many signal detection
techniques are used in spectrum sensing.

2.2 Characteristics of CR

There are two main characteristics [14] of the cognitive radio and can be defined

• Cognitive capability: Cognitive Capability defines the ability to capture or sense
the information from its radio environment of the radio technology. Joseph
Mitola first explained the cognitive capability in term of the cognitive cycle “a
cognitive radio continually observes the environment, orients itself, creates
plans, decides, and then acts”

• Reconfigurability: Cognitive capability offers the spectrum awareness, Recon-
figurability refers to radio capability to change the functions, enables the cog-
nitive radio to be programmed dynamically in accordance with radio
environment (frequency, transmission power, modulation scheme, communi-
cation protocol).
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2.3 Functions of CR

There are four major functions of Cognitive Radio:

• Spectrum Sensing: The goal of spectrum sensing is to find and determine the
presence of primary users on a band.

• Spectrum management: Supply and choose by the cognitive radio the just
spectrum immediately after its detection.

• Spectrum Sharing: Cognitive Radio assigns the unused spectrum (spectrum
hole) to the secondary user (SU) as long as primary user (PU) does not use it.
This property of cognitive radio is described as spectrum sharing.

• Spectrum Mobility: When a licensed (Primary) user is detected the Cognitive
Radio (CR) vacates the channel.

3 Spectrum Sensing

Spectrum sensing is the most important function in the cognitive radio; it is always
in the study shift and development. Secondary user (SU) should be able to detect
spectrum in a continuous and real time way and must be equipped with highly
reliable spectrum sensing functions [15]. Many different methods are proposed to
identify the presence of signal transmission and can be used to enhance the
detection probability.

3.1 System Model

The problem of detecting the presence or absence of the PU transmission is for-
mulated as a binary hypothesis testing problem. The null hypothesis denoted by H0
corresponds to the received signal being only noise. On the other hand, the alter-
native hypothesis denoted by H1 indicates that the received signal contains the PU
signal along with noise. As an example, a simple binary hypothesis test for
detecting the PU transmission in an AWGN channel is given by:

H0: x nð Þ=w nð Þ
H1: x nð Þ= s nð Þ+w nð Þ ð1Þ

where n = 1, 2, 3, ……. N is the number of samples of received signal, x(n) is the
received sample signal by the SU, w(n) is the white Gaussian noise with mean zero
and variance σ2n, s(n) is the received PU signal with mean zero and variance σ2s .
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3.2 Performance Criteria

Performance of spectrum sensing algorithms may differ in different scenarios. It is
therefore important to compare and choose the best scheme for a given scenario. At
the same time, it is necessary to choose proper performance criteria for a fair
comparison. In this section, we briefly present important performance parameters
which can be used to evaluate the sensing algorithms:

• False alarm probability: It is defined as the probability that the detector declares
the presence of PU, when the PU is actually absent.

• Missed detection probability: It is defined as the probability that the detector
declares the absence of PU, when the PU is actually present.

• Sensing time: If the receiver chain is time-duplexed for reception and sensing, it
is desirable that the sensing durations are shorter and the data transmission
durations are longer.

• SNR: The SNR of the received PU signal at the sensor depends on the PU
transmitted power and the propagation environment. The detection performance
improves with an increase in the SNR.

3.3 Detection Techniques

Fundamental to the theory of detecting the signal in noise is the theory of statistical
decision, where the decision making depends on the hypothesis testing. In binary
hypothesis testing, the problem resides in defining a decision rule that indicates
which of two hypotheses should be chosen: the null hypothesis (H0) or the alter-
native hypothesis (H1). If the null and alternative hypotheses are defined in terms of
signal(s), hypothesis H0 (signal absent) and hypothesis H1 (signal present). The
decision rule can be represented as:

H1: Λ yð Þ > λ
H0: Λ yð Þ < λ

ð2Þ

where λ is the threshold and Λ(y) is a function that depends on the measurements. If
it exceeds the threshold, then H1 is selected; otherwise, H0 is decided. The aim of
the detection theory is, hence, to design the most effective detector by definition
Λ(y) and λ. Let y = y0, . . . , yN− 1½ � be the observation vector and P y ̸Hið Þ, i = 0, 1,
denote the joint probability density function (PDF) of these N elements of
observing y given that Hi was true, is often referred to as the likelihood function of
the observation vector y. Thus, we can define the Λ(y) is the likelihood ratio test
(LRT) as
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Λ yð Þ= p y ̸H1ð Þ
p y ̸H0ð Þ ð3Þ

4 Energy Detection

Energy detection is a signal detection mechanism in which the presence or absence
of primary user is determined by measuring the radio frequency energy in the
channel [16]. Then this calculated energy of the received signal over specified time
duration is compared with the threshold value (chosen) and decision about the
occupancy of channel is made accordingly. The energy detection technique is quite
simple as it does not require any prior knowledge about the primary user. The test
statistics for energy detection is given as:

T xð Þ= 1
N

∑
N

n=1
x nð Þj j2 ð4Þ

where T xð Þ is received signal energy and N is sampling, If the threshold value is
less than the calculated energy, decision is made that primary user is present and if
the calculated energy value comes out to be less than threshold value than the
decision is made that primary user is absent and the band is free and can be allotted
to secondary user [17]. The performance of the detection can be characterized with
two probabilities: probability of detection Pd and probability of false alarm Pf . It can
be formulated as:

Pd =P T xð Þ> λ ̸H1f g

Pd =Q
λ− σ2S + σ2n
� �

σ2S + σ2n
� �

̸
ffiffiffiffiffiffiffiffiffi
N ̸2

p� �
 !

ð5Þ

Pf = P T xð Þ > λ ̸H0f g

Pf = Q
λ− σ2n

σ2n ̸
ffiffiffiffiffiffiffiffiffi
N ̸2

p� �
 !

ð6Þ

where

Q xð Þ = 1ffiffiffiffiffi
2π

p ∫
∞

x
e
t2
2dt ð7Þ
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The detection threshold for a fixed Pf can be given as:

λ = σ2n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N ̸2ð ÞQ− 1 Pf

� �
+ σ2n

q
ð8Þ

5 Central Limit Theorem Approach

The CLT shows that the sum of N random variable N with a finite mean and
variance approaches a normal distribution when N is large enough. Using the CLT,
the distribution of the test statistic (4) can be accurately approximated with a normal
distribution for a sufficiently large number of samples as:

Λ∼
N N 2σ2n

� �
, N 2σ2n
� �2� �

:H0

N N 2σ2n
� �

1+ γð Þ, N 2σ2n
� �2 1 + γð Þ2

� �
:H1

8<
: ð9Þ

where γ is the SNR, By using each mean and variance in (9), an approximated false
alarm probability is:

Pf =Q
λ−Nð2σ2nÞffiffiffiffi

N
p ð2σ2n
� �

 !
ð10Þ

Similarly, approximated detection probabilities are:

Pd =Q
λ−N 2σ2n

� �
1+ γð Þffiffiffiffi

N
p

1+ γð Þ 2σ2n
� �

 !
ð11Þ

6 Simulations Results

To observe the detection performance of the CR under the CLT theorem, simulation
results are shown in this section to evaluate the CLT approach in energy detection
scheme.

Figure 1 shows the probability of detection versus SNR curves for simulated
case. We have taken 1000 samples and probability of false alarm is fixed to 0.01. As
it can be easily observed from the Fig. 1 that the probability of detection is better
from SNR = −10 dB.
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The graphs are drawn between probability of detection and SNR under various
probability of false alarm. From Fig. 2 it is clear that for low SNR region proba-
bility of detection increases with increase in the probability of false alarm and for
higher SNR graphs are converged.

It clear that with the increasing of the SNR (from –20 dB to 0) the detections we
get also increased. It indicates that with the increasing of the SNR, the more
spectrums which are occupied we can detect. By changing the value of the SNR, we
get the relationship between the SNR and the detections, from the diagram, we can
see from −10 dB to 0, SNR makes the energy detector performs best.
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Fig. 1 Probability of detection vs SNR for Pf = 0.01
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Fig. 2 Probability of detection vs SNR for Pf = 0.1, 0.05, 0.01
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7 Conclusion

This paper proposes a threshold based on the central limit theorem and the sensing
performance of this scheme is quantified by the receiver operating characteristic
(ROC), such as between the probability of detection versus the probability of false
alarm. Simulation results demonstrates that the increasing of the SNR increase the
detections and the more spectrums which are occupied is detected, and also the
relationship between the SNR and the detections, from SNR = −10 dB, the energy
detector performs best.
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Implementation of Clustering Metrics
in Vehicular Ad-Hoc Networks

Abdelali Touil and Fattehallah Ghadi

Abstract The clustering in Ad-hoc networks, which has interested a large com-
munity of scientists, is one of solutions used to ensure the stability of the network
and to reduce packets loss. The challenge is to find the best metric to generate fewer
clusters. In this paper, we compare between four metrics used in Mobile Ad hoc
Network (MANet) for choose the cluster-heads, namely Unique ID, Degree
(Connectivity), Distance and Mobility. The intent of this study is to deduce the best
metric suited to the characteristics of VANet such as high velocity and organized
mobility.

Keywords VANet ⋅ Clustering ⋅ Ad-hoc ⋅ Clusters ⋅ Cluster-head ⋅
Metrics ⋅ Hierarchical routing

1 Introduction

The increase in the worldwide transport networks inducted to several serious
problems, such as congestion in the urban environment, pollution and accidents.
Despite the efforts made by the authorities to reduce the damage, the number of
accidents is still very high. Vehicular networks are a projection of intelligent
transport systems (ITS). Those systems have recently attracted many researchers
and manufacturers attention in the automotive sector. Vehicles communicate with
each other through inter-vehicular communication (V2V) as well as with the
equipment of the road through the vehicle-to-infrastructure communication (V2I).
The objective of these networks is to make vehicular networks contribute to design
safer and more efficient roads in the future by providing real time information for
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drivers and concerned authorities [1–3]. Moreover each vehicle must be able to
reinforce its protection after each external attack. They must respect the principles
of security: authentication, integrity, confidentiality and non-repudiation [7, 8].

Vehicular Ad-hoc networks are considered as a special case of Mobile Ad-hoc
Networks with few characteristics [2, 8, 9]: Rather than arbitrary moves, vehicles
tend to travel in an organized way; VANet are faster than MANet Networks;
Energetic constraints are no longer a concern for this type of networks.

This paper is organized as follows: Sect. 2 presents the vehicular Ad-hoc
wireless access environment standards. Section 3 shows the architectures of
vehicular Ad-hoc networks. Section 4 presents the clustering approach and the
cluster-heads selection metrics. Section 5 describes the clustering process and the
structure of the algorithm. Section 6 shows the results of the simulation. Section 7
concludes the document and presented the future works.

2 Standards for Wireless Access in VANet

In 1992, American researchers have begun research in dedicated short-range
communications (DSRC) [17], specially designed for intelligent transport systems,
which means all of protocols and standards involved in communications between
vehicles and infrastructure or between vehicles. In October 1999, the USA Federal
Communications Commission has allocated 75 MHz of the electromagnetic spec-
trum in the band 5.9 GHz. Similarly, in August 2008, European Telecommunica-
tions Standards Institute has allocated 20 MHz of spectrum in the band 5.9 GHz.
One of the DSRC applications in roads networks, is the automatic toll on the
highway, it uses the DSRC communication standard. The embedded system in the
vehicle consists of a fixed device on the vehicle windscreen, sensed by a receiver
installed in the toll. DSRC have been migrated to the standards of IEEE 802.11,
early based on the 802.11a standard for wireless transmission link data at rates up to
54 Mbit/s and the frequency band 5 GHz. To solve the problem of scaling to cover
wider networks, IEEE group spends more effort on new amendments called
Wireless Access for Vehicular Environments (WAVE) [16, 17], this last one is a
modification made to the IEEE 802.11p norm. This amendment is designed for
transport intelligent system applications based on the short-range communications.
A frequency band of 5.9 GHz (5.85–5.925 GHz) is reserved. WAVE is defined to
enable communication between the vehicles in one hand and between vehicles and
infrastructure in another hand [5]. This helps exchanging data in real time, improves
driver safety and resolves the congestion issues in urban networks.
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3 Vehicular Ad-Hoc Network Architectures

3.1 Vehicle-to-Vehicle Communication

Vehicle to vehicle (V2V) refers to a decentralized architecture based on
inter-vehicular communications [2, 3, 6]. The V2V paradigm requires no infras-
tructure. Indeed, each vehicle takes the role of the sender, receiver and the router at the
same time [16]. A vehicle can communicate directly with another vehicle equipped
with an on-BoardUnit (OBU), or by amulti-hop protocol which is responsible to send
the data from source to destination by using nearby vehicles as relay [17].

3.2 Vehicle-to-Infrastructure Communication

Vehicle to infrastructure communication allows sharing of resources and services
available for all vehicles in the vicinity, such as internet through the deployment of
RoadSide Unit (RSU) placed every kilometer or less on the roads [4]. The RSU
provides very high bandwidth useful for exchanging large data in a reduced
transmission time. It also serves to inform the authorities in case of accidents and
speed violations [2, 17] (Fig. 1).

4 Clustering Operation

We used the clustering in this paper because of its numerous advantages. It allows
dividing a physical network of vehicles into a set of virtual groups geographically
close. These groups are called clusters. They are generally managed by particular
vehicles named the cluster-heads. The objective of this operation is to optimize the
size of the routing tables and the sharing of available resources for more stability [15].

RSU RSU

OBUOBU

V2I

V2V 

Fig. 1 Vehicle-to-infrastructure communication (V2I) and Inter-vehicle communication (V2V)
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4.1 Different Status of a Vehicle in Clustering Network

In clustering network a vehicle could have three roles:
Cluster-head or organizer vehicle: Selected on an election process, only the

vehicles that reach some selective criteria (depending on metrics) may take this role.
It helps to build clusters, and maintain the structure of clusters after each
re-affiliation or connection loss.

Cluster members: are vehicles that constitute the cluster, also called the ordinary
vehicles by some authors.

Gateway has a feature on the cluster member’s vehicles. This one is connected at
least to two different cluster-heads. The main role of the gateway vehicle is to
exchange data between the connected clusters.

4.2 Cluster-Head Selection Criteria

Unique Identifier

It is assumed that each vehicle has a unique identifier to distinguish it from others.
Clustering algorithms compare the identifier of each vehicle with its neighbors, the
vehicle that has the smallest or the biggest ID depending on the algorithm is elected
as the cluster-head [9, 18, 19]. In our work, we have simulate a case when the
cluster-head is the vehicle that has the biggest Identifier, noted that the identifier is
an integer.

Degree

In graph theory, the degree of a node x is the number of edges adjacent to this node.
The algorithms based on this criterion, calculates the number of connection of each
vehicle, the vehicle that has the biggest number of connections is a candidate to
become a cluster-head [10, 18].

Dx = NðxÞj j= ∑
y∈V , y≠ x

dist ðx, yÞ< txrange

NðxÞ Vehicle x neighbors.
txrange Represents the effective radius of a cluster. It expresses the

maximum distance that can separate a cluster-head of its
members.

dist ðx, yÞ< txrange Neighbor in the radius of the vehicle signal txrange.
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Mobility

The mobility of a vehicle x is calculated based on an application of the Pythagorean
Theorem Euclidean geometry (AC2 = AB2 + BC2), it can calculate the hypothesis
distance (AC) in a time t and time t + 1 [11].

Using the basic speed formula d(m)/T(s), we deduce mobility of vehicle x as
follows.

Mx =
1
T
∑
T

t=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xt −Xt− 1ð Þ2 + Yt − Yt− 1ð Þ2

q

Mx Vehicle x mobility;
T Travel time between two points dist ðA,CÞ.
The vehicle that has less mobility is the best candidate to be cluster-head; this
allows an extended life time to clusters.

Distance
The metric of the distance calculating distances of all neighborhood members of a
vehicle. The vehicle with less distance is considered as cluster-head. This metric is
calculated using location-based, GPS equipment for example.

dx = ∑
y∈NðxÞ

dist ðx, yÞ

dx The sum of the distances between a vehicle x and its neighbors.
NðxÞ Neighborhood members of x.

5 Clustering Algorithm Description

The objective of the clustering algorithm is to select fewer vehicles to be
cluster-heads based on the election criteria (Identifier, Degree, Distance and
Mobility) [15]. The clusters are made of these cluster heads and their 1-hop
neighbor vehicles. They cover the whole network.

Our protocol consists of two main layers, the synchronization layer and the
clustering layer:

5.1 Synchronization Layer

The synchronization layer allows vehicles to fill and update the neighborhood tables
automatically, to establish the connectivity between vehicles. It periodically sends
messages in a fixed time interval. Each time the synchronization message is
received by vehicle, it initializes a variable called TTL (Time-To-Leave). The TTL
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variable contains the time of the last message received, if the receiver detects that
the TTL has not been updated in a predefined time, it means that the transmitter is
not in its neighborhood and that he did not receive any synchronization message
from him, and then automatically transmitter vehicle is removed from the receiver’s
neighbor table. We have modified wave short message used in Wireless Access in
Vehicular Environment (WAVE) to send information between vehicles, because it
is very useful for broadcast applications and particularly suitable for safety mes-
sages between devices on vehicles and roads. Designed primarily to support almost
instantaneous exchange of security information, the WSM message is adapted to
our clustering approach by adding five data fields. The first field represents the
status; it is an integer type that allows receivers to know the decision of the
transmitter. This field can contain three values: zero for undefined status which
explains that the transmitter is not included in the clustering process; one means that
the transmitter is a cluster-head and two indicates that the transmitter is a cluster
member. The second field corresponds to the transmission time of the message. The
third one is the value of the election’s metric. The fourth field contains the network
address of the cluster-head. The fifth one holds in the weight of the transmitter.

5.2 Clustering Layer

The clustering layer includes all the features of the clustering process; this layer is
arranged on two sub-layer creation and maintenance of clusters:

The cluster creation layer is used to build clusters. At the beginning of this
operation, each vehicle queries its neighbors table to check if there is at least one
vehicle with a cluster-head status and with biggest weight than his. If there is a
vehicle that meets these criteria, it automatically sends a JOIN message to it.
Otherwise if there is only a vehicle z that is not cluster-head but with biggest weight
than his, he waits until the vehicle z executes the process of clustering to confirm
their status. If z it becomes a cluster head, the vehicle running this process joins his
cluster. If not it becomes cluster-head to build its own cluster, and sends a CH
message to every vehicle in its neighbor table.

The maintenance layer is called when an event has occurred in the network after
cluster formation. In other words, this layer is called after each new or broken
connection in the topology.

A vehicle has joined a cluster, if the cluster-head has bigger weight than his.
When a vehicle leaves the cluster, we have two cases: If it is a cluster-head: All the
cluster-members delete his entry from their tables. If they are no longer able to
receive periodic messages from the leaving vehicle, the members choose a new
cluster-head. Otherwise if the leaving vehicle is a member, the cluster-head
removes the entry corresponding to this vehicle from the cluster and the neighbor
tables.
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6 Simulation

The simulation is conducted to evaluate the performance of our algorithm. We
apply the simulation platform composed by the OMNet++ simulator [12] and the
SUMO [13] tools. In order to connect these two tools, we resorted to use the
framework Veins [14]. OMNet++ is a network simulator representing the network
features such as number of vehicles, topography, time steps and velocity. We
implement the functionalities of our clustering algorithm and modeled the wireless
communication among the vehicles by using OMNet++. SUMO supports both
micro-mobility and macro-mobility features and through it, the mobility patterns for
different vehicle densities are generated as well.

To measure the performance of each metric, we simulated those data for a period
of 120 s using a clustering algorithm presented in Sect. 5. The simulations are
performed in a geographical area of 2500 m2 with transmission range of 300 m.
A metric is considered relatively better, if it improve the stability of connection. We
will test the stability of these metrics using the following three factors: The average
of re-affiliation or average of cluster changes per vehicle, the number of lost packets
and the average number of clusters generated throughout the simulation period.

Figure 2, shows the change in the average number of clusters generated by each
metric with respect to the unit time in an urban environment with a speed between
15 and 80 km/h. In this result we observe that the degree is the metric that gen-
erated less clusters in the simulations, this metric considers that the vehicle that has
a greater degree means in its neighborhood is a candidate to become the
Cluster-head.

Figures 3 and 4, shows respectively the average of changes and the number of
packets lost during the simulation.

In the first figure (Fig. 3), we can obviously see that the unique identifier and the
degree have the same re-affiliation average, followed by the mobility. However, the
average number of re-affiliation in the simulation and the distance are greater than
the other metrics.

Each metric clustering incurs some packet loss during the exchange of message
construction and maintenance of clusters that primarily affects the efficiency of the
algorithm and the stability of clusters. We consider the number of lost packets
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caused by the shaping and cluster-head selection as the overhead in the second
figure (Fig. 4). After comparing the overhead generated by each metrics, we
observe that the degree is the metric that generates less loss during the packets
exchanges.

7 Conclusion and Future Works

In this article, we simulated the four metrics cluster-head selection with a clustering
algorithm which aims to maintain the stability of the vehicular network while
getting quality service. And we concluded that the connectivity factor (the degree)
have very important impact on the selection of cluster-head.

Future work will focus on exploring more results obtained from this research,
especially for hierarchical routing, and the development of a new hierarchical
protocol based connectivity adapted to the urban environment.
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Assessing Cost and Response Time
of a Web Application Hosted in a Cloud
Environment

Karim Abouelmehdi, Abderrahim Beni-hssane, Zakaria Benlalia,
Abdellah Ezzati and Abdelmajid Moutaouikkil

Abstract Cloud computing offers a possibility of web applications hosting more
cheaply and easy compared to traditional hosting in servers that have very limited
capacities. The main objective of our study is to show the importance of assessing
cost, and response time of a web application which will be hosted in a cloud
environment, in several geographical areas before choosing the optimum configu-
ration as cloud solution provider.

Keywords Cloud computing ⋅ Hosting cost ⋅ Datacenter response time ⋅ Web
application

1 Introduction

Cloud computing progress open up many new opportunities for developers of
Internet applications. Previously, the main concern of developers was the deploy-
ment and application hosting because it required acquisition of a server which has a
fixed capacity capable, in peak demand, to manage expected applications, instal-
lation and maintenance of the entire software infrastructure of the platform sup-
porting the application.
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In addition, the server was underused because the peak traffic is occurred only at
specific times. With the advent of cloud, deployment and hosting has become
cheaper and easier. Faced with the ongoing rise in costs of implementation and
maintenance of IT systems, companies are increasingly outsourcing their IT ser-
vices by entrusting them to specialized enterprises such as cloud providers. In this
context, a number of challenges including isolation (resources, failures, perfor-
mances and user spaces), optimal management of resources and security arise to
allow a real development of cloud [1].

In this study, we show the importance of assessing cost, and response time of a
web application, which will be hosted in a cloud environment in several geo-
graphical areas, before choosing cloud provider.

2 Related Works

Many studies using simulation techniques to study the behavior of large-scale
distributed systems and tools to support such researches. Among these simulators:
Micro-grids [2], Christophe Gaultier [3], SimGrid [4], GridSim [5] and CloudA-
NALYST [6]. While the first three simulators focus on Grid computing systems, the
Cloudanalyst is the only simulation Framework designed for Cloud computing
systems study. However, grid simulators were used to evaluate the costs of running
distributed applications in cloud infrastructures [7, 8]. In 2012, Dhaval and all [9]
proposed an algorithm that selects the most cost-effective datacenter. This reduces
the overall cost, but increases the response time. This algorithm is tested by cloud
analyst. In 2012, Sarfaraz [10] also proposed a solution that selects the data center
with a high-performance configuration. This reduces the response time, but
increases the overall cost. It is also tested by Cloud analyst.

The objective of our study is to show the simplicity of using cloud technology to
host a large-scale web application in several geographic areas, by assessing, with
CloudAnalyst simulator, the hosting cost and response time. And then make
decision of the convenient configuration.

3 Case Study: Case Simulation of a Social Network
Application

In this case study that is made by the simulator CloudAnalyst we worked with data
from social network application “Facebook” on which we will calculate the transfer
time and cost of deploying Datacenter. For each region, we used several scenarios.
We will work with the data found in 2012 with a scale of 1/1000. This application is
accessed by users from all around the world. Asia (2678100 users), North America
(2365200 users), South America (1444000 users), Europe (2499900 users), Oceania
(146200 users) and Africa (504,300 users).
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3.1 Configuring the Simulation

Table 1 Based on the above information, we set for the number of users each user
group was approximately 10 % of all users during peak hours, the number of users
accounting for nonpeak hours to 10 % of peak time users. The detailed settings are
showed in Table 1. And we assume the Americas, Europe, Oceania user requests
once every 5 min; Asia users request once every 3 min; Africa once the user
requests every 10 min. The user requests data size is 100 b each time [4]. Cloud
resource services agency policy is the closed data center policies. Data center
contains 100 identically configured servers, each with the x86 architecture, Linux
operating system, 2 G memory, 100 G storage spaces, and four processors. And the
processor speed is 10,000 MIPS; Bandwidth is 1000 Mbps; Virtual machine
resource scheduling policy is the time-sharing. Applications in the experiments
virtual local storage size is 100 MB, the virtual machine has 1 GB of RAM and
10 MB of available bandwidth. Users are grouped by a factor of 1000, and requests
are grouped by a factor of 100. Each user request requires 250 instructions to be
executed. In terms of the cost of hosting applications in a Cloud, we assume a
pricing plan which closely follows the actual pricing plan of Amazon EC2. The
assumed plan is: Cost per VM per hour (1024 Mb, 100 MIPS): $ 0.10; Cost per
1 Gb of data transfer (from/to Internet):$0.10 [11].

3.2 Simulated Scenarios

Several scenarios are considered in our case study. The easiest one is to model the
case in which only one centralized data center is used to host the application of
social network “Facebook”. In this model, all requests of all users across the globe
are processed by this single data center. A data center has 40 virtual machines
assigned to the application is located in North America.

The second scenario consists to use two data centers, each one of them has 20
virtual machines dedicated to the application and they are located in Europe and
North America. The third scenario is similar to the second one; the only difference

Table 1 User bases used in the experiment

User
base

Region Peak
hours

Online users during
peak hrs

Online users during
off-peak hrs

UB1 N. Ameria 3:00–9:00 236520 23652
UB2 S. America 3:00–9:00 144400 14440
UB3 Europe 3:00–9:00 249990 24999
UB4 Asia 3:00–9:00 267810 26781
UB5 Africa 3:00–9:00 50430 5043
UB6 Oceania 3:00–9:00 14620 1462
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is that each data center has 40 virtual machines without load sharing between them.
The fourth and fifth scenarios are similar to the third one. We just changed the
load balancing algorithm. In the sixth scenario three data centers, each one has 40
virtual machines, are used. In this case, data centers are located in North America,
Europe and Asia. Finally, in the last scenario, three data centers each contains the
following number of virtual machines (60, 40, and 20) are also located in North
America, Europe and Asia (Figs. 1 and 2).

Fig. 1 Data entry

Fig. 2 Result of the first scenario
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3.3 Results

(Table 2).

3.4 Discussion of Results

For a simple and visible debate, the results are shown in Figs. 3 and 4

• When more than Datacenter are used, the average response time is reduced
• The higher the number of virtual machines in the data center, the higher the

average time of datacenter treatment is minimal even in the case of a single
Datacenter. Therefore the most important is the number of VMs and not the
number of Datacenter

Table 2 Simulation results

Configuration Load
balancing
policy
across VM

Overall
average
response
time (ms)

Average
data centre
processing
time (ms)

VM
cost
($/hrs)

Data
transfert
cost
($/hrs)

Total
cost
()

1 1 data center with
40 VMs
(N. America)

Round
robin

401,34 3,75 4,02 23,33 27,35

2 2 data centers with
20 VMs each (N.
America, Europe)

Round
robin

242,52 9,49 4,02 23,33 27,35

3 2 data centers with
40 VMs each (N.
America, Europe)

Round
robin

237,72 4,61 8,03 23,33 31,37

4 2 data centers with
40 VMs each (N.
America, Europe)

Equally
spread
current
execution
load

237,74 4,56 8,03 23,33 31,37

5 2 data centers with
40 VMs each (N.
America, Europe)

Throttled 236,82 3,69 8,03 23,33 31,37

6 3 data centers with
40 VMs each (N.
America, Europe,
Asia)

Throttled 73,57 5,93 12,05 23,33 35,38

7 3 data centers with
60, 40, 20 VMs (N.
America, Europe,
Asia)

Throttled 78,13 10,65 12,05 23,33 35,38
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• The greater the number of virtual machines, the more the cost is high
• The data transfer costs remains constant because we worked with the same

amount of information on the 7 scenarios.

4 Conclusion

In this work, we showed the importance of assessing cost, and response time of a
web application to be hosted in a cloud environment in several geographic areas
before choosing cloud provider. In fact, it can provide an idea about the optimum
configuration depending on what suits us with an optimum cost before committing
to a Cloud solution provider. This type of simulation experiment has a great
potential to help testers to identify new features in order to model and develop new
mechanisms and algorithms for managing cloud resources.

Fig. 3 Performance
comparison with recent data
center services agency policy

Fig. 4 The variation in costs
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For Formed Entrepreneurial Culture

Mouad EL Omari, Mohammed Erramdani and Rachid Hajbi

Abstract Culture greases the wheels of entrepreneurial spirit. Without it, even the
rich and business plan would remain nothing more than a document. It creates
values to have really clear-cut visionary maps and principles to discover the realm
of entrepreneurship. Entrepreneurs use their mindsets and essential entrepreneurial
thinking to build successful family businesses and share their experiences to help
get good change of economical system to be more attractive for the futuristic
entrepreneurs which can pave the ground building up startups and the transition of
innovative minds towards successful firms. The aim of this paper, however is to
describe this special attitude, which manifests itself in entrepreneurial thinking, and
offers a solution to help successors in family businesses and the whole society to
not only revamp but also improve their entrepreneurial vitality. Thereupon, pro-
viding a programmed platform modeling by MDA-model driven architecture–to
help anyone know his weakness and strength in entrepreneurial landmark. Hence,
improve the potential weaknesses and strength too for the purpose of having
statistics enable those countries by using big Data to usher the state of entrepre-
neurial values in the community culture into forward-thinking.

Keywords Culture ⋅ MDA ⋅ Entrepreneurs ⋅ Clear visionary ⋅ Startups ⋅
Innovation ⋅ Family businesses ⋅ Programs ⋅ Big data
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1 Introduction

The Culture and especially family education has a primordial role to play in order to
obtain this concept. The descendant of family business steps back often to their
founding-fathers history and bring an overview available to the upcoming gener-
ation. The specification and pursuit of opportunities leading to acquiring ventures
revolve around a founder-centered culture. The first generation profit from their
leadership spirit to try to module the way for their descendant. The values of this
organizational culture can be adopted by countries to establish a strategic plan
which can motivate anyone who had idea to turn it to real business.

While studies highlight the relevance of founders in the buildup of entrepre-
neurial cultures [1] there is limited understanding of how entrepreneurial cultures
are transmitted and sustained. The transmission of entrepreneurial values to
potential successors is often neglected by founders or incumbents [2]. Moreover,
while entrepreneurial cultures may be continued by one or more individuals, a
collective approach by family members to opportunity identification and pursuit is
often ignored [3].

Despite the widely acknowledged importance of entrepreneurial orientation in
the establishment of successful ventures, the literature lacks evidence regarding the
way individuals can be classified in terms of their individual and social entrepre-
neurial orientation, as a means of responding to the expectations of business
partners. The identification of EO–entrepreneurial orientation–among individuals is
considered a complex undertaking, given the vast number of intuition–and
subjectivity-based factors which underlie entrepreneurial decision processes.
Indeed, individual-level orientation has typically been considered an under
researched area relative to firmlevel EO [4] and the entrepreneur is often seen as no
more than “an independent business owner [5]. Yet, for individual entrepreneurship
orientation to result in practical advantages in the current complex and volatile
environment, it needs to be properly measured and managed [6].

Continuity of knowledge and expertise to any person to obtain the culture
entrepreneurial is our target, as people aim to promote this aspect but it does not
find platforms that meet this cognitive need.

So we must implement a cognitive map collecting big factors which influence
EO, and we will start by discussing the huge role of Culture in the build-up of EO,
those factors will help us to implement a program, which can test and identify
strengths and weak talents and give some advice to enhance them. Another pro-
gram, above all as well as the public state, based upon Big Data concept offers a
golden-key to survey the state of entrepreneurial values among people.

This article stresses the entrepreneurial cognitive map based on culture. Yet
different sections will be, otherwise, the ground upon which the Sect. 2 section is to
be devoted to present some of culture effect in EO, or at any rate family education
and the organizational culture. In the same vein, Sects. 3, 4 and 5 approach our
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solution we table to test the entrepreneurial talents. However the conclusion will
take a glance at the future along with the works coming with, all these will be
appended in the conclusion of the article.

2 Culture and Entrepreneurial Orientation

The Experience with groups in general, in particular strategic planning work
groups, underlines the importance of establishing norms for group behavior with
respect each group norms as the strategic planning work must be coupled and
accustomed with the variety of norms each group behavior show.

The importance of entrepreneurship to society has been identified and discussed
since at least the fifteenth century [7]. The questions of whether and how entre-
preneurial skills and competences can be fostered during education and later fol-
lowed up by Cantillon [8]. From these historical roots, Entrepreneurship Education
(EE) has evolved to become a prominent field. This field is born of diverse disci-
plines, which include economics, management, education, and technical studies [9].

All Personal and organizational decisions and orientations are driven by the
values of people involved in those decisions and actions, values are the underlying
principles or standards that guide all human actions.

2.1 Family Business

Family present our first source of values. The foundation stories of family firms are
typical entrepreneur stories. Actions like seeking the market gap, deciding on the
business branch, taking risks, and following innovations are roles all entrepreneurs
undertake actively in the start-up step. This step is also the step in which family
values start to form [10]. Family businesses are driven by entrepreneurs who found
them, set up the corporate culture, and transform visions into values. Nevertheless,
the founder decides what the subject of the business will be, who the customers will
be, and which products or services the business will provide. The founders set
enough goals and opportunities for their descendent so that to plunge into business
world and get more real concrete touch with their goals thereof. lots of values are,
nevertheless taken from the past and therefore the planning education comes into
the surface to play the basics to manipulate the closure and the gap step by step
pending heavily upon the dimensions of where the strategic thinking reach a
business and economic bubble to the utmost. The organization leadership will make
decisions that shape their future, increase or decrease risk, choose to move into new
business or not, decide whether the current business is part of the future, and make
other decisions that impact the future of the firm, but unformed culture isn’t enough
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because Worldwide statistics indicate that approximately 70 % of family-owned
businesses do not survive into the 2nd generation and 90 % are no longer controlled
by the 3rd generation of the family [11].

The family business fail [12]: (1) markets and technology change, (2) competi-
tors quickly copy successful strategies, (3) overtaking with outside buyer willing to
pay more to acquire the company than it is worth and owners are unable to resist the
premium to sell out, (4) lack of financial capabilities, and (5) lack of staff skills. But
beyond these typical family business pitfalls. The issues lies, I see, behind the
incapacity of how would the next generations set their plans to funnel the oppor-
tunities suiting their capacity and plans as well. And that’s perhaps significantly
clarify their need to take abstract values in the prior by establishing a Design
thinking which can be defined as a creative concept to generate innovative com-
petitive strategies.

Creative thinking is used by designers to stimulate out-of-the-box thinking and
contribute to innovation in an organization [13]. Design thinking is the form of
thought that enables one to gain a nearly inexhaustible, long-term business
advantage, but without committed leadership, no business can realize the structural,
process, and cultural adjustments needed to become a design thinking organization.
Design thinking cannot help to manage enterprises but, when combined with other
entrepreneurial competencies, provides a framework for creating new visions and
ideas [14].

2.2 Organizational Culture

Organizational culture can be defined the specific collection of values and norms
that are shared by people and groups in an organizational environment and that
control the way they interact witch each other. Organizational values are beliefs and
ideas about what kinds of goals members of an organization should pursue and
ideas about the appropriate kinds or standards of behavior organizational members
should use to achieve these goals. A somewhat different approach to understanding
organizational culture.

Organizational culture is the “residue of success” in that those behaviors and
beliefs that have led the entrepreneurs to success in the past become institutional-
ized as its culture, with continuous reinforcements the organization becomes less
conscious of this culture and treats its beliefs and values as non-negotiable or taken
for–granted.

As a result, business founders shape the organization’s culture as their view of
doing things becomes shared or commonly held among members of the organi-
zation, experiences prove that we can influence population like publicity do to
customers.
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3 Big Data Role to Obtain Formed Entrepreneurial
Culture

Surveys are a systematic way of asking volunteering people to provide information
about their attitudes, behaviors, opinions and beliefs. The success of a survey
research rests on how closely the answers that people give to survey questions
matches reality, in additions to how people really think and act. The first problem
that a survey researcher has to tackle are the following. How to design the survey in
order to get the right information from people? How accurate does the survey have
to be? Is this a one-time survey or can the researcher repeat the survey on different
occasions and with different settings? How will the results be used?

All these problems make us thinking about the necessity of new and alternative
ways to know public values and norms on entrepreneurship. A way that will be
easy, efficient, permanent, significant using an area abundant with people and
content: the web content.

Obtaining those pieces of information allow to discover the attitudes of a large
number of informants that could give us a huge behavior background to choose the
perfect strategic plan which can propagate their entrepreneurial values.

To assure the good working of this mechanism, we will verify three past words
before the value which we want to know how people look at, our database will
contain adjectives and by them we can define how this writer look to this value.

3.1 Using Big Data to Get Public Entrepreneurial Values

Our first method consists of the use of Big Data to get public values and their vision
of entrepreneurship, based on content derived from the Web-Social Media, articles-.
For that we will use an analytics workflow for Big Data. (Figure 1 illustrates the
different steps of our approach). In fact, our approach is divided into 4 major

Fig. 1 Our approach of the analytics workflow for Big Data to define public opinion about
entrepreneurship value based on content from the web-facebook or twitter articles for example-
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Steps:

• Database resource: will get related information from different web source which
contain some key words like entrepreneurship, venture and risks and three past
words….

• Data management: consists of modeling and dividing data for preparing it to be
stored on an NoSQL storage.

• Modeling: consists of the implementation of an algorithm which extract data by
mining “Web mining” to analyze data, for example we can find someone who
share in his social media profile that successful human shouldn’t take risks and
here we will note that this person had a bad vision to this value due to the
existence of negation word and a specified value.

• Result: consists of visualizing the results by showing clearly the positive or
negative opinion of people about our value.

3.2 Analyzing Data: Web Mining

So we will semantically analyze each rows of data, entrepreneurship values, to get
more detail on organizational culture, by using the Text mining techniques [15].
This processing is known as “Web mining”. It’s contains the following steps:

Get different opinion terms about a given value after pre-processing each row of
data from NoSQL storage.

Determine if the value is positive or negative by a semantic analyze.
If the number of positive value exceeds the number of negative value, that mean

the public acquired with the given value. If it’s the opposite, that mean the public
disagree with the given value like determination or confidence [16].

3.3 Exploiting Result

The final result will be a description of how people see this value, and this will give
leaders a clear vision of the way of reaction to establish new values. Social Media
and Television documentary will be the bases of the transition to norms and values
of organizational culture. School program could be an vital factor to acquire basic
values of entrepreneurship (Fig. 2).

Studies have shown that students enjoy expressed enjoyment using online social
media sites for learning purposes as a means of complementing and enriching their
learning activities due to their supportive element for their learning activities and
their ability in enriching their learning experiences [15]. That will be of importance
in extracting the current state of values then government or big firms can intervene
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by including some strategic plans which can be like some web documentary
solution to strengthen entrepreneurial values or other ways like venture games for
boys who had problems with taking risk opportunities.

4 Using Questionnaires About User Values

Answering a question requires that respondents interpret the question to understand
what is meant and retrieve relevant information from memory to form an answer. In
most cases, they cannot provide their answer in their own words but need to map it
onto a set of response alternatives provided by the researcher.

By answering of those questions we will have a clear entrepreneurial values map
to this user, Each answer has a coefficient and in the end an algorithm will calculate
the rate of each value and will give some advice to this user to improve the weak

Fig. 2 Public opinion about
a the value of taking risks

Fig. 3 Our approach of the analytics data obtained from forms based on MDA to define self
values about entrepreneurship
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values and reorient her/him to some skills which can help him to acquire this value.
(Figure 3 illustrates the different steps of this approach).

The difference between this approach and the other based on Big Data appears in
the accuracy of data analyzed and that will give a whole vision about the self and
social awareness of entrepreneurial culture.

5 Conclusion and Future Works

One of the major challenges in the entrepreneurial development process is the
definition of an approach that allows moving from weakness to strengths values,
our approach provides a solution to the problem of self awareness and transfor-
mation. In this paper, we presented a various kinds of entrepreneurial culture
sources and some procedures to discover if persons do conform with the best values
of entrepreneurial culture which allows to easily to implement strategic plan to fill
insufficiency norms.

We are now working on modeling other factors which build good entrepreneur
personality and that will give us the CIM layer and after we will use an MDA. The
ongoing work is extended to improve the role of the construction of the CIM level
obtained from business model process to transform it to PIM layer via the QVT
language generator to obtain PSM for user Test.

All models of the PIM are obtained through an automatic transformation of CIM
level realized, a business process model is used in CIM level.
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Cloud-RSA: An Enhanced Homomorphic
Encryption Scheme

Khalid El Makkaoui, Abdellah Ezzati and Abderrahim Beni-Hssane

Abstract Homomorphic encryption technique is a form of encryption which
allows specific types of computations to be performed on encrypted data and
generates an encrypted result. The decrypted result of any operation is the same
such as working directly on raw data. The ability to perform computations on
ciphertexts makes homomorphic encryption a widely adopted technique for
ensuring confidentiality of both storage and treatment of outsourced data into a third
party. Indeed, the RSA is the first asymmetric-key encryption scheme with a
homomorphic property. Unfortunately, many attacks can threaten the encrypted
data confidentiality of this scheme. In this paper, we will address the standard RSA
drawbacks by suggesting an enhanced encryption scheme of it, which keeps a
homomorphic property and resists more the well-known attacks against RSA.

Keywords Cloud-RSA ⋅ RSA ⋅ Homomorphic encryption ⋅ Confidential-
ity ⋅ Third party

1 Introduction

Currently, the majority of companies and organizations choose to move their
data-centers into a third party (e.g., Cloud Provider) in order to reduce data storage
and management costs, and to benefit from the advantages offered by the selected
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third party. However, the concerns over the confidentiality of sensitive data is
become a major barrier to outsourcing data-center adoption.

Regarding the storage service, data can be encrypted before sending them to the
third party, using one of the most efficient secret-key encryption schemes. But, to
give a third party the ability to perform any treatments, these data must be
decrypted. It is this step that can be considered as a breach of confidentiality. Thus,
researchers stressed a useful technique called “Homomorphic Encryption” which
provides to a third party the ability to perform specific operations on encrypted data,
without knowing any information about the data itself [1]. These operations gen-
erate an encrypted result. The result of any operation is the same as working directly
on raw data. Indeed, the ability to perform operations on ciphertexts makes this
technique popular for ensuring the confidentiality of both storage and treatment of
outsourced data into a third party.

Indeed, the RSA is the first asymmetric-key encryption scheme with a homo-
morphic property [1]. The RSA was invented by Rivest, Shamir and Adleman in
1977 [2]. It uses two separate keys for encrypting and decrypting data. The public
key pk = (N, e) is used to encrypt the plaintexts, where the modulus N = pq is the
product of two large distinct primes of the same bit-size and the public exponent e is
an integer such that 1 ≤ e < ϕ(n) and gcd (e, ϕ(n)) = 1 where ϕ(n) = (p-1)(q-1).
Whereas, the private key sk = (N, d) is used to decrypt the ciphertexts, where the
integer d is the private exponent such that ed = 1(mod ϕ(n)).

The RSA is a deterministic encryption algorithm and its security is based on two
computational problems: the factoring problem and the eth root problem [1]. Indeed,
the RSA is one of the most popular public-key encryption schemes and frequently
used to ensure the security of digital data [3]. Unfortunately, many attacks make the
RSA insecure and threaten also encrypted data confidentiality. More specifically,
these attacks achieve results when using weak modulus or/and low value of the
exponents. Furthermore, the outsourced encrypted data will remain stored for a long
time by the same encryption key in a third party environment; thus, the RSA can be
easily broken by a brute-force attack.

To strengthen RSA security, the researchers have proposed to pad messages with
random bits before encryption by using OAEP (Optimal Asymmetric Encryption
Padding) scheme in order to convert the RSA into a probabilistic encryption scheme
and to achieve semantic security [4]. However, the padded RSA loses the homo-
morphic property [1]. To address the RSA drawbacks, in this work we will suggest
an enhanced encryption scheme of the standard RSA which keeps a homomorphic
property and resists more the well-known attacks against RSA.

The rest of the paper is organized as follows: In Sect. 2, we will give a formal
definition of homomorphic encryption. We will first present in Sect. 3, the standard
RSA encryption scheme and see in Sect. 4, our proposal encryption scheme.
Finally, in Sect. 5, we will present our conclusions and future works.

472 K. El Makkaoui et al.



2 Homomorphic Encryption

Homomorphic encryption can be considered as group homomorphism [1].
In mathematics, a group is a set G equipped with a composition law ◦. (G, ◦) must
satisfy the following four axioms [5]:

1. ∀ a,b ϵ G, a ◦ b is also in G (◦ is an internal composition law).
2. ∀ a,b,c ϵ G, a ◦ (b ◦ c) = (a ◦ b) ◦ c (i.e., ◦ is associative).
3. ∃ e ϵ G such that ∀ a ϵ G, a ◦ e = a and e ◦ a = a (e is the identity element).
4. ∀ a ϵ G there exists an element b in G such that a ◦ b = b ◦ a = e (b is the

inverse of a)

A group homomorphism is a function between groups which preserves the
algebraic structure [5]. Let us give two groups, G together with an operation ◦, and
H together with an operation ◊. A group homomorphism from (G, ◦) to (H, ◊) is a
function

f :G → H

such that

f ða◦bÞ= f ðaÞ♢ f ðbÞ

for all a, b ϵ G.
Let the five-tuple (P, C, K, E, D) be an encryption scheme, where P is a finite set

of possible plaintexts (called the plaintext space), C is a finite set of ciphertexts
(called the ciphertext space) and K is a finite set of possible of keys (called the key
space). For each k ϵ K, there is an encryption rule ek ϵ E and a corresponding
decryption rule dk ϵ D. Let us assume that the plaintexts form a group (P, ◦) and that
the ciphertexts form a group (C, ◊), then ek is a map from the group P to the group
C and dk is a map from the group C to the group P, i.e., ek: P → C and dk: C → P,
where k ϵ K [1, 6].

For all a, b in P, their corresponding ciphertexts ca, cb in C, and k in K, if

ekðaÞ♢ ekðbÞ= ekða◦bÞ

and

dkðca ♢ cbÞ= dkðcaÞ◦dkðcaÞ

Therefore, the encryption scheme is homomorphic.
Since homomorphic encryption schemes are numerous, in this paper we will

focus on the standard RSA encryption scheme. We will present its algorithm in
Sect. 3, and some well-known attacks used against this encryption scheme.
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3 RSA Encryption Scheme

In 1977, Ron Rivest, Adi Shamir, and Leonard Adleman proposed for the first time
a practical public-key encryption scheme with a homomorphic property, named
RSA [2]. RSA is a deterministic encryption algorithm that uses two separate keys:
the public key (is published to the public) is used to encrypt the plaintexts; whereas
the private key (is known to its owner only) is used to decrypt the ciphertexts
(Fig. 1).

The RSA encryption scheme is composed of key generation, encryption, and
decryption algorithms as follows [2]:

3.1 Homomorphic Property

Let us assume that K = {pk = (N, e) and sk = (N, d)} is the key space, the
plaintexts form a group (P, •) and the ciphertexts form a group (C, •), where • is
the modular multiplication. Given two plaintexts m1, m2 in P and corresponding

RSA Key Generation Algorithm
Input: Two large primes p and q randomly and independenly of each other.

• Compute N = pq and ϕ(N) = (p-1)(q-1) where ϕ(N) is the Euler totient 
function. 

• Choose randomly an integer e such that 1 ≤e< ϕ(N) and gcd (e, ϕ (N) ) = 1.
• Determine the private exponent d the multiplicative inverse of the public 

exponent e (mod ϕ (N)) such that ed = 1(mod ϕ (N)).

Output: (pk, sk)
The public key is pk = (N, e) and the private key is sk = (N,d).

RSA Encryption Algorithm
Input: message m, where m ϵ ZN . 

N . 

• Compute the ciphertext c as: c = me ( mod N) 

Output: c= E (pk, m)
RSA Decryption Algorithm
Input: ciphertext c, where c ϵ Z

• Recover the plaintext message as: m= cd ( mod N) 

Output: m= D (sk, c)

Fig. 1 RSA encryption scheme
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ciphertexts c1, c2 in C, such that, c1 = E (pk, m1) and c2 = E (pk, m2) [2]. We have
that

E ðpk,m1Þ ∙E ðpk,m2Þ=me
1 ∙m

e
2 ðmod NÞ

= ðm1 ∙m2Þe ðmod NÞ
=E ðpk, m1 ∙m2Þ

and

D ðsk, c1 ∙ c2Þ= ðc1 ∙ c2Þd ðmod NÞ
= ðme

1 ∙m
e
2Þd ðmod NÞ

=med
1 ∙med

2 ðmod NÞ
=m1 ∙m2 ðmod NÞ
=Dðsk, c1Þ ∙Dðsk, c2Þ

Therefore, RSA encryption scheme has a homomorphic property.

3.2 RSA Security

The problem of determining the primes (i.e., p and q) factorization of N = pq,
specially when N is large and the eth root problem form the security basis of the
RSA encryption scheme [1]. Although the RSA is most commonly used both for
providing privacy and for ensuring the authenticity of digital data [3], many
powerful attacks make improper use of this encryption scheme. More specifically,
when using weak modulus or/and low exponents. These attacks can be divided into
three categories:

Factorization attacks: Since the initial publication of the RSA, many algo-
rithms for factoring the modulus N have been proposed. Currently, the best known
algorithms are the Number Field Sieve [7] and the Elliptic Curve Method [8]. The
Number Field Sieve is the most powerful algorithm for factoring large modulus
N [9]. Its running time depends on the bit-length of N. Moreover, the factorization
attacks can efficiently achieve the results when the modulus being is not generated
properly.

Low private exponent attacks: In RSA, the decryption or signature-generation
time is proportional to the private exponent bit-size [2]. The usage of low private
exponent seems to be an effective way to reduce this time (see [3, 9]). Unfortu-
nately, many powerful low private exponent attacks such as, the attack of M.
Wiener [10] and the attack of Boneh and Durfee [11] can easily recover the private
exponent d.

Low public exponent attacks: In RSA, the encryption or signature-verification
time is also proportional to the public exponent bit-size [2]. The reduction of this
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time by using low public exponent has been proven to be insecure against some low
public exponent attacks [9]. The most powerful low public exponent attacks are
based on Coppersmith’s theorem [12] (see also [3]).

Indeed, the most noticeable way to attack RSA encryption scheme is to attempt
to factor the modulus N [6]. Thus, an attacker can easily compute the secret
exponent d from the public key(N, e) since ed = 1(mod ϕ(N)) where ϕ(N) = (p-1)
(q-1). Besides, if an attacker succeeds to recover the private exponent d, he can
efficiently factor the modulus N [3]. These attacks can efficiently achieve the results
when this encryption scheme is adopted to ensure the confidentiality of both storage
and treatment of outsourced data into a third party due to the long time of storing
the encrypted data by the same public key. Currently, the most obvious way to
solve RSA security problem is to pad the plaintexts with random bits before
encryption by using OAEP (Optimal Asymmetric Encryption Padding) scheme [4].
Unfortunately, this method makes the RSA lose homomorphic property [1]. In
order to address the standard RSA drawbacks, in the next section we will suggest an
enhanced encryption scheme of it, which keeps a homomorphic property and resists
more the well-known attacks against RSA.

4 Proposal Encryption Scheme

To overcome the standard RSA drawbacks (in terms of security), in this section, we
suggest an enhanced encryption scheme of it, which keeps a homomorphic property
and resists more the well-known attacks against RSA. The enhanced encryption
scheme is called “Cloud-RSA”. The Cloud-RSA uses two separate keys, an eval-
uation key and a private key. But, the key generation algorithm strategy is some-
what different from the standard RSA algorithm. The evaluation key is used by a
third party to perform operations on encrypted data. Whereas, the private key is
known only to the data owner and used to encrypt and decrypt data (Fig. 2).

The Cloud-RSA encryption scheme is also composed of key generation,
encryption and decryption algorithms, as follows:

Indeed, the Cloud-RSA loses some main functions of the standard RSA such as
keys exchange confidentiality of symmetric-key encryption schemes and digital
signatures. However, it keeps a homomorphic property and it is most suitable for
ensuring the confidentiality of outsourced data into a third party.

4.1 The Communication System Architecture
of the Cloud-RSA

The communication system architecture of the Cloud-RSA encryption scheme can
be illustrated as in Fig. 3.
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Cloud-RSA Key Generation Algorithm
Input: Two independenly large primes of the same bit size p and q.

• Compute N = pq and ϕ (N) = (p-1)(q-1) where ϕ (N) is the Euler totient 
function. 

• Choose randomly an integer e such that 1 ≤e< ϕ (N) and gcd (e, ϕ (N) ) = 1.
• Determine the exponent d the multiplicative inverse of the exponent 

e (mod ϕ (N)) such that ed = 1(mod ϕ(N)).

Output: (ek, pk)
The evaluation key is ek = (N) and the private key is pk = (N, e, d).

Cloud-RSA Encryption Algorithm 
Input: message m, where m ϵ Z N.

N.

• Compute the ciphertext c as: c = me ( mod N) 

Output: c= E (pk, m)
Cloud-RSA Decryption Algorithm
Input: ciphertext c, where c ϵ Z

• Recover the plaintext message as: m= cd ( mod N) 

Output: m= D (pk, c)

Fig. 2 Cloud-RSA encryption scheme

Fig. 3 Communication system architecture of Cloud-RSA encryption scheme
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Where,

• Key generation: The data owner generates both the evaluation key (ek) and the
private key (pk).

• Encryption: The data owner encrypts data under the private key. Then he sends
the encrypted data and ek to a third party.

• Storage: The encrypted data and ek are stored into the third party database.
• Request: The data owner sends a request to the server to perform operations on

encrypted data.
• Evaluation: The processing server processes the request and performs the

operations requested by the data owner, using ek.
• Response: The third party returns to the data owner the processed result (in

encryption form).
• Decryption: The data owner decrypts the returned result, using pk.

4.2 Homomorphic Property

The Cloud-RSA encryption scheme keeps a homomorphic property of the standard
RSA. Let us assume that the evaluation key ek = (N), the private key pk = (N, e,
d), the plaintexts form a group (P, •) and the ciphertexts form a group (C, •), where
• is the modular multiplication. Given two plaintexts m1 and m2 in P and corre-
sponding ciphertexts c1, c2 in C, that computed by data owner under its private key
such that c1 = E (pk, m1) = m1

e (mod N) and c2 = E (pk, m2) = m2
e (mod N). The

third party can compute

Eval ðek, c1 ∙ c2Þ=me
1 ∙m

e
2 ðmod NÞ

= ðm1 ∙m2Þe ðmod NÞ
=E ðpk, m1 ∙m2Þ

The data owner can compute

D ðpk, c1 ∙ c2Þ= ðc1 ∙ c2Þd ðmod NÞ
= ðme

1 ∙m
e
2Þd ðmod NÞ

=med
1 ∙med

2 ðmod NÞ
=m1 ∙m2 ðmod NÞ
=D ðpk, c1Þ ∙Dec ðpk, c2Þ

Hence, Cloud-RSA encryption scheme has a homomorphic property.
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4.3 Cloud-RSA Security

Recall that the Cloud-RSA encryption scheme uses two separate keys, the evalu-
ation key ek = (N) that allows a third party to perform some operations on
encrypted data, and the private key pk = (N, e, d) is known only to the data owner
and used to encrypt and decrypt data. Its security is based on two computational
problems, the problem of determining the primes factorization of the modulus
N = pq and the Cloud-RSA eth root problem. To decrypt a ciphertext encrypted
under the Cloud-RSA encryption scheme is equivalent to taking eth root of c mod N
such that c = me (mod N). When the factorization of N and the private exponents
(i.e., e and d) are unknown, this task is intractable.

The RSA function can be defined as x → xe mod N; this function is easily
computed, but it is difficult to invert without using the trapdoor d [3]. However, if
an attacker succeeds to factorize the modulus N, he can easily recover the private
key d as ed = 1(mod ϕ(N)) where ϕ(N) = (p-1)(q-1). In the case of Cloud-RSA it is
hard to recover the private exponent d even if the factorization of N is given since
the exponent e is also private. Therefore, if an attacker succeeds to factorize the
modulus N, he must try to find two exponents: e and d such that ed = 1(mod ϕ(N))
and that decrypted messages are semantically correct.

5 Conclusion and Future Works

In this paper, we have suggested an enhanced encryption scheme of the standard
RSA, Cloud-RSA. The Cloud-RSA uses two separate keys, evaluation and private
keys. The evaluation key ek = (N) is used by a third party to perform operations on
encrypted data; whereas, the private key pk = (N, e, d) is known only to the data
owner and is used to encrypt and decrypt data. Its security is based on the problem
of determining the primes factorization of the modulus N and on the Cloud-RSA eth

root problem. Even if the factorization of the modulus N is given, the decryption of
ciphertexts encrypted under the Cloud-RSA encryption scheme is an intractable
way since the exponents e and d are privates. Indeed, the Cloud-RSA loses some
main functions of the standard RSA (i.e., the confidentiality of keys exchange of
symmetric key schemes and digital signatures). However, it keeps a homomorphic
property and is most suitable for ensuring the confidentiality of outsourced data into
a third party.

In our future works we will implement the Cloud-RSA encryption scheme and
we will analyze its performance (in term of response time). In our future imple-
mentation we will work on a virtual platform and use Python programming
language.
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A Clustering Algorithm for Detecting
and Handling Black Hole Attack
in Vehicular Ad Hoc Networks

Badreddine Cherkaoui, Abderrahim Beni-hssane
and Mohammed Erritali

Abstract A vehicular ad hoc network (VANET) basically consists of a group of
vehicles that communicate with each other through a wireless transmission and
requires no pre-existing management infrastructure. This communication, as the
main objective, streamlining traffic for drivers. This exchange of information is not
always reliable because of several constraints such as the existence of malicious
users aimed falsifying information to serve their own interests. In this paper, we will
simulate the Black Hole attack in a VANET environment with a generated real
world mobility model using MOVE Tool and SUMO and analyse the performance
of this communication under this attack. And then we propose a clustering algo-
rithm to detect and react against the black hole attacker node.

Keywords VANET ⋅ Black hole attack ⋅ Mobility model ⋅ NS2 ⋅ Clustering
algorithm

1 Introduction

VANETs (Vehicular Ad hoc Networks) are a new form of Mobile Ad hoc Net-
works (MANETs) and it is considered as a subclass of MANETs [1]. The main
difference between MANETs and VANETs is node mobility [1]. VANETs are
characterized by a frequent and rapid change in the topology which makes it
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difficult to manage. There is also a limited coverage network which had a direct
impact on V2 V communications. VANETs are used in several applications, such
as collision warning systems used to notify other drivers to change direction to
avoid congestion. Like all communication systems, there’s always malicious attacks
from a kind of users that pretends malicious.

Among these attacks, we find the Black Hole attack that already exists in
MANETs, so it is necessarily replicated in VANETs. Security constraints in
VANETs are very complex to manage in an ad hoc environment. These constraints
are due to the permanent changing of the topology and the high-speed of vehicles.

Vimal Bibhu and Kumar Roshan [2] have achieved a performance analysis of
Black Hole attack under VANET using OPNET Simulator to compare between
AODV and OLSR routing protocols. Sonia and Padmavati [3] made a comparison
study between Dynamic Source Routing (DSR), Ad hoc On-demand Distance
Vector (AODV) and Ad hoc On-demand Multipath Distance Vector (AOMDV)
under Black Hole attack with 20 vehicular nodes moving with a constant speed of
10 m/s simulated with NS-2.35. We find also the works achieved by
Mahesh KUMAR and Kuldeep BHARDWAJ which made an analysis of the impact
of Black Hole attack on AODV by introducing many attackers in a VANET net-
work composed of 50 vehicular nodes moving with 125 m/s. Besides that,
Vaishali D. Khairnar and S.N. Pradhan [4] made a mobility model generated with
SUMO and MOVE Tool, and which used by NS-2.

Concerning prevention, the black hole, Ming-Yang Su [5] has performed an IDS
to prevent a selective Black Hole attack on MANETs by setting a sniffing mode to
detect an abnormal difference between the routing messages transmitted from the
node. In [6] the authors proposed a DMN to detect malicious nodes and improve the
network performance. Jaskaran Preet Singha, Rasmeet S. Balib [7] proposed a
hybrid backbone based clustering algorithm for VANETs to limit the number of
nodes witch could be a cluster-head and improve the re-organization of the cluster
mechanism.

Our work is about designing a mobility model to simulate continuous road traffic
with SUMO and MOVE Tool to generate a real world simulation. Then, we
implemented a Black Hole attack inside this model to give a real aspect to the
attack, and then we analysed the results to see the impact of this attack on the
network communications. Thereafter, we proposed a cluster-based algorithm to
detect and isolate the malicious node from the network with an algorithm com-
plexity analysis.

2 Our Proposed Mobility Model

With the MOVE tool [8], implemented in Java and runs on top of SUMO simulator
[9], we can generate a “real-world mobility model” for VANETs. The generation of
a “roadmap” can be done with 3 different ways: manual creation, automatic cre-
ation, and import of a real world map. In our case, we will manually create a map,
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and define the movements of vehicles, traffic lights and roads that a vehicle can take
in moving on the map as shown in the Fig. 1. This model will allow us to generate
traffic by defining the points of departure and points of arrival. We defined also
vehicles direction changing probabilities for each junction. All these parameters
will give us a realistic scenario for our simulation. Now, we implement the attack in
NS2 by introducing one single attacker circulating on the map that generates the
attack.

After the deployment of this model, we use the Network Simulator NS-2.35 [10]
to simulate the data exchange between the vehicles (Fig. 2).

Parameters Values

Network size 952 m * 352 m
Number of vehicles 60
Max speed 40 m/s
Traffic model CBR
Routing protocol AODV
Number of attackers 1
Simulation time 500 s

We notify that the PDR decrease under a Black Hole attack and the E2E Delay
increase during the same attack:

Packet End-to-End Delay depends on the routing protocol, AODV in our case,
the number of nodes and the distance between the transmitter and the receiver in a
given area. So AODV takes more time, generating RREQs and RREPs, to reach the
destination in a topology that is constantly changing. However, during a Black Hole
attack, the malicious node does not need to find new routes to forward packets. It
responds to RREQs it receives from transmitters to take control of the road and then
intercept and destroy the packets.

Fig. 1 Road topology
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Packet Delivery Ratio depends on the number of packets successfully delivered
to their destination compared to the number of the packets sent by the transmitter.
The Black Hole node intercepts a good amount of data packets and drops them, so
they can’t arrive at their destination. That’s why we notify the decrease of the PDR
under Black Hole attack comparing of a normal AODV routing environment.

3 Our Proposed Algorithm

3.1 Basic Idea

As we mentioned earlier, a vehicle that generates a black hole attack reserves the
road, then it starts receiving packets to be transmitted to the destination, as this
removes vehicle instead of transferred. A vehicle is considered as malicious when
the number of packets received is abnormally low compared to the received
packets. Our detection strategy is based on the monitoring of vehicles that have
acquired the road. For this, it must designate a vehicle as an honest node to oversee
the data packet transfer process. The changing topology problem persists in this
step, so to manage this problem we opted for clustering. Clustering is an effective
method to easily manage the topology. Clustering in VANETs topology allows
splitting the network into a group of clusters. Each cluster defines his Cluster-Head
(CH) who can monitor the communication between vehicles inside the cluster. In
our case, the CH is the node that will oversee the cluster to detect any Black Hole
attacks. It is also responsible for broadcasting warning messages to other members
of the cluster. Our idea is to take the clustering approach of [7] and concatenate
with a mechanism to detect and isolate the malicious node.

Fig. 2 End-to-End Delay and packet delivery ratio metrics
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To select a CH, each cluster has to select his leaderships, and then one of these
could be the CH. The concept of this process is the fact that each member of cluster
leaders calculates relative speed to calculate a parameter known as the ARV
(Aggregate Relative Velocity).

Cluster leaders are trained on the basis of the degree of connectivity (δ) and
ARVs. All nodes begin with an unknown initial status (UN). After the neighbours
discovery phase, the nodes count the number of nodes in their neighbour table (δ).
Each one then calculates its ARV relative to its neighbours.

Vrel
i ðjÞ= jVi−Vjj

Vi = varðViðjnÞ
Ωi = δi −Vi

where:

• Vi: Velocity of node i.
• Vj: Velocity of node j.
• n: Number of leaders.
• δ: Degree of connectivity.
• Ω: Value obtained by subtracting ARV from δ.

If the value of Ω is higher than the threshold predefined value then the node
tagged as a leader (LE), else the node is tagged as an ordinary cluster member
(MN). Now the leaders can proceed to the election process to select a CH. The
leader with a minimum ARV is tagged as a CH.

Hereafter, the CH start to verify the number of packets received and packets
transferred for a given route in a predetermined time interval.

3.2 Proposed Architecture

The general strategy of our algorithm is illustrated in Fig. 3.

3.3 Proposed Algorithm

Step 1: Initialize Status to all vehicles in the environment
Step 2: Sum of N vehicles in the neighbours list of node i
Step 3: Compute relative velocity of vehicle i with regard to j and ARV for node i
Step 4: Find out the vehicle with the lowest Ω for each cluster to be the CH
Step 5: Update Status for all Vehicles
Step 6: Allocate all CH vehicles obtained from Step 4 to be verifiers
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Step 7: CH starts to monitor the vehicles who obtained routes to deliver packets to
their destinations

Step 8: CH calculate the average Threshold of packets transferred to the
destination.

Step 9:

and define
-

the cluster

the selected

the number

the threshold the threshold
of the
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Identification of 
clusters 
the Cluster-Heads 
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packets is lower packets is higher
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Fig. 3 The proposed strategy
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Step 10: Broadcast warning messages to all vehicles
Step 11: Update Blacklist Table to all vehicles
Step 12: Isolate the Vehicle from the network

4 Algorithm Complexity Analysis

The complexity of an algorithm is a function that describes the efficiency of this
algorithm based on the amount of data to be processed by the algorithm. Mostly,
there are two main measures of complexity of the efficiency of an algorithm are
Time complexity and Space complexity:

• Time complexity describes the amount of time taken by an algorithm to run a
given function. The time complexity of an algorithm is generally expressed
using Big O notation. This latter eliminates the coefficients and lower order
terms.

• Space complexity is the total amount of memory space needed to run a given
program.

In our case, we have studied the time complexity with the Big O notation to
express the worst-case time complexity. This allows us to have an idea about the
efficiency and the feasibility of our algorithm.

In Step1, it starts with a status initialization for all vehicles in the environment.
We suppose that we have n vehicle in the environment. To initialize the status for
all vehicles we need to execute this instruction “STATUS (i) ← CN” n times. If we
want to dissect this instruction, we will write:

So the number of operations that we need in this step is: f1(n) = n + n = 2n.
In Step2, we need to sum of nodes in the neighbor list of vehicle i.

The number of operations in the Step2 is f2(n) = n.
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In Step3, we need to compute the relative velocity of vehicle i with regard to
vehicle j.

The number of operations needed to calculate the relative velocity for each
vehicle is:

f3ðnÞ= n * 1ð Þ * n * 2ð Þ=2n2.

In Step4, we have to find out the vehicle with the lowest Ω for each vehicle to
participate in the CH elections and update status for all vehicles in the environment.

The number of operations needed to calculate and find the vehicle with lowest Ω
and update status is: f4(n) = n (1 + 1 + 1) = 3n.

In Step5, we can proceed to the election process by choosing the vehicle which
has the lowest velocity with regard to his neighboring to be the CH. This process is
for each cluster.

The number of operations needed to select the CH is: f5(n) = n * (1 + 1 +1)
n = 3n2.
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In Step6, Step7, Step8, and Step9 CHs start to verify the packets in their
respective clusters. CHs calculate the average threshold of packets transferred to the
destination. We suppose that we have x cluster, and each cluster contained n
vehicle.

The number of operations needed to achieve these steps is:

f6ðnÞ= x* n * 1+ n * ð1Þð Þð Þ= x * n+ n2
� �

= n2 + xn

In the rest of steps, the complexity is linear. Thus allowing to deduct that is
negligible. So the complexity of the totality of the algorithm is:

f ðnÞ= f1ðnÞ+ f2ðnÞ+ f3ðnÞ+ f4ðnÞ+ f5ðnÞ+ f6ðnÞ=6n2 + n 6+ xð Þ

To estimate the global complexity of the algorithm, we focused to the asymptotic
performance. The common notation used if the Big O. In our case we have:

f ðnÞ=6n2 + n 6+ xð Þ=Oðn2Þ

After this analysis, we can say that the running time of our algorithm is
polynomial.

5 Conclusion and Perspectives

VANETs networks, which have the objective to provide solutions for security and
traffic management, need several security measures to ensure reliable communi-
cation. After this analysis, we find that the quality of service decreases at a Black
Hole attack on a routed environment by AODV. We proposed a cluster-based
algorithm to detect the attack and isolate the malicious node. Our future works are
about implementing this algorithm and analyze the results.
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A Multi Agent System for Service
Restoration Based on Resilience Policy
in Critical Infrastructure

Yaou Hamida, Baina Amine and Bellafkih Mostafa

Abstract In the information age, critical infrastructures (CI) have become largely
computerized and tightly interconnected. Indeed, a failure in one critical infras-
tructure could lead to serious consequences on national security, economic
well-being, public health, safety, or any combination thereof, generating cascading
effects because of their synergies. Consequently, the reliability, performance,
continuous operation, safety, and protection of these critical infrastructures are
essential toward society and its economy. These mutual interdependencies
strengthen the systems to be more resilient in case of failure. In this paper we
propose resilience framework that aims to manage disruptions in critical infras-
tructure using multi agent system. This allows each CI to have a global view of
resilience plan of the others.

Keywords Critical infrastructure ⋅ Resilience ⋅ Resilience strategy ⋅ Multi
agent system ⋅ Service restoration ⋅ Resilience policy

1 Introduction

Critical infrastructure [1] constitute a core of the modern society by providing it with
services that are essential for its functioning (electrical power, telecommunication
system, water supply, banking…). They are often described as large-scale, spatially
distributed systems with high degrees of complexity [2]. Hence, these characteristics
strengthen the interdependencies [3] that exist among the systems, which enable by
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then cascading failures from a system to another. These infrastructures can suffer
from faults, malicious attacks and disruptions coming from malfunctioning opera-
tions or mishaps, so is of paramount significance that they are reliable and robust.
These characteristics can be applied by implementing resilience strategy on the
infrastructure. The concept of resilience is recognized as the capacity of the system
to tolerate disruptions and sustain a minimum of service level after this interruption.

From the state-of-art regarding resilience in critical infrastructure, it is recog-
nized that there is no effective management skills that conduct the system in case of
failure or reconfiguration of the infrastructure. Thus, the primary focus of this paper
is directed toward employing multi agent system architecture to achieve resilience
through independent management of collaborative organizations. The restoration
plan of each service in critical infrastructure must be recognized by the others in
order to achieve a unified agreement in case of disruption.

The paper is laid out as follows: Sect. 2 presents related works that have studied
some aspects of resilience in critical infrastructures. Section 3 presents resilience
strategy, which describe the basis of resilience systems relied on ResiliNet strategy.
In Sect. 4, we discuss the comparison between some interdependency models.
Section 6 describes the methodology of resilience framework based on multi agent
system. Section 7 provides a case study applied on financial followed by a con-
cluding comments and future work.

2 Related Work

Several projects have been interested on resilience of critical infrastructure. In the
European project CRUTIAL (Critical Utility Infrastructural Resilience) [4], resi-
lience holds great importance next to the protection of critical infrastructure that is
dedicated specifically to electric power systems. The project focuses on technolo-
gies such as fault and intrusion tolerance as well as self-healing mechanisms
through developed device CIS (CRUTIAL Information Switch) [5]; it then
describes the operations of the system in case of failure and proceeds through
modeling. INSPIRE (INcreasing Security and Protection through Infrastructure
Resilience) project aims to ensure protection of critical information infrastructure
through the identification of their vulnerabilities and the development of innovative
techniques for securing networked process control systems and thus by configuring,
managing and securing the underlying communication network.

3 Resilience Strategy

ResiliNet [6] is a resilience network initiative that has developed framework for
resilient network serving as the basis of the ResumeNet (Resilience and Surviv-
ability for Future Networking: Framework, Mechanisms, and Experimental
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Evaluation) project. It describes a comprehensive strategy for network resilience
engineering. ResiliNet framework is based on a set of axioms: inevitable, under-
stand, expect, and respond. These four axioms motivate the ResiliNet Strategy
supported by the ResiliNet Principles and implemented by the ResiliNet
Mechanisms.

Resilience strategy is formalized on six steps two phases D2R2 + DR referring
to: Defend, Detect, Remediate, Recover, Diagnose, Refine, which in turn support
the four axioms presented before. The first phase D2R2 describes a real-time control
loop to allow dynamic adaptation of networks in response to challenges and the
second phase a non-real time control loop that aims to improve the design of the
network, including the real-time loop operation, reflecting on past operational
experience.

Fig. 1 Interdependency between services [9]
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4 Interdependency Modeling

Critical infrastructures are known as complex adaptive systems (CAS) involving the
interaction and collaboration of their different organizations, with different objec-
tives and goals. There is several approaches that study interdependencies between
CIs which is a fundamental property of its. In [7] the author compare the existing
approaches according to the notion of resilience defined on three properties:
resistant capacity, absorptive capacity and restorative capacity. From this com-
parison, the author mentioned three modeling approaches relied on agent based
model (ABM), flow-based methods and HLA-based model that support effectively
resilience. Among the various existing modeling approaches, ABM can properly
represent the autonomous behavior of these infrastructures in terms of resilience
and observe the general response of the system as a result of individual action [8].
And this requires also to integrate the others approaches into a single one. It is
supposed that critical infrastructure studied encompasses collaborative organiza-
tions, each one of them provides critical services essential for the others.

The Fig. 1 demonstrates the dependencies and interdependencies that exist
between services and CIs.

5 Methodology

The methodology is illustrated on the Fig. 2 as a combination of an interdepen-
dency models and the resilience approach. This combination allows the manage-
ment of interdependencies between CIs and their services, and the management of
their resilience when they are interrupted.

In this architecture, decision making tools are needed to choose which resilience
policies must be taken and applied in order to achieve service restoration. The
agents focus on the restoration plan of each service. Once recognized, the system
can go into a unified agreement under system emergency.

Fig. 2 Resilience modeling approach

494 Y. Hamida et al.



In our context this autonomous interactions will be implemented by JADE
platform. (Java Agent Development framework) known for their ability to com-
municate by exchanging messages and the reaction components integration in
simplified way. It is an open source platform for development of peer-to-peer agent
based applications. This choice is made based on [10] which argue that this agent
platform responds intimately to the expectations in terms of agents’ functionalities,
security, performance, standardization, and secure communication between agents.

5.1 Resilience Policy Management

Critical infrastructures are frequently exposed to many changes during their func-
tioning. That is why they are supposed to be more resilient. Adding or removing
nodes are one of these changes. The use of policies to ensure communication
between the entities have a potential benefits to configure and coordinate the
interaction between mechanisms implemented on each entity. It defines how the
operation of the several components in network should be modified in response to
pre-specified events. The challenges and changes represented in the events may be
used as a trigger for the reconfiguration of the system. Then, the policy interpreter
evaluates the events and makes decisions subject to the current set of policies. The
applicability of these policies mitigate the challenges in particular permitting
modifications of the strategy during run-time by means of adding and removing
policies depending on the challenge required such as a malicious attack or a new
network configuration.

5.2 Framework Scenario

The main goal of our framework is to insure resilience management between these
organizations using MAS that respond intimately to the requirement of these
infrastructures especially in a distributed way. Furthermore, to improve resilience it
is necessary to design a comprehensive approach for the system with reference to
ResiliNet strategy discussed previously. It assists the system to be more interactive
to the changes exhibited on its environment.

Each agent communicates with the nodes of services situated on the organiza-
tion. In case of disruption on one node, the agent detects these changes and tries to
manage the situation first on the node itself then between the other ones. The agents
have some intelligence to decide on which appropriate way to search about the
missed services.

This architecture is highly decentralized in terms of management, which make
the system fundamentally resilient.

A Multi Agent System for Service Restoration Based on … 495



Agents have to be implemented on each service in CI (Fig. 3). Once a disruption
occurs, the agent (Decision agent) makes his own decision about the current state of
the service itself by charging the appropriate policies. Then, it transfers this decision
to deployment agent in order to react on the service provided. The policies here
focus on the restoration plan of each service.

The interaction (Fig. 4) between agents on one service starts by detecting event
which interrupt it. Decision agent analyses this event and try to choose the

Fig. 3 Interdependent infrastructure based MAS

Fig. 4 Agents flow
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appropriate resilience policy for the current situation by means of a decision making
tools. These decisions are transferred to deployment agent who is responsible of
applying those policies on the service in question.

6 Case Study: Financial Infrastructure

In order to implement this approach on a critical infrastructure, we have proposed a
case study applied on financial system. It concerns the interaction between
Acquiring companies and Issuing ones for payment card transaction. In general, the
transaction flows are established as mentioned in Fig. 5:

There are two processes that must occur relating to a card transaction:

• Authorization, the process by which the customer’s bank (the issuer) approves
the transaction;

• Clearing and settlement, the process by which merchants and financial institu-
tions are paid for their services.

Fig. 5 Simplified processing flow in financial transaction for card payment [11]
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The payment system network is responsible for managing the network and for
settling funds between the issuer and the acquirer following a payment transaction.
Each acquirer host (AH) and issuer host (IH) is connected to separate nodes of the
payment network, referred to as the acquirer node (AN) and issuer node (IN),
respectively. In order to increase the availability of the issuer’s service, an issuer
can duplicate the functionality of an IH through a second computer acting as an
active reserve. In a complex scenario (Fig. 6), the acquirer managing the terminal at
the point of service and the issuer of the card involved in the payment transaction
are subscribers to the services offered by different payment system networks, which
have established mutual supporting agreements. In order to guarantee the com-
patibility between these two different networks, two gateway nodes, GN1 and GN2
(one on each payment network), must provide the message translation between the
two heterogeneous environments.

Supposing the interdependencies between these payment systems, in case of
disruption of this complex scenario we deploy agent in each node that have to share
their resilience plan with each other: between acquirer/issuer institutions and also
between different payment systems. This can be integrated on the mutual supporting
agreement already established.

Fig. 6 Payment network topology [12]
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7 Conclusion and Future Work

Critical infrastructures are becoming increasingly complex and difficult to manage,
in particular when considering the failure of one component or service. Using multi
agent system is envisioned as an opportunity to improve the management and
interpretation of the interdependent system to increased efficiency in the configu-
ration of resources and in doing so maintain resilience behavior on it. Also, to
support decision making on these agents it is needed to integrate some mechanism
and algorithms for this purpose. An open modeling framework to capture both
short-term and long-term change and evolution of CIs is also more desired for
applications. As a future work, it is envisaged to:

• Give a modeling language for the ongoing framework
• Integrating an appropriate decision making tool
• Implementing this approach with JADE platform
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Improvement of SPEKE Protocol
Using ECC and HMAC for Applications
in Telecare Medicine Information Systems

Taoufik Serraj, Moulay Chrif Ismaili and Abdelmalek Azizi

Abstract To ensure patient’s privacy and protect data exchanged in Telecare

Medicine Information Systems (TMIS), several authenticated key agreement

schemes were proposed. In this paper, we propose an elliptic curve instantiation of

Abdalla and Pointcheval’s Simple Password-Based Encrypted Key Exchange Proto-

col (SPEKE) including an additional key confirmation step. The proposal is based on

short passwords without requiring a complex (PKI). So, it is more suitable to authen-

ticate medical devices and secure medical data exchanged through (RFID) technol-

ogy, or to ensure remote authenticated key exchanges between patients and servers in

TMIS. In addition, we discuss the different security aspects of the proposed protocol,

including resistance against side channel attacks in real-world implementations.

Keywords Authentication ⋅ Elliptic curve ⋅ Key agreement ⋅ RFID ⋅ Password ⋅
Side channel attacks ⋅ Telecare medicine information system

1 Introduction

During the last decades, information technology (IT) has changed our lives at a rapid

rate. Nowadays, new services like e-Government, e-Business, e-Learning or e-Health

use modern IT to facilitate administrative and commercial transactions or to provide

remote educational and medical services. In the health domain, health care is one of

the biggest economic and social challenges around the world, especially in the aging

countries, it has a high cost for governments in terms of finance and human resources.

Generally, chronic diseases (e.g., heart and respiratory diseases) require continuous

health monitoring, health information processing and sharing to enhance the future

disease diagnosis. Especially, in the case of any emergency. To overcome these prob-

lems TMIS services are provided. Recently, many electronic medical devices have
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been used to continuously measure the patient’s physiology information, the data

collected by medical sensors will be sent to a remote server in the Telecare medicine

information system or locally processed (for example, with smart phone applica-

tions).

Related work. In the last few years, various authenticated key agreement schemes

were proposed to secure the sensitive medical data exchanged between a patient and

a server in the Telecare medicine information system. Srivastava et al. [29] and Xu

and Wu [31] present schemes based on symmetric cryptographic keys only. Indeed,

symmetric cryptographic primitives are secure and fast for the encrypting/decrypting

of big data, but suffer from the key sharing problems. On the other hand, Wen and

Guo [30] use RSA while Xu et al. [32], Islam and Khan [14] and Zhang and Zhu [33]

propose schemes based on Elliptic Curve Cryptography (ECC). The security of these

last schemes is based on public/secret key cryptography, which requires additional

cryptographic devices to store and manage long keys and certificates in Public Key

Infrastructure (PKI). In addition, their security analysis does not take into account

side channel attacks, which present a serious threat in practice.

Contributions. In this paper, we propose a simple password-authenticated key

agreement protocol for Telecare medicine information systems, the proposed pro-

tocol is an ECC instantiation of Abdalla and Pointcheval’s Simple Password-Based

Encrypted protocol [2] with an additional key confirmation step. The proposal

enables two parties which share a small size password pw (e.g., a PIN) to generate a

strong and authenticated session key, which will be used to secure subsequent com-

munications over a public network without requiring complex public key infrastruc-

tures. The proposed protocol is efficient and achieves security goals even in the pres-

ence of side channel attacks.

Organization. The rest of the paper is organized as follows: Sect. 2 recalls some

notions on elliptic curves and briefly reviews known mathematical and physical

attacks on elliptic curve based cryptosystems. The proposed protocol and the cor-

responding security analysis are presented in Sects. 3 and 4, the design choices and

performance are discussed in Sect. 5. Finally, a conclusion is provided.

2 Mathematical and Cryptological Background

This section recalls notions related to elliptic curves over finite fields and provides a

brief survey on various attacks on cryptosystems based on elliptic curves.

2.1 Elliptic Curve Cryptography (ECC)

Elliptic Curves Over Finite Fields
Definition 1 An elliptic curve E over a field IK of characteristic >3, denoted by

E∕IK is given by the reduced Weierstrass equation
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y2 = x3 + ax + b , (1)

where a, b ∈ 𝕂 and 4a3 + 27b2 ≠ 0. If IK is an extension field of IK, we denote by

E(IK) the set of points (x, y) ∈ IK
2

satisfying (1) together with the point at infinity

, E(IK) is an additive Abelian group [27].

We can also define the point addition law in this case by:

if P =
(
x1, y1

)
, Q =

(
x2, y2

)
∈ E andP ≠ −Q we can get

R =
(
x3, y3

)
= P + Q where

x3 = 𝜆

2 − x1 − x2, y3 = 𝜆(x1 − x3) − y1

and 𝜆 =
⎧
⎪
⎨
⎪
⎩

y2−y1
x2−x1

if P ≠ Q
3x21+a
2y1

if P = Q
. (2)

The most important operation in ECC is the scalar multiplication

k.P = P + P +⋯ + P (k times) . (3)

There are various algorithms to do this operation, most of these algorithms use the

double and addition operations.

Elliptic curves used in cryptographic applications are either defined over prime

fields or binary fields. In this paper, we will use elliptic curves over prime fields IFp
where p > 3 for security purposes [9].

The Discrete Logarithm Problem in Elliptic Curves

Definition 2 (Elliptic Curve Discrete Logarithm Problem) Let E be an elliptic curve

over a finite field IFp. Let P,Q ∈ E, such that Q is in the subgroup of E generated by

P. The elliptic curve discrete logarithm problem (ECDLP) is the problem of deter-

mining an integer k ≥ 1 such that k.P = Q.

The security of elliptic curve cryptosystems is mainly based on the presumed

hardness of the ECDLP.

2.2 Attacks on Elliptic Curve Cryptosystems

Elliptic curve cryptosystems are vulnerable to a wide range of mathematical and

physical attacks.
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Mathematical attacks. If the elliptic curve is not carefully chosen, the ECDLP can

be solved mathematically by using: Shanks [25], Pollard [20, 21], Pohlig and Hell-

man [19] algorithms in general cases, and Menezes et al. [16], Frey and Rück [11]

and Satoh and Araki [23], Semaev [24], Smart [28] algorithms in very special cases.

In traditional security models, cryptographic primitives are considered only as math-

ematical objects. The current mathematical knowledge enables us to build secure

cryptographic protocols from this point of view.

Side channel attacks. Unfortunately, in the real-world applications, implementation

of cryptographic primitives is very complex and depends on the physical properties

of the hardware. Thus, new forms of attacks arise from this fact. In this setting, an

attacker exploits not only the mathematical structures of cryptographic primitive,

but also the inherent properties of the implementations. The attacker can analyze

the information leaked by the cryptographic devices, during the normal or abnormal

execution of the cryptographic protocol, and recovers secret keys without solving

ECDLP, these last attacks are called Side Channel Attacks (SCAs). An attacker can

analyze the time required to perform the scalar multiplication to deduce the secret key

k bit by bit through Sato-Schepers-Takagi timing attack [22]. Also, he can exploit the

traces of power consumptions or electromagnetic emanations of the cryptographic

devices to deduce k using Coron attack [7], Goubin attack [12] or Heyszl attack [13].

The previous attacks are passive, an attacker can also influence the cryptosystem

operations by injecting faults. The main idea in fault attacks on ECC [5, 10] is to

move computations from the secure curve to a weak one by injecting faults, then

solving the ECDLP in the weak curve.

Side channel attacks are serious threats in practice, especially, in smart cards or

on unprotected medical devices. Unfortunately, such attacks are not well covered by

current security models or security standards.

Quantum attacks. If we succeed one day in the future to build a quantum computer,

cryptosystems based on RSA and elliptic curves will be broken due to the Shor’s

algorithm [26]. Until this happens, quantum attacks remain theoretical.

3 The Description of the ECC-SPEKE Protocol

In this section, we give a description of the proposed SPEKE protocol using elliptic

curves, key derivation and HMAC functions.

3.1 Notations

Table 1 illustrates the notations used in the rest of this paper.
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Table 1 The notations used in this paper

Notation Descriptions

U Patient in TMIS

S Telecare server in TMIS

pw Patient’s password randomly chosen from a dictionary D
p, q Two large primes

E∕IFp Elliptic curve over a finite prime field IFp of order q
 = (a, b, p) The parameters of the curve E∕IFp
 The session key

G, P and Q Points in the curve E∕IFp
H(.) Secure cryptographic hash function

KDF(.) Key derivation function

HMAC(.) Hash-based message authentication code

RNG(.) (Pseudo)-random number generator

sid Session identification

‖ String concatenation operation

3.2 Description of the Proposed Scheme

The complete protocol is depicted in Table 2. The patient and the server share a secret

password pw, and they agree on the following public parameters: , G, P and Q. The

proposed protocol can be also used to secure the contactless communication between

medical devices. Roughly, the ECC-SPEKE protocol can be divided into four steps.

Randomization. In this step, the patient (resp. the server) chooses randomly x (resp.

y) from [1, q − 1], computes X = x.G, kpw = H(0‖pw) and X⋆ = X + kpw.P (resp.

Y = y.G, kpw = H(0‖pw) and Y⋆ = Y + kpw.Q);

Key exchange. The patient and the server exchange the values X⋆

and Y⋆

. On receiv-

ing Y⋆

(resp. X⋆

), the patient (resp. the server) recovers Y (resp. X) and computes

x.(Y⋆ − kpw.Q) (resp. y.(X⋆ − kpw.P));

Key derivation. Both parties have the same value xy.G, they use the key derivation

function KDF to compute

 = KDF
(
X⋆‖Y⋆‖xy.G

)
= kenc‖kmac‖sid.

From this key, the patient and the server extract two sub-keys kenc, kmac and a ses-

sion identifier sid. The key kenc will be used to secure subsequent communications,

while kmac is used in the next step to confirm knowledge of the session key by the

communicating parties.
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Table 2 The ECC-SPEKE

Patient Server

x ←R [1, q − 1] y ←R [1, q − 1]

X = YG.x = y.G

kpw = H(0‖pw) kpw = H(0‖pw)

X� = X + kpw YP. � = Y + kpw.Q

X�

−−→
Y �

←−−

kU = x.(Y � − kpw.Q) kS = y.(X� − kpw.P )

kU = kS = xy.G

K = kenc‖kmac‖sid

u =HMAC(kmac, (Y �,G)) v =HMAC(kmac, (X�,G))

u

−−→
v

←−−

Abort if v fitrobAdilavni u invalid

Key confirmation. In this step, the patient (resp. the server) computes u = HMAC

(kmac, (Y∗
,)) (resp. v = HMAC(kmac, (X∗

,)) and sends u (resp. v) to the server

(resp. the patient). Each party checks the other HMAC and reports a failure in case

of a mismatch.

4 Security Analysis

4.1 Security of Cryptographic Primitives

A good choice of the elliptic curve parameters and the method of performing the

scalar multiplication can avoid mathematical attacks and a wide range of side channel

attacks.
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Mathematical attacks. According to the NIST [18] or the ANSSI [4] recommenda-

tions, we should select a curve E∕IFp with prime order q of size at least 224 bits to

avoid Shanks, Pollard, Pohlig-Hellman and Index-calculus attacks. In addition, we

must have q ≠ p to prevent Sato-Araki-Semaev-Smart attacks. Finally, MOV and

Frey-Rück attacks can be avoided if:

pr ≢ 1 (mod q), ∀1 ≤ r ≤ 104 . (4)

Side channel attacks. To prevent simple power, timing or electromagnetic analy-

sis attacks, the computations performed should not depend on the secret data and

branching should be avoided. We can use regular scalar multiplication algorithms

(e.g., [15]) in the implementation. Additionally, we can prevent Goubin-type attacks

by choosing a non-square coefficient b in IFp for the second curve parameter, and

twist fault attacks if the curve E∕IFp has a twist of prime order.

Additional requirements. The message authentication code HMAC must be

unforgeable against adaptively chosen message attacks. RNG, KDF and the hash

function H should ensure a random uniformly distributed values in the output.

4.2 Security of the Protocol Construction

The original protocol [2] is proved to be secure as a password-based authenticated

key exchange scheme in the security model of Abdala Fouque Pointcheval (AFP)

[1]. The proposed protocol remains secure in this model under the assumptions men-

tioned in the previous subsections since H, RNG, KDF and HMAC still behave as

random oracles.

In the following, we provide an heuristic security analysis:

The session key confidentiality. It means that each run of the protocol should pro-

duce a unique secret key named session key which is not known to anyone except

the patient U and the server S. Under the assumptions that the elliptic curve and the

scalar multiplication algorithms are chosen to be secure against mathematical and

side channel attacks, both parties U and S succeed to generate a secure key, since an

attacker cannot solve the ECDLP.

The resistance against dictionary attacks. It means that an attacker is not able

to find the correct session key by guessing passwords. Dictionary attacks can be

divided into on-line and off-line attacks. We can avoid on-line dictionary attacks by

limiting the use of passwords and aborting the protocol after a certain number of

failed attempts. In addition, an attacker tries to find the password pw by guessing

passwords pw∗
in an off-line manner and comparing results to X∗

(or Y∗
), since q

and the output of the hash function have sizes of at least 224 bits, the off-line attack

becomes a brute force attack, which is computationally infeasible. Therefore, the

proposed scheme is secure against dictionary attacks.
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The secure mutual authentication. In the proposed protocol, only U and S know

the password pw and can generate a secure session key, the sub key kmac will be

used in the authentication process by HMAC. Then, both parties explicitly confirm

knowledge of the session key. If verification fails, parties abort the session.

The security against men-in-the-middle attack. In the proposed protocol, the ses-

sion key is not shared if the HMAC in the confirmation step is not valid. So, an

attacker cannot pretend to be U or S since he does not know the password. There-

fore, the proposed protocol can resist the man-in-the-middle attack.

The perfect forward secrecy. It means that a loss of the password pw should not

compromise already-distributed session keys. Indeed, the random choice of x and y
in randomization step ensures that each session generates its own random key (with

a session identification sid), which is independent of other session keys. Then, the

proposed protocol achieves perfect forward secrecy.

5 Design Choices and Performance Analysis

5.1 Design Choices

Recently, many elliptic curves were proposed by international security organizations

for current implementations p ≈ 224 bits (or future implementations p ≈ 256 bits).

For instance, P-256 proposed by NIST in FIPS-184 [17], FRP256v1 introduced by

ANSSI in [3], secp256r1 recommended by Certicom Research [6] and the

brainpoolP256r1 curve [8]. By analyzing these curves, the brainpool curve meets

all the security requirements discussed above, with the following parameters:

Curve-ID: brainpoolP256r1:

p = A9FB57DBA1EEA9BC3E660A909D838D726E3BF623D52620282013481D

1F6E5377

a = 7D5A0975FC2C3057EEF67530417AFFE7FB8055C126DC5C6CE94A4B44

F330B5D9

b = 26DC5C6CE94A4B44F330B5D9BBD77CBF958416295CF7E1CE6BCCDC

18FF8C07B6

For the hash function H, and the underlying hash functions used in KDF or in HMAC,

we proposed the use of SHA-256 standardized by the National Institute of Standards

and Technology (NIST).

5.2 Performance Analysis

The use of ECC ensures the same security level as RSA but with short key size

(e.g., 224 bits instead 2048 bits for RSA [4]), which give to elliptic curve cryptog-
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raphy more advantages in terms of efficiency for embedded systems. In protocols

using ECC, we need to store or transmit an elliptic curve point P = (x, y). Instead of

transmitting the two values x and y, we use point compression technique, we trans-

mit only the x-coordinate along with an additional bit to say which value of the

y-coordinate we should take. Since hash functions, KDF, HMAC and negation of an

elliptic curve point are almost free, the time of the protocol execution is dominated

by scalar multiplications. In the proposed protocol, each party needs four scalar mul-

tiplications. Using PARI/GP system in the environment (CPU: 2.16 GHz, RAM: 2.0

G), we obtain that a scalar multiplication with the brainpoolP256r1 curve parame-

ters takes an average 16 ms. For more environments we can use the Multiprecision

Integer and Rational Arithmetic Cryptographic Library (MIRACL).

6 Conclusion

In this paper, we presented an ECC instantiation of the general SPEKE Protocol pro-

posed by Abdala and Pointcheval. We have added a key confirmation step using KDF

and HMAC to enhance mutual authentication. We propose the use of hash, KDF and

HMAC functions standardized by NIST due to their security and efficiency, also to

preserve the origin security proof in the random oracle model since the proposed

functions are still behaving as random oracles. Since the proposed protocol uses

short keys (compared to RSA) and do not require a complex PKI, it will be more

suitable to secure contactless communications between electronic medical devices.

Finally, if the security parameters and the implementation methods are well chosen,

a wide range of mathematical and physical attacks can be avoided.
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Abstract The Artificial Neural Network (ANN) enables systems to think and act

intelligently. In recent years, ANNs are applied in security of network. Therefore,

there are several researches in this area, particularly in Intrusion Detection System

which are based on ANN. The objective of this paper is to select the most important

and crucial parameters in order to provide an optimized ANN for Pattern Recognition

which is able to detect attacks including the recently developed ones. First of all, we

have taken some and all of the basic attributes to aliment the networks input and to

verify the dependence between these parameters and attacks. Then, we have added

the parameters relating to content and time-based ones in order to demonstrate their

utility and performance and also to present in which case they are crucial.
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1 Introduction

In recent years, researches aim to develop the most performant and powerful

Intrusion Detection Systems(IDS). Particularly the IDSs which are based on neural

network. Indeed, this type of IDS has the ability to detect also the attacks recently

developed [1, 2].

The ultimate objective of any IDS is to minimize the attack success and increase

the detection rate. Indeed, many of the IDSs which are based on the Artificial Neural

Network employ the KDD dataset. This dataset contains recorded attacks depending

on 41 features. These last ones belong on four categories attributes. In the realized

researches, all these categories are exploited to develop a neural network. However,

some of these properties can be unnecessary in attack detection, which can lead to

bad-functioning system. Thus, it seems interesting to promote an optimum neural

network-based IDS with restricted proprietes.

This set of work aims to analyze the utility of each category. Indeed, there are

four categories in KDD dataset; basic attributes, attributes which are related to con-

tent, attributes which are based on the time using windows of two-second time and

time-based attributes using windows of 100 connections time. In order to develop

an optimum IDS basing on neural network, we have designed four scenarios; the

first one consists on alimenting the neural network by the basic attributes. In the

second scenario we have taken into account also the attributes which are based to

content. Then, we have powered the neural network, in the third scenario, by the

basic attributes and attributes which are based on the time using windows of two-

second time. Concerning the last scenario, we have taken into consideration the basic

attributes and features belonging to time-based attributes using windows of 100 con-

nections time category.

This article is structured as follows: As far as the first section, the main concepts

are presented. It includes KDD dataset, Intrusion Detection Systems and Artificial

Neural Network. The second part is dedicated to description of the issue consisting

on presenting the previous works realized in this area and also to introduce the pro-

posed solution as an optimized system of attack detection. As far as the third section

of this article, it aims to present the conception and realization of an optimum IDS

which is based on neural network and KDD dataset and also to analyse the obtained

results from the different scenarios.

2 Basic Concepts in Neural Network-Based IDS

The current work aims to design an IDS based on neural network. For that, its

necessary to employ a dataset attack, explore the existing IDS and define the neural

network concept. This is the purpose of this section of the article.
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2.1 Description of KDD Dataset

KDD [3] is a publically available dataset of attacks for IDS. It contains 41 features

and one more attribute for class. In fact, there are 41 parameters in KDD set, their

values depend on the attacks type which is indicated in the 42nd feature.

First of all, before getting into the crux of the discussion it is important to describe

the KDD content. In one hand, the exploited parameters are divided into four cate-

gories:

3 Problem Statement and Resolution Methodology

3.1 Problem Statement

Detection precision and detection stability are two key indicators which allow eval-

uating intrusion detection systems (IDS) [4]. In order to enhance the detection pre-

cision and detection stability, many researches have been realized (e.g., [5]). In the

early stage, the research focus lies in using rule-based expert systems and statisti-

cal approaches [6]. But when encountering larger datasets, the results of rule-based

expert systems and statistical approaches become worse. Thus, a lot of data mining

techniques have been introduced to solve the problem (e.g., [7, 8]). Among these

techniques, Artificial Neural Network (ANN) is one of the widely used techniques

and has been successful in solving many complex practical problems. Furthermore,

ANN has been successfully applied into IDS.

However, the main drawbacks of ANN-based IDS exist in two aspects: (1) lower

detection precision, especially for low-frequent attacks, e.g., Remote to Local (R2L),

User to Root (U2R), and (2) weaker detection stability [1]. For the above two aspects,

the main reason is that the distribution of different types of attacks is imbalanced.

For low-frequent attacks, the learning sample size is too small compared to high-

frequent attacks. It makes ANN not easy to learn the characters of these attacks

and therefore detection precision is much lower. In practice, low-frequent attacks

do not mean they are unimportant. Instead, serious consequence will be caused if

these attacks succeeded. For example, if the U2R attacks succeeded, the attacker

can get the authority of root user and make everything he wants to the targeted com-

puter systems or network device. Furthermore, in IDS the low-frequent attacks are

often outliers. Thus, ANN is unstable as it often converges to the local minimum [9].

Although prior research has proposed some approaches, when encountering large

datasets, these approaches become not effective [5, 10].
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Table 1 Number of the employed patterns per attacks class

Dataset1 Dataset2

Class Patterns Class Patterns

Normal 60593 Normal 3883370

DOS 223298 DOS 972781

Probe 2377,00 Probe 41120

R2L 5993 R2L 1126

U2R 39 U2R 52

Total 292300 Total 4898449

3.2 Proposed Approach: An Optimum Neural Network
System Such as an Efficient IDS

In recent researches, the IDSs are developed through ANNs. Most of them are ali-

mented by KDD dataset. KDD dataset contains 41 features belonging on four cate-

gories. In previous works, the four categories are exploited. In order to increase the

detection precision, it seems interesting, for us, to specify the employed categories

of features in the networks input layer.

Moreover, we have designed four scenarios; In the first scenario, we have taken

into account uniquely the basic attributes which are presented in the Table 1. The

second scenario consists on using the basic attributes and the attributes which are

based on content. As far as the third scenario, we have alimented the network by the

basic attributes and attributes which are based on the time using windows of two-

second time. The last scenario consists on using the basic attributes and features

belonging to time-based attributes using windows of 100 connections time category.

4 Conception, Realization and Diagnostic of an Optimum
IDS Based on Neural Network and KDD Dataset

As noted before, the KDD features are divided into four categories; basic attributes,

attributes which are related to content, attributes based on the time using windows of

two-second time and time-based attributes using windows of 100 connections time.

All the neural network-based IDS which are already developed depends on these four

categories. In this work, we aim to specify the role of each one by adopting multiple

scenarios.

Thus, in order to improve the IDSs performance by avoiding the redundant and

ineffective parameters and increase rate detection. we have developed the following

scenarios.
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Furthermore, it is important to note that we have used MATLAB tool to put into

practice our approach. The model employed consists on Neural Pattern Recognition,

it allows to import input and output data and specify the percentage of patterns used

in Training, Validation and Testing steps. The patterns employed in training phase

are presented to the network during training, and the network is adjusted according

to its error. As far as validation patterns, they are used to measure network general-

ization, and to halt training when generalization stops improving. Finally, the testing

patterns have no effect on training and so provide an independent measure of net-

work performance during and after training. In our case, we have applied respectively

55 %, 15 %, 30 % of patterns in training, validation and testing phases.

As a result, we will present the confusion matrix of each scenario. It contains

information about the obtained and estimated classifications performed by a classi-

fication system. The target and output classes are hosted by a number. The normal

execution, U2R, R2L, DOS and Probe correspond respectively to 1, 2, 3, 4 and 5

which are indicated in the confusion matrix below.

Furthermore, according to [2, 11] the attributes A9, A20 and A21 have no role in

attack detection, the attributes A15, A17, A19, A32, A40 have minimum role and the

features A7, A8, A11 and A14 have almost all zero values in dataset. Consequently,

in the first, second and fourth scenarios we have taken due note of this.

4.1 First Scenario: Basic Attributes as the Neural Networks
Input

This scenario is divided into two parts. In one hand, we have included the nine basic

attributes (already presented in Table 1) such as input network. By selecting dis-

tinct recordings from the database Dataset1, we have obtained 317594 patterns. 55 %

of them have been used in training, 15 % in validation and 30 % in test phase. The

following confusion matrix (Fig. 1) presents the general result.

This Fig. 1 demonstrates that nearly 100 % of normal cases have been well clas-

sified. As far as attacks, only 70.8 % of Probe have been detected.

In the other hand, the attributes A7, A8 and A9 have been omitted in order to

verify their effectiveness. In the rest of the article we will call the basic attributes

without A7, A8 and A9 the optimum basic attributes. The confusion matrix that has

been generated in this case is as follows.

According to the Fig. 2, the obtained results in this scenario demonstrate that the

basic attributes are essential to detect Probe attacks but they are not sufficient and

they also allow us to confirm that the attributes A7, A8 and A9 do not impact the

detection rate. Consequently, in the rest of work we have not employed these three

attributes.
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Fig. 1 Confusion matrix of neural network alimented by the KDD basic attributes

Fig. 2 Confusion matrix of neural network alimented by the optimum basic attributes

4.2 Second Scenario: The Optimum Basic Attributes +
Attributes Related on the Content as Networks Input

First of all, we initiate this part by presenting the results obtained through a neural

network alimented by 19 attributes including the six first basic attributes and all of

the attributes which are related on the content. The generated confusion matrix is

presented in Fig. 3.
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Fig. 3 Confusion matrix of neural network alimented by the optimum basic attributes + attributes

related on the content as networks input

Fig. 4 Confusion matrix of neural network alimented by the optimum basic attributes + A10, A12,

A13, A16, A18, A22 as networks input

The second part of this scenario consists on alimenting a neural network with the

optimum basic attributes + Attributes related on the content without the attributes

A11, A14, A15, A17, A19, A20 and A21. The corresponding confusion matrix is

depicted in Fig. 4.
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Initially, we note from the Fig. 3 that the detection rate concerning Probe attacks

has increased. So, the attributes related to the content have a significant role in this

scenario. On the same figure, we are also observing that detection percentage of U2R

is 16.3 %.

Neglecting the attributes A11, A14, A15, A17, A19, A20 and A21, we conclude

that the detection rate concerning the U2R had decreased by 12 %. Therefore, from

the second scenario we confirm that these features have no role concerning the R2L,

DOS and Probe attacks but they contribute in detection of U2R category.

4.3 Third Scenario: The Optimum Basic Attributes +
Attributes Based on the Time Using Windows
of Two-Second Time as Networks Input

In this Scenario, we have extracted 61754 distinct patterns from the database

Dataset2. As mentioned above, 55 % are employed in training, 15 % in validation

and 30 % in testing phase.

According to the obtained results which are presented in the confusion matrix

(Fig. 5), we acknowledge that the attributes based on the time using windows of

two-second time are necessary to detect Probe attack and sufficient and effective in

DOS detection.

Fig. 5 Confusion matrix of neural network alimented by the optimum basic attributes + attributes

based on the time using windows of two-second time
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4.4 Fourth Scenario: The Optimum Basic Attributes +
Time-Based Attributes Using Windows of 100
Connections Time

By adding the time-based attributes using windows of 100 connections time to the

optimum basic attributes, and as presented in Fig. 6 the detection rates of R2L, DOS

and Probe attack categories are respectively 55.4 %, 96.7 %, 90.5 %. Therefore, these

Fig. 6 Confusion matrix of neural network alimented by the optimum basic attributes + time-

based attributes using windows of 100 connections time

Fig. 7 Confusion matrix of neural network alimented by the optimum basic attributes + time-

based attributes using windows of 100 connections time without A32 and A40
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attributes are largely sufficient to detect DOS and Probe attacks, but they do not

contribute in U2R case and they should be improved to detect R2L attacks.

By eliminating A32 and A40 features and as presented in Fig. 7, we observe that

the detection rate of R2L category attack has increased to 80.5 %. However, it really

proves that some parameters in some cases are unnecessary and can decrease the

IDSs performance.

5 Conclusion

This article proposes an optimum neural network-based IDS. Thus, most realized

IDSs which rely on neural network are alimented by KDD dataset including the 41

features. However, not all these features are useful to detect attacks. Consequently,

the detection precision decreases. Moreover, we have designed a neural network with

specified properties in order to optimize the IDS system.

According to the obtained results, we conclude that the optimum basic attributes

are necessary to detect Probe attacks but not sufficient to recognize other ones. In

addition, the attributes which rely on the content contribute to detect U2R attacks.

Concerning the attributes which are based on the time using windows of two-second

time, they are crucial to recognize the Probe and DOS attacks. Subsequently, by

adding the time-based attributes using windows of 100 connections time to the opti-

mum basic attributes we acknowledge that the detection rate of Probe, DOS and R2L

has significantly increased.

Finally, we should mention that the low detection rate of U2R is due to the fact

that it is obligatory to carry out another type of attack before launching an U2R one.
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Towards a Novel Privacy-Preserving
Access Control Model Based
on Blockchain Technology in IoT

Aafaf Ouaddah, Anas Abou Elkalam and Abdellah Ait Ouahman

Abstract Access control face big challenges in IoT. Unfortunately, it is hard to
implement current access control standards on smart object due to its constrained
nature while the introduction of powerful and trusted third party to handle access
control logic could harm user privacy. In this work we show how blockchain, the
promising technology behind Bitcoin, can be very attractive to face those arising
challenges. We therefore propose FairAccess as a new decentralized pseudonymous
and privacy preserving authorization management framework that leverages the
consistency of blockchain technology to manage access control on behalf of con-
strained devices.

Keywords Internet of things ⋅ Security ⋅ Privacy ⋅ Access control ⋅
Blockchain ⋅ Bitcoin ⋅ Cryptocurrency

1 Introduction

We believe that the concept of a distributed IoT is a promising approach to release
[1]. As devices increase their computational capacity, there are more opportunities
to bring intelligence, mainly security and access control logic, on devices them-
selves. Actually, with this edge intelligence principle, users have more control over
the granularity of the data they produce. However, as side effect of this approach,
end-users are not expected to be experts to use security mechanisms. A simple
mistake or a misconfiguration can lead to huge breaches in their privacy. For this
reason, access control, mainly within the decentralized approach, have to be enough
usable for ordinary people. Furthermore, the decentralized approach faces the fol-
lowing challenges: implementing current security standards and access control
solutions on the device’s side is more complicated. It requires intensive and
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computational capabilities which is not always available, especially in devices like
sensors, actuators or RFID tags etc. While, relieving those devices from the burden
of handling a vast amount of access control-related information by outsourcing
these functionalities to a powerful entity prevents end-to-end security to be
achieved. In addition, delegating the authorization logic to an external service
requires a strong trust relationship between the delegated entity and the device.
Moreover, all communications between them must be secured and mutually
authenticated, so that the delegated entity security level is at least as high as if the
authorization logic were implemented internally. Hence, we believe that IoT needs
a new access control framework suitable to its distributed nature, where users may
control their own privacy and, rather than being controlled by a centralized
authority, and at the same time, the need arises for centralized entity handling
authorization function to hardly constrained IoT devices. Then, the goal of this
paper is to introduce FairAccess framework as a balance solution and equilibrium
that solve the dilemma of centralized and decentralized access control management
challenges highlighted above by leveraging the block chain technology.

Contribution: we introduce FairAccess as a novel Distributed Privacy Pre-
serving Access Control framework in IoT scenario that combines, for the first time,
access control models and cryptocurrency blockchain mechanisms. In FairAccess,
we propose the use of SmartContract [2] to express fine-grained and contextual
access control policies to make authorization decisions. We opt for authorization
tokens as access control mechanism, delivered through emergent cryptocurrency
solutions. We use blockchain firstly to ensure evaluating access policies in dis-
tributed environments where there is no central authority/administrator, and guar-
antee that policies will be properly enforced by all interacting entities and secondly
to ensure token reuse detection.

Organization: The rest of this paper is structured as follows: in Sect. 2, we
review related work and discuss the benefit of a decentralized peer-to- peer
architecture. In Sect. 3, we show how blockchain can be used in distributed and
transparent access control. We then introduce our proposed framework in Sect. 4
and finally Sect. 5 concludes the paper.

2 Related Work

In one hand, numerous efforts have emerged in adapting traditional access control
model such as The Role Based Access Control (RBAC) model [3] that was
extended to a new model named context based access control by the introduction of
context which is provided by the web service. In this model the permission is
assigned to the role according to the characteristics and contextual information
collected from the environment of the physical object however its feasibility in
constrained devices has not been demonstrated. The Capability-based access con-
trol model (CapBAC) was also chosen in [4] where it was directly implemented on
resource-constrained devices, within a fully distributed security approach but the
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model introduced was coarse grained and not user-driven. Another generic
Authorization Framework for the Internet-of-Things is proposed in [5]. It supports
fine-grained and flexible access control for any objects with low power and memory
resources. Based on current Internet standards and access control solutions such as
XACML and Security Assertion Markup Language (SAML). But it introduces a
Trusted Third Party as an authorization engine to handle access control logics.

In other hand, across the industry, many companies implement their own pro-
prietary authorization software based on the OAuth protocol [6], in which they
serve as centralized trusted authorities. For instance, EU project CALIPSO [7]
adopts a centralized approach where the authorization logic is outsourced from the
smart and constrained device to a more powerful server called IoT-OAS. However,
it has demonstrate in [8] the impossibility to run all OAuth logic in a constrained
device due to its heavy communication and processing overheads.

Unfortunately, those typical security and access control standards today are built
around the notion of trust where a centralized trusted entity is always introduced.
However, significant drawbacks arise when centralized approaches are considered
on a real IoT deployment. On one hand, the inclusion of a central entity for each
access request clearly compromises end-to-end security properties. On the other
hand, the dynamic nature of IoT scenarios with a potential huge amount of devices
complicates the trust management with the central entity, affecting scalability. In
addition, they are built around a single logical server and multiple clients. As a
consequence, access control is often done within the server side application, once
the client has been authenticated. IoT reverses this paradigm by having many
devices serving as servers and possibly many clients, taking part in the same
application. More importantly, servers are significantly resource-constrained, which
results in the minimization of the server side functionality. Subsequently, access
control becomes a distributed problem.

We therefore turn our attention to blockchain, the technology behind Bitcoin
protocol, to conceive our new FairAccess authorization framework as ultimate
solution and equilibrium that solve all IoT authorization challenges previously
highlighted above. Actually, the blockchain is the first technology that has suc-
cessfully overcome the problem related to how consensus can be reached in dis-
tributed anonymous participants, some of whom may be behaving with malicious
intent without the intervention of any centralized party. It is a universal digital
ledger that functions at the heart of decentralized financial systems such as Bitcoin,
and increasingly, many other decentralized systems such as Storj,1 a decentralized
peer-to-peer cloud storage network. Onename,2 a distributed and secured identity
platform. IBM’s Adept, an Internet of things architecture [9], Enigma [10] to

1http://www.storj.io.
2http://www.onename.com/.
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enhance user privacy and many others. However, to our knowledge, the use of a
blockchain in access control filed has never been explored yet. In the next section
the characteristics of the blockchain that will help provide a decentralized privacy
preserving access control model are described.

3 How Blockchain Can Be Used in Distributed
and Transparent Access Control

3.1 Background

Cryptocurrency and blockchain: Cryptocurrencies are a new form of virtual
currency, first introduced with creation of Bitcoin, developed by Nakamoto [10].
A cryptocurrency is a decentralized digital currency built on cryptographic proto-
cols providing an open, self-regulating alternative to classical currencies managed
by central authorities such as banks. It is the first technology to successfully
overcome the problem related to how consensus can be reached in a group of
anonymous participants, some of whom may be behaving with malicious intent
without the intervention of any centralized party. Actually, specific nodes known as
miners are responsible for collecting transactions, solving challenging computa-
tional puzzles (proof-of-work) to reach consensus, and adding the transactions in
form of blocks to a distributed public ledger known as the blockchain.

The blockchain: The blockchain technology provides everyone with a working
proof of a decentralized trust. All cryptocurrencies utilize what can best be
described as a public ledger that is impossible to corrupt. Every user or node has the
exact same ledger as all of the other users or nodes in the network. This ensures a
complete consensus from all users or nodes in the corresponding currencies
blockchain.

Transactions: A transaction records the transfer of a value (altcoin) from some
input address to output addresses. Transactions are generated by the sender and
distributed amongst the peers in the network. Transactions are only valid once they
have been accepted into the public history of transactions, the blockchain. Actually,
the fundamental building block of a cryptocurrency transaction is an unspent
transaction output, or UTXO. UTXO are a value of the currency locked to a specific
owner, recorded on the blockchain, and recognized as currency units by the entire
network. The UTXO consumed by a transaction are called transaction inputs, and
the UTXO created by a transaction are called transaction outputs. The recipient is
identified through their public key, so cryptocurrency transactions can be traced
throughout the blockchain, to the beginning of the creation of the cryptocurrency.
This forms the mechanism for checking the ownership of cryptocurrency bitcoins.
Publicly verifiable transactions by any node avoids double spending and provides a
high degree of certainty to the participants of the cryptocurrency ecosystem.
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Scripting language and smart contract: Each UTXO has to specify a person
(or several persons) eligible for spending virtual money associated with it. To
accomplish this, the Bitcoin protocol introduces a scripting language. The language
describes the execution of a certain program on a stack machine. Each transaction
output contains a script which locks, or encumbers, the money associated with the
UTXO. This script is commonly referred to as scriptPubKey. To spend this money,
a user of the Bitcoin network must demonstrate the proof of ownership in the form
of an unlocking script scriptSig. Hence, a script is a part of each input and each
output of a transaction. When we generalize this scripting language computation to
arbitrary Turing complete logic, we obtain an expressive smart contract system. The
interest in smart contract applications steadily risen since 2014 due to the appear-
ance of Bitcoin-like technologies, such as Etherum [2] and many other works
designed specifically to decentralized smart contract system.

3.2 Blockchain in FairAccess

Most cryptocurrencies solutions are designed with a currency in mind. In our
FairAccess framework, we define an Authorization Token rather than a bitcoin.
This token is simply a digital signature that represents the access right or the
entitlement defined by the creator of the transaction to its receiver in order to access
a specific resource designed by its address. Blockchain specifications vary from
cryptocurrency to cryptocurrency to meet the purpose of specific applications. Our
FairAccess Framework uses a custom blockchain transaction specification that
includes additional fields tailored to the requirements of a granular access control
model. FairAccess provides several useful mechanisms using the blockchain. In
fact, in FairAccess, the blockchain is considered as a database that stores all access
control policies for each pair (resource, requester) in form of transactions, it serves
also as logging databases that ensures auditing functions. Furthermore, it prevents
forgery of token through transactions integrity checks and detects token reuse
through the double spending detection mechanism.

4 FairAccess: A Token-Based Access Control Model
Enforced by the Blockchain Technology

4.1 Technical Description

Preliminaries: We will denote key pairs using the capital letters (e.g. A), and refer
to the private key and the public key of A by: A.Sk and A.pk, respectively then:
A = (A.sk, A.pk). In addition, we will use the following convention: if A = (A.sk,
A.pk) then sigAðmÞ denote a signature on a message m computed with A.Sk and let
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checkAðm, σÞ denote the result (true or false) of the verification of the signature σ on
the message m with respect to the public key A.pk and finally we note H as a hash
instantiated by a SHA-256 implementation.

The acronyms we use to describe the functionalities of our proposed framework
and their meanings are summarized in Table 1.

Our authorization Framework is based on the following main authorization
functionalities: (1) Registering a new resource with a corresponding address.
(2) Grant access. (3) Request access. (4) Delegate access. (5) Revoke access. We
describe each function in this paragraph.

FairAccess work flow: Typical FairAccess based access control works as fol-
lows. A subject (e.g., a device A, identified with the address rq) wants to perform an
action (e.g., modify) on a protected resource (e.g., Device B temperature, identified
with address rs). The subject submits this request to the authorization management
point (AMP = wallet) acting as a policy Enforcement Point (PEP) that manages the
protected resource. The PEP formulates such a request to a GetAcess transaction.
Then, the PEP broadcasts this transaction to the network nodes till it reach miners,
those later act as distributed Policy Decision Point, and evaluate the transaction.
The PDP checks the request with the defined policy, by comparing the unlocking
script of this transaction to the locking script of the previous GrantAccess trans-
action. Then determines whether the request should be permitted or denied. Finally,
if it is permitted the transaction is valid and it will be recorded in the blockchain,
else the transaction will be rejected and a notification will be sent to its sender.

Phase 1: Reload access control policy to the blockchain trough: Grant
access transaction

Before requesting access to device B, the Smart device A needs to obtain an
access token. For this purpose, it sends a request to device B owner (RO) indicating
the address of the target resource rs and the action to be performed on. Then, the
device B owner defines his access control policy and reloads it to the blockchain
through a GrantAccess transaction. This later is created by the RO wallet. The
GrantAccess transaction encapsulates the defined access control policy in form of
locking script in its output, the address rq of device A as receiver and the access
token signed as UTXO. Then the wallet broadcasts the GrantAccess transaction to
the peer to peer nodes. The peer to peer nodes verify the transaction and record it in
the block chain in case of success validation. At this stage, the network witnesses
that the device B owner has entitled the device A to get access to the specific

Table 1 FairAccess main interacting entities

Acronym Its meaning

IDx The index of the current transaction Tx where x = H(Tx), H is a hash function
rs The address of requested resource
rq The address of the requester who is the receiver of the current transaction
πx Locking script (access control policies written in scripting language)
TKNrq, rs Encrypted access token associated to couple (rs, rq)

ref Point to the previous transaction output
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service provided by device B. But device A could not get yet access to the target
service till he meets the access control policy and unlock the output of the trans-
action which is the token.

The sequence of GrantAccess transactions are illustrated in Fig. 1 and described
as follows:

1. The RO defines for the couple (Resource rs, Requester rq) an access control
policy POLICYrs, rq

2. The wallet transforms this access control policy to a scripting language
POLICYrs, rq → πx

3. The RO, generates a Token TKNrs, rq encrypted with the requester public key.
4. The wallet generates a GrantAccess Transaction in the following form:

Tx = m, sigrsðmÞð Þ where m= ðIDx, inputðrsÞ, output rq, πx, TKNrs, rq
� �

5. Each node verifies the transaction within the transaction validation process.
6. If the transaction is valid the unspent transaction output:TKNrs, rq is recorded in

the blockckain and shown in the requester’s wallet as part of the available
TKNrs, rq. Else, the transaction will be rejected.

At the end of this phase, if the transaction appears in the blockchain, it means
that a new TKN is added to the requester available unspent TKN database. Meaning
that the network witnesses that the Resource owner had entitled the requester to

Fig. 1 GrantAccess transaction process
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access that resource but the requester could not access yet till he unlocks the access
condition then could spend the TKN To do so, the requester has to prove to the
network that he fulfills really the access conditions in a new transaction called
GetAccess transaction which is the objective of the second phase.

Phase 2: GetAccess
In this phase, the device A will create a new transaction, that we call a

GetAccess transaction. The GetAccess transaction redeems the GrantAccess
transaction to use the token and access to a service being hosted on the device B.
Actually, GetAccess transaction input is an unspent output (UTXO = token) of its
previous GrantAccess transactions recorded on the blockchain. The inclusion of this
transaction into the block chain enables the delivery of the encrypted access token
TKNrs, rq to device A. When device A tries to access to device B. This later can
check whether the token is valid or not by checking the signature in one hand and in
the other hand checking either the transaction redeeming this token is included in
the blockchain. It could also check the requested action against the access rights
already defined in the transaction as unlocking script. Finally, since the device have
the final say, it can check the current context, like for instance the temperature level,
before allowing device A to access its resource. If all those conditions are fulfilled,
the request is accepted and the service is provided to the device A.

The sequence of GetAccess transactions are illustrated in Fig. 2 and described as
follows:

1. The requester will, first, scan his available TKN database
ScanTKNðrqÞ→TKNrs, rq

2. The wallet decrypts the token decryptðTKNrs, rqÞ
3. The wallet gets the locking script GetLockingscript TKNð Þ→ π

0
x

Where: π
0
x is the locking script in the corresponding GrantAcces transaction.

4. The requester fulfills access control condition placed in π
0
x and generate an

unlocking script ψ

Fig. 2 GetAccess transaction process
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MeetAccessControlPolicyðπ 0
xÞ→ψ

5. The wallet generates a GetAccess transaction type in the following form:

Tx = ðIDx, input ref , rs,ψð Þ, output rq,TKNrq, rs
� �

6. The wallet broadcasts the transaction to the network
7. The network nodes verify and validate the transaction if it was valid it will be

included in the blockchain else it will be rejected and a notification is sent to its
sender.

8. Once the transaction appears in the blockchain. It means the network witnesses
that the requester has full filled the access condition (unlocking script) then the
Token is now valid and could be spent.

9. The requester device sends the token to the target device
10. The target device checks the validity of the token by checking the inclusion of

GetAcess transaction in the blockchain. If it was valid, the access is allowed
else the access is denied.

Delegate access through DelegateAccess Transaction type:
Consider Device A again as example. This later can delegate access rights or part

of his granted rights over the service rs provided by Device B to another Device C
identified with C.pk to access resource rs through this transaction.

1. Device A owner’s wallet generate the following transaction:

Tx = m, sigAðmÞð Þ where m= ðIDx, input ref , rs,ψð Þ, output C.pk, πx,TKNC.pk, rs
� �

2. The wallet broadcasts the transaction
3. The network nodes validate transaction
4. If the transaction is valid, the unspent transaction output: TKNC.pk, rs is recorded

in the blockchain and showed in the device C owner’s wallet as part of the
available TKNC.pk, rs

5. When device C wants to access to that resource rs, it creates a GetAccess
transaction that releases the encumbrance, unlocking the output by providing an
unlocking script meeting the access conditions.

Revoke/Update access through a new GrantAccess Transaction type:
The Resource Owner could revoke or update the permissions granted to a

requester at any time by simply issuing a GrantAccess transaction with a new set of
permissions, including revoking access to previously designed resource. This new
transaction will override all rights granted by all previous transactions. Since
transaction are recorded in a chronological way in the blockchain.
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Evaluation the access control policy by validation transaction:
Each peer to peer node receives a signed transaction in the following form:

Tx, sigAðTxÞð Þ where Tx = ðIDx, input1 ref ,A.pk,ψð Þ, output B.pk, πx,TKNA.pk,B.pk
� �

To validate the transaction and evaluate the access control policy, the node
executes the following functions as illustrated in Fig. 3:

1. CheckIdentity: checking the signature of the owner prove the following
properties: (1) Authenticate the owner. (2) Prove his ownership to the resource
(3) prove his non repudiation. This function is ensured by executing this pro-
cedure: CheckA Tx, σð Þ=True.

2. CheckIntegriy ðTxÞ: Hash the transaction and compare to its IDx to ensure that
the transaction has not been altered during its propagation in the network. This
function is ensured by executing this procedure: Compare HðTxÞ.IDxð Þ= True

3. CheckPolicy: check if the sender fulfill access control policy which is simply
the unlocking scripts for each input must validate against the corresponding
output locking scripts. To do so, for each input in the transaction, the validation
function CheckPolicy will first retrieves the output of the previous transaction
referenced by the input of the current transaction. This output contains a locking
script defining the conditions required to get the TKN. The validation function
will then take the unlocking script contained in the input that is attempting to get
this TKN and execute the two scripts. We note that the π′x is permanently
recorded in the blockchain, and therefore is invariable and is unaffected by failed
attempts to spend it by reference in a new transaction. This function is ensured
by executing these two procedures:

a. GetOutputFromRef(refÞ→ π′x
b. Compare ψ , π′x

� �
=True

If any result other than “True” remains after execution of described function,
then transaction is considered as invalid. The access is denied and a notification is
sent to its sender.

Fig. 3 Authorization evaluation process
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Hence we have shown that access control process can be easily achieved using
the blockchain, and through the same mechanism, additional integrity and security
protections can be added. Furthermore, blockchain scripts allows for intelligent
programming of actions within a transaction. This enables FairAccess to implement
more granular access control policies, expressed by any access control model as
soon as this model could be transcoded to a script language.

5 Conclusion

In this paper, we have inaugurated a new applicability domain of blockchain that is
access control through our FairAccess framework. Our framework leverages the
consistency offered by blockchain-based cryptocurrencies to solve the problem of
centralized and decentralized access control in IoT highlighted in the beginning of
this paper. In FairAccess, we provide a stronger and transparent access control tool.
We have explained, the main building blocks and functionalities of our framework.
In future work, we will implement FairAccess with RaspberryPI IoT device and
bitcoin blockchain as example.
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A Fair Comparison Between Several
Ciphers in Characteristics, Safety
and Speed Test

Youssef Harmouch and Rachid El Kouch

Abstract As networks applications are growing fast, data are more generated and
transmitted, leaving it vulnerable to modification. Besides that, the significance,
sensitivity and preciseness of that information cause a big security issue, increasing
the needs to keep it safe. One proper solution for this problem is cryptography,
which is a technique used to transform data to unrecognizable information and
useless to any unauthorized person. By being the main core of network security and
since new attacks techniques are daily invented, ciphers are constantly under test by
cryptanalysis attacks to harden their safety. This paper contains a fair comparison
between serval ciphers in speed test under different platforms, also in performance
and risk to globalize the vision about the most fast safe algorithm.

Keywords Cipher ⋅ Speed-test ⋅ Cipher-time ⋅ Performance and structure ⋅
Cryptanalysis attacks

1 Introduction

Because information privacy has become a major concern for all—users and
companies, the cryptography is considered as a standard for providing information
trust, security, electronic financial transactions, controlling access to resources,
prevents eavesdroppers from obtaining critical or private information.

Cryptosystem is the name of a system providing cryptography. A Cryptosystem
uses an encryption/decryption algorithm that determines how simplicity or com-
plexity this process will be. In this process, key is information used under con-
version of plaintext to cipher text or vice versa. The big key space used the more
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possible keys can be created. The strength of the encryption algorithm depends on
the length of the key, secrecy of the key, the complexity of the process and how
they all work together [1, 2].

However, executing encryption algorithms consumes both time and energy.
While using strong algorithms may result in severely reduced lifetimes for the
battery-powered devices, certain encryption algorithms may be less vulnerable to
compromise than others. In other words, utilizing stronger encryption algorithms
may consume more energy and drain the device battery faster than using less secure
algorithms. As result of processing requirements and the limited computing power,
using strong algorithms might also increase the delay of data transmissions. Thus,
users, software and system designers need to be conscious of the benefits and costs
of using various encryption algorithms [3].

This research clarifies the answer regarding both—safety and execution time for
various encryption algorithms to help their comparison by experimental measure-
ments. The studies cipher algorithms are AES, Blowfish, Camellia, CAST128/256,
DES/3DES, GOST, IDEA, MARS, RC2/5/6, Serpent, SHACAL2, SHARK,
SKIPJACK, Three-way, Two-fish, and finally XTEA.

The rest of the paper is organized as follows. The Sect. 2 gives a global defi-
nition about the ciphers using into this research with a cipher characteristic com-
parison, while Sect. 3 focuses on related work. As for Sect. 4, it proposes a security
comparison by presenting the best-known cryptanalysis attacks and theirs success
rate. Finally, the Sect. 5 studies the cipher-time, which is the encryption and
decryption time that cipher uses during the process, it gives a few simulations and
result discusses while conclusion is left after.

2 Main Cipher Algorithms

Before starting evaluation, a short definition of the most common encryption
algorithms must be mention. As so:

AES (called Rijndael) is a block cipher. It has variable key length of 128, 192, or
256 bits. This key helps to encrypt data blocks of 128 bits in 10, 12 and 14 round
relying on the key size. AES seems faster and flexible and has been tested for many
security applications [4–6]. AES is a substitution permutation network (SPN).

Blowfish is a block cipher uses a variable-length key, starting from 32 bits to 448
bits, and it has nearly variants of 14 rounds. Blowfish is available free for all clients [5].

Camellia cipher has key lengths of 128, 192, or 256 hits, using to processes data
blocks of 128-bits. Camellia algorithm has the same interface as the AES
algorithm [6].

CAST-128 is a Feistel cipher and is similar in structure to Data Encryption
Standard (DES) [9] algorithm, but differs from it in term of round key and S-box
size. DES’s round key is a permutation of secret key while CAST-128 round key is
generated by using multiple layers of non-linear element (S-box) [7].
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CAST-256 is “Feistel” network (FN) private-key block cipher, it uses a 128-bit
block size and a 256-bit primary key that is used in the algorithm’s key schedule
scheme to generate two sets of sub-keys, each of which is used per round. There are
48 rounds of encryption [8].

DES (Data Encryption Standard) was the first encryption standard to be used by
National Institute of Standards and Technology. DES uses 64 bits as key size and
64 bits in block size [9].

3DES is an improvement of DES, it has 64-bit block size with 192 bits key size.
The encryption method is similar to the one in the original DES but applied three
times to increase the encryption level and the average safe time [9].

GOST is a for symmetric cipher operating on 64-bit blocks using 256-bit key, it
is a classic Feistel net with 32 rounds, developed in 1989 as symmetric block
ciphers standard in Russian Federation [10].

IDEA is a block cipher that consists of a cascade of eight identical blocks known
as rounds, followed by a half-round or output transformation. In each round, XOR,
addition and modular multiplication operations are applied [11].

MARS is a 128 bit-block cipher with a variable key size ranging from 128 to 444
bits, it is a symmetric-key block ciphers. MARS is based on a “Feistel” network
structure and a “round function”. The strength of the algorithm is directly related to
the degree of diffusion and non-linearity properties of the function [12].

RC2 can be seen as a replacement for DES; it is a 64-bit block code and can have
a key size from 40 bits to 128-bits (in increments of 8 bits) [13].

RC5 is a fast block cipher that has a parameterized algorithm with a variable
block size (32, 64 or 128 bits), a variable key size (0–2048 bits) and a variable
number of rounds (0–255). It has a heavy use of data dependent rotations, and the
mixture of different operations as data-dependent rotations, modular addition and
XOR operation, which assures that RC5 is secure [13].

RC6 is a cipher operates with block size of 128 bits and supports key sizes of
128, 192 and 256 bits. RC6 is very similar to RC5 in structure and defers only in
use of an extra multiplication operation in order to make the rotation dependent on
every bit in a word, and just not the least significant few bits. RC6 can be viewed as
interweaving two parallel RC5 encryption processes [14].

Serpent is a block size cipher of 128 bits and 32-round substitution permutation
network (SPN) operating on four 32-bit words, it can encrypts a 128-bit plaintext to
a 128-bit cipher-text in 32 rounds with 33 sub-keys. The cipher consists first in
initial permutation IP and then 32 rounds, each round involves a key mixing
operation, a pass through S-boxes, and a linear transformation, and the last round,
the linear transformation is replaced by an additional key mixing operation. In the
end, a final permutation FP is applied [15].

SHACAL-2 is a 256-bit block cipher based on the compression function of
SHA-256 [47]. It inputs the plaintext to the compression function as the chaining
variable, and inputs the key to the compression function as the message block. First,
a 256-bit plaintext is divided into eight 32-bit words. Then, a state update function
updates these eight 32-bit variables in 64 steps [16].
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SHARK cipher combines highly nonlinear substitution boxes and maximum
distance separable error correcting codes (MDS-codes) to guarantee a good diffu-
sion. It is resistant against differential and linear cryptanalysis after a small number
of rounds [17].

Skipjack is a block cipher with 64-bit block size and an 80-bit key size designed
by the US National Security Agency (NSA). After designing Skipjack, it was
classified to be used in Clipper chips and tamper-resistant Capstone for US gov-
ernment purposes, e.g., voice, mobile and wireless communications [18].

Three-way is an iterated block with 96 bits block uses and 96 bits in key length.
It repeats some relatively simple operations a specified number of rounds [19].

Twofish is a symmetric key block cipher with 128 bits block size and 128, 192,
256 bits as key size, it uses precomputed key-dependent S-boxes build it by
building four 8 × 8 bit key using permutation to keep the attacker unknowing what
actually the S-boxes are, and a complex key schedule. Twofish key is divided into
two halves, one-half is use as actual key and the other half is used to modify the
algorithm. It is fast, flexible and conservative design and it is derive from
blowfish [9].

TEA is a Feistel type cipher that uses operations from mixed (orthogonal)
algebraic groups. It is designed to minimize memory footprint and maximize speed.
TEA was extended to XTEA (Extended TEA) and like TEA; XTEA makes use of
arithmetic and logic operations. XTEA proposed to fix the two minor weaknesses
pointed, the first enhancement is to adjust the key schedule and the second is to
introduce the key material slowly [20].

By offering each cipher description, this section presents the first look before any
test or comparison between ciphers. In main fact, it gives a global idea about the
study ciphers characteristics, which can lead in addition with different tests to
deduce the safety level required for system by users. The following Table 1 pre-
sents a characteristic comparison between cipher already mention:

3 Related Work

To give forthcoming about the performance of the compared algorithms, this sec-
tion discusses the results obtained from other resources.

The author in [21] presents a speed test and comparison between different
open-source cryptography libraries and compiler flags at two different test pro-
grams. In the first, the author verifies each cipher implementations against each
other, as for the second one, the author accomplishes a speed tests based on time for
both a buffer encryption and decryption (The buffer length is varied from 16 bytes
to 1 MB in size) different ciphers exported from different libraries.

As for this paper [22], it provides an evaluation of five encryption algorithms:
AES, DES, 3DES, Blowfish, and author proposed algorithm. This evaluation
examines a method for analyzing trade-off between efficiency and security for
WIFI uses.
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In addition, this author [23] evaluates in his paper six different encryption
algorithms: AES, DES, 3DES, RC2, Blowfish, and RC6 to make obvious the
effectiveness of each algorithm. This evaluation is based on different settings for
each algorithm such as different data types, different sizes of data blocks, different
key size, battery power consumption and finally encryption and decryption speed.
Simulation results are given.

As for this paper [24], the author present an experimental results of comparing
block and stream ciphers for securing VoIP in terms of end-to-end delay and
subjective quality of perceived voice. He also, proposed a new technique that
provides automatic synchronization of stream ciphers on a per packet basis, without
the overhead of an initialization vector in packet headers or without maintaining
any state of past-encrypted data. He shows that this technique mitigates the trade-off
between subjective quality and confidentiality.

Those presented papers process a few discipline to cipher comparison, either
time execution or power consumption or characteristic and resistance to attacks,
while it should not been split. This article study cipher comparison in many
approach to generalize a global vision to users in order to simplify the image to
make decision easier and successful.

4 Cipher Weakness to Cryptanalysis Attacks

The main goal for ciphers developing is to secure communication, as so many
researchers are daily verifying their strangeness based on cryptanalysis study [25, 26].
This later expresses a test for both solidness and weakness for the cipher through
various theoretical or developed attacks. Therefore, in this section, we illustrate for
each cipher in the following Table 2, the best successful knowing attack in order to
allow a risk comparison between them. This comparison is based on presenting the
danger level for using each cipher, because successful attack rate and safety are
linearly correlated. In main fact, this paragraph present the main interest information
for every user who look for safety comparison to deduce the safety level required for
their own system.

5 Speed Test and Simulation

5.1 Experimental Environment

The experimental environment for development and test used to compare ciphers
performances speed was C++ code application, with as tools:

• Visual studio C++ expresses 2010 for Windows 7 desktop.
• GCC 4.8.2 for Centos 7 machine.
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Table 2 The best-known cryptanalysis attack on multiple ciphers with BRV as Attack only
breaks a reduced version of the cipher, TB as Theoretical break—attack breaks all rounds and has
lower complexity than security claim and ADP as Attack demonstrated in practice

Cipher Security
claim

Best attack Publish
date

Attack name

TB AES128 2128 2126.1 time, 288

data, 28 memory
2011-08-17 Biclique attack [27]

TB AES192 2192 2189.7 time, 280

data, 28 memory

TB AES256 2256 2254.4 time, 240

data, 28 memory

BRV Blowfish 2448 4 of 16 rounds 1997 Differential cryptanalysis [28]

BRV Camellia128 2128 11 of 18 rounds
(2123.6 time, 2120.5

data)

2011 Impossible differential attacks
[39]

BRV Camellia
192

2192 12 of 24 rounds
(2171.4 time, 2120.6

data)

BRV Camellia
256

2256 14 of 24 rounds
(2238.2 time, 2121.2

data)

TB CAST (not
CAST-128)

264 248 time, 217

chosen plaintexts
1997-11-11 Related-key attack [34]

BRV CAST-128 2128 6 of 16 rounds
(288.51 time, 253.96

data)

2009-08-23 Known-plaintext linear
cryptanalysis [35]

BRV CAST-256 2256 24 of 48 rounds
(2156.2 time, 2124.1

data)

ADP DES 256 239–243 time, 243

known plaintexts
2001 Linear cryptanalysis [29]

BRV 3DES 2168 2113 time, 232

data, 288 memory
1998-03-23 Meet-in-the-middle attack

[30]

TB GOST 2256 2101 time, 264

data, 247 memory
2012 Guess-then-determine attacks

[40]

TB IDEA 2128 2126.1 time 2012-04-15 Narrow-biclique attack [36]

BRV MARS 2400 21 of 32 rounds
(250 plaintext,
2197 memory)

2004 Meet-in-the-middle attack
[30]

TB RC2 264–2128 Unknown
[clarification
needed] time, 234

chosen plaintexts

1997-11-11 Related-key attack [34]

ADP RC4 Up to
22048

220 time, 216.4

related keys
(95 % success
probability)

2007 PTW attack [31]

(continued)
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Table 2 (continued)

Cipher Security
claim

Best attack Publish
date

Attack name

BRV RC5 2128 12 of 12-255
rounds with 64
bit-block (244

plaintexts)

1998 Differential attack [28]

BRV RC6 2128 12 of 20 rounds
(231 data, 252

memory)

2007 Chi-square Test Attack [41]

BRV RC6 2192 16 of 20 rounds
(231 data, 252

memory)

BRV RC6 2256 16 of 20 rounds
(231 data, 252

memory)

BRV Serpent-128 2128 10 of 32 rounds
(289 time, 2118

data)

2002-02-04 Linear cryptanalysis [32]

BRV Serpent-192 2192 11 of 32 rounds
(2187 time, 2118

data)
BRV Serpent-256 2256

BRV SHACAL-1 2512 59 of 80 rounds
(2489.3 time,
2149.72 plaintext)

2006 Related-key rectangle attack
[42, 43]

BRV SHACAL-2 2512 42 of 64 rounds
(2488.37 time,
2243.38 plaintext)

2008

BRV Shark 2128 5 of 6 rounds (283

time, 252

plaintext)

1997 The Interpolation Attack [44]

TB Skipjack 280 31 of 32 rounds
(241 plaintexts)

1999 Impossible differential attacks
[39]
ECRYPT II recommendations
note that, as of 2012, 80-bit
ciphers provide only “Very
short-term protection against
agencies”. [37] NIST
recommends not to use
Skipjack after 2010 [38]

TB Three-way 296 (222

chosen-plaintexts)
1997 Related-key attack [34]

BRV Twofish 2128–2256 6 of 16 rounds
(2256 time)

1999-10-05 Impossible differential attack
[33]

TB TEA 2128 232 time, 223

chosen plaintexts
1997-11-11 Related-key attack [34]

BRV XTEA 2128 36 of 64 rounds
(2126.44 time,
264.98 data)

2009 Related-key rectangle attack
[45]
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The ciphers used in this study are token from an open source library called
Crypto++ [46], the program was developed and tested under two machines with
different OS (Windows 7 desktop × 32 and Centos 7) and the same configurations:
Intel i3 processor with 4 GB in RAM storage.

5.2 Experimental Results

The speed test was measuring through computing the encryption and decryption
time that cipher took for different packet size, i.e. the size of packet data belong to

Fig. 1 Windows 7 cipher-time computing

Fig. 2 Centos 7 cipher-time computing
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the interval from one to 100 Mbyte and the speed was counting in second’s number.
Thus, for windows 7 × 32 machine resp. centos 7, we have (Figs. 1, 2):

5.3 Results and Discussion

From graphs and simulation, we can assume the average time per one Mbyte for
each cipher to encrypt or decrypt data. Thus, the result is figured in the Table 3.

The results from the table above suggest using in preference (with order)
AES-128, GOST, CAST128, Three-way, Camellia, XTEA, IDEA and SHACAL2
for real time application or high throughput network communication in any envi-
ronment (same or heterogeneous OS). This result does not take any security claim
in consideration. However, this result cannot be split away without the carefully
study for the chosen cipher characteristic shown in the previous section. Still, any
decision by user should take an earlier cryptanalysis study, which help to express
the weaknesses for each cipher and the most successful attack developed as well.

In this case, while studying each cipher complexity, characteristic, key length
with the speed test (linear dependence with power consumption in reverse mode)
the earlier order change into AES128, Camellia128, GOST, CAST128, IDEA,
XTEA, SHACAL2 and Three-way.

This result presents the general case to help any user to make a decision about
the appropriate cipher for its own system security. Besides, user should define the
security level accepted, the tolerance level for attacks, the quality of service
required and how ciphers can affect that… Those requirements are essential and
they will allow setting a barrier for a scale comparison in order to filter and choose
the most convenient cipher to which the earlier order can change through consid-
ering each user recommendations.

6 Conclusion

Encryption is the main core for any security solution. However, this technique
consumes a significant amount of computing resources such as CPU time, memory,
and battery power and packet size. Those computing resources are linearly
depended and linked to speed test, which makes it an important test to measure and
compare the most optimal cipher for the desirable service or solution. In fact, this
paper presents a fair performance comparison by computing the cipher-time and
giving the average time required per one Byte for multiple OS. This cipher-time is
affected by different settings for each cipher, such as different sizes of data blocks,
different data types, and different key size. This comparison allows user to choose
the best cipher for each required service. Besides that, the paper traits the security
concept by comparing and showing the best-known successful cryptanalysis attack
for some of them to help proving the protection level offered via each one. In
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addition, it must be mentioned that “speed, power consumption, safety…” cannot
be achieved to their complete potential, due to their conflicting nature, which forces
us to compromise between requirements. According to this and by considering
those requirements in normal use, the paper suggests an order of the best eight
convenient ciphers to use in general case.
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Multi-layer Neural Network for EMV
Evaluation

Noura Ouerdi, Tarik Hajji, Abdelmalek Azizi and Amina Yahia

Abstract In this work, we based on EMV specifications to implement a multi-layer
artificial neural network. Indeed, we used the machine state diagram that has
already been achieved in our previous work [4] where we model an EMV trans-
action between terminal and payment card using UML language. In order to detect
potential attacks or vulnerabilities, we chose to use a neural network multilayer with
back propagation. We made a comparative study to select the architecture of the
best performing ANN. In this paper, we discuss in detail our methodology.

Keywords EMV ⋅ Artificial neural network ⋅ Multi-layer ⋅ Back propagation

1 Introduction

EMV is the international standard of security of payment cards (smart cards). It
takes its name from three organizations: Europay, MasterCard and Visa Interna-
tional. EMV specifies the interoperability between EMV cards and EMV payment
terminals worldwide. The transition to EMV Standard payment cards provides
benefits to improving transaction security. Therefore, EMV cards have become the
most currently used, which leads to the attackers who always look for ways to
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attack them by exploiting potential vulnerabilities. To detect possible vulnerabilities
in an EMV transaction, we thought to use neural networks and more particularly a
multi-layer neural network with back-propagation.

The first neural networks were not able to solve nonlinear problems; this limi-
tation was removed through back propagation of the error gradient in multilayer
systems. In this work, we took advantage of this benefit.

The paper is organized as follows: the second section presents the related works
including the previous work on the neural network implementation for a portion of
the EMV specifications (without loops) [2]. The third section details our method-
ology of multi layer neural network (with loops). In the fourth section, we present
obtained results.

2 ANN and Related Works

2.1 Artificial Neural Network

This is a problem resolution mechanism, inspired by the operation of the human
brain. The basic unit of ANN is the artificial neuron. An ANN is made up of
collections of neurons organized in layers: The first layer is called the input layer,
the last one is called the output layer and the middle layers are respectively called
hidden layer 1, hidden layer 2, etc. (Fig. 1) [3].

Fig. 1 Layers of an ANN
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An ANN is characterized by a specific architecture to define its neural structure.
In this work we propose a notation to define this architecture, for example the
notation ANN (64, 16, 64) indicates the use of a multilayer ANN compound by:

• An input layer composed by 64 artificial neurons,
• One hidden layer composed by 16 artificial neurons,
• An output layer composed by 64 artificial neurons.

We distinguish two ways of using ANN:

Use with learning: we have a database composed by a partial solution of the
problem. Then, we use an algorithm to teach ANN the resolving mechanism of the
different instances of the problem. The gradient back propagation is a famous
algorithm able to comprehend ANN comprehension mechanisms. Finally, we can
use the ANN after learning to solve new instances of the problem.

Use without learning: in some cases, we have no information about the solution
space for the problem studied. For example, the problem of classification which we
do not have classes to classify elements. So we can use an ANN in unsupervised
mode to find the classes firstly.

2.2 Artificial Neuron

It is a mathematical operator that can perform an unweighted sum of its inputs (see
Fig. 2) [3]. It represents the atomic unit that composes ANN.

It uses non-linear functions to calculate its output as the sigmoid function
(Fig. 3) or the hyperbolic tangent (Fig. 4).

2.3 Artificial Neural Network Applied to EMV
Specifications

In our previous work [2], we implemented an artificial network to detect potential
attacks or vulnerabilities in EMV specifications of terminal-Card transaction.
Indeed, we used state transition diagram illustrating the modeling of an EMV

Fig. 2 The atomic unit
composing an ANN
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transaction. Then, we deducted the graph on which we based our order to imple-
ment neural network. We extracted normal and abnormal paths to aliment our
network. In this previous work, we treated the case where the state diagram does not
contain loops. We used therefore a single layer neural network and it was effective.
For cons, the work was not complete since the EMV specifications require the
existence of two loops. The Fig. 5 [1] presents our complete state diagram. The
loops are shown by red lines.

Fig. 3 Sigmoid function

Fig. 4 Hyperbolic tangent
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3 Our Methodology

First, we started with matching an integer value to each state of the machine state
diagram of the Fig. 6.

We made a comparative study to select the architecture of the best performing
ANN. We unified the basis of training data and we used our automatic generator of
ANN by a meta-model description to generate several types of ANN with distinct
architecture. The description of this generator is published in the article “Generating
an Artificial Neural Network from a Meta-Model Description” [4].

Learning algorithm:
The algorithm is inspired by the back-propagation gradient [3] and it is as follows:

• Step 1: Initialize the connection weights (weights are taken randomly).
• Step 2: Propagation entries entered the Ei are presented to the input layer:

Xi = Ei

• The spread to the hidden layer is made using the following formula:

Yi = f ð∑7
i = 1 Xi *Wji +X0Þ

Fig. 5 Machine state diagram modeling EMV transaction
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Then from the hidden layer to the output layer, we adopt:

Zk = fð∑3
i = 1 Yi *Wkj +Y0Þ

X0 and Y0 are scalar;
f(x) is the activation function: f (x) = 1/(1 + e−x)

• Step 3: Back propagation of error at the output layer, the error between the
desired output Sk and Zk output is calculated by: Ek = Zk (Zk − 1)(Sk − Zk)

• The error calculation is propagated on the hidden layer using the following
formula:

Yj = fjð1−YjÞ∑7
k= 1 WkjEk

• Step 4: Fixed connection weights: the connection weights between the input
layer and hidden layer is corrected by:

DWji = nXiFj
DY0 = n Fj

Fig. 6 Graph corresponding
to the machine state diagram
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Table 1 Comparative study between different architectures of ANN

ANN architecture Tests of stops Results
Input Hidden layers Output Square error Loops Recognition rate

8 4 2 0.0001 109 80
8 6, 4 2 0.0001 109 88
8 6, 4, 3 2 0.0001 109 78
8 6, 5, 4, 3 2 0.0001 109 70
9 5 2 0.0001 109 85
9 6, 4 2 0.0001 109 90
9 8, 6, 4 2 0.0001 109 88
9 8, 6, 4, 3 2 0.0001 109 63
10 5 2 0.0001 109 85
10 8, 4 2 0.0001 109 92
10 8, 6, 4 2 0.0001 109 88
10 8, 6, 4, 3 2 0.0001 109 53
11 5 2 0.0001 109 90
11 8, 4 2 0.0001 109 92
11 9, 6, 3 2 0.0001 109 83
11 9, 7, 5, 3 2 0.0001 109 52
12 6 2 0.0001 109 91
12 8, 4 2 0.0001 109 91
12 9, 7, 4 2 0.0001 109 84
12 10, 8, 6, 4 2 0.0001 109 53
13 6 2 0.0001 109 91
13 8, 4 2 0.0001 109 94
13 9, 7, 5 2 0.0001 109 83
13 10, 8, 6, 4 2 0.0001 109 50
14 7 2 0.0001 109 92
14 8, 4 2 0.0001 109 93
14 12, 8, 4 2 0.0001 109 86
14 12, 8, 6, 4 2 0.0001 109 51
15 7 2 0.0001 109 91
15 8, 4 2 0.0001 109 91
15 12, 8, 4 2 0.0001 109 83
15 12, 8, 6, 4 2 0.0001 109 51
16 8 2 0.0001 109 95
16 8, 4 2 0.0001 109 90
16 12, 8, 4 2 0.0001 109 86
16 14, 12, 8, 4 2 0.0001 109 53

Multi-layer Neural Network for EMV Evaluation 555



Then, we change the connections between the input layer and the output layer
by: DWkj = n Yj Ek (N is a parameter to be determined empirically)

• Step 5 loops: Loop to step 2 until a stop to define criterion (Error threshold, the
number of iterations)

4 Obtained Results

To feed our learning base, we used 512 paths including 250 valid paths. The
following table contains the results depending on the architecture of the ANN used:

By analyzing the recognition rate given by Table 1, it is concluded that the
ANN, composed of an input layer with 16 neurons, a hidden layer composed by 8
neurons, and an output layer composed of 2 neurons, is the most efficient because it
has the highest rate of recognition (95 %).

As synthesis, we can say that an ANN with a reduced architecture is unable to
store a sufficient amount of knowledge to solve the problem. By against a wide
architecture for network allows to dispersing this knowledge in the synapses of the
ANN, as a result we obtain a lower recognition rate.

5 Conclusion

To verify an EMV card and detect possible vulnerabilities, we proposed in this paper
a methodology based on neural networks. Indeed, we based on the state machine
diagram modeling an EMV transaction between a terminal and an EMV card. Our
model has a number of states with two possible loops. We opted for the choice of a
multi-layer neural network with back propagation because it is able to solve our
nonlinear problem and thus treat loops. Therefore, we conducted a comparative
study between the different architectures in order to find the best one. The best
recognition rate found was 95 % for the neural network architecture (16, 8, 2)
(see Table 1).

As future work, we aim to compare this methodology with other vulnerability
detection methodologies like [1, 5].
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Access Control System in Campus
Combining RFID and Biometric Based
Smart Card Technologies

Mohamed El Beqqal, Mohammed Amine Kasmi and Mostafa Azizi

Abstract For universities where security is primordial and accessing to certain
areas must be checked, an access control system should be used in order to enhance
security in general and to reduce time-consuming in access control of an important
number of candidates in the same time. RFID and smart cards are widely used
technologies; RFID guarantees a simultaneous reading of the identified objects and
the smartcards offer a storage capacity and enable processing information. Several
problems of security remain still unresolved for both RFID and smart card used
separately. We present in this paper a solution of access control, which combines
specific identification and authentication technologies with synchronous and
asynchronous data processing. In our case, we target the academic context. We
demonstrate by two use cases how much the system security could be improved by
combining RFID and Smartcards in a complementary way. For this purpose, the
design of our system focuses in the first scenario on performing the verification of
the presence of students in exams by using both synchronous and asynchronous
techniques based on the coupling of RFID and smart card technologies. The second
scenario focuses on the security of accessing sensitive areas by providing a syn-
chronous verification method requiring immediate validation of the access based on
RFID technology and the fingerprint of staff. Further technologies are also used to
ensure accurate authentication, such as cameras and liveness sensors.

Keywords RFID ⋅ Smartcard ⋅ Biometric test ⋅ Access control ⋅
Identification ⋅ Authentication ⋅ Validation ⋅ Academic context
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1 Introduction

Using the latest contactless technologies in many areas has become necessary
because of the great benefits offered by them. Among the most known domains
which make use of these contactless solutions there is logistics that uses RFID
technology to identify and track product of the company. Another area is the
payment transactions where smartcards are massively used. Each technology is
efficient in a specific context of use. For example in the domain of logistics,
companies prioritize speedy processing of items and simultaneous identification
while in the domain of banking, operations security is strongly favored.

Our interest is directed to the university area and campus management. Many
works upon security and optimization have been conducted in this regard. Atten-
dance management system is one of the subjects that have been widely studied as
mentioned in [1, 2]; Nowadays managing library system is considered among the
most RFID application in institutes [3]. This paper will focus specifically on the
identification and authentication processes that will give authorization to access
the most important campus resources.

The design of our system is divided into two parts; first part will be devoted to
verification of students in halls of examinations, on this purpose, the RFID tech-
nology will help us do a first identification of students present in the exams. To
avoid student blocking at the door, a biometric authentication with smartcards will
be processed synchronously by matching the captured fingerprint directly on
smartcard, combined with an asynchronous verification in the server side to ensure
the true identity of students. The second part will deal with the control of access to
sensitive areas, the system is different from the first one, we will use also RFID
identification, and a synchronous and asynchronous biometric authentication based
on matching respectively the captured fingerprint with stored one in smartcard and
with another stored remotely on a fingerprint server.

The remaining of this paper is organized as follows: Sect. 1 presents the concept
on an RFID system, Smart card technology and a brief review on current challenges
and some frauds on access control in campus where we focus on the problem of
security and authentication. Then, we present related works in Sect. 2. Section 3
presents our contribution of an enhanced access control system. Section 4 con-
cludes this paper.

2 Technologies

In the access control field, we often use smart secure technologies like Bluetooth,
NFC or RFID for identification, to verify identified people smart cards or biometrics
are used for authentication. In this section we give more details on each of these
technologies which we will use in our work.
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Radio frequency identification (RFID) [4] is a fast automatic identification
technology that uses radio frequency to identify objects carrying tags when they
pass near an RFID reader. The Fig. 1 shows the general architecture of an RFID
based system.

An RFID system comprises:

1. Tag, consist of a chip, antenna and a certain amount of computational and
storage capabilities

2. Reader, interrogates tag to obtain tag information and forwards the encrypted
information gathered from the tag to the backend server for verification purpose.

3. Software responsible to gather data from reader, and dispatch it to the backend
servers.

4. Backend server contains a local database and some processors.

A smart card is an object made in plastic containing a microelectronic circuit
providing the majority of features of a computer. It is produced as a small card,
incorporating an electronic circuit performing a set of operations (storage, calcu-
lation or verification) in a secure way. Any smart card has its own computing power
and its own storage capacity. Everything concerning the standardization of the
smart card is defined in the ISO 7816 standard with the International Organization
for Standardization (ISO) [5]. Among the relevant applications of smart cards we
find: financial applications, Government programs, information security, physical
access, health card, campus identification, e-ticketing and others [6].

Biometric technology allows to check identity through characteristics such as
fingerprint, face, voice, iris, and so on. The physical aspect of data considered as
unique is receiving attention as a personal authentication method that is more
reliable than standard methods such as a password or ID cards. [7] Biometric is
defined as the “automated identification or verification of human identity through
the measurement of repeatable physiological and behavioral characteristics”
(Association of Biometric 2004).

Fig. 1 General architecture of RFID based system

Access Control System in Campus Combining RFID … 561



3 Related Works

The authors in [8] have proposed the attendance system which can take attendance
using Bluetooth. In this work, attendance realized using instructor’s mobile phone.
Application software installed in supervisor’s mobile telephone enables it to query
student’s mobile phone through Bluetooth for checking the attendance of the stu-
dent. The problem of this system is that the presence of student is not necessary,
only the mobile phone should be in exam room. In case of students’ absent if his
mobile phone is given to another student, then also presence is marked.

In [9], the authors present the implementation of an Attendance Management
System that is based on NFC technology. The system uses the NFC enabled phone
of the user to authenticate his identity. It uses a Java based application to receive the
NFC tag IDs. The problem in this case is that the student must have an NFC
enabled phone to mark presence in the class room, which cannot be possible for
every student.

The authors in [10] proposed a fingerprint based attendance system. The students
validate their presence by placing their finger on the fingerprint reader. In 2013,
[11] proposed also a system for employee attendance using fingerprint. The main
problem in those cases is it is very time consuming as it checks one fingerprint
template with all templates stored in the database. Also, every student needs to
stand in long line to mark attendance.

In 2010, [12] has proposed a wireless iris recognition attendance management
system. This system takes a long time to check the student who has to wait a
considerable time to scan his iris.

In [13], Student attendance is being taken using the Face Recognition method.
A camera is fixed at the center of the classroom near the blackboard, so that the
view of the camera covers the entire classroom. The system requires a person to be
at a medium distance from the camera, the proposed system uses the Viola Jones
algorithm to detect the human faces. The major problem in this system is that the
captured face has to be compared with all the records stored in the database which is
time consuming.

In [14], authors present a new system based on the combination of RFID and the
Facial Recognition to verify the student authentication. It would simply need a
camera in the class and as the lecture starts it identifies all present students, how-
ever, the technology available today is still not robust enough hence the need to
continue research and development in this area. Some problems to consider are
lighting as a very big problem, there is many attempts to find a solution that most
are not satisfactory as they degrade the image too extensively. A more hardware
issue would be camera quality.

Even though there are many technologies available for identification taking like
Bluetooth, Infrared, Wi-Fi, and NFC, then we select RFID technology. The main
reason is that the RFID has a capability of reading of several labels simultaneously
and can contain information like student ID.
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There are different technologies for authentication but we select fingerprint
recognition technology as it has the lowest cost. In addition, all the above tech-
nologies having many drawbacks which will be cover by fingerprint recognition.
Furthermore, the fingerprint result is much higher than those of camera or iris. So
fingerprint recognition is chosen for authentication.

In our proposed system, identification will be made using RFID technology and
authentication will be done by fingerprint recognition.

4 Issues Raised in Campus

Based on the current state of the majority of our open access institutions, we
identify the basic areas that require protection within the campus:

• General Campus access,
• Access to the administration office,
• Access to the library,
• Access to professor’s offices,
• Access to classrooms,
• Access to laboratories,
• Access to exam rooms.

Fig. 2 Challenges in our access control system
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Our study here focuses on access control to the laboratories, restricted-access
rooms, and exam rooms. In Fig. 2, we list the challenges that will be taken into
account in our access control system.

5 Our Proposed System for Access Control

In our system, we assume a few rules and prerequisites that are considered by the
institute:

• Each student is provided with an RFID tag which reveals his unique identity
within the campus.

• Each student is also provided with a smartcard containing the id tag and bio-
metric fingerprint (later we will see the utility of this coupling).

• The institute has a record of data concerning the associated biometric fingerprint
and RFID tag of the student stored in a central database server.

The Fig. 3 presents the general architecture of the target system.

Fig. 3 General system architecture
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6 Flowchart of the Exam Attendance System

Our contribution focuses on the security aspect and specifically the access control
of student to the exam rooms.

To ensure performance and processing speed, we decided to load data from
central server in a local database. We also planned to make an intranet application
designed primarily for managing the exams. For each exam room, there is a specific
list of students authorized to access in.

The cinematic of our system can be recognized easily through the flowchart
shown in Fig. 4.

(1) When students approach the exam room where a stationary RFID reader is
installed, they will declare their tags (here, passive tags are used to reduce
scope (<1 m) transmission and also avoid the problem interference [10]) near
the reader to validate their right to access to the room.

(2) A first synchronous identification is made by checking the captured tag with
the list of students allowed to do the exam.

(3) The dashboard (RFID tag column) is updated with success if the student is
authorized. However if the student does not meet the conditions of this exam,
the reader will transmit a sound of failure and the dashboard will be updated
with this result.

(4) The student who validated the RFID identification, must insert his smart card
in reader and puts his finger on the fingerprint sensor to validate the authen-
tication synchronously with the smart card reader. The reader will send the
captured fingerprint to the smartcard for matching with the template stored in
smartcard [15]. The matching decision is computed inside the smartcard and
consequently the entire original template is never released from the smartcard.
Once the validation is done, we get the RFID tag ID from the smart card, this
id allow us to match directly the student’s captured fingerprint with the cor-
responding record in the database, without performing a one to many com-
parison, which will reduce the response time.
To enhance the security mechanism, our fingerprint recognition system will
have the ability to detect if a presented fingerprint is from a live person or an
artificial finger [16]. Nowadays, fingerprint readers are being upgraded to
include liveness detection solutions [17] that will be able to detect if the
submitted fingerprint is a spoof or live finger through the use of blood pres-
sure, electrocardiogram, temperature or other new methods. Our proposed
system will also add a camera to capture a picture for the student who has put
his finger on the fingerprint sensor, this picture will be stored for an additional
verification if desired by the teacher.
The Smart Card Biometric reader will send the pair (tag id, biometric fin-
gerprint) to the middleware for asynchronous verification with the fingerprint
in the database.

Access Control System in Campus Combining RFID … 565



(6) The middleware will store the captured fingerprint temporarily in the computer
existing in the exam room. This choice is based on the fact a large number of
students will be susceptible to pass the same exam, we decided to treat this
third identity control step asynchronously to avoid blocking the students at the
door of the exam room. We took advantage of the rule that the student is not
allowed to leave the exam room during the first 30 min to treat the comparison
between the collected fingerprints and those already existing in the local
database.

Fig. 4 Flowchart of the exam management system
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(7) Once the validation done, the system updates the status of the following
columns of students in the software dashboard.

• RFID Identification,
• Fingerprint synchronous authentication,
• Fingerprint asynchronous authentication.

7 Access to Secure Areas

In this section we present another use case of our proposed system which is
designed also for securing access to sensitive areas including university residences,
research laboratories, and administration block. These areas can be reached by
students, teachers or administrative staff according to their predefined permissions.

As described in the case of examination room and to optimize the execution time
of requests processing, the data is stored in the local database. Also we will develop
an access control feature which is designed for the human resources manager, and
this feature will aim to define the authorized list for a specific area. The rule of the
manager is to associate a list of authorized persons with the concerned area. Once
the task validated, the selected persons are loaded into the local database which is
attached to the corresponding secure area.

When the user wants to access a secure area he must identify himself with his
identity card using RFID technology, for that a proximity RFID reader will be
installed beside each secure area to capture the user tag information. A secure
authentication with the smart card will be established using fingerprint. After a

Fig. 5 Flowchart of the access control system in sensitive areas
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successful authentication, the door will be unlocked, and a picture of the authorized
person will be taken.

Compared to the case of the examination rooms we noticed that the number of
staff supposed to access to the secure area is limited, moreover, these private areas
needs an immediate verification for that our system will match synchronously every
captured fingerprint with the original template of stored fingerprint in smart card, if
the system detects incorrect or unauthorized users then the access is denied.

Finally the system logs all the details about the entry including the tag id, the
fingerprint and the timestamp. The Fig. 5 shows easily the sequence of required
steps to access a secure area and also interactions between objects of the system.

8 Conclusion

In this paper, we proposed a design of an access control system to augment the
security level in university; precisely, we have focused on access to examination
rooms and private areas that requires a high security. This solution is based on
coupling RFID technology with smart cards based on fingerprint authentication.

Our proposed system provides:

• An immediate RFID identification for access control to exam rooms and secure
areas.

• A synchronous verification of captured fingerprint of students with the stored
fingerprint in smart card by using the match-on-card algorithm.

• An asynchronous verification approach of captured fingerprint with the database
which is more appropriate to validate identities of students in the exam rooms.

Finally, the utility of coupling RFID and smart card-based biometrics has a
double advantages, in term of security it allows a double check of identity of the
student and in term of time consuming the RFID tag will help us to directly seek for
the concerned fingerprint which will avoid us comparing the fingerprint gathered
with all available ones in database.
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