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Preface

The International Semantic Web Conference (ISWC) continues to be the premier forum
for Semantic Web researchers and practitioners to gather and share exciting new
findings and experiences. The community has steadily grown in size and scope over the
years, covering many aspects of Semantic Web technologies that lie at the intersection
of semantic technologies, data, and the Web. Basic research has renewed importance as
an engine of scientific understanding and of new ideas. The broad range of applications
of Semantic Web technologies in real settings help us appreciate the accomplishments
of the field as well as the limitations and challenges ahead. In addition to building on
well-established standards, the community is always generating shared resources and
infrastructure. There is a palpable excitement as we witness the Web becoming more
machine readable every day.

This volume contains the proceedings of ISWC 2016 with all the papers accepted to
the main conference tracks. This year, in addition to the traditional ISWC Research
Track we solicited submissions to an Applications Track and a new Resources Track. A
new Journal Track was introduced to expand the scope of the conference. The main
conference call for papers received 326 responses, over 60 more than the total for the
2015 conference.

The Research Track continues to be the most popular category for submissions. This
year, the track solicited novel and significant research contributions addressing theo-
retical, analytical, empirical, and practical aspects of the Semantic Web. In addition to
work building on W3C Semantic Web recommendations (e.g., RDF, OWL, SPARQL,
etc.), investigations on other approaches to the intersection of semantics and the Web
were encouraged. The track received 212 submissions. After a bidding process, each
was reviewed by at least four anonymous members of the Program Committee of the
track including one senior Program Committee member. Authors were given a chance
to respond to the reviews during an author rebuttal period. The senior Program
Committee member was responsible for promoting discussion among the reviewers and
making a final recommendation to the program chairs. Papers were discussed in a
Program Committee meeting, and the chairs made final determinations about accep-
tance. These proceedings include the 39 papers that were accepted for presentation at
the conference.

The Applications Track solicited submissions exploring the benefits and challenges
of applying semantic technologies in concrete, practical applications, in contexts
ranging from industry to government and science. The track accepted submissions in
three categories: (1) in-use applications providing evidence that there is actual, sig-
nificant use of the proposed application or tool by the target user group, preferably
outside the group that conducted the development; (2) industry applications describing
a business case or motivation and demonstrating their impact in the respective industry
while ideally positioning the value of the tool or system for the Semantic Web com-
munity; (3) emerging applications describing early reports on real-world projects,
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exposing substantial research contributions and lessons learned in terms of semantics
requirements, testing of approaches or infrastructure, and evaluations of early proto-
types. The track received a total of 43 submissions and accepted 12. Each submission
was reviewed by at least three Program Committee members of the track. Authors had
the opportunity to submit a rebuttal to the reviews to clarify questions posed by
Program Committee members. The program chairs made final decisions about accep-
tance: 23 submissions were emerging applications and seven of them were accepted, 15
were in-use applications and four were accepted, and five were industry applications
and one was accepted.

The newly introduced Resources Track sought submissions providing a concise and
clear description of a resource and its (expected) usage. Traditional resources are
considered to be ontologies, vocabularies, datasets, benchmarks and replication studies,
services, and software. These resources are important outputs of any scientific work.
Sharing these resources with the research community does not only ensure the
reproducibility of results, but also has the benefit of supporting other researchers in
their own work. Although high-quality shared resources have a key role and an
essential impact on the advancement of a research community, the academic
acknowledgement for sharing such resources is low. Therefore, many researchers
primarily focus on publishing scientific papers and lack the motivation to share their
resources. An additional challenge is that resources are often shared without following
best practices, for example, at non-permanent URLSs that become unavailable within a
few months. The Resources Track aimed to encourage resource sharing following best
practices within the Semantic Web community. Besides more established types of
resources, the track solicited submissions of new types of resources such as ontology
design patterns, crowdsourcing task designs, workflows, methodologies, and protocols
and measures. The track received 71 submissions. At least three Program Committee
members for the track reviewed each paper using a structured review form that focused
on best practices for publishing a resource. After an author rebuttal period and sub-
sequent discussion among the reviewers, the program chairs decided on the final
acceptance of 24 resource papers that are included in these proceedings and were
invited to be presented at the conference.

A new Journal Track was introduced this year to invite presentations at the con-
ference about recent papers in the main journals where the community publishes. This
inaugural track targeted the Journal of Web Semantics and the Semantic Web Journal.
Authors of papers accepted during the past year that were not previously presented at a
main Semantic Web conference could self-nominate their paper. From the 49 self-
nominations, the editorial boards of the respective journals chose 12. These papers are
not included in these proceedings, but we list full citations of the papers that can be
found in the journals.

There are 75 papers included in these proceedings for the Research, Applications,
and Resources tracks. The substantial amount of papers in the Resources Track attest to
the strong culture in the Semantic Web community of disseminating research products
and continuing to extend the pool of shared resources, and doing so beyond ontologies
and software.

The conference proceedings were meticulously assembled by Fabian Flock as
proceedings chair, who worked with the chairs to compile all the papers from the
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authors, produce the table of contents and the front matter, and submit everything to the
publishers. Silvio Peroni and Christoph Lange served as metadata chairs, organizing
structured descriptions of the contents of the proceedings so they can be made available
as semantic content in linked open data format. This year we accepted paper sub-
missions in HTML format, but only received one submission in this format.

The conference included a variety of events that are traditional at ISWC and enrich
the opportunities for interaction, learning, and mentoring.

The ISWC 2016 program included invited talks from prominent researchers within
and outside the field. Christian Bizer from the University of Mannheim talked about “Is
the Semantic Web What We Expected? Adoption Patterns and Content-Driven Chal-
lenges.” Hiroaki Kitano of from Sony Computer Science Labs, the Okinawa Institute of
Science and Technology, and the Systems Biology Institute discussed “Artificial
Intelligence to Win the Nobel Prize and Beyond: Creating the Engine for Scientific
Discovery.” Kathleen McKeown of Columbia University, gave a talk titled “At the
Intersection of Data Science and Language.”

The Posters and Demos session, chaired by Takahiro Kawamura and Heiko Paul-
heim, included 55 posters and 47 demos selected among 115 total submissions.
A Lightning Talks session offered time to those who wanted to take to the stage briefly
to offer late-breaking results, discussion topics, and perspectives.

Thanks to our workshop and tutorial chairs, Chiara Guidini and Heiner Stucken-
schmidt, the conference started off with very successful focused and highly interactive
events. Five tutorials were held on ontology design patterns, RDF-stream processing,
link discovery, Semantic Web for Internet/Web of Things, and SPARQL querying
benchmarks. Moreover, 15 workshops were also held to foster discussions on specific
topics of interest and to catalyze emerging communities. Also prior to the conference
there was a discussion to envision the future of the Semantic Web Challenge.

The doctoral consortium chairs, Philippe Cudre-Mauroux, Riichiro Mizoguchi, and
Natasha Noy, reviewed submissions from students still working on their PhD, and
organized an event that gave them an opportunity to share their research ideas in a
critical but supportive environment, to get feedback from mentors who are senior
members of the community, to explore issues related to academic and research careers,
and to build relationships with other PhD students from around the world. This pro-
gram was complemented by activities put together by Abraham Bernstein, Daniel
Garijo, and Matthew Horridge as student coordinators, who arranged travel awards, a
mentoring lunch, and other informal opportunities for students to meet other members
of the Semantic Web community.

The organization of a conference goes well beyond putting together a scientific
program. There were many volunteers who worked hard to support the large event that
ISWC has become, with hundreds of attendees from all over the world. We are very
grateful to Hideaki Takeda, who as local arrangements chair led a skilled team to
support the hotel accommodations, arrange conference facilities, develop the confer-
ence website, and take care of the myriad of details involved in supporting a scientific
conference. We thank all of them for making the conference a fun event and for hosting
us in the beautiful city of Kobe. The city’s diverse surroundings (from the modern
Kobe port to the mountainous Arima hot spring) and cultural heritage (from the Ikuta
shrine to Nada Sake breweries) inspired all participants to think more broadly and
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about the longer-term legacy of their work. We are especially thankful to Ikki Ohmukai
and Kouji Kozaki as vice chairs of the local committee and Rathachai Chawuthai as the
Web master.

Sponsorship is crucial to support the conference. We would like to thank our
sponsorship chairs, Makoto Iwayama and Carlos Pedrinaci, for their thorough and
tireless work at arranging sponsorship, and to all of our sponsors for their generous
contributions. We would also like to thank Amit Sheth for submitting a proposal to the
National Science Foundation that helped secure support for student travel to the con-
ference. The continued support from the National Science Foundation is greatly
appreciated.

We are also grateful to the Semantic Web Science Association (SWSA), and in
particular to its chair, Natasha Noy, and its treasurer, Guus Schreiber, for their spon-
sorship and for maintaining all the historical records of previous conferences containing
precious data and advice. We are also grateful to Steffen Staab, Ulrich Wechselberger,
Jeff Heflin, and the rest of the Organizing Committee of ISWC 2015, who were always
at hand to answer our questions and provide thoughtful advice.

Last but not least, we would like to thank Miel Vander Sande, our publicity chair,
who took all the announcements to mailing lists, social media, and other outlets to
ensure dissemination and awareness of all the conference events.

We hope that these proceedings and the events at ISWC 2016 will contribute to a
lasting legacy of this conference for many years to come.

October 2016 Paul Groth & Elena Simperl
Program Committee Co-chairs, Research Track
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Markus Kroétzsch & Freddy Lecue
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Yolanda Gil

General Chair
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Structuring Linked Data Search Results
Using Probabilistic Soft Logic

Duhai Alshukaili®), Alvaro A.A. Fernandes, and Norman W. Paton

School of Computer Science, University of Manchester,
Oxford Road, Manchester M13 9PL, UK
{dhahi.alshekaili,a.fernandes,norman.paton}@manchester.ac.uk

Abstract. On-the-fly generation of integrated representations of Linked
Data (LD) search results is challenging because it requires successfully
automating a number of complex subtasks, such as structure inference
and matching of both instances and concepts, each of which gives rise to
uncertain outcomes. Such uncertainty is unavoidable given the semanti-
cally heterogeneous nature of web sources, including LD ones. This paper
approaches the problem of structuring LD search results as an evidence-
based one. In particular, the paper shows how one formalism (viz., prob-
abilistic soft logic (PSL)) can be exploited to assimilate different sources
of evidence in a principled way and to beneficial effect for users. The
paper considers syntactic evidence derived from matching algorithms,
semantic evidence derived from LD vocabularies, and user evidence, in
the form of feedback. The main contributions are: sets of PSL rules that
model the uniform assimilation of diverse kinds of evidence, an empirical
evaluation of how the resulting PSL programs perform in terms of their
ability to infer structure for integrating LD search results, and, finally,
a concrete example of how populating such inferred structures for pre-
sentation to the end user is beneficial, besides enabling the collection of
feedback whose assimilation further improves search result presentation.

Keywords: Linked data search - Linked data integration

1 Introduction

The idea of linked data (LD) underpins the attempt to transfer the strengths of
the web of documents to data: data can be shared, searched for and browsed,
building on standards for data identification, description and linking that pro-
vide low barriers to entry, facilitating new applications in areas such as data
science and open government. Along with a basic model that publishing, it can
be anticipated that popular types of tool can transfer successfully from the web
of documents to the web of data, supporting activities such as searching and
browsing. However, data and documents have important differences, and direct
translations of techniques that have been successful in the web of documents can
seem rather less intuitive in the web of data.

© Springer International Publishing AG 2016
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For example, keyword search has been an important technology in the web
of documents: searches give rise to ranked lists of documents, through which the
user can browse. In such approaches, the user accesses the published document
directly. Such an approach has been transferred to the web of data, as repre-
sented by LD search engines such as Falcons [3], Sindice [11] and Swoogle [5].
Although LD search engines are useful, their results, which take the form of
collections of RDF resources, present to users the data as published. Thus, LD
search engines tackle the question What resources are out there that match the
search?, and not so much What data is out there that matches the search?. For
example, searching for "Godfather actors" returns results (see Fig. 1), among
others, that are about two distinct films in whose name the string Godfather
occurs, as well as about actors that have appeared in those films. Assuming for
the moment that the user is looking for data about actors in the US film named
The Godfather (en.wikipedia.org/wiki/The_Godfather), released in 1972, filter-
ing and structuring the results in different tables, as shown in Fig. 2, would be
desirable since it distinguishes between films and actors and provides structure
to the presentation of films and of actors that have appeared in them.

Fig. 1. Example LD search results for the term "Godfather actors"

As such, there is an opportunity to complement the work to date on search
engines for LD by devising techniques to infer a structure from the returned
resources. This would insulate the user from many of the heterogeneities that
LD resources typically exhibit due to weak constraints on publication.
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Movie
name [date[ director [budget[runtime
The Godfather[1972 [Francis Ford Coppola[G [172
Actor
givenName|surname|birthDate| birthPlace spouse
Robert Duvall 1931-01-05 |United States|null
Talia Shire 1946-04-25 [null David Shire

Fig. 2. Results in Fig. 1 integrated and reported as tables

The integration of search results by means of structure inference is by no
means a straightforward task because there is no a priori target model to which
the results are to be mapped, the available evidence about the relationships
between different resources may be partial or misleading, and the integration
must be carried out automatically, or at most with small amounts of feed-
back from the user. Our hypothesis is that LD search result integration can
benefit from (i) combining different sources of evidence to inform the integra-
tion process, (ii) systematically managing the uncertainty associated with these
sources, and (iii) making cost-effective use of feedback. To test this hypothesis,
this paper investigates the use of probabilistic soft logic (PSL) [1] for combining
three sources of evidence, viz., syntactic matching, domain ontologies and user
feedback.

The contributions of this paper are:

1. The characterization of the LD search result integration task as one in which
different sources of (partial and uncertain) evidence are brought together to
inform decision making.

2. The instantiation of this characterization of the problem using PSL to com-
bine, in a principled and uniform way, evidence from syntactic matching, from
domain ontologies and from user feedback.

3. The empirical evaluation of this approach, in which it is shown how the
principled, uniform use of different types of evidence improves integration
quality for the end user.

2 Related Work

LD search engines such as Falcons [3] and Sindice [11] return a list of resources
that match the given search terms ranked by their estimated relevance but with-
out attempting identify their underlying structure. Our contributions build on
such search engines as we infer a tabular structure over the returned results.
Sig.ma [15] also builds on returned search results. Differently from us, it assumes
that the search terms describe one entity (hence a singleton, never a set). Sim-
ilarly to us, Sig.ma aims to build a profile (essentially a property graph, not
a tabular structure as we do) that characterises the searched-for entity on the
basis of the results returned by Sindice. Sig.ma uses heuristics whose only input
is syntactic evidence, and accumulates information about the entity from dif-
ferent LD resources without using a principled evidence assimilation technique.
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In contrast, we use a probabilistic framework to uniformly assimilate different
kinds of evidence in a principled manner. Sig.ma does respond to feedback: the
user can decide whether a resource is allowed to contribute data to the generated
profile or not. However, such feedback does not affect future searches, whereas, in
our approach, feedback given is assimilated as evidence and therefore influences
positively the quality of future interactions.

Inferring a structure from instance-level RDF data, but not search results per
se, has received much attention by the research community. However, this activity
has focussed on finding ontology axioms such as range restriction [4,16], domain
restriction [4,16], subsumption [14,16,18], and equivalence axioms [6,14,16] that
apply to the data. In contrast, our approach uses PSL to populate data tables with
returned search results, which are more heterogeneous, structurally and semanti-
cally, than the data the approaches cited normally target. For example, searching
for a film title (e.g. The Godfather) with Falcons returns results from at least three
LD resources: DBPedia, LinkedMDB and Yago. This makes the structure infer-
ence task harder, as conflicts between the vocabularies used by different datasets
need to be resolved.

Given input ontologies, inductive logic programming, a statistical relational
learning paradigm, is used in [6,14] to extend the ontologies with new axioms
given data defined in terms of the given ontologies. In contrast, no background
knowledge is needed in some other approaches. Hierarchical clustering was used
in [4] to find schematic patterns, whereas association rule mining [16] and
Bayesian networks [18] have also been used to infer descriptions of concepts.
Our contributions also use background knowledge in the form of a PSL program
resulting from a supervised learning stage in which logical rules are assigned
weights. However, we view ontologies as semantic evidence, since we aim to pop-
ulate a tabular structure of search results rather than extend a given ontology.

Recently, there has been a growing interest in applying statistical relational
learning (SRL) techniques such Markov logic networks (MLNs) and PSL to prob-
lems where relational dependencies play a crucial role (e.g., inference over social
network data) or where principled integration requires assimilation of multiple
sources of evidence. In the Semantic Web context, Niepert et al. [10] exploited
MLNSs to match ontologies by modelling axioms as hard constraints that must
hold for every alignment. They use similarities of concepts in the input ontologies
as evidence, taking them as a seed alignment, and apply integer linear program-
ming to maximise the probability of alignment based on the seed alignments
as constrained by the ontological axioms. Their work showed that syntactic and
semantic evidence can be combined using SRL techniques. Differently from them,
we do not represent ontological knowledge as hard constraints since we target
a tabular structure. In our approach, ontologies are used as evidence for infer-
ring an instance of out target structure in the returned search results. This
means that we treat ontological knowledge as uncertain. Similarly to us, Pujara
et al. [13] used PSL to infer knowledge graphs about real-world entities from
noisy extractors, and, in particular, the assimilation of lexical similarities and
ontological evidence proves to be crucial in de-noising extracted graphs.
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3 A Brief Introduction to PSL

In this paper, the formalism used to infer an integrated structure over returned
LD search results is PSL [1], a general-purpose learning and inference framework
for reasoning with uncertainty in relational domains.

In Sect.4, we contribute a set of PSL rules and a target metamodel. The
rules express probabilistic relationships between triples in search results. After
the rules have been converted into a PSL program, the PSL implementation
processes the returned results so as to instantiate the target metamodel, thereby
yielding an integrated, structured view over the results.

A PSL program is a set of weighted first-order-logic formulae of the form
w : A «— B, where w are non-negative weights, B is a conjunction of literals
and A is a single literal. Consider the following example PSL program (adapted
from [8], where rules are written as w : B — A):

0.3 : votesFor(B, P) < friend(B, A) AvotesFor(A, P) (1)
0.8 : votesFor(B, P) < spouse(B, A) AvotesFor(A, P) (2)

The semantics, including the tilde-capped connectives, are briefly explained
below but, intuitively, this PSL program states that, given any individuals a,
b and p, instantiating (resp.) the logical variables A, B and P, a claim is made
that if b is either a friend or a spouse of a and a votes for party p, then, with
some likelihood, b votes for p. The respective weights assert that the influence
of spouses on what party b votes for is larger than that of friends.

Softness in PSL arises from the fact that truth values are drawn from the
continuous interval [0,1], i.e., if A is the set {a1,...,a,} of atoms, then an
interpretation is a mapping I : A — [0,1]", rather than only to the extreme
values, i.e., either 0 (denoting falsehood) or 1 (denoting truth).

To capture the notion that different claims (expressed as rules) may have
different likelihoods, a probability distribution is defined over interpretations, as
a result of which rules that have more supporting instantiations are more likely.
In the case of Rules (1) and (2) above, interpretations where the vote of an
individual agrees with the vote of many friends, i.e., satisfies many instantiations
of Rule (1) are preferred over those that do not. Moreover, where a tradeoff arises
between using agreement with friends or with spouses, the latter is preferred due
to the higher weight of Rule (2).

Determining the degree to which a ground rule is satisfied from its constituent
atoms requires relaxing (with respect to the classical definitions) the semantics of
the logical connectives for the case where terms take soft truth-values. To formal-
ize this, PSL uses the Lukasiewicz t-norm and its corresponding co-norm, which
are exact (i.e., coincide with the classical case) for the extremes and provide
a consistent mapping for all other values. The relaxed connectives are notated
with a capping tilde, i.e., A, V, and =, with A< B =3BV A.

Atoms in a PSL rule can be user-defined. Thus, a unary predicate IsDictWord
might be defined to have truth value 1 if the individual of which it is predicated
is a dictionary word and 0 otherwise. Atoms in a PSL rule can also capture
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user-defined relationships between sets of individuals. Thus, the truth value of
S.interests SimSetEq[| T.interests is the similarity of the respective sets of
interests of the individuals S and T as computed by the user-provided definition
of set similarity SimSetEq]].

In summary, the basic idea is to view logical formulas as soft constraints on
their interpretations. If an interpretation does not satisfy a formula, it is taken
as less likely, but not necessarily impossible. Furthermore, the more formulas
an interpretation satisfies, the more likely it is. In PSL, this quantification is
grounded on the relative weight assigned to each formula. The higher the weight,
the greater the difference between the likelihood of an interpretation that satisfies
a formula and the likelihood of one that does not.

The key tasks supported by PSL implementations are learning and inference.
The rules in a PSL program can be either given (i.e., asserted) or learned from
sample (or training) data. In this paper, rules (shown later) are given. Further-
more, the weight of each rule can also be given or learned from sample data. In
this paper, rule weights are learned from sample data (as detailed later). The
PSL weight learning process takes a PSL program (possibly with initial weights),
a specification of both evidence and query predicates, and sample data. A predi-
cate is said to be an evidence predicate if all its ground atoms have known truth
values by observation. A predicate is said to be a query predicate if one or more
of its ground atoms have unknown truth values. The process returns a relative
non-negative weight for each rule. A positive weight denotes that a rule is sup-
ported by the sample data whereas the magnitude indicates the strength of that
support. A weight of zero denotes lack of support in the sample data for that
rule (but since weights are relative it does not entail impossibility).

The main purpose of a PSL program is inference. The PSL inference process
takes a PSL program, evidence as data, and a query. It then computes the most
probable assignment of soft truth-values to the query, i.e., the probability that
the given query atom is true. A major strength of PSL is that implementations
perform inference by constructing a corresponding convex optimization problem
for which a solution can be efficiently computed even for large-size inputs. For
detailed descriptions of the PSL learning and inference algorithms, see [1].

4 Structure Inference Over LD Search Results

Our approach can be briefly summarized as follows. Firstly, we have defined a
metamodel (see Fig.3) that characterizes the type of structure to be inferred
(i.e., populated with resources returned by LD searches). Every instances of the
metamodel is a tabular representation of search results that we refer to as a
report. Thus, given the search returns, our goal is to infer that some resources
are entity types and some are entities (i.e., elements in the extent of an inferred
entity type), some other resources are properties of some inferred entity type and
some are property values (i.e., elements in the domain of an inferred property).

Next, we have expressed the semantics of the metamodel as a set of
unweighted PSL rules, which we refer to as the baseline model, denoted by B
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SimEntityType SimProperty
. HasProperty
Entity Type Property
1..n 1l..m

0..m l..m
HasType HasDomain
l..n l..n
Entity HasPropertyValue PropertyValue
l..n 1..m
SimEntity SimPropertyValue

Fig. 3. The metamodel for population with LD search results.

(see Rules R1-R17 in Fig. 4). The rules in B build on syntactic evidence alone.
In order to assimilate semantic evidence, we have added rules to B that build on
additional ontological evidence. We refer to this as the semantic model, denoted
by S, where S D B (see examples in Rules R18-R23 in Fig.4). Next, using
sample data from search results and from ontologies, we use a PSL implemen-
tation (github.com/lings/psl) to learn weights for the rules in S and obtain the
corresponding PSL program PSL(S). This also yields PSL(B), i.e., the sub-
set of PSL(S) where we only retain those rules that occur in B. Then, given
the returned results of any LD search, we can use PSL inference from PSL(S)
to instantiate the metamodel with the most probable characterization of the
returned resources. In order to assimilate evidence from user feedback, we have
defined a separate set of rules, which we refer to as the feedback model, denoted by
F (see examples in Rules R24-R27 in Fig. 4). To obtain the weights for the rules
in F and thus obtain the PSL program PSL(F), we generated synthetic feedback
and used the same PSL implementation. The PSL program PSL(S) U PSL(F)
integrates LD search results given syntactic, semantic and feedback evidence.

The Baseline Model: Assimilating Syntactic Evidence. Our approach is
grounded on the hypothesis that, with some likelihood, there exist relationships
between RDF triples returned by search and instantiations of our metamodel
that can be captured by a PSL program. Correspondingly, the first step in the
construction of the baseline model B is to map, as a purely syntactic operation,
RDF triples onto predicates that assert membership of metamodel constructs.
For example, on the evidence of an RDF triple such as U rdf:type U’, where
U and U’ are URIs, we may conclude that RDFIsInst0f (U,U’), i.e., that there
is an instance-of relationship between an individual U and a type U’.

Such mappings are inherently uncertain (i.e., only hold with some likeli-
hood) because it is impossible to capture a publisher’s intentions. So, e.g., if
RDFType (Q386724) is not a user-level type then perhaps it should not be con-
sidered to denote an entity type, and therefore not suitable to be reported as
a table to the end user. Another source of uncertainty is the search itself (i.e.,
its associated precision and recall). For example, the RDF individual labeled
"Vinod Khana" may be returned but should not be listed in a table describing
the actors of the 1972 US-produced Godfather film. Rule uncertainty is reflected
in rule weights that are learned from sample data as described in Sect. 5.

The baseline model B consists of Rules R1-R17 in Fig.4. There are two
subsets in B: Rules R1-R9 infer membership for all the constructs in the
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metamodel in Fig.3 except for similarity relationships, which are inferred
through Rules R10-R17, comprising the second subset. The bodies of Rules
R1-R9 show how RDF triples, in raw (i.e. Triple predicate in Fig.4) or in
mapped form (e.g. RDFIsInstO0f in Fig. 4), provide evidence for metamodel mem-
bership predicates. For example, in Rule R1, a returned RDF triple of the form
S rdf:type T counts as evidence that T is an entity type. As expected, rules
heads (i.e., inferred predicates) may appear in rule bodies as further evidence.
For example, in Rule R7, a returned RDF triple (S,P,0), where S has been
inferred to be an entity and P has been inferred to be a property, counts as
evidence for inferring that 0 has domain P. User-defined predicates (such as
IsDictWord) also count as evidence, as shown in Rule R2. Lexical similarity (in
Rules R10-R17) also counts as evidence. For example, in Rule R8, the following
count as evidence that P is a property of the entity type T: P appears as a pred-
icate, and T as type, in the returned results, and the set of URIs of which P is
predicated is similar to the set of URIs which are said to be of type T.

The bodies of Rules R10-R17 show how similarity relationships can be
inferred from user-defined predicates (such as LexSim in, among others, Rule
R10) and from user-provided definitions (possibly parametrized) of set similar-
ity (such as SimSetEq]| in, among others, Rule R11). A value for LexSim is
computed using cosine similarity for strings with length greater than fifty and
Levenshtein (or edit) distance otherwise. In the case of URISs, we use the label
(as given by rdfs:label) of the dereferenced resource the URI points to, or else
the local name if no label is found. Rule R14 treats an entity as a set of property
values and infers similarity between entities from the overlap of property value
sets. Rule R16 uses object overlap (a metric that is commonly used to align
properties [7,17]) to infer similarity of properties.

Consider again the example search results in Fig. 1. Given the baseline model,
if the rules had equal weights, EntityType(Movie) would be inferred with
a higher probability than EntityType(Q386724) because the former satisfies
Rules R1 and R2, whereas, Property(birthDate) would more probable than
Property (spouse) because the latter is a predicate of fewer resources. Instances
of the HasProperty relationship are inferred based on their co-occurrence in RDF
resources computed by set similarity predicates in PSL. Based on our running
example, the probability of HasProperty(Person, surname) is greater than
that of HasProperty(Person, spouse) because surname is a predicate of more
resources than spouse is.

The Semantic Model: Adding Ontological Evidence. The baseline model
only assimilates syntactic evidence. We can extend it with rules that assimilate
evidence from ontologies to yield the model we call semantic.

Ontologies are computational artefacts that formally describe concepts and
relationships in a given domain. Thus, in terms of the metamodel we target, they
describe entity types and their properties and provide evidence that complements
the baseline model described above. Our approach is to make use of statements
in ontologies about types and properties. This is then used to ground predicates
that represent ontological evidence. Table 1 shows the different kinds of evidence
we extract from ontologies and how it is mapped into PSL predicates.
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Rules R1-R9: Inference of metamodel instantiations */
EntityType (T) RDFSubject (S) A RDFIsInstOf(S,T)
EntityType (T) RDFSubject (S) A RDFIsInst0f(S,T) A IsDictWord(T)
Entity (S) RDFIsInst0f(S,T) A EntityType(T)
Property (P) RDFSubjPred (S,P) A Entity(S)
PropertyValue (0) Triple(S,P,0) A Entity(S) A Property(P)
HasType (S,T) RDFIsInst0f(S,T) A EntityType(T)
HasDomain (0,P) Triple(S,P,0) A Entity(S) A Property(P)
HasProperty (T,P) RDFPredicate (P) A RDFType(T) A
{P.RDFSubjPred (inv)} SimSetEq[URI] {T.RDFIsInstOf (inv)}

HasPropertyValue(S,0) < Triple(S,P,0) A Entity(S) A Property(P)

RN AR

Rules R10-R17: Inference of similarity relationships */

SimEntityType (T1,T2) < EntityType(Ti1) A EntityType(T2) A
LexSim(T1,T2)
SimEntityType (T1,T2) < EntityType(T1) A EntityType(T2) A

{T1.HasProperty} SimSetEq[] {T2.HasProperty}
SimEntity (E1,E2) Entity (E1) A Entity(E2) A Label(E1,L1) A
Label (E2,L2) A LexSim(L1,L2)
Entity (E1) A Entity(E2) A Name(E1,N1) A

Name (E2,N2) A LexSim(N1,N2)

TI

Tx

SimEntity (E1,E2)

SimEntity (E1,E2) < Entity(E1) A Entity(E2) A

{E1.HasPropertyValue} SimSetEq[] {E2.HasPropertyValue}
SimProperty (P1,P2) < Property(P1) A Property(P2) A LexSim(P1,P2)
SimProperty (P1,P2) < Property(P1) A Property(P2) A

{P1.HasDomain (inv)} SimSetEq[] {P2.HasDomain (inv)}
SimPropertyValue(V1,V2) ¢ PropertyValue(Vi) A PropertyValue(V2) A
LexSim(V1,V2)

*/
Rules R18-R20: Extending inference with ontological evidence (O0E) x*/
Entity(S) < RDFIsInst0f(S,T) A OntType(T)
Entity(S) < RDFIsInstOf (S,T) LexSim(T,0T) A OntType (0T)
Entity(S) < RDFIsInstO0f(S,T) OntEqType (T,0T)
*/
Rules R21-R23: Extending similarity relationships with 0E x*/
SimEntityType (T1,T2) < EntityType(T1) A EntityType(T2)
OntEqType (T1,T2)
SimEntityType (T1,T2) ¢ EntityType(T1) A EntityType(T2) A OntType (OT)
LexSim(T1,0T) A LexSim(T2,0T)
SimEntityType (T1,T2) < EntityType(T1) A EntityType(T2) A OntType (0T)
{T1.HasProperty} SimSetEq[Property] {0T.OntHasProperty} A
{T2.HasProperty} SimSetEq[Property] {OT.OntHasProperty}

S>>

>t
>t

>

. */

Rules R24-25: Extending inference with feedback evidence */
Entity (S) RDFIsInst0f(S,T) A EntityTypeFB(T,"yes")

=Entity (8) RDFIsInst0f(S,T) A EntityTypeFB(T,"no")
EntityType (S) A EntityTypeFB(S,"yes")

=EntityType(S) EntityTypeFB(S,"no")
.ox/

padl
padl
pall
padl

Fig. 4. PSL rules used in structure inference

The main idea here is that being defined as a concept or property in some
pertinent ontology counts as additional evidence that a returned result (e.g.,
a resource URI) is an entity type or property, respectively, in terms of our
metamodel. Thus, we use the PSL predicates in Table 1 to construct PSL rules
such as R18-R20 in Fig. 4, which assimilate ontological information as evidence
that a given resource S is an entity. For example, if "The Godfather" appears
in a triple in the returned results as an instance of Movie, where Movie is
asserted to be a concept (e.g., in Movie Ontology (www.movieontology.org/)
this adds strength to the belief that "The Godfather" is an instance of Entity
in our metamodel (see R18 in Fig.4). We also use ontological statements to
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Table 1. Mapping ontological statements into PSL predicates

Ontological statement PSL predicate

T rdf:type rdfs:Class OntType(T)

T rdf:type owl:Class

P rdf:type rdf:Property OntProperty (P)

P rdf:type owl:DatatypeProperty

P rdf:type owl:0bjectProperty

T1 owl:equivalentClass T2 OntEqType(T1,T2)

P1 owl:equivalentProperty P2 OntEgProperty(P1,P2)
T1 owl:disjointWith T2 OntDisjointType(T1,T2)
P rdfs:domain T OntHasProperty (T,P)

supplement evidence for similarity relationships as exemplified by Rules R21-
R23 in Fig.4. Rule R21 exemplifies the direct use of ontological evidence. Rule
R22 exemplifies the use of ontological evidence mediated by lexical similarity.
Rule R23 exemplifies the use of set-similarity predicates where one of the sets
contains elements from ontological statements. In this case, ontological state-
ments help reconcile heterogeneity in the returned results.

Subsuming the baseline model, the semantic model S D B contains Rules R1-
R17 plus such rules as R18-R20 and R21-R23 that assimilate additional evidence
to the predicates in the baseline model.

The Feedback Model: Assimilating User-Provided Evidence. The seman-
tic model assimilates syntactic and semantic evidence. We can extend it with
rules that assimilate user-provided evidence in the form of feedback.

There has been a growing interest in assimilating user feedback in data inte-
gration (see [2] for a general proposal, and [12] for a general methodology and
recent work in the area). User feedback is even more important in environments
that are characterized by large-scale heterogeneity and highly autonomous data
sources as is the case in the Web of Data(WoD) [9]. Also, with recent advances
in crowdsourcing, feedback for solving complex data integration challenges can
now be obtained more cost-effectively. In this paper, we assume that the user
knows the domain of the search term and is motivated by obtaining high-quality
results from the search, which we believe to be reasonable in the context of
search results personalization.

We use feedback in two ways. The first is to refine the report presented to
the user. When the returned results have been structured and integrated using
PSL, a report is presented to the user (as described in Sect. 6). Feedback can be
provided that results in refinement of the report. For example, a prior state of
the report shown in Fig. 2 could have contained another row in the Movie tables
referring to the Mumbai Godfather film which the user ruled out as a false
positive. In this case, feedback on inference results powers up a form of filtering,
i.e., of data cleaning, generating an incentive for users to provide feedback in



Structuring Linked Data Search Results Using Probabilistic Soft Logic 13

the first place. The second, and more significant, way we use feedback is to
take advantage of accumulated, user-provided feedback to improve the inference
results before a report is produced. In this case, feedback on inference results is
another type of evidence that can be assimilated.

Table 2. PSL predicates used to gather user feedback (with examples)

PSL feedback predicate Example

Entity TypeFB(uri,term) Entity TypeFB(Q11424,n0)

HasTypeFB(uri,uri,term) HasType(dbr:The_Godfather,CreativeWork,
yes)

HasPropertyFB (uri,uri,term) HasPropertyFB(CreativeWork, author, yes)

SimEntity TypeFB(uri,uri,term) | SimEntity Type(Film, Movie, yes)

SimPropertyFB (uri,uri,term) SimPropertyFB(duration, runtime, yes)

SimEntityFB(uri,uri,term) SimEntityFB(dbr:The_Godfather,
Imdbr:film /43338, yes)

Table 2 shows the feedback predicates used in our model. The feedback is
simply a comment from the user on the correctness of the inferred query pred-
icate. Thus, we use the PSL predicates in Table2 to construct such PSL rules
as R24-R27 in Fig. 4, which assimilate user-provided feedback as evidence that
a given resource S is, or is not, an entity. For example, if "War and Peace"
appears in a triple in the returned results as an instance of Movie, where Movie
is confirmed by feedback to be an entity type, this adds strength to the belief
that "War and Peace" is an instance of Entity in our metamodel.

Weight Learning for PSL Program Generation. We generated two PSL
programs PSL(S) and PSL(F) for inference by learning weights for the rules
in S and F. Firstly, we obtained search results using Sindice [11] and Fal-
cons [3]. The search terms and vocabularies used were: for the Films domain,
"The Godfather", "Godfather actors", "Casablanca" and the Movie ontol-
ogy; for the Cities domain, "Berlin", "Manchester" and the GeoFea-
tures (www.mindswap.org/2003/owl/geo/) and GeoNames (www.geonames.
org/) ontologies; for the People domain, Tim Berners-Lee, Chris Bizer and
the FOAF and SWRC (ontoware.org/swrc) ontologies. We collected the top 20
results from each search engine for each search term. The total number of typed
individuals in the corpus was 304 and the total number of triples was 12,160.
The corpus contained, resp., 180 and 502 distinct domain types and properties.

Secondly, we annotated the corpus with the ground truth. In doing so, we
took into account the relevant domain. For example, searching for "Casablanca"
return results about the city and not just the film of that name. Given the sample
data from search results and vocabularies, we used PSL to learn weights for the
rules in the semantic model and yield the PSL(S) program. We learn the weights
discriminatively using maximum-pseudo likelihood. To reduce overfitting, we use
5-fold cross-validation and we average the weights of each rule.


www.mindswap.org/2003/owl/geo/
www.geonames.org/
www.geonames.org/
http://ontoware.org/swrc
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To learn weights for the rules in feedback model F and yield the PSL pro-
gram PSL(F), we proceeded as follows. One might crowdsource sample feedback
instances, but we simulated feedback acquisition to give rise to synthetic sam-
ple. The synthesis procedure we used is as follows. We take as input a sample of
inferences returned by PSL(S) and the number of users providing feedback (100,
in this paper). For each worker, we randomly generate 50 feedback instances,
where a feedback instance is a true/false annotation on the inference returned
for query predicates. In this paper, we assume that feedback is reliable. However,
introducing a per-user degree of unreliability only requires a simple change.

5 Experimental Evaluation

The goal of the experimental evaluation is to measure how well the various PSL
programs, generated as described above, infer a structure from LD search results
that conforms to the adopted metamodel. To provide comprehensive information
about the experiments, we have made the datasets, the code, and documentation
available on GitHub !.

Ezxp. 1: Inference Using Syntactic and Semantic Evidence. The goal of
Exp. 1 is to measure the quality of PSL(B), where only syntactic evidence is
assimilated, and then measure the quality of PSL(S), where semantic evidence is
also assimilated, thereby allowing us to measure the impact of using ontologies
on the quality. We measure the quality of our program using the area under
precision-recall curve (AUC) for each query predicate in our PSL model. The
precision/recall curve is computed by varying the probability threshold above
which a query atom is predicted to be true. This means that the measurement
does not depend on setting any threshold.

We first performed PSL inference on PSL(B) on the search results, for each
of three domains in turn. We denote the measured quality as AUC(B) with
some abuse of notation. We then added semantic evidence extracted from the
relevant vocabularies to the search results and performed inference on PSL(S).
We denote the measured quality by AUC(S). We then calculate the quality
impact of using semantic evidence as A = AUC(S) — AUC(B). Columns 2, 3
and 4 in each subtable in Table 3 list all the measurements obtained in Exp. 1
for the corresponding domain.

Discussion. As measured in terms of the AUC, across the domains, the quality
of PSL(B) is good on average (around 0.65) if we discount the similarity rela-
tionships, which are inherently dependent on semantic evidence. This suggests
that PSL(B) uses syntactic evidence effectively but that the approach might
benefit from assimilating other forms of evidence.

Assimilating ontological evidence indeed leads to improvement in the AUC,
particularly w.r.t. similarity relationships, with a knock-on positive effect on
the quality of the tabular representation. Thus, the corresponding average
AUC(S) increases to close to 0.7. The degree of improvement varies across

! https://github.com/duhai-alshukaili/StructuringL.DSearchResults.
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Table 3. AUC results for our PSL models with datasets in the test collection

Query Predicate|AUC(B)|AUC(S)] A [AUC(SUF)| A Query Predicate[AUC(B)[AUC(S)] A JAUC(SUF)[ A
Entity .726 .736  ].010 827 .091| [Entity .645 751 .105 789 .039
EntityType 749 812 |.063] 954  |.142| [EntityType 828 844 [.017 844 [.000
HasProperty 512 578 |.057] 614 |.036| [HasProperty 457 511 |.054 559 ].048
HasType .554 .604  |.050 .709 .105| |HasType .557 731 174 732 .000
Property 774 774 1.000 779 .005| |Property .683 .683 |.000 .685 .001
SimEntity .083 .108 ].025 .322 .214| |SimEntity .086 .583 497 612 .030
SimEntityType .320 .351  ].030 517 .166| |SimEntityType .869 .891 .022 .891 .000
SimProperty .159 184 ].025 .621 .437| |SimProperty .257 230 ]-.027 537 .307
(a) Films (b) People

Query Predicate|AUC(B)|AUC(S)| A JAUC(SUF)| A

Entity .525 .651 126 .882 231

EntityType 776 793 [.017 7793 ~000

HasProperty 470 485 |.015 541 .056

HasType .631 .668 |.037 .820 152

Property 774 .780 | .006 794 014

SimEntity .082 344 |.261 411 .068

SimEntityType 648 .662  .014 662 -000

SimProperty .484 .386  |-.098 .687 .302

(c) Cities

domains depending on the coverage of the ontologies used. For example, the
B-probability of HasProperty(dbo:Person, dbo:spouse) is 0.04, whereas its
S-probability is much higher, at 0.80, as the DBPedia ontology explicitly defines
this relationship. In other cases, explicit assertion of type disjointness has a
significant effect too. Thus, the B-probability of SimEntity(dbr:Casablanca,
dbr:Casablanca_(£film)) is 0.55, whereas its S-probability is much lower, at
0.01, because dbo:Work and dbo:wgs84_pos:SpatialThing are disjoint in the
DBpedia ontology. In the case of Entity, the assertion of a type by an ontol-
ogy acts as a reliable anchor for individuals returned in the search results.
For example, the B-probability of Entity(1mdb:film/43338) is 0.22, whereas
its S-probability is higher, at 0.38, because its type, 1lmdb:film, matches the
type dbo:Film, in the MO. As hinted above, improvements in the inference
of metatypes (e.g., Entity) has a knock-on effect on the corresponding set-
similarity relationship (SimEntity in this example). In the case of SimEntity the
improvement is more significant the People and Cities domain than for Films
because of inherent type ambiguity. For example, searching with "Casablanca"
returns films, organizations, and a city. Type ambiguity is perhaps best solved
with user feedback, as the next experiment shows.

Ezxp. 2: Inference Using Feedback. The goal of Exp. 2 is to measure the
quality of PSL(S U F), where feedback evidence is also assimilated, thereby
allowing us to measure the impact of using feedback on the quality. We sim-
ulated the feedback evidence as being provided for the top 5% of the infer-
ence results for each feedback target. This assumes a strategy in which feed-
back is targeted at removing false positives. We denote the measured quality by
AUC(SUF). We then calculate the quality impact of using semantic evidence
as A’ = AUC(SUTF) — AUC(S). Columns 5 and 6 in each subtable in Table 3
list all the measurements obtained in Exp. 2 for the corresponding domain.

Discussion. As measured in terms of the AUC, across the domains, the qual-
ity of PSL(S UF) is quite good in average (around 0.7) even if we include
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the similarity relationships. In other words, user feedback seems to address the
ambiguity issues that caused the quality of PSL(S) to be lower for similarity
relationships. Thus, although the impact of feedback is not uniformly high, it
seems complementary and corrective, i.e., it improves the most where the most
improvement is needed, viz., the similarity relationships, where we can observe
AUC improvements that can reach 80 %, 130 %, up to almost 240 %. This, the
highest improvement, was observed for SimProperty in the Films domain. The
reason for this is that PSL(S) produces many false positives for SimProperty.
One possible reason is that property names (e.g., name) are often reused without
qualification for very different concepts. Combining syntactic and ontological

evidence seems insufficient.

6 A Deployment Case Study

Imagine a wuser gives "Godfather
actors" as the search term. Relevant
returned results come predominantly
from the Linked Movie Database and
the DBpedia. A few, less relevant,
results come from Linked WordNet,
BookMashup, and MusicBrainz. The
PSL program uses the results to make
inferences as to how to instantiate the
target metamodel in a way that inte-
grates the returned results into a tab-
ular report.

Home - Entity Types List » Film Property Selection

Which properties of Film you want to include?

j entries

Show 5

Property

Home - Entity Types List

Explore Entity Types

7] erires

Show| 5

Type

Fiter

#0f Entities.

Film

7 Show More

Actor

2 Show More

Person

a7 Show More

Work

8 Show More

Movie

2 Show More

Showing 1105 of 61 entries

Fig

Filter:

Include

Feedback

. 5. Type selection

As depicted in Fig. 5,
our PSL-driven user inter-
face then provides the
user with a list of pos-
tulated entity types for

director [movie:director, dbo:director]

&

the given search term.
The PSL query predicate

producer [movie:producer, dbo:producer]

&

behind Fig. 5 is HasType,

Work/runtime [dbo:Work/runtime, dbo:runtime, movie:runtime]

with rows ordered by

film_story_contributor [movie:film_story_contributor, movie:story_contributor]

EntityType probability.

music_contributor

At this point, the user

Showing 1 to 5 of 37 entries [

B[] [e e

| can express an interest in

Show Table

Fig. 6. Property selection

Feedback

one of the listed types by
pressing on Show More
which lists the inferred
properties of the selected
type. Figure6 shows the
list of inferred properties
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of the postulated entity type Film. The PSL query predicate behind Fig.6 is
HasProperty, with rows ordered by Property probability.

At this point, the user can tick some properties to obtain the final tabular
representation by clicking on Show Table. Figure 7 shows the table produced for
entity type Film by selecting the properties prequel, director, and producer.
Some properties shown (e.g. producer) are candidates for fusion and some enti-
ties (e.g. The Godfather) are candidates for deduplication. At each stage in this
process, the user can intervene by clicking on the Feedback button to contribute
feedback, which becomes evidence for use in future searches.

Note, therefore, that the

use Of a probabﬂistic frame_ Home - Entity Types List - Property Selection -~ Table view for Film
work allows us not only to Fim

structure and integrate the o s e Fier
results but also to improve Enty Name progque drector producer
presentation (e.g., by order- |Moderese oy Ccrpo oy cooeets
ing rows by likelihood) and t0  [weceare w  |os o FordCoppoln | At . sty
obtain targeted feedback. Note | mecearratn | mecosaerrart | rrarce rorcospi Frarl o Coppl
also that since the underlying [ cuacrai [ mocme | s roscaron | s reacomon
PSL program models similar- [

ity relationships, the interface s .
can make principled, uniform
choices regarding deduplica-

tion (using SimEntity and Fig. 7. Data table

SimProperty) and data fusion

(using SimProperty and SimPropertyValue). In the example screenshots, some
candidate property values (e.g., of Director) have been fused on the basis of
SimEntity. Without this, the final table might be more heavily polluted by the
natural redundancy one expects in search results.

7 Conclusions

This paper has provided empirical backing for the research hypothesis that
assimilating different sources of (partial and uncertain) evidence is effective in
inferring a good quality tabular structure over LD search results. The paper has
described how a PSL program has been constructed with which the different
sources of evidence can be assimilate in a principled and uniform way, where
such sources are syntactic matching, domain ontologies and user feedback. It
was shown how the PSL program can drive a user interface by mean of which
the user can provide feedback that improves future quality, in a pay-as-you-go
style. Moreover, the expressiveness of PSL allows the program to express sim-
ilarity relationships from which, as shown, it is possible to perform immediate
duplicate detection and data fusion prior to showing cleaner results to the user.
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Abstract. The paper determines the algebraic and logic structure of the
multiset semantics of the core patterns of SPARQL. We prove that the
fragment formed by AND, UNION, OPTIONAL, FILTER, MINUS and
SELECT corresponds precisely to both, the intuitive multiset relational
algebra (projection, selection, natural join, arithmetic union and except),
and the multiset non-recursive Datalog with safe negation.

1 Introduction

The incorporation of multisets (also called “duplicates” or “bags”)! into the
semantics of query languages like SQL or SPARQL is essentially due to practical
concerns: duplicate elimination is expensive and duplicates might be required for
some applications, e.g. for aggregation. Although this design decision in SQL may
be debatable (e.g. see [6]), today multisets are an established fact in database
systems [8,14].

The theory behind these query languages is relational algebra or equivalently,
relational calculus, formalisms that for sets have a clean and intuitive semantics
for users, developers and theoreticians [1]. The same cannot be said of their exten-
sions to multisets, whose theory is complex (particular containment of queries)
and their practical use not always clear for users and developers [8]. Worst, there
exist several possible ways of extending set relational operators to multisets and
one can find them in practice. As illustration, let us remind the behaviour of SQL
relational operators. Consider as example the multisets A = {a,a,a,b,b,d} and
B ={a,b,b,c}. Then AUNION ALL B = {a,a,a,a,b,b,b,b,c,d}, that is, the “sum”
of all the elements in both multisets (UNION DISTINCT is classical set union). A
INTERSECT ALL B is {a, b, b}, i.e., the common elements in A and B, each with the
minimum of the multiplicities in A and B. Regarding negation or difference, there
are at least two: A EXCEPT ALL B is {a, a, d}, i.e. the arithmetical difference of the
copies, and A EXCEPT B is {d}, the elements in A (with their multiplicity) after
filtering out all elements occurring in B. The reader can imagine that the “rules”
for combining these operators are not simple nor intuitive as they do not follow
the rules of classical set operations.

! There is no agreement on terminology ([18], p. 27). In this paper we will use the
word “multiset”.
© Springer International Publishing AG 2016
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Is there a rationale behind the possible extensions? Not easy to tell. Early
on Dayal et al. [7] observed that there are two conceptual approaches to extend
the set operators of union, intersection and negation, corresponding to the two
possible interpretations of multiple copies of a tuple. The first approach treats
all copies of a given tuple as being identical or indistinguishable. The second one
treats all copies of a tuple as being distinct, e.g., as having an underlying identity.
Each of these interpretations gives rise to a different semantics for multisets. The
first one permits to extend the lattice algebra structure of sets induced by the
C-order by defining a multiset order C,,, defined as A C,,, B if each element in A
is contained in B and its multiplicity in B is bigger than in A. This order gives
a lattice meet (multiset intersection) defined as the elements ¢ present in both
multisets, and with multiplicity min(ca,cp), where ca,cp are the number of
copies of ¢ in A and B respectively. This is the INTERSECT ALL operator of SQL.
The lattice join of two multisets gives a union defined as the elements ¢ present
in both multisets with multiplicity max(ca,cp). This operator is not present in
SQL. As was shown by Albert [2], there is no natural negation to add to this
lattice to get a Boolean algebra structure like in sets. The second interpretation
(all copies of an element are distinct) gives a poor algebraic structure. The union
gives in this case an arithmetic version, where the elements in the union of the
multisets A and B are the elements ¢ present in both multisets with c4 + cp
copies. This is the UNION ALL operator in SQL. Under this interpretation, the
intersection loses its meaning (always gives the empty set) and the difference
becomes trivial (A — B = A).

In order to illustrate the difficulties of having a “coherent” group of operators
for multisets, let us summarize the case of SQL, that does not have a clear
rationale on this point.? We classified the operators under those that: keep the
set semantics; preserve the lattice structure of multiset order; do arithmetic with
multiplicities. Let A, B be multisets, and for each element ¢, let ¢4 and cp be
their respective multiplicities in A and B.

set UNION DISTINCT (multiplicity: 1)
union : < lattice not present in SQL(*) (multiplicity: max(ca,cp))
arithmetic UNION ALL (multiplicity:ca + cg)

set INTERSECT DISTINCT (multiplicity: 1)

intersection : { lattice INTERSECT ALL (multiplicity: min(ca,cp))
arithmetic does not make sense
set not present in SQL(xx)(multiplicity: 1)

. lattice does not exists
difference : ) ) o

arithmetic EXCEPT ALL (multiplicity: max(0,ca — cp)
filter EXCEPT(mult:if (cg = 0) then c4 else 0

(*) Simulated as (A UNION ALL B) EXCEPT ALL (A INTERSECT ALL B).
(**) Simulated as SELECT DISTINCT * FROM (A EXCEPT B).

2 We follow the semantics of ANSI and ISO SQL:1999 Database Language Standard.
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At this point, a question arises: Are there “reasonable”, “well behaved”,
“harmonic”, groups of these operations for multisets? The answer is positive.
Albert [2] proved that lattice union and lattice intersection plus a filter differ-
ence work well in certain domains. On the other hand, Dayal et al. [7] introduced
the multiset versions for projection (7wx), selection (o¢), join () and distinct
(&) and studied their interaction with Boolean operators. They showed that the
lattice versions above combine well with selection (opyg(r) = op(r) U og(r)
and similarly for intersection); that the arithmetic versions combine well with
projection (mx(rUs) = wx(r) Umx(s)). An important facet is the complex-
ity introduced by the different operators. Libkin and Wong [16,17] and Grum-
bach et al. [9] studied the expressive power and complexity of the operations of
the fragment including lattice union and intersection; arithmetic difference; and
distinct.

For our purposes here, namely the study of the semantics of multisets in
SPARQL, none of the above fragments help. It turns out that is a formalism
coming from a logical field, the well behaved fragment of non-recursive Datalog
with safe negation (nr-Datalog™), the one that matches the semantics of multisets
in SPARQL. More precisely, the natural extension of the usual (set) semantics
of Datalog to multisets developed by Mumick et al. [19]. In this paper we work
out the relational counterpart of this fragment, using the framework defined
by Dayal et al. [7], and come up with a Multiset Relational Algebra (MRA)
that captures precisely the multiset semantics of the core relational patterns of
SPARQL. MRA is based on the operators projection (), selection (o), natural
join (), union (U) and filter difference (\). The identification of this algebra and
the proof of the correspondence with the relational core of SPARQL are the main
contributions of this paper. Not less important, as a side effect, this approach
gives a new relational view of SPARQL (closer to classical relational algebra
and hence more intuitive for people trained in SQL); allows to make a clean
translation to a logical framework (Datalog); and matches precisely the fragment
of SQL corresponding to it. Table 1 shows a glimpse of these correspondences,
whose details are worked in this paper.

Contributions. Summarizing, this paper advances the current understanding of
the SPARQL language by determining the precise algebraic (Multiset Relational
Algebra) and logical (nr-Datalog™) structure of the multiset semantics of the
core pattern operators in the language. This contribution is relevant for users,
developers and theoreticians. For users, it gives an intuitive and classic view of
the relational core patterns of SPARQL, allowing a good understanding of how to
use and combine the basic operators of the SPARQL language when dealing with
multisets. For developers, helps to perform optimization, design extensions of the
language, and understanding the semantics of multisets allowing for example
translations from SPARQL operators to the right multiset operators of SQL and
vice versa. For theoreticians, introduces a clean framework (Multiset Datalog as
defined by Mumick et al. [19]) to study from a formal point of view the multiset
semantics of SPARQL patterns.
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Table 1. SCHEMA OF CORRESPONDENCES OF MULTISET SPARQL PATTERNS: with
SPARQL algebra operators; Relational Multiset algebra operators; Datalog rules; and
SQL expressions. The operator EXCEPT in SPARQL is new (although expressible). The
operator diff is a typed version of the diff SPARQL algebra operator, and \ in MRA is
the multiset filter difference.

SPARQL Multiset Relational |nr-Datalog™ SQL
Algebra
SELECT X ... | 7w(...) q(X) — Li,...,L, SELECT X ...
P FILTER C O'C(T) L+~ Lp,C FROM r WHERE C
P1 . P2 71 D o L«— Ly, Lo r1l NATURAL JOIN r2
P1 UNION P2 r1Urs L— L rl UNION ALL r2
L+ Lo
P1 EXCEPT P2 |r; \7‘2 L«— Li,—Ls r1 EXCEPT r2

The paper is organized as follows. Section 2 presents the basic notions and
notations used in the paper. Section 3 identifies a classical relational algebra view
of SPARQL patterns, introducing the fragment SPARQL®. Section4 presents
the equivalence between SPARQL® and multiset non-recursive Datalog with
safe negation, and provides explicit transformations in both directions. Section 5
introduces the Multiset Relational Algebra, a simple and intuitive fragment of
relational algebra with multiset semantics, and proves that it is exactly equiv-
alent to multiset non-recursive Datalog with safe negation. Section 6 analyzes
related work and presents brief conclusions.

2 SPARQL Graph Patterns

The definition of SPARQL graph patterns will be presented by using the formal-
ism presented in [22], but in agreement with the W3C specifications of SPARQL
1.0 [25] and SPARQL 1.1 [10].

RDF Graphs. Assume two disjoint infinite sets I and L, called IRIs and literals
respectively.> An RDF term is an element in the set T = I U L. An RDF triple
is a tuple (v1,v9,v3) € I x I x T where vy is the subject, vy the predicate and
vz the object. An RDF Graph (just graph from now on) is a set of RDF triples.
The union of graphs, G1 U4, is the set theoretical union of their sets of triples.
Additionally, assume the existence of an infinite set V' of variables disjoint from
T. We will use var(a) to denote the set of variables occurring in the structure a.

A solution mapping (or just mapping from now on) is a partial function
w: V — T where the domain of u, dom(u), is the subset of V' where p is defined.

3 In addition to I and L, RDF and SPARQL consider a domain of anonymous resources
called blank nodes. Their occurrence introduces issues that are not discussed in this
paper. Based on the results in [11], we avoided blank nodes assuming that their
absence does not affect the results presented in this paper.
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The empty mapping, denoted 1, is the mapping satisfying that dom(ug) = 0.
Given ?X € V and ¢ € T, we use u(?X) = ¢ to denote the solution mapping
variable ?X to term c. Similarly, p»x_. denotes a mapping p satisfying that
dom(u) = {?X} and p(?X) = c. Given a finite set of variables W C V, the
restriction of a mapping p to W, denoted py, is a mapping u' satisfying that
dom(p’) = dom(p) N W and ¢/ (?7X) = pu(?X) for every 7X € dom(u) N W. Two
mappings p1, o are compatible, denoted p; ~ pso, when for all ?X € dom(uq) N
dom(pg) it satisfies that pq (?7X) = p2(?X), i.e., when g1 U o is also a mapping.
Note that two mappings with disjoint domains are always compatible, and that
the empty mapping po is compatible with any other mapping.

A selection formula is defined recursively as follows: (i) If 7X,?Y € V and
¢ € TUL then (?X = ¢), (?X =?Y) and bound(?X) are atomic selection
formulas; (i) If F' and F’ are selection formulas then (F' A F'), (FV F') and
—(F") are boolean selection formulas. The evaluation of a selection formula F'
under a mapping p, denoted u(F), is defined in a three-valued logic with values
true, false and error. We say that p satisfies F' when p(F') = true. The semantics
of u(F) is defined as follows:

-~ If Fis X = ¢ and 7X € dom(u), then pu(F) = true when pu(?X) = ¢ and
w(F) = false otherwise. If 7X ¢ dom(u) then u(F) = error.

- IfFis?X =?Y and 7X,?Y € dom(p), then u(F) = true when pu(?X) = u(?Y)
and p(F) = false otherwise. If either 7X ¢ dom(u) or 7Y ¢ dom(u) then
w(F) = error.

— If F is bound(?X) and ?X € dom(u) then p(F) = true else u(F) = false.

— If F' is a Boolean combination of the previous atomic cases, then it is evaluated
following a three value logic table (see [25], 17.2).

Multisets. A multiset is an unordered collection in which each element may occur
more than once. A multiset M will be represented as a set of pairs (¢, j), each
pair denoting an element ¢ and the number j of times it occurs in the multiset
(called multiplicity or cardinality). When (¢, j) € M we will say that ¢ j-belongs
to M (intuitively “t has j copies in M”). To uniformize the notation and capture
the corner cases, we will write (¢,%) € M or simply say ¢t € M when there are
> 1 copies of ¢t in M. Similarly, when there is no occurrence of ¢ in M, we will
simply say “t does not belong to M”, and abusing notation write (¢,0) € M, or
(t,*) ¢ M. All of them indicate that ¢ does not occur in M.

For multisets of solution mappings, following the notation of SPARQL, we
will also use the symbol {2 to denote a multiset and card(u, 2) to denote the
cardinality of the mapping p in the multiset {2. In this sense, we use (u,n) € 2
to denote that card(u, £2) = n, or simply p € 2 when card(y, £2) > 0. Similarly,
card(p, £2) = 0 when p ¢ 2. The domain of a multiset {2 is defined as dom(£2) =

U,en dom(p).

SPARQL Algebra. Let {21, {25 be multisets of mappings, W be a set of variables
and F' be a selection formula. The SPARQL algebra for multisets of mappings is
composed of the operations of projection, selection, join, union, minus, difference
and left-join, defined respectively as follows:
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—maw() ={W |pe = pww}
where card(p/, 7w (1)) = Zu’:mw
~op(fh) ={p € 2 | p(F) = true}
where card(u, op(£21)) = card(u, £21)
2} y ={p= (1 Up2) | p1 € 21,2 € 29, 11 ~ p2}
where card(u, 27 X {25) = Zu:(muuz) card(uy, 1) x card(uz, 22)
- 91U92:{/1|,u€91\//1692}
where card(p, £2; U £25) = card(p, £21) + card(y, £22)
— () — (2 = {,u1 € ‘ V,UJQ S QQ,,U,l ® g V dom(ul) N dom(ug) = @}
where card(py, 21 — £22) = card(u1, £21)
= 4 \p 2o ={p1 € 21 | Vpz € 22, (1 = p2) V(1 ~ p2 A(p1 Upo) (F) # true)}
where card(p1, 21 \F £22) = card(u1, £21)
- Qljxl FQQ = UF(QI X Qg) @] (Ql \F Qg)
where card(p, 21 p822) = card(p, op(£21 X 23)) + card(u, 21 \r (22)

card(p, 21)

Syntax of Graph Patterns. A SPARQL graph pattern is defined recursively as
follows: A tuple from (JULUV) x (IUV) x (IULUYV) is a graph pattern
called a triple pattern.* If P; and P, are graph patterns then (P; AND P,),
(P, UNION P,), (P, OPT P,) and (P; MINUS P) are graph patterns. Also if C
is a filter constraint (as defined below) then (P; FILTER C) is a graph pattern.
And if W is a set of variables, (SELECT W P;) is a graph pattern.

A filter constraint is defined recursively as follows: (i) If ?7X,?Y € V and
¢ € IUL then (X = ¢), (?X =7Y) and bound(?X) are atomic filter constraints;
(ii) If Cy and Cy are filter constraints then (ICy), (Cy || C2) and (Cy && C3)
are complez filter constraints. Given a filter constraint C, we denote by f(C) the
selection formula obtained from C'. Note that there exists a simple and direct
translation from filter constraints to selection formulas and vice versa.

Semantics of SPARQL Graph Patterns. The evaluation of a SPARQL graph
pattern P over an RDF graph G is defined as a function [Flg (or [P] where G
is clear from the context) which returns a multiset of solution mappings. Let
Py, P>, P; be graph patterns and C be a filter constraint. The evaluation of a
graph pattern P over a graph G is defined recursively as follows:

1. If P is a triple pattern ¢, then [P]g = {p | dom(u) = var(t) A u(t) € G} where
1(t) is the triple obtained by replacing the variables in ¢ according to u, and
each mapping p has cardinality 1.

2. [[(Pl AND PQ)]]G :[[Pl]]G' X [[PQ]]G

. If Pis (P, OPT P,) then

(a) if P, is (P3 FILTER,C) then [[Fi]g = H.Pl]]G:N CI[Pg]]G
(b) else [Flg =[Pl (el Pla

4. [(PLMINUS Py)J¢ =[Pc —[Plc

5. [[(P1 UNION PQ)]]G = [[Pl]]G U[[PQ]]G

6

7

w

(P FILTER Ol = ooy ([(Pillc)

4 We assume that any triple pattern contains at least one variable.
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For the rest of the paper, we will call SPARQLY3C the fragment of graph
patterns including the operators AND, UNION, OPT, FILTER, MINUS and
SELECT, as defined above.

3 The Relational Fragment of SPARQL

In this section we will introduce a fragment of SPARQL which follows standard
intuitions of the operators from relational algebra and SQL. We will prove that
this fragment is equivalent to SPARQLW3C. First, let us introduce the DIFF
operator as an explicit way of expressing negation-by-failure® in SPARQL.

Definition 1 (The DIFF operator). The weak difference of two graph pat-
terns, P, and Ps, is defined as

[(PLDIFF )] = {p1 €[P1] | Vo € [P, = po}

where card(p1,[(P1 DIFF P,)]) = card(u1,[P1])-

It is important to note that the DIFF operator is not defined in SPARQL
1.0 nor in SPARQL 1.1 at the syntax level. However, it can be implemented in
current SPARQL engines by using the difference operator of the SPARQLY3¢
algebra. It was showed [4,13] that the operators OPT and MINUS can be simu-
lated with the operator DIFF in combination with AND, UNION and FILTER.

In order to facilitate, and make more natural the translation from SPARQL
to Relational Algebra (and Datalog), we will introduce a more intuitive notion
of difference between two graph patterns. We define the domain of a pattern
P, denoted dom(P), as the set of variables that occur (defining the output
“schema”) in the multiset of solution mappings for any evaluation of P.

Definition 2 (The EXCEPT operator). Let Py, P, be graph patterns satisfy-
ing dom(P;) = dom(Ps). The except difference of P1 and Py is defined as

[(PLEXCEPT P)] = {p €[P] | n ¢ [P}

where card(u,[(P1 EXCEPT P)]) = card(u,[P1])-
We will denote by EXCEPT* (or outer EXCEPT) the version of this opera-
tion when the restriction on domains is not considered.’

Note that the restriction on the domains of P; and P, follows the philosophy
of classical relational algebra. But it can be proved that EXCEPT and its outer
version are simulable each other:

Lemma 1. For each pair of graph patterns Pi, P> in SPARQL™C, and any
RDF graph G, the operator EXCEPT can be simulated by EXCEPT™ and vice
Versa.

5 Recall that negation-by-failure can be expressed in SPARQL 1.0 as the combination
of an optional graph pattern and a filter constraint containing the bound operator.
% This operation is called SetMinus in [12].
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Proof. Clearly EXCEPT can be simulated by EXCEPT*. On the other direc-
tion, let us assume that dom(P;) # dom(P). Then (P, EXCEPT* P) can be
expressed by the pattern (P EXCEPT Pj) where:

— P/ = (P, FILTER(—=bound(?z;) && ... && —bound(?z,))
dom(P;) = {z1,...,2,} and P{ = P; when dom(P;) \ dom
— Pj = (P, FILTER(—=bound(?y;) && ... && —bound(?y,))
dom(Py) = {y1,...,ym} and Py = P, when dom(P,) \ dom

when dom(Py) \
Py) = 0; and

when dom(Pz) \
Py) =0.

~— T —

Note that cardinalities of selected mappings are not touched.

The next lemma establishes the relationship between EXCEPT and DIFF,
showing that EXCEPT can be simulated in SPARQLY3C.
Lemma 2. For every pair of graph patterns Pi, Py in SPARQLW‘?C, and any
RDF graph G, the operator EXCEPT can be simulated by DIFF and vice versa.

Proof. The high level proof goes as follows. EXCEPT, as we saw, is equivalent to
EXCEPT". And EXCEPT" differs from DIFF only in checking compatibility of
mappings (i.e. ~).[P1 EXCEPT" Py eliminates from [Pj] those mappings in [P4]
that are equal to one in [Py]; while DIFF eliminates those that are compatible
with one in [Py]. That is, the difference is between the multisets {(u1,m1) € 24 |
—Jus € 25 A py = po} versus {(u1,m1) € 1 | =3pa € 25 A py ~ po}. Now, for
two mappings p1, 2, equality and compatibility (p; = po versus g ~ ug) differ
only in those variables that are bound in g and unbound in s or vice versa.
Thus, to simulate = with ~ and vice versa, it is enough to have an operator that
replaces all unbound entries in mappings of {2, and {2, by a fresh new constant,
e.g. ¢, call the new sets 2] and 24, and we will have that {(u1,n1) € 21 | =Jpe €
25 A p1 ~ pe} is equivalent to {(u1,m1) € 27 | =32 € 25 N p1 = uo}. Note
that cardinalities are preserved because the change between “unbound” and “c”
does not change them. The rest is to express the two operations on multisets of
solution mappings: the one that fills in unbound entries with a fresh constant c;
and the one that changes back the values ¢ to unbound.

Now we are ready to state the main theorem. Define SPARQL® as the frag-
ment of SPARQLWY3C graph pattern expressions defined recursively by triple
patterns plus the operators AND, UNION, FILTER and EXCEPT. Considering
that DIFF is able to express OPT and MINUS (cf. [4,13]), and that the DIFF
operator is expressible in SPARQLY (Lemma 2), we have the following result:

Theorem 1. SPARQL® is equivalent to SPARQL"C.

For the rest of the paper, we will concentrate our interest on SPARQLR.

Note 1. An alternative proof of Theorem 1 is given as follows. (Compare [13],
Lemma 12). Let 6 be a function that renames variables by fresh ones.

SPARQLW3C contains SPARQLE: The graph pattern (P, EXCEPT P,) can
be rewritten into an equivalent pattern (((P, OPT(0P,)) FILTER C) FILTER C)
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where dom(Py) = {?z1,..., %z, }, Cis (T = 0721 && ... && 72, = 072,) and
C" is (! bound(07x1)).

SPARQL® contains SPARQLY3®: The graph pattern (P, DIFF P;) can be
rewritten into an equivalent graph pattern

(P, EXCEPT(SELECT W ((P; AND P) FILTER C) AND Pz))
where W = dom(Py) = {?z1,...,%2,}, P = 0(Py), P, = 0(P,) and C is

4 SPARQL® = Multiset Datalog

In this section we prove that SPARQL® have the same expressive power of
Multiset Datalog. Although the ideas of the proof are similar to those in [3] (now
for SPARQLR), we will sketch the main transformations to make the paper as
self contained as possible. For notions of Datalog see Levene and Loizou [15], for
the semantics of Multiset Datalog, Mumick et al. [19].

4.1 Multiset Datalog

A term is either a variable or a constant. A positive literal L is either a predicate
formula p(ty,dots,t,) where p is a predicate name and ¢y, dots,t, are terms,
or an equality formula t1 = to where t; and ¢y are terms. A negative literal
=L is the negation of a literal L. A rule is an expression of the form L «
LiAN---ANLy AN—=Lgy1 A--- AL, where L is a positive literal called the head
of the rule and the rest of literals (positive and negative) are called the body. A
fact is a rule with empty body and no variables. A Datalog program II is a finite
set of rules and its set of facts is denoted facts(IT).

A variable x is safe in a rule r if it occurs in a positive predicate or in z = ¢
(c constant) or in = y where y is safe. A rule is safe it all its variables are
safe. A program is safe if all its rules are safe. A program is non-recursive if its
dependency graph is acyclic. In what follows, we only consider non-recursive and
safe Datalog programs, denoted by nr-Datalog™.

To incorporate multisets to the classical Datalog framework we will follow
the approach introduced by Mumick and Shmueli [20]. The idea is rather intu-
itive: Each derivation tree gives rise to a substitution 6. In the standard (set)
semantics, what matters is the set of the different substitutions that instantiates
the distinguished literal. On the contrary, in multiset semantics the number of
such instantiations also becomes relevant. As Mumick and Shmueli state [19,20],
“duplicate semantics of a program is obtained by counting the number of deriva-
tion trees”. Thus now we have pairs (0, n) of substitutions € plus the number n
of derivation trees that produce 6.

A Datalog query is a pair (I1, L) where IT is a program and L is a distin-
guished predicate (the goal) occurring as the head of a rule. The answer to (11, L)
is the multiset of substitutions 6 such that makes (L) true.
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Normalized Datalog. Let L, L1, Ly be literals. We assume, without loss of gener-
ality, that any safe non-recursive Datalog program can be normalized such that
it just contains rules of the following types:

— (Projection rule) L « L; where var(L) C var(Ly);

— (Selection rule) L « Lj, EQ where EQ is a set of equalities of the form
x; = x; such that x;, x; are variables or constants.

— (Join rule) L « Ly, Ly where var(L) C var(L;) U var(Lq); and

— (Negation rule) L « Ly, Ly where var(Ls) C var(L;) and var(L) = var(Lq).

4.2 From SPARQL to Datalog

The algorithm that transforms SPARQL into Datalog includes transformations
of RDF graphs to Datalog facts, SPARQL queries into a Datalog queries, and
SPARQL mappings into Datalog substitutions.

RDF Graphs to Datalog Facts: Let G be an RDF graph: each term ¢ in G is
encoded by a fact iri(t) or literal(t) when ¢ is an IRI or a literal respectively;
the set of terms in G is defined by the rules term(X) « iri(X) and term(X) «—
literal(X); the fact Null(null) encodes the null value (unbounded value); each
RDF triple (v1,v2,v3) in G is encoded by a fact triple(vy,ve, v3). Recall that we
are assuming that an RDF graph is a “set” of triples.

SPARQL Patterns into Datalog Rules: The transformation follows essentially
the idea presented by Polleres [23]. Let P be a graph pattern and G an RDF
graph. Denote by 6(P)¢g the function which transforms P into a set of Datalog
rules. Table2 shows the transformation rules defined by the function 6(P)g,
where the notion of compatible mappings is implemented by the rules:

comp(X, X, X) — term(X), comp(X,Y, X) — term(X) A Null(Y),
comp(Y, X, X) — Null(Y) A term(X),comp(X, X, X) — Null(X).

Also, an atomic filter condition C' is encoded by a literal L as follows (where
?X,?7Y € Vand u € TUL): if C is either (?X = u) or (?X =7Y) then L is C; if
C'is bound(?X) then L is =Null(?X).

SPARQL Mappings to Datalog Substitutions: Let P be a graph pattern, G an
RDF graph and p a solution mapping of P in G. Then u gets transformed into a
substitution 0 satisfying that for each x € var(P) there exists z/t € @ such that
t = p(z) when u(x) is bounded and t = null otherwise.

Now, the correspondence between the multiplicities of mappings and substi-
tutions works as follows: Each SPARQL mapping comes from an evaluation tree.
A set of evaluation trees becomes a multiset of mappings. Similarly, a set of Dat-
alog derivation trees becomes a multiset of substitutions. Thus, each occurrence
of a mapping p comes from a SPARQL evaluation tree. This tree is translated
by Table2 to a Datalog derivation tree, giving rise to an occurrence of a sub-
stitution in Datalog. Each recursive step in Table2 carries out bottom up the
correspondence between cardinalities of mappings and substitutions.
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Table 2. Transforming SPARQL® graph patterns into Datalog Rules. The function
0(P)¢ takes a graph pattern P and an RDF graph G, and returns a set of Datalog rules
with main predicate p(var(P)), where var(P) denotes the tuple of variables obtained
from a lexicographical ordering of the variables in P. If L is a Datalog literal, then
v;(L) denotes a copy of L with its variables renamed according to a variable renaming
function v; : V. — V. comp is a literal encoding the notion of compatible mappings.
cond is a literal encoding a filter condition C. W is a subset of var(P;).

Pattern P §(P)g
(z1,x2,23) p(var(P)) « triple(z1,x2,z3)
(P AND P,) p(var(P)) — vi(p1(var(P1))) A va(p2(var(P2)))

/\zEvar(Pl)r‘]var(Pg) comp(m (x)v V2 (I)a m),
(P1)g, (P2)a
dom(v1) = dom(v2) = var(P1) Nvar(P2), range(v1) Nrange(va) = 0.
(Pl UNION P2) p(m(P)) —p1 (W(Pl)) /\zEvar(Pg)\var(Pl) NUZl(x)»

(
i(P)a, 6(P2)g
(PLEXCEPT ) | p(¥ar(P1)) < p1(var(P1)) A —p2(Var(F)),
d(P)a, 6(P2)a
(SELECT W Py) p(W) « p1(var(P1)),
o(P1)a
(

(P FILTERC) p(Var(P)) « p1(var(P1)) A cond
and C is atomic

Thus we have that a SPARQL query @ = (P, G) where P is a graph pattern
and G is an RDF graph gets transformed into the Datalog query (II, p(var(P)))
where II is the Datalog program §(P)¢ plus the facts got from the transforma-
tion of the graph G, and p is the goal literal related to P.

4.3 From Datalog to SPARQL

Now we need to transform Datalog facts into RDF data, Datalog substitutions
into SPARQL mappings, and Datalog queries into SPARQL queries.

Datalog Facts as an RDF Graph: Given a Datalog fact f = p(cq, ..., ¢,), consider
the function desc(f) which returns the set of triples

{(u, predicate, p), (u,rdf:_1,¢1), ..., (u,rdf:_n, ;) },

where u is a fresh IRI. Given a set of Datalog facts F', the RDF description of
F will be the graph G = (J;¢ - desc(f).

Datalog Rules as SPARQL Graph Patterns: Let II be a (normalized) Datalog
program and L be a literal p(z1,...,z,) where p is a predicate in II and each
x; is a variable. We define the function gp(L); which returns a graph pattern
encoding of the program (I7, L). The translation works intuitively as follows:
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(a) If predicate p is extensional, then gp(L) returns the graph pattern
((?Y, predicate, p) AND(?Y,rdf: 1, 21) AND - - - AND(?Y, rdf n, z,)),
where 7Y is a fresh variable.

(b) If predicate p is intensional and {ri,...,r,} is the set of all the rules in
IT where p occurs in the head, then gp(L); returns the graph pattern
(...(T(r1) UNIONT(r2)) ... UNION T'(r,,)) where T'(r;) is defined as follows
(when n = 1 the resulting graph pattern is reduced to T'(ry)):

o If r; is L « L; then T'(r;) returns SELECT 1, ..., 2, WHERE gp(L1) 7.

o If r, is L «— Li; N EQ, where EQ is a set of equalities of the form
x; = x; such that x;,x; are variables or constants, then T'(r;) returns
(gp(L1) 7 FILTER C) where C is a filter condition equivalent to EQ).

o If r; is L «— Ly A Ly then T'(r;) returns (gp(L1)m AND gp(La)m).

e If r; is L « Ly A —Ls then T'(r;) returns (gp(L1) g EXCEPT" gp(L2) 7).

Datalog Substitutions as SPARQL Mappings: For each substitution 6 satisfy-
ing (I1, L) build a mapping p satisfying that, if 2/t € 6 then z € dom(u) and
p(z) = t. The correspondence of multiplicities work in a similar way (via deriva-
tion tree to evaluation tree) as in the case of mappings to substitutions.

Putting together the transformation in Table 2 and the pattern obtained by
using gp(L) 7, we get the following theorem, whose proof is a long but straight-
forward induction on the structure of the patterns in one direction, and on the
level of Datalog in the other.

Theorem 2. Multiset nr-Datalog™ has the same expressive power as SPARQL™.

5 The Relational Version of Multiset Datalog: MRA

In this section we introduce a multiset relational algebra (called MRA), coun-
terpart of Multiset Datalog, and prove its equivalence with the fragment of
non-recursive Datalog with safe negation.

5.1 Multiset Relational Algebra (MRA)

Multiset relational algebra is an extension of classical relation algebra having
multisets of relations instead of sets of relations. As indicated in the introduction,
there are manifold approaches and operators to extend set relational algebra with
multisets. We use the semantics of multiset operators defined by Dayal et al. [7]
for the operations of selection, projection, natural join and arithmetic union; and
add filter difference (not present there) represented by the operator “except”.

Let us formalize these notions. In classical (Set) relational algebra, a database
schema is a set of relational schemas. A relational schema is defined as a set of
attributes. Each attribute A has a domain, denoted dom(A). A relation R over
the relational schema S = {A;,..., A, } is a finite set of tuples. An instance r of
a schema S is a relation over S. Given an instance r of a relation R with schema
S, AjeSandt=(a,...,a,) €r, we denote by t[A;] the tuple (a;). Similarly
with ¢[X] when X C S and we will define ¢[()] = 0.
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In the Multiset relational algebra setting, an instance of a schema is a multiset
relation, that is, a set of pairs (¢,4), where ¢ is a tuple over the schema S, and
¢ > 1 is a positive integer. (For notions and notations on multisets recall Sect. 2,
Multisets).

Definition 3 (Multiset Relational Algebra (MRA)). Let r and r' be mul-
tiset relations over the schemas S and S’ respectively. Let A € S be an attribute,
a € dom(A) and I = SNS". MRA consists of the following operations:

1. Selection. o a—q(r) = {(t,9) : (¢,7) € r ANt[A] = a}.
2. Natural Join. r <1’ is a multiset relation over SU S’ defined as follows. Let
S" =8 —8. Let t"t' denotes concatenation of tuples. Then
roar’ = {7 ('[S"]),i x j) : (t,i) e r A(t,5) €7 At[I] =[]}
3. Projection. Let X C S. Then:

mx (r) = {(¢[X], )

4. Union. Assume S = S’.

(tj,m;)€rs.t. t;[X]=t nj) : (t7 *) € ’I“}.

rUr’ ={(t,i) : ti— belongs torand t ¢ r'}
U{t',j):t' ¢ randt j—belongstor'}
U{(t,i+j):ti—belongs tor and t j — belongs to r'}.

5. Ezcept. Assume S = S'.
r\r' ={(t,i) er:(t,x) ¢r'}.

As usual, we will define a query in this multiset relational algebra as an expres-
sion over an extended domain which includes, besides the original domains of
the schemas, a set of variables V .

5.2 MRA = Multiset nr-Datalog ™
This subsection is devoted to prove the following result.

Theorem 3. Multiset relational algebra (MR.A ) has the same expressive power
as Multiset Non-recursive Datalog with safe negation.

From this theorem and Theorem 2 it follows:

Corollary 1. SPARQL" is equivalent to MRA.

Proof. The proof is based on the ideas of the proof of Theorem 3.18 in [15],
extended to multisets. Let £ be a relational algebra query expression over the
schema R and D a database. Then it will be translated by a function (-) to the
Datalog program facts(II) U B, where facts(II) is the multiset of facts (over
fresh predicates 7/ for each relation r, and having the same arity as the original
schema of r):
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facts(IT) = {(r¥(t),n) : t is a tuple with multiplicity n in schema r in D},
and E'! is the translation of the expression E given by the recursive specification
below. For the expression F;, the set V; will denote its list of attributes.

1. Base case. No operator involved. Thus the query is a member of the schema
R, namely r(z1,...,2,). The corresponding Multiset Datalog query is:
outy (w1, ..., xn) — (... 2,)

2. E = o¢(E1), where C is a set of equalities of the form z; = x; where
x;,r; are variables or constants. The translation E' is the program:
outp(zy,...,xx) — B (x1,...,21) ANC

3. E = FE; 1 Ey. Let V =V, \ V4. The translation is: outg(Vi,V) « EFZ (V1) A
B3 (V)

4. E = m4(E), where A is a sublist of the attributes in F;. The translation is:
outp(A) — B (V).

5. E = FE1 U Es, where E; and Es have the same schema. The translation is:

outp(xy, ... o) — Ef(xy,...,21) outg(wy,. .., 25) « B (xy,... 2p)
6. E = E; \ E3, where Eq; and F5 have the same schema. The translation is:
outp(x1,...,xx) — B (v, ... xp) A=EH (2, .. 1)

It is important to check that the resulting program is non-recursive (this is
because the structure of the algebraic relational expression from where it comes
is a tree). Also it is safe because in rule (6) both expressions have the same
schema). Now, it needs to be shown that for each relational expression (query)
E in R, [E]p and [EY] return the same “tuples” with the same multiplicity.
This is done by induction on the structure of F.

Now, let us present the transformation from Multiset Datalog to Multiset
Relational Algebra. Note that we may assume a normal form for the Datalog
programs as presented in Sect.4.1. Then the recursive translation (-)¥ from
Datalog programs to MRA expressions goes as follows.

1. First translate those head predicates ¢ occurring in > 2 rules as follows. Let ¢
be the head of rules 1, ..., 7%, k > 2. Rename each such head g with the same
set of variables V. Then the translation is (¢)® = (¢, )® U+ U (g, ). From
now on, we can assume that, not considering these ¢’s, all other predicates
occur as head in at most one rule. Hence we will not need the subindex
indicating the rule to which they belong to.

2. (Base case.) Let r be a fact ¢(V). Then translates it as (¢.)® = ¢®*(V), where
g% is a fresh new schema with the corresponding arity.

3. Let r be g(A) < p(V), where A is a sublist of V. The translation is (g,)® =
ma((p)™)

4. Let r be ¢(V)) < p(V) A C, where C is a set of equalities z; = z; such that
x;,x; are variables or constants. The translation is (¢.)" = oc((p)%).

5. Let r be ¢(X,Y, Z) «— p1(X,Y) Ap2(Y, Z), where X,Y, Z are disjoint lists of
variables. The translation is (¢,.)® = (p1)® > (p2) .

6. Let 7 be ¢(X,Y) «— p1(X,Y)A-p2(Y), that is the rule is safe. The translation

is (gr)™ = (p1)™\ ((p1)" < (p2)™).
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The arguments about multiplicity are straightforward verifications. And
because the program I7 is non-recursive (i.e. its dependency graph is acyclic), the
recursive translation to the relational expression gives a well formed algebraic
expression.

6 Related Work and Conclusions

To the best of our knowledge, the multiset semantics of SPARQL has not been
systematically addressed. There are works that, when studying the expressive
power of SPARQL, touched some aspects of this topic. Cyganiak [5] was among
the first who gave a translation of a core fragment of SPARQL into relational
algebra. Polleres [23] proved the inclusion of the fragment of SPARQL patterns
with safe filters into Datalog by giving a precise and correct set of rules. Schenk
[26] proposed a formal semantics for SPARQL based on Datalog, but concen-
trated on complexity more than expressiveness issues. Both, Polleres and Schenk
do not consider multiset semantics of SPARQL in their translations. Perez et al.
[21] gave the first formal treatment of multiset semantics for SPARQL. Angles
and Gutierrez [3], Polleres [24] and Schmidt et al. [27] extended the set semantics
to multiset semantics using this idea. Kaminski et al. [12] considered multisets
in subqueries and aggregates in SPARQL. In none of these works was addressed
the goal of characterizing the multiset algebraic and/or logical structure of the
operators in SPARQL.

We studied the multiset semantics of the core SPARQL patterns, in order
to shed light on the algebraic and logic structure of them. In this regard, the
discovery that the core fragment of SPARQL patterns matches precisely the
multiset semantics of Datalog as defined by Mumick et al. [19] and that this
logical structure corresponds to a simple multiset algebra, namely the Multiset
Relational Algebra (MRA), builds a nice parallel to that of classical set relational
algebra and relational calculus. Contrary to the rather chaotic variety of multiset
operators in SQL, it is interesting to observe that in SPARQL there is a coherent
body of multiset operators. We think that this should be considered by designers
in order to try to keep this clean design in future extensions of SPARQL.

Last, but not least, this study shows the complexities and challenges that
the introduction of multisets brings to query languages, exemplified here in the
case of SPARQL.
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Abstract. We propose an OBDA approach for accessing geospatial data
stored in relational databases, using the OGC standard GeoSPARQL
and R2RML or OBDA mappings. We introduce extensions to an exist-
ing SPARQL-to-SQL translation method to support GeoSPARQL fea-
tures. We describe the implementation of our approach in the system
ontop-spatial, an extension of the OBDA system Ontop for creating vir-
tual geospatial RDF graphs on top of geospatial relational databases. We
present an experimental evaluation of our system using and extending a
state-of-the-art benchmark. To measure the performance of our system,
we compare it to a state-of-the-art geospatial RDF store and confirm its
efficiency.

1 Introduction

Currently, there is emerging interest of scientific communities from various
domains that produce and process geospatial data (e.g., earth scientists) to pub-
lish data as linked data and combine it with other data sources. Responding to
this trend, the Semantic Web community has been very active in the geospatial
domain, proposing data models, query languages, and systems for the represen-
tation and management of geospatial data. Notably, this research has led to the
development of extensions of RDF and SPARQL, such as stRDF/stSPARQL
and GeoSPARQL, that handle geospatial data. Similarly, research on geospatial
relational databases has been going on for a long time and has resulted in the
implementation of several efficient geospatial DBMS.

Despite the extensive research performed in the fields of relational databases
and the Semantic Web on the development of solutions for handling geospa-
tial data efficiently, to the best of our knowledge, there is no OBDA system
that enables the creation of virtual, geospatial RDF graphs on top of geospatial
databases. This would be very useful for scientists that produce and process
geospatial data, as they mainly store this data in relational geospatial databases
(e.g., PostGIS) or in other geospatial data formats that are easily imported into
such databases (e.g., shapefiles). With the existing solutions in place, these sci-
entists are forced to materialize their data as RDF in order to publish it as linked
data and/or use it in combination with other data sources. Sometimes this is
not practical and discourages users from using Semantic Web technologies. This
issue applies to the OBDA paradigm in general, but it has more impact in the
geospatial domain due to the reasons we have just described. We address these
issues by extending the OBDA paradigm with geospatial support.

© Springer International Publishing AG 2016
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The contributions of this paper are the following:

— We introduce extensions to an existing SPARQL-to-SQL translation method
in order to perform GeoSPARQL-to-SQL translation.

— We describe the implementation of our approach in the system Ontop-spatial,
which is the first OBDA system for GeoSPARQL.

— We present an experimental evaluation of our system extending the benchmark
Geographica [7], comparing the performance of ontop-spatial with the state-
of-the-art geospatial RDF store Strabon [8]. The results show that, in most
cases, ontop-spatial outperforms Strabon.

Ontop-spatial is available as free and open source software at the follow-
ing link: https://github.com/ConstantB/ontop-spatial. It was developed for the
Statoil use case of the EU FP7 project Optique', and then it was also used in
the urban accountant, land management, and crisis mapping services of the EU
FP7 project MELODIES?, as well as in the maritime domain [4].

The organization of the rest of the paper is as follows. In Sect. 2 we present
related work and background. In Sect.3 we explain the GeoSPARQL-to-SQL
translation. In Sect. 4 we present the system Ontop-spatial and we mention the
real-world use cases in which it has been used. In Sect.5 we present the exper-
imental evaluation of our system. In Sect.6 we conclude the presentation of
our approach discussing its advantages and limitations, as well as its possible
extensions.

2 Related Work and Background

The first area of work related to our own is research on extensions of the data
model RDF and the query language SPARQL with geospatial features.

The data model stRDF and the query language stSPARQL are extensions
of RDF and SPARQL 1.1 respectively, developed for the representation and
querying of spatial [§8] and temporal data (i.e., the valid time of triples [3]).
Another framework that has been developed for the representation and querying
of geospatial data on the Semantic Web is GeoSPARQL [2], which is an OGC
standard. GeoSPARQL and stSPARQL were developed independently, but they
have a lot of features in common, the most important of which are that they
both adopt the OGC standards WKT and GML for representing geometries, and
that they both support spatial analysis functions as extension functions. Their
main differences derive from the fact that stSPARQL extends SPARQL 1.1, so it
inherits and extends important features of SPARQL 1.1, providing support for
spatial updates and spatial aggregates. Also, GeoSPARQL does not offer valid
time support. Both stSPARQL and GeoSPARQL have extended SPARQL 1.1
with the topological functions defined in the OGC standard “OpenGIS Simple
Feature Access for SQL” [1], and they also support the Egenhofer [6] and the
RCC-8 [13] topological relation families as SPARQL 1.1 extension functions.

! http://optique-project.cu/.
2 http://www.melodiesproject.eu/.
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Since in the rest of the paper we will refer to the notation and concepts
defined or followed by stSPARQL and GeoSPARQL, we briefly present them
below for the convenience of the reader.

Spatial Literal. A spatial literal represents the serialization of a geometry. In
stSPARQL, it is a literal of type strdf:geometry or its subtypes strdf:WKT
or strdf:GML, as defined in [8]. Similarly, in GeoSPARQL it is a literal of type
geo:wktLiteral or geo:gmlLiteral.

Spatial Term. A spatial term is either a spatial literal or a variable that can be
bound to a spatial literal.

Spatial Filter. A spatial filter is a Boolean binary function SF(t1,¢2), where
t1,t2 are spatial terms and SF' is one of the Boolean functions of the Geom-
etry extension of GeoSPARQL, namely geof:sfEquals, geof:sfDisjoint,
geof:stIntersects, geof:sfTouches, geof:sfCrosses, geof:sfWithin,
geof :sfContains, geof:sfOverlaps, and the respective Egenhofer and RCCS8
relation functions. These functions are defined in the Requirements 22, 23 and
24 of the GeoSPARQL standard.

Spatial Selection. A spatial selection in GeoSPARQL/stSPARQL is a SELECT
query with a FILTER which is a Boolean binary function with arguments a
variable and a constant.

Spatial Join. A spatial join in these languages is a query with a FILTER which
is a Boolean binary function whose all arguments are variables. The definition
of the spatial join in SPARQL corresponds to the definition of the spatial join
in the geospatial extensions of the relational model. In the rest of this paper,
spatial joins will often be denoted as ™y, where sf is a spatial filter.

In the context of this paper, we will only consider GeoSPARQL (and, as a
result, the geospatial part of stSPARQL). GeoSPARQL consists of the following
six components:

— The Core component, which defines high level RDFS/OWTL classes for spatial
objects.

— The Topology vocabulary extension, which defines RDF properties for asserting
and querying topological relations between spatial objects.

— The Geometry extension, which defines RDFS data types for serializing geom-
etry data, geometry-related RDF properties, and non-topological spatial query
functions for geometry objects.

— The Geometry Topology extension, which defines topological query functions.

— The RDFS entailment extension, which includes the RDF and RDFS reason-
ing requirements.

— The Query Rewrite extension, which defines rules for transforming qualitative
spatial queries into equivalent quantitative queries.

The work surveyed above on extending RDF and SPARQL with geospatial
functionality also gave rise to the implementation of geospatial RDF stores such



40 K. Bereta and M. Koubarakis

as Parliament, uSeekM and Virtuoso, that implement a subset of GeoSPARQL,
and Strabon [8] that implements both GeoSPARQL and stSPARQL.

There have also been systems that enable the translation of geospatial data
from their native formats to RDF. GeoTriples [9] is a tool for the conversion of
geospatial data from a variety of source formats (shapefiles, relational databases,
XML files, etc.) to RDF using GeoSPARQL and stSPARQL vocabularies and
R2RML mappings.

Another category of systems that are related to our work is SPARQL-to-
SQL systems such as Ontop [5,14], Ultrawrap [15], D2RQ?® and Morph [12].
These systems offer no geospatial functionality.

3 GeoSPARQL-to-SQL Translation

In the work described in [5,14], the authors present techniques for SPARQL-to-
SQL translation using R2ZRML mappings. In this paper we extend their approach
to support the GeoSPARQL-to-SQL translation using R2RML mappings. In this
section we briefly describe how we translate the spatial extensions introduced in
GeoSPARQL to Datalog and then in turn to the respective spatial extensions of
SQL. A more detailed presentation of our extensions to the work described in
[5,14] is omitted due to space and will appear in a longer version of this paper.

The work of [5,14] in the context of OBDA system Ontop follows the same
semantics as [11] for the translation of SPARQL to Datalog. Definition 20 in
[5,14] describes the valuation of filter expressions, considering only numeric
binary operators in filters. We present below how to extend this definition by
considering spatial filters as defined in GeoSPARQL.

Definition 1. Fvaluation of Spatial Filter Expressions.

Let SF be a GeoSPARQL spatial filter, let v,u be variables, Lgs the set of
literals of the datatypes geo:wktlLiteral and geo:gmlLiteral and ¢ € Lgy.
The valuation of SEF on a substitution 0 returns one of three values T, L and €
as shown below.

T ifve dom(f)and SF(v,c) = true

e ifvé dom(0)orvl = null

1 otherwise

T if v,u € dom(8) and SF(v0,ub) = true
(SF(v,u))d=<¢ if voruég dom(0)orud = null orvd = null
otherwise

(SF(v,c))0 =

}_

GeoSPARQL to Datalog. In the approach described in [5,14], the SPARQL
query is translated into a set of rules that comprise a Datalog program preserv-
ing the semantics of the original query. The translation algorithm is a modified
version of the one presented in [11]. The intention behind this step is to optimise

3 http://d2rq.org/.


http://d2rq.org/

Ontop of Geospatial Databases 41

the query before it gets translated into an SQL query that is eventually exe-
cuted by the DBMS. The deviations of the original SPARQL-to-SQL translation
algorithm of [11] proposed in [5,14] lead to a more compact encoding of rules,
due to the fact that the final goal is to translate the Datalog program in SQL
instead of executing it as in [11]. We follow the same approach and we extend
the algorithm of [5,14] to take into account the spatial filters defined above.
We extend the algorithm by introducing a new set of distinguished pred-
icates, namely the distinguished spatial predicates. We define a distinguished
spatial predicate for each GeoSPARQL spatial filter [2]. Then the GeoSPARQL
to Datalog translation algorithm is like the algorithm of [5,14] for SPARQL and
results in Ilggg, a Datalog program that corresponds to a geospatial query.

Datalog to SQL. In a similar way as in the GeoSPARQL-to-Datalog transla-
tion, we extend Definition 18 of [5,14] in order to consider distinguished spatial
predicates as well: Every distinguished spatial predicate occurring in a Datalog
program Ilggs is translated into the equivalent geospatial SQL operator.

Mappings. In our framework we allow exactly the same mapping languages used
in [5,14], namely R2RML mappings and OBDA mappings (mapping language
native to Ontop).

The mapping languages offer functionalities that are useful to in our geospa-
tial setting. For example, when geometry columns (e.g., columns storing geome-
tries in Well-Known-Binary format) of geospatial relational tables are present in
the mappings, we allow geometries to be mapped as WKT GeoSPARQL literals.
Similarly, we allow the presence of geospatial SQL operators in the mappings,
enabling users to manipulate their geospatial data on-the-fly (e.g., transforma-
tion of the geometries into a different Coordinate Reference System) before they
are mapped to RDF.

4 Implementation

We implemented the theoretical extensions of the SPARQL-to-SQL translation
framework of [5,14] discussed in Sect. 3 as an extension of the system Ontop with
geospatial features focusing on spatial selections and spatial joins. We chose to
extend Ontop instead of systems offering similar functionality because (i) it is
open source, robust and extensible, (ii) it offers a wide range of functionalities
that are useful for geospatial applications (reasoning, multiple APIs), and (iii) it
implements significant SPARQL-to-SQL optimizations, producing queries that
can be executed efficiently by the underlying DBMS as reported in [5,14].

Ontop-spatial supports the following components of GeoSPARQL: Core,
Topology Vocabulary extension, Geometry Topology extension, RDFS entailment
extension and the spatial filters defined in the Geometry Extension. It is also,
to the best of our knowledge, the first GeoSPARQL implementation that sup-
ports the Query Rewrite extension of GeoSPARQL. The high level architecture
of the system as well as an abstract overview can be seen in Figs. 1(a) and (b)
respectively.
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Fig. 1. Ontop-spatial

In the following, we highlight the components of Ontop that we have extended
as they are placed in the query processing workflow:

— The virtual Ontop repository takes as input an ontology and a mapping file.
Mappings can be either OBDA or R2RML.

— Once Ontop-spatial receives a GeoSPARQL query, the query gets parsed.
We modified the Sesame parser used by Ontop (and the javacc parser that
the respective Sesame library uses), in order to extend its syntax to support
geospatial operations in the filter clause of the query. Additionally, qualitative
geospatial queries, (i.e., queries containing geospatial triple patterns such as
ex:feauturel geo:overlaps ex:feature2) are also supported as standard
SPARQL triple patterns, and get transformed into their quantitative equiva-
lents (i.e., queries with spatial filters) in the following step.

— Conventionally, the next step in Ontop is to translate the SPARQL query
and the R2ZRML mappings into a Datalog program so that the query can be
represented formally and optimized following a series of optimization steps
described in detail in [5,14]. Ontop-spatial inherits these optimizations and
extends the SPARQL-to-Datalog translation module. As explained in the pre-
vious section, the geospatial filters are transformed into Datalog using distin-
guished geospatial predicates. The same distinguished geospatial predicates
are used in the case of the qualitative geospatial queries as well. As a result,
both quantitative and qualitative representations of a GeoSPARQL query are
transformed into the same SQL query in the following step.

— The optimized version of the query, as derived from the previous step, gets
translated into SQL. Every geospatial Datalog predicate is mapped to the
respective geospatial SQL operator, following the syntax of the underlying
DBMS. The DBMS adapter has been extended in order to be able to identify
geospatial columns in the database of the user. The PostgreSQL adapter has
been modified and the Spatialite adapter has been added.
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— The SQL query gets eventually executed in the underlying DBMS. Currently,
the spatially-enabled databases that Ontop-spatial supports are the geospatial
extensions of PostgreSQL and Sqlite, namely PostGIS and Spatialite respec-
tively. More geospatial databases will be supported in the future.

— After the evaluation of the spatial SQL query in the DBMS, Ontop-spatial gets
the results and sends them to the user. If geometries need to be projected,
the SQL query that is produced returns the result as WKT. This enables
Ontop-spatial to be used as a GeoSPARQL endpoint, that could serve as
input endpoint for applications like linked geospatial data visualizers [10] to
display the geometries that are returned as a result of a GeoSPARQL query.

Like the default version of Ontop, Ontop-spatial can be used as a web appli-
cation (using Sesame workbench), as a Sesame library, as a Protege plugin, or it
can be executed from the command line. The virtual geospatial graphs created
by Ontop can also be materialized, creating an RDF dump, so that it can then
be imported in a geospatial RDF store.

Ontop-spatial is available as free and open source software at the following
link: https://github.com/ConstantB/Ontop-spatial.

Ontop-spatial in use. The motivation behind the development of Ontop-spatial
was the Statoil use case of the project Optique, in order to address the issue
of creating virtual RDF graphs on top of large databases that contain geome-
tries and get frequently updated. Ontop-spatial is also being used in the urban
accountant, land management and crisis mapping services of the EU FP7 project
MELODIES*. Finally, ontop-spatial has recently be used in the Maritime secu-
rity domain, in collaboration with Airbus and the University of Bolzano [4].

5 Evaluation

We conducted an empirical evaluation of our implementation based on the phi-
losophy of Geographica®, a benchmark for testing the performance of geospa-
tial RDF stores [7]. Geographica consists of a micro benchmark and a macro
benchmark. The micro benchmark is designed for testing basic geospatial oper-
ators, such as spatial selections and spatial joins. The macro benchmark tests
the performance of the evaluated systems using queries that correspond to real
application scenarios. As our aim is not to test geospatial RDF stores as done in
[7], we use a modified benchmark based on the micro benchmark of Geographica
as we explain later in this section.

Since there was no alternative OBDA systems that allow for posing
GeoSPARQL queries over geospatial relational databases, we decided to eval-
uate Ontop-spatial in comparison with a geospatial RDF store. We consider
that the spatiotemporal RDF store Strabon [8] is a good representative of the

* http://www.melodiesproject.cu/software-tools.
5 http://geographica.di.uoa.gr/.
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family of the geospatial RDF stores to compare with as (i) it is a state-of-the-
art geospatial RDF store both in terms of functionality and performance [7,8]
(ii) it supports a big subset of GeoSPARQL (apart from stSPARQL), and (iii)
it uses a spatially-enabled DBMS as back-end, performing a SPARQL-to-SQL
translation following a specific storage scheme as explained in [8]. This enables
us to use the same DBMS (PostGIS with the same configuration and tuning)
and perform a comprehensive comparison.

5.1 Datasets

Geospatial data come, in most cases, in native geospatial data formats. In a
real-world scenario, a user that works with geospatial data obtains it as files
in a geospatial data format (e.g., a shapefile) and stores it either in a GIS or
a spatially-enabled relational database. Later on, he may convert the data into
RDF and store it in a geospatial RDF store in order to combine it with other
linked data.

The benchmark Geographica is based on such real-world geospatial appli-
cation scenarios and for the experimental evaluation of Ontop-spatial we will
also follow this approach: We will import real geospatial datasets in a spatially-
enabled relational database and use it as the back-end of Ontop-spatial.

We chose to use the datasets of Geographica that are available in their orig-
inal format (shapefiles). These datasets are the Corine Land Cover dataset of
Greece, which is provided by the European Environment Agency (EEA), the
Greek Administrative Geography (GAG), and the Hotspots dataset provided by
the National Observatory of Athens. We complemented these data sources with
the original raw files of OpenStreetMap data about Greece which are available as
shapefiles.® Geographica uses the RDF versions of the same subset of the OSM
datasets created by the project LinkedGeoData’. For the rest of this paper, we
will refer to this dataset using the acronym of the resulting, RDF-ized version
(LGD). We added more OSM categories to our workload (e.g., buldings, water-
ways, etc.), as we will exploit the fact that each one is contained in a different
shapefile (so it will be imported into a different table), to stress our system as
we explain later on in this section.

For the evaluation of Ontop-spatial, we imported the shapefiles in a PostGIS
database using the shp2pgsql command as described here: https://github.com/
ConstantB/Ontop-spatial /wiki/Shapefiles. In this way, each shapefile is loaded
into a separate table in the database. Each one of these tables contains a column
where geometries are stored in binary format (WKB) and an index has been
built on that column. Then, we created the minimum set of mappings in order
to pose the queries of the benchmark. We used PostgreSQL version 9.1.13 and
PostGIS 2.0.3, performing the fine tuning configurations suggested here: http://
geographica.di.uoa.gr.

5 http://download.geofabrik.de/europe/greece. html.
7 http://linkedgeodata.org/.
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Table 3 shows information about the datasets described above, such as the
disk size that each of these tables occupy, the number of tuples and the average
number of points per geometry. Notice that the LGD dataset consists of 7 shape-
files/tables which is important in the OBDA setting as we will explain later on.
Also, LGD-Places and LGD-Points contain only point geometries.

In order to compare the performance of our system with Strabon, we materi-
alized the virtual geospatial RDF graphs produced by Ontop-spatial and stored
them in Strabon, so that both the virtual RDF graphs produced by Ontop-spatial
and the graphs stored in Strabon contain exactly the same information. The pro-
duced RDF dump consists of 5.620.482 triples and contains 855.502 geometries.
The total PostGIS database size (in terms of disk usage) of Ontop-spatial is
700 MB. The respective size of the PostGIS database that was produced after
loading the RDF dump to Strabon is 1665 MB, which is more than twice the disk
space compared to the original database produced by importing the shapefiles
directly. The reason is that in the first case the database stores the data, while
in the second case the database stores the equivalent set of triples. This kind of
overhead is common in RDF stores that use a relational database as back-end.
Also, Strabon inherits the per_predicate storage scheme of the Sesame RDBMS
package, so every predicate is stored in a different table and additional tables are
used for dictionary encoding. According to this storage scheme, all geometries
are stored in a table called geo_values in WKB format and the respective column
is indexed using an R-tree-over-GiST index, as described in [8].

5.2 Queries

The GeoSPARQL queries that we used for the experimental evaluation of our
system are a set of spatial selections and a set of spatial joins. We used some of
the queries of Geographica, and some queries that are appropriate in the OBDA
setting as we will explain in the rest of this section. The queries used in our
evaluation are presented in Tables 1 and 2. Each query has a numeric identifier,
a mnemonic label, a number that shows how many BGPs it consists of and a
number that shows how many results it returns.

Both spatial selection and spatial join queries contain a spatial filter that
checks if a spatial relation holds between two geometries that are given as argu-
ments to the respective GeoSPARQL function. In the case of spatial selections,
one of the arguments is a variable and the other one is a constant, which can be
either a line (queries suffixed with “L” in the query label) or a polygon (using “P”
suffix). In spatial join queries, both arguments of the respective spatial binary
operator are variables. The first set of queries that we consider contains simple
geospatial queries, i.e., queries consisting of a single triple pattern to retrieve
the geometries of a dataset and a spatial filter (spatial selections 0014 and spa-
tial joins 00-03). Note that spatial joins require at least two triple patterns to
retrieve the geometries that will be bound to the variables that are involved in
the spatial filter. This kind of queries test the response time of the compared
systems to perform “pure” geospatial queries (i.e., involving the least possible
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mappingId lgd_buildings_geometry

target lgd:{gid} 1gd:asWKT {geom}""geo:wktLiteral .
source select gid, geom from buildings

mappingld lgd_landuse_geometry

target lgd:{gid} 1gd:asWKT {geom}""geo:wktLiteral .
source select gid, geom from landuse

Fig. 2. Examples of geospatial mappings for two LGD tables

select ?sl 7ol where {
?sl lgd:asWKT 7ol .
filter (geosparql:FUNCTION (SPATIAL_CONSTANT ,?01)).}

Fig. 3. Template for spatial selection queries

number of triple patterns, focusing as much as possible on the evaluation of the
spatial condition).

The next set of queries that we consider tackles an important issue that is
crucial in OBDA systems: the generation of Union operators, deriving from the
ontology and the schema of the database in the SPARQL-to-SQL translation
phase. For example, the LGD dataset consists of 7 shapefiles, each one con-
taining a column where geometries are stored. But according to the ontology,
the data property that connects a spatial object with its geometry is universal
for all spatial objects in the dataset. We present the mappings for two of these
tables/shapefiles in Fig. 2.

Let us now consider the template for spatial selection queries in Fig. 3. The
translated SQL query corresponding to a GeoSPARQL query following this tem-
plate would create unions in order to fetch results deriving from all the tables it has
been mapped to, that is, all seven LGD tables, and then apply the spatial selec-
tion to this union. This is the case for spatial selection queries 15-19. In order to
test how our system responds by increasing/decreasing the number of unions pro-
duced in the translated query, we add an additional, thematic filter that selects a
different number of LGD categories each time, thus affecting a different number of
tables, and producing different number of unions, respectively. For example, con-
sider query 19 which is shown in Listing 1.1, which contains an OR-condition in
the second filter, so the respective translated query contains a union.

Listing 1.1. Query 19 Listing 1.2. Spatial join query 6
select distinct ?sl where { select ?sl ?7s2 where {
?sl lgd:asWKT 7ol . ?sl 1lgd:asWKT 7ol .
?sl rdf:type 7type . ?s2 lgd:asWKT 702 .
filter (geof:sfIntersects (GEOMETRY ,?01)) (geo:sfIntersects(?01,%702))
filter ( ?type = lgd:Road || }

?type = lgd:Waterway ) }

The queries 15, 16, 17, and 18 produce 6, 4, 3, and 4 unions respectively.
The presence of unions has a negative impact on the query response time, but
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Table 1. Spatial selections description Table 2. Spatial joins description

No | Query #BGPs |results No | Query #BGPs |results
00 | Equals_.GADM_P 1 0 00 | Within.CLC_GADM 2 34114
01 |Contains . GADM_P |1 9 01 |IntersectssGADM_GADM |2 1556
02 |Contains. GADM_P |1 0 02 |Overlaps - GADM_CLC 2 17035
03 |Equals_.GADM_L 1 1 03 | Intersects.LGD_GADM 3 154725
04 |Overlaps-GADM_L |1 0 04 |Intersects_LGD_LGD_Mus |4 2
05 | Contains . GADM_L |1 0 05 |Intersects.LGD_GADM 2 819319
06 |Intersects_.CLC_L 1 5 06 |Intersects_LGD_LGD 1 3686229
07 | Contains_.CLC_L 1 0 07 | Crosses_.LGD_LGD_Roads |4 178602
08 |Equals_CLC_L 1 5

09 | Overlaps_CLC_L 1 0  Table 3. Workload characteristics

10 |Overlaps-CLC_P 1 132

11 |Intersects_-CLC_P 1 533 Dataset Size Tuples Avg gff:j::}fy
12 | Contains CLC.P |1 401 Gre 283 MB | 44834 | 187.84

13 | Equals-CLC.P 1 0 Hotspots 35MB | 37048 5

14 | Intersects_.LGD_P 2 2749 GAG 54 MB 396 13020.14

15 | Intersects LGD-B |2 2749 TGD-Buildings | 42MB _|156474 | 6.5

16 | Intersects LGD-PL |2 2626 TGD-Landuse | 20MB | 40220 | 19.4

17 |Intersects_.LGD_P 2 2522 LGD-Places 5.4MB| 13043 1

18 [Intersects_.LGD_LU |2 2722 LGD-Points 12 MB 61664 1

19 Intersects,LGD,R-OA 2 2387 LGD-Railways SMB 2996 13.3

20 |Intersects_LGD_bigP |1 729189 LGD-Roads 250 MB 514403 19

21 |Intersects LGDP2 |3 5  LGD Waterways| 16MB | 20565 | 39.84

things get even worse when unions appear in spatial joins (e.g., spatial join
query 6). Since variables appear in the spatial filters that serve as the conditions
of the spatial joins, all combinations of the respective tables that are involved
in the corresponding mappings should be spatially joined pairwise. For example,
consider the spatial join query 6 which is given in Listing 1.2. This query performs
a spatial join with the condition intersects in all LGD tables that are involved
in the mappings containing the predicate lgd:asWKT. This join is translated into
the corresponding relational algebra expression as follows:

(Lbuildings U Lluse u..uU Lwaterways) Mr (Lbuildings U Lluse U...u Lwaterways)

where Lyyitdingss Liuser-» Lwaterways, €tc. are LGD tables and sf is spatial
operator corresponding to geof: sfIntersects from the query. The query engine
evaluates this relational algebra expression as unions of joins and all involved
tables get spatially joined pairwise.

Last, in order to measure how the selectivity of the queries affect the per-
formance of the systems, we included the spatial selection queries 20 and 21
involve the computation of the intersection of all kinds of LGD areas with a
specific polygon. This polygon is large in the case of spatial selection query 20 so
that many geometries will be returned, while in spatial selection query 21 this
polygon is small enough so that very few LGD areas intersect with it.

5.3 Results

Experimental Set Up. The experiments were carried out on a server with the
the following specifications: Intel(R) Xeon(R) CPU E5620 @ 2.40 GHz, 12MB
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L3, RAID 5, 32GB RAM and OS: Ubuntu 12.04. All experiments were carried
out with both cold and warm cache. Queries are first executed in cold cache and
then in warm cache. The queries for which the system under test times out (the
time out threshold is set to 40 min) are not executed in warm cache. All queries
and code we used to execute the experiments in both systems, can be found
in the “experiments” branch of the github repository of Ontop-spatial (folder
“benchmark”) at https://github.com/ConstantB/Ontop-spatial.

Query response time. The results of our experimental evaluation can be
seen in Figs.4 and 5. Response time is measured in nanoseconds and presented
in logarithmic scale. A general observation is that the query response time of
Ontop-spatial is better than the one of Strabon, especially when big datasets are
involved, both for spatial selections and spatial joins. Strabon times out after
40 min in spatial join queries 6 and 7. In spatial selection queries 2-5, although
Ontop-spatial achieves better response time than Strabon in cold cache, it gets
outperformed in warm cache, as intermediate results (which are not many as the
dataset involved in this query is relatively small), are more likely to be found in
the cache, increasing the hit rate of the cache and decreasing I/O requests. How-
ever, such differences between executions in warm and cold cache are eliminated
in larger datasets. In what follows we explain why Ontop-spatial outperforms
Strabon.

Listing 1.3. Spatial join query 2 Listing 1.4. Spatial join query 4
select ?s1 ?s2 where { select ?s1 ?s2 where {
?s1 clc:asWKT 7ol . ?s1l lgd:asWKT 7ol .
752 gag:asWKT 702 . ?s1 rdf:type lgd:Building .
filter(geof:sfWithin(?ol, 702))} ?s1 lgd:type"Museum" .

?s2 lgd:asWKT 702 .
?s2 rdf:type lgd:Landuse .
filter(geof:sfIntersects(?o1,702))}

Listing 1.5. Ontop-spatial SQL query Listing 1.6. Strabon SQL query

SELECT SELECT a0.subj,
1 AS "s1QuestType", NULL AS "siLang", u_s2.value,
(’http://geo.linkedopendata.gr/clc/’ a2.subj,
|| REPLACE(...... Il 2/?) AS "si", u_sl.value
1 AS "s2QuestType", NULL AS "s2Lang", FROM aswkt_855211 a0
(’http://geo.linkedopendata.gr/gag/ont/’ INNER JOIN geo_values 1_o2
|| REPLACE(...’/?) AS "s2" ON (1_02.id = a0.obj)
FROM INNER JOIN geo_values 1_ol ON
clc QVIEW1, ((ST_Within(1l_ol.strdfgeo,
gag QVIEW2 1_o02.strdfgeo)))
WHERE INNER JOIN aswkt_135992 a2
QVIEW1."gid" IS NOT NULL AND ON (a2.obj = 1l_o1.id)
QVIEW1."geom" IS NOT NULL AND LEFT JOIN uri_values u_s2
QVIEW2."gid" IS NOT NULL AND ON (u_s2.id = a0.subj)
QVIEW2. "geometry" IS NOT NULL AND LEFT JOIN uri_values u_sl
(ST_Within(QVIEW1."geom",QVIEW2."geometry")) ON (u_s1.id = a2.subj)

The queries provided in Listings 1.5 and 1.6 are the SQL translations of the
GeoSPARQL spatial join query 2, which is provided in Listing1.3. One can
observe that Ontop-spatial produces the same query as one would have writ-
ten by hand in a geospatial relational database. Strabon produces some extra
joins, as a result of the star schema that it follows in the database (and has been
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inherited from the Sesame RDBMS that Strabon is built on), i.e., each predicate
is stored in a different table and there are some additional tables used for dictio-
nary encoding (tables storing URISs, one table for each different datatype, etc.).
This has a negative impact on performance when many intermediate results are
produced. In Strabon, geometries are stored in a single table, named geo_values,
and are indexed on the geometry column using an R-tree-over-GiST index. On
the other hand, Ontop-spatial stores each shapefile in a different table, and
geometries are stored in a sepate column for each table, and a separate R-tree-
over-GiST index is constructed for the geometries of each shapefile/table. As
Table 3 shows, there are cases where geometries of a shapefile/table are of the
same type (e.g., all contain points/linestrings/polygons), allowing Ontop-spatial
to build smaller and more efficient indices.

Nevertheless, in spatial join query 4, Strabon outperforms Ontop-spatial. The
query is provided in Listing 1.4. Using this query, we want to retrieve the land use
of areas that intersect with Museums. This is a very selective query with respect
to the thematic condition, so the PostGIS optimizer correctly chooses to per-
form the thematic conditions first so that only the geometries of Museums will be
checked in the spatial condition that follows, and the R-tree index will be used.
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Both systems execute the query very fast, with Strabon achieving nearly 4 times
better performance than Ontop-spatial, as the overhead of the extra joins it per-
forms, as described above, is reduced because very few intermediate results are
produced. Also, dictionary decoding helps Strabon to perform string comparison
(for value “Museum”) only once, in order to retrieve the id of that value and then
perform thematic joins efficiently using the id (numeric) value.

Queries 15-19 have filters that select different kinds of LGD categories. Query
response time increases every time many LGD categories are involved (Query
15 asks for all categories), producing the respective number of unions in the
case of Ontop-spatial and more intermediate results for Strabon, forcing more
geometries to be checked in the spatial filter. On the contrary, query response
time decreases when less LGD categories need to be selected.

The results of union-queries are more interesting in the case of spatial joins,
shown in Fig. 5. One would expect that unions with spatial joins, as in the case of
the spatial join query 6, would dramatically decrease the performance of Ontop-
spatial. Indeed, query response time increases in the case of queries like query 6,
but Ontop-spatial still performs better than Strabon. The explanation for this
lies in the fact that each time a spatial join is performed between two different
LGD tables, the optimizer chooses the one having the smaller index (and usually
smaller geometries, in this case) to be nested inside the inner branch of the nested
loop, where it performs an index scan. This has greater impact on the execution
time of geospatial queries, as the evaluation of spatial joins is more expensive
due to the cost of the evaluation of the spatial conditions.

In spatial selection query 20, the performance of the two systems is very
close, while in the more selective version of the same query, i.e., spatial selection
query 21, the gap in the execution times between Ontop-spatial and Strabon
increases again. This happens because nearly every geometry in the workload is
included in the results of the spatial selection query 20, so spatial indices are
not useful in this case.

Overall, we observe that importing the shapefiles to a database and then
using an OBDA approach is very efficient, as in most cases, the information that
is contained in a shapefile is compact and homogeneous, as we often have one
shapefile per data source. So, the SQL queries that are produced based on such
a schema contain reduced amount of joins and can be executed efficiently.

6 Discussion and Conclusions

In this paper, we describe how we extended the techniques of [5,14] to develop the
first geospatially-enabled OBDA system, named Ontop-spatial. By extending the
OBDA system Ontop, Ontop-spatial inherits the advantages of using RDB2RDF
systems in real use cases: (i) RDB-to-RDF workflow becomes less complicated,
without having to use different tools for converting data into RDF and then
storing it in RDF stores, (ii) no data needs to be transfered, as existing databases
are used as input to the system, and (iii) mappings provide a layer of abstraction
between the data manipulation/database experts and the end users.
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These advantages have even greater impact when dealing with geospatial
data. The domains where geospatial data are produced and used are domi-
nated by geospatial databases and other tabular file formats that could easily be
imported to a database (e.g., shapefiles). GIS practitioners use geospatial rela-
tional databases in their day-to-day tasks, either directly or as the back-end of
applications to store and manipulate data (e.g., GIS have connectors for geospa-
tial relational databases). Ontop-spatial provides a solution for combining the
advantages of geospatial relational databases, for example, the wide variety of
geospatial data operators and the performance achieved by the use of spatial
indices, with the data modeling advantages of the RDF data model. Moreover,
Ontop-spatial allows for encapsulating geospatial data manipulation functions
offered by geospatial extensions to SQL (e.g., functions for transforming geome-
tries to a different coordinate reference system) in the mappings.

On the other hand, Ontop-spatial inherits the disadvantages of the OBDA
systems as well. First, in order to combine information coming from different
geospatial sources, the data should be imported in databases. Second, as the
database is given as input to the system, it is read-only and Ontop-spatial does
not support SPARQL store or update operations; all updates should be done
directly on the database level. Third, the performance of the system is heavily
dependent on the ontology, the schema of the database, and the mappings, as
we explained in the previous sections, which applies for OBDA approaches in
general. However, our experiments showed that in many cases, our geospatially
enchanced OBDA approach achieves significantly better performance than the
state-of-the-art geospatial RDF store Strabon. The main reasons for this are
summarized as follows:

— The database schema that is produced simply by importing the shapefiles to
the database is in most cases suitable for OBDA approaches, as shapefiles
contain compact and homogeneous information per dataset.

— The database produced by storing the materialized RDF dump that ontop
exports in Strabon is bigger than the database that results from importing
the shapefiles, even though only the RDF triples that were involved in the
OBDA mappings (i.e., the virtual RDF triples) were exported. This happens
because of (i) the normalization imposed by the RDF data model itself (i.e.,
triples) and (ii) the additional tables used for dictionary encoding.

— The additional joins that are created in the translated SQL queries of Strabon
and the fact that geometries are stored in a single table where geospatial
operators are performed increase even by more than an order of magnitude
in very large workloads with many and complicated geometries, when many
intermediate results are produced in queries.

In future work, we plan to continue the development of Ontop-spatial in
the directions of (i) fully supporting GeoSPARQL and stSPARQL (i.e., adding
also valid time support), and (ii) creating a distributed version of our extension
exploiting the fact that the union-all spatial queries are parallelizable.
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Abstract. In several subject domains, classes themselves may be subject to
categorization, resulting in classes of classes (or “metaclasses”). When repre-
senting these domains, one needs to capture not only entities of different clas-
sification levels, but also their (intricate) relations. We observe that this is
challenging in current Semantic Web languages, as there is little support to
guide the modeler in producing correct multi-level ontologies, especially
because of the nuances in the constraints that apply to entities of different
classification levels and their relations. In order to address these representation
challenges, we propose a vocabulary that can be used as a basis for multi-level
ontologies in OWL along with a number of integrity constraints to prevent the
construction of inconsistent models. In this process we employ an axiomatic
theory called MLT (a Multi-Level Modeling Theory).

Keywords: Multi-level modeling - Metamodeling - Semantic web -+ OWL

1 Introduction

The Semantic Web, or Web of Data, provides a common framework that allows data to
be shared across application, enterprise, and community boundaries [1]. This is
achieved by linking and publishing structured data using RDF languages, which pro-
vide a basis for producing reusable vocabularies for various domains of interest [2].
A Semantic Web vocabulary is built using the basic notion of class, which is
present in both RDF Schema (RDFS) [3] and in the Web Ontology Language
(OWL) [4]. A class (or type) is a ubiquitous notion in modern conceptual modeling
approaches and is used to establish invariant features of the entities in a domain. Often,
subject domains are conceptualized with entities in two levels: a level of classes, and a
level of individuals which instantiate these classes. In many subject domains, however,
classes themselves may also be subject to categorization, resulting in classes of classes
(or metaclasses). For instance, consider the domain of biological taxonomies [5]. In this
domain, a given organism is classified into faxa (such as, e.g., Animal, Mammal,
Carnivoran, Lion), each of which is classified by a biological taxonomic rank
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(e.g., Kingdom, Class, Order, Species). Thus, to represent the knowledge underlying
this domain, one needs to represent entities at different (but nonetheless related)
classification levels. For example, Cecil (the lion killed in the Hwange National Park in
Zimbabwe in 2015) is an instance of Lion, which is an instance of Species. Species, in
its turn, is an instance of Taxonomic Rank. Other examples of multiple classification
levels come from domains such as software development [6] and product types [7].

The need to support the representation of knowledge domains dealing with multiple
classification levels has given rise to an area of investigation called multi-level
modeling [7, 8]. A number of research initiatives have also been conducted to support
multi-level modeling in the Semantic Web (e.g., [9—12]). These approaches exploit the
fact that a class is itself an RDF resource and may thus be the subject or object of
triples. OWL 2 explicitly adopts this strategy under the term “metamodeling”, enabling
the representation of facts that are stated about classes [13].

Despite these developments, the current support for the representation of domains
dealing with multiple levels of classification in the web still lacks a number of
important features. In some cases, there are no criteria or principles for the organization
of vocabularies into levels, leading to problematic classification and taxonomic state-
ments (see, e.g. [14]). Further, there has been no attention to the representation of the
relations between types at different levels. For example, in the biological domain, it is
key to represent that all instances of Species are subtypes of Organism (even when
particular species are not represented explicitly), and that all instances of Organism
belong to one and only one Kingdom.

In this paper, we address the challenges in the representation of domains with
multiple levels of classification in the Semantic Web by proposing an OWL vocabulary
that can be used as a basis for multi-level ontologies. By defining a taxonomy of
reusable relations between types, the vocabulary enables the expression of domain rules
that would otherwise not be captured. The vocabulary is based on a reference axiomatic
theory called MLT [15]. The axioms and theorems of MLT are used to derive integrity
constraints for multi-level vocabularies, offering guidance to prevent the construction
of inconsistent vocabularies. Further, MLT rules are used to infer knowledge about the
relations between types that is not explicitly stated. We focus on the support for domain
metaclasses as opposed to language metaclasses, i.e., we focus on ontological instan-
tiation instead of linguistic instantiation [16].

This paper is further structured as follows: Section 2 presents basic requirements
for the representation of knowledge in domains with multiple classification levels;
Sect. 3 reviews the current support for multi-level modeling in OWL as well as in
related work in the literature; Sect. 4 presents briefly the MLT multi-level theory;
Sect. 5 presents our approach to represent multi-level models in OWL reflecting the
rules of MLT; and Sect. 5.3 presents concluding remarks.

2 Requirements for a Multi-level Approach

An essential requirement for a multi-level modeling approach is the ability to represent
entities of multiple (related) classification levels, capturing chains of instantiation
between the involved entities (requirement R1). To comply with this requirement, the
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approach must admit entities that are, simultaneously, type (class) and instance (object)
[17]. This means that a multi-level approach differs from the traditional two-level
scheme, in which classification (instantiation) relations can only be established between
classes and individuals. As a consequence, a multi-level modeling approach should
define principles for the organization of entities into levels (R2). These principles
should guide the modeler on the adequate use of classification (instantiation) relations.
An example of this sort of principle, which is adopted in some prominent multi-level
modeling approaches, is the so-called strict metamodeling principle [17]. It assumes
that each element of a level must be an instance of an element of the level above. The
lack of principles to guide organization of entities into levels may lead to the con-
struction of unsound multi-level models. For example, in [14] we assessed Wikidata
and found over 22,000 violations of the strict metamodeling principle. The identified
problems seem to arise from inadequate use of instantiation and subclassing and could
have been prevented with guidance from the editing/modeling environment.

Another important characteristic of domains with multiple levels of classification is
that there are rules that apply to the instantiation of types of different levels. This kind
of rule is present in an early and important approach for multi-level modeling, named
the powertype pattern [18, 19], which establishes a relationship between two types
such that the instances of a type (the so-called “powertype” or “higher-order” type) are
specializations of a lower-level type (the so-called “base type”). For example, all
instances of Dog Breed (e.g. Collie and Beagle) specialize the base type Dog. In order
to represent Dog Breed, it is thus key to establish its relation with the Dog type (we call
this sort of relation a structural relation, as it governs the instantiation of types at
different levels). Further, one may need to represent whether an instance of Dog may
instantiate: (i) only one, or (ii) more than one Dog Breed. In biological taxonomy,
another rule concerning instantiation of types at different levels is that the instances of
Biological Taxonomic Rank obey a sort of subordination chain such that every instance
of Phylum specializes one instance of Kingdom, every instance of Class specializes one
instance of Phylum, and so on. Thus, an expressive multi-level approach should be able
to capture rules for the instantiation of types at different levels (R3).

Finally, in various domains, there are relations which may occur between entities of
different classification levels. For example, consider the following domain rules:
(i) each Car has an owner (a Person), (ii) each Car is classified as instance of a Car
Model, and (iii) each Car Model is designed by a Person. In this domain, instances of
Person (individuals) must be related simultaneously with instances of Car Model
(which are classes) and also with instances of Car, i.e., instances of instances of Car
Model. Thus, a multi-level modeling approach should allow the representation of
domain relations between entities in different classification levels (R4).

3 Related Work

In this section, we review existing approaches to support the representation of multiple
levels of instantiation, with a focus on multi-level modeling in RDF languages.
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3.1 RDFS(FA)

In an early effort to organize the metamodeling architecture for RDF Schema (RDFES)
1.0 [20], Pan and Horrocks proposed RDFS(FA) [9]. They observed that “RDEFS uses a
single primitive rdfs:Class to implicitly represent possibly infinite layers of classes”
(as it is an instance of itself) and that this creates barriers for understanding. They show
examples on how this lack of a principle of organization for levels creates a so-called
“layer mistake”. Inspired by the fixed UML metamodeling architecture [21], they
proposed the use of four layers: Metalanguage (M), Language (L), Ontology (O) and
Instance (I). The M Layer is responsible for defining the language, where modelling
primitives of this topmost layer have no types. The L Layer defines a language for
specifying vocabularies and each entity in this layer is an instance of an entity in the M
Layer. Vocabularies are defined in the O Layer (“Person” and “Animal” are examples
of classes in this layer) and each element in this layer is an instance of an element in the
L Layer. Lastly, the I Layer is populated with concrete individuals, which are instances
of the vocabulary defined in O Layer.

Figure 1 shows the result of applying this architecture to RDFS. RDFS classes are
replicated in the M and L Layers with the respective prefix (M and L). In O layer,
Animal and Person are represented as instances of rdfsfa:LClass (instead of rdfs:
Class); and John and Mary in the Instance Layer, as an instance of Person.

mt
“Th ,,,,,,,,,,,,,,,,,
,
T oor

————— : Is=rdfsfa:lsubClassOf
_ . hasFriend
sk % os=rdfsfa:osubClassOf
lt=rdfsfa:ltype or=rdfsfa:orange
od=rdfsfa:odomain

ot=rdfsfa:otype

Fig. 1. Example of directed labeled graph of RDFS(FA) (from [9])

This architecture organizes the language engineering effort, but it does not aim to
address the representation of domains with multiple levels of classification. In fact, it is
based on the two-level scheme for the representation of domains in the O and I layers,
with classes at the O layer, and individuals at the I layer, related through rdfsfa:otype
(which represents what is known as ontological instantiation [16]). Metaclasses are
only used in the domain-independent L layer; classes at the O layer are related to
classes at the L layer through rdfsfa:ltype (which represents what is known as linguistic
instantiation [16]). In order to represent a domain type such as Species one would be
forced to include it in the L layer, specializing rdfsfa:LClass, which would be inade-
quate according to [9], as language and ontology issues would be confused. In this
case, one would have to instantiate Species using rdfsfa:ltype, clearly misusing
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linguistic instantiation [16]. In conclusion, RDFS(FA) satisfies requirements R1 and R2
only for linguistic instantiation, but not for ontological instantiation.

32 OWL2

OWL 2 [4] explicitly introduced support for metamodeling, enabling the representation
of classes of classes. For example, in Fig. 2, two subclasses of Eagle, namely Golden
Eagle and Steppe Eagle are defined as instances of Species, which means that they are
member of the set of all species. In Fig. 2 (as well as in the remainder of the paper) we
use a notation that is largely inspired in UML. We use UML specialization to represent
the rdfs:subClassOf properties, and dashed arrows to represent statements, with labels
to denote the names of the predicates that apply. For instance, a dashed arrow labeled
rdf:type between Golden Eagle and Species represents that the former is an instance of
the latter. Finally, we use the instance specification notation (i.e., underlining an ele-
ment’s name) to represent an individual (e.g. Harry).

o
i A rdfs:subClassOf

rdf:type
typ
----------- Steppe Eagle

Fig. 2. OWL representation for biological taxonomic domain

OWL’s multi-level modeling support is based on the notion of contextual semantics
[10], often referred to as “punning”, which means that a class is seen as an individual
when it is an instance of another class, and that its interpretation as a class and as an
individual are completely independent of each other. This “independent” interpretation
means that a constraint stated to a class will not be considered when it is seen as an
individual, which leads to non-intuitive interpretations [11]. For instance, consider the
following statements: (i) Harry is an instance of Golden Eagle, and; (ii) Golden Eagle
is the same as Aquila chrysaetos. Statement (i) treats Golden Eagle as a class, while
statement (ii) treats Golden Eagle as an individual. These two aspects of Golden Eagle
are never considered at the same time for reasoning. Thus, in this approach, it is
impossible to infer that Harry is an instance of Aquila chrysaetos, which violates our
intuition with respect to the multi-level model. We can say that while OWL 2 seems to
satisfy R1 (admitting classes that are also instances), it does so only partially, given the
notion of contextual semantics employed. The same can be said for the representation
of relations between entities of different levels (partially satisfying R4).

OWL offers no principle of organization into levels (failing to satisfy R2). Further,
punning also prevents us from correctly expressing the relation between a higher-order
class and a base class in the powertype pattern, which inevitable involves considering
the specializations of the base class as types and instances simultaneously (failing thus
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to satisfy R3). Finally, considering the open world assumption, it is also impossible to
formally identify in this fragment above that Harry is an individual, as there could be
unstated rdf:type declarations involving Harry as a class. Further, given the same
assumption, it would be impossible to identify that Species (in isolation) is a metaclass;
in other words, we cannot express when modeling Species (and omitting its instances)
that all its instances are classes (in particular subclasses of Organism).

3.3 OWL FA

Later, Pan and Horrocks also proposed OWL FA [11], a metamodeling extension of
OWL 1 DL, with an architecture based on RDFS(FA). They argue that OWL 1 Full
supports some metamodeling by allowing users to use the built-in vocabulary without
restrictions, but that leads to undecidability (as Motik pointed out [10]). They then
propose a decidable extension of OWL 1 DL that can reuse existing reasoners.

While RDFS(FA) uses prefixes (M, L, O and I) to indicate the layer in which a class
or axiom belongs, OWL FA intuitively introduces a layer number in its constructors
and axioms, through annotations. The semantics of OWL FA [22, 23] takes into
account elements that share the same URIs and interpret them dependently (in contrast
to OWL 2). For instance, if Golden Eagle and Aquila chrysaetos are stated as the same
and Harry is an instance of Golden Eagle, OWL FA assumes that Harry must be an
instance of Aquila chrysaetos. However, it does not allow property assertions between
layers except for instantiation. For example, subclassing and domain relations must be
between classes at the same layer (failing thus to satisfy R4).

While RDFS(FA) allows instantiations only from Instance Layer to Ontology
Layer, OWL FA allows the representation of multiple levels of instantiation. Thus, we
understand here that identifying layers by numbers addresses the limitation of RDFS
(FA) (see Sect. 3.1) thus satisfying R1 fully. Moreover, as advantages when compared
to the current multi-level modeling support of OWL 2 (see Sect. 3.2), OWL FA:
(i) interprets dependently elements that share the same URI, and; (ii) it introduces
restrictions for instantiation and subclassing, providing some criteria for the organi-
zation into levels (R2). Finally, OWL FA offers no special support for the represen-
tation of constraints for the instantiation of types at different levels (not satisfying R3).

34 PURO

Svatek et al. [12] proposed the PURO approach which includes an OWL vocabulary
that can be used as a basis for multi-level domain vocabularies. In PURO, each entity
of a domain vocabulary can be annotated with a PURO term in order to clarify the
entity’s ontological status. The term B-object is used to refer to concrete individuals in
the world (such as Harry). In contrast, the term B-fype is used to refer to classes (such
as Eagle). A B-type is analogous to an OWL class, however, B-types are organized into
strata: instances of I*" order B-types are B-objects, instances of n™-order B-types are
(n — 1)™order B-types (for n > 1). The OWL vocabulary supporting the PURO
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approach only deals with B-objects and first-, second- and third-order B-types.
B-relationship is analogous to an object property assertion and there are variations:
(i) B-instantiation is an assertion to indicate that an entity instantiates a B-type;
(ii) B-axiom express a relationship between the extensions of two B-fypes (e.g., sub-
classing); and (iii) B-fact express information about an entity, e.g., who discovered
certain species. Finally, B-relation is analogous to OWL Object Property.

Similarly to OWL 2 and OWL FA, PURO has the required expressivity for rep-
resenting multiple levels of instantiation (R1) through the notions of B-object and the
B-types. Moreover, PURO defines rules for the organization of entities along levels
(R2). Finally, PURO allows modelers to express domain relations between entities of
different levels (R4); an example is provided in [12] in which a musician is considered
an expert in a fype of instrument (e.g., the musician Yo-Yo Ma is an expert in Violin).
However, similarly to OWL 2 and OWL FA, PURO offers no special support for the
representation of constraints for the instantiation of types at different levels (not sat-
isfying R3).

3.5 Intermediate Conclusions

Table 1 summarizes the current support provided by each of the efforts discussed here
according to the requirements defined in Sect. 2. We classified this support in three
categories: fully covered (+), partially covered (£) and not covered (—). Despite pro-
viding support and guidance for representing multiple levels of classification, RDFS
(FA) focuses on linguistic instantiation instead of ontological instantiation, hence the
partial support for R1 and R2. OWL 2 fails in the representation of relations and
constraints crossing levels, due to its contextual semantics, and hence offers partial
support for R1 and R4. OWL FA and PURO offer full support for R1 and R2 through
annotations, and PURO also supports domain relations crossing levels (R4). Despite
the efforts in all these approaches, none of them support the representation of con-
straints involving instantiation relations across levels (thus, not satisfying R3).

Table 1. Support for multi-level modeling in RDFS languages

Requirement RDFS OWL OWL PURO
(FA) 2 FA
R1 - represents entities of multiple levels of + + + +
classification
R2 — offers guidance for the organization of entities | £ - + +

into levels
R3 — represents rules for the instantiation of types | — - - -
at different levels
R4 — supports domain relations between entities of | — + - +
different levels
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4 MLT: A Theory for Multi-level Modeling

Motivated by the lack of theoretical foundations for multi-level modeling, some of us
have proposed a formal axiomatic theory called MLT [15] founded on the notion of
(ontological) instantiation. MLT has been used successfully to analyze and improve the
UML support for modeling the powertype pattern [24], to uncover problems in
multi-level taxonomies on the web [14] and to provide conceptual foundations for
dealing with types at different levels of classification both in core [25] and in foun-
dational ontologies [26].

The theory is defined using first-order logic, quantifying over all possible entities
(individuals and types). The instance of relation is represented in this formal theory by
a binary predicate iof{e,?) that holds if an entity e is instance of an entity ¢ (denoting a
type). In order to accommodate the varieties of types in the multi-level setting, the
notion of type order is used. Types having individuals as instances are first-order types,
types whose instances are first-order types are second-order types and so on.

The logic constant “Individual” is used to define the conditions for entities to be
considered individuals: an entity is an instance of “Individual” iff it does not have any
possible instance (Axiom Al in Table 2). The constant “First-Order Type” (or shortly
“1stOT”) characterizes the type that applies to all entities whose instances are
instances of “Individual” (A2 in Table 2). Analogously, each entity whose possible
extension contains exclusively instances of “1stOT” is an instance of “Second-Order
Type” (or shortly “2ndOT”) (A3 in Table 2). It follows from axioms Al, A2 and A3
that “Individual” is instance of “1stOT” which, in turn, is instance of “2ndOT”. We call
“Individual”, “1stOT” and “2ndOT” the basic types of MLT. According to MLT, every
possible entity must be instance of exactly one of its basic types (except the topmost
type) (A4 in Table 2). We consider here only first- and second-order types. However,
this scheme can be extended to consider as many orders as necessary [15].

Table 2. MLT axioms

Al Vxiof(x, Individual) & Ay iof(y, x)

A2 Vtiof(t, 1stOT) & (Ely iof(y, t) A (Vx iof(x, t) — iof(x, Individual)))

A3 Vtiof(t,2ndOT) < (Iy iof(y, t) A (Vt'iof(t', t) — iof(t’, 1stOT)))

A4 vx (iof(x, Individual) V iof(x, 1stOT) V iof(x, anOT)) V (x = 2ndOT)

D1 vtl,t2 specializes(t1,t2) < (Jy iof(y, t1) A (Ve iof(e, t1) — iof(e, t2)))

D2 Vv t1,t2 properSpecializes(tl,t2) < (specializes(t1,t2) A t1 # t2)

D3 Vtl,t2 isSubqrdinateTo (tl,t.Z) o . o

(Ixiof(x,t1) A (Vt3 iof(t3,t1) — (3t4 iof(t4,t2) A properSpecializes(t3,t4))))

D4  vt1,t2 isPowertypeOf(t1,t2) < (Ixiof(x,t1) A (V3 iof(t3,t1) « specializes(t3,t2)))

D5 vt1,t2 characterizes(t1,t2) < (3x iof(x,t1) A (Vt3 iof(t3,t1) — properSpecializes(t3,t2)))

Vt1,t2 completelyCharacterizes(t1,t2) <
(characterizes(t1,t2) A (Ve iof(e, t2) — 3t3 (iof(e, t3) A iof(t3,t1))))

vt1,t2 disjointlyCharacterizes (t1,t2) &
(characterizes(t1,t2) A Ve, t3,t4 ((iof(t3, t1) A iof(t4, t1) Aiof(e, t3) Aiof(e, t4)) - t3 = t4)))

D8 wvt1,t2 partitions(t1,t2) < (completelyCategorizes(t1,t2) A disjointlyCategorizes(t1,t2))

D6

D7
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Some structural relations to support conceptual modeling are defined in MLT,
starting with the ordinary specialization between types. A type ¢ specializes another
type ¢’ iff all instances of t are also instances of t’ (see definition D1 in Table 2). Since
the reflexivity of the specialization relation may be undesired in some contexts, we
define in MLT the proper specialization relation as follows: t proper specializes t’ iff t
specializes t’ and t is different from t’ (see D2 in Table 2). Additionally, MLT defines a
subordination relation. Subordination between two higher-order types implies spe-
cializations between their instances, i.e., ¢ is subordinate to t’ iff every instance of t
proper specializes an instance of t’ (see D3 in Table 2). The definitions presented thus
far guarantee that both specializations, proper specializations and subordinations may
hold exclusively between types of the same order. We term these intra-level relations.

MLT also defines relations that occur between types of adjacent orders, the
so-called cross-level structural relations. These relations are inspired on different
notions of powertype in the literature. Based on the notion of powertype proposed by
Cardelli [19] (which is founded on the notion of powerset), MLT defines a powertype
relation between a higher-order type and a base type at a lower order: a type ¢ is
powertype of a base type t’ iff all instances of ¢ specialize t’ and all possible special-
izations of t’ are instances of t (see D4). Note that it follows from the axioms and
definitions presented so far that “1stOT” is powertype of “Individual”, i.e. all possible
instances of “1stOT” specialize “Individual” and all possible specializations of “Indi-
vidual” are instances of “1stOT”. Analogously, “2ndOT” is powertype of “1stOT”, and
so on. Thus, every instance of a basic higher-order type (“1stOT” and “2ndOT”) must
specialize the basic type at the immediately lower level (respectively, “Individual” and
“1stOT”). In other words, the notion of orders or levels in MLT can be seen as a result
of the iterated application of Cardelli’s notion of powertype to the basic types.

Odell [18], in turn, defined powertype simply as a type whose instances are sub-
types of another type (the base type), excluding the base type from the set of instances
of the powertype. Inspired on Odell’s definition for powertypes, MLT defines the
characterization relation between types at adjacent levels: a type t characterizes a type
t’ iff all instances of t are proper specializations of t’ (definition D5). The charac-
terization relation occurs between a higher-order type t and a base type t” when the
instances of t specialize t’ according to a specific classification criteria. Thus, differ-
ently from the cases involving (Cardelli’s) is powertype of relation, there may be
specializations of the base type t’ that are not instances of t. For example, we may
define a type named “Organism by Habitat” (with instances “Terrestrial Organism” and
“Aquatic Organism”) that characterizes “Organism”, but is not a powertype of
“Organism” since there are specializations of “Organism” that are not instances of
“Organism by Habitat” (e.g. “Plant” and “Golden Eagle”).

MLT defines some refinements of the cross-level relation of characterization, which
are useful to capture further constraints in multi-level models. We consider that a type ¢
completely characterizes t’ iff t characterizes t’ and every instance of t’ is instance of,
at least, an instance of t (D6). Moreover, iff t characterizes t’ and every instance of t’ is
instance of, at most, one instance of t it is said that ¢ disjointly characterizes t’ (D7).
Finally, a common use for the notion of powertype in the literature considers a
higher-order type that, simultaneously, completely and disjointly characterizes a
lower-order type. To capture this notion MLT defines the partitions relation. Thus,
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t partitions t’ iff each instance of the base type t’ is an instance of exactly one instance
of t (D8). For example, considering the biological taxonomy for living beings we have
that “Species” (and all other biological ranks) partitions “Organism”.

A complete formalization of MLT in first-order logic can be found in [15], which
presents proofs for all MLT theorems. Further, a formal specification in Alloy is
provided in [27] and was used to verify the theorems and to simulate admissible models
of the theory using the Alloy analyzer.

5 Applying MLT for Multi-level Modeling Support in OWL

Aiming to improve the OWL support for multi-level modeling, we propose (i) a
vocabulary based on distinctions put forth by MLT, and (ii) a number of derivation and
integrity rules reflecting axioms and theorems of MLT. The proposed vocabulary aims
at providing modelers with an expressive set of constructs to support the production of
multi-level ontologies in OWL. The integrity rules, in their turn, are used to verify if
ontologies built using the proposed vocabulary are well-formed according to MLT
rules. Finally, the derivation rules make use of MLT rules to infer information not
represented explicitly by the modeler.

5.1 OWL Vocabulary Based on MLT Distinctions

The proposed vocabulary encompasses the representation of the basic types of MLT
and the relations defined in the theory. The basic types of MLT are represented as
instances (rdf:type) of owl:Class. The class representing the MLT Individual basic type
is named mit:TokenIndividual', the class representing the First-Order Type is named
mlt: 1stOrderClass, and the classes mlt:2ndOrderClass and mlit:3rdOrderClass repre-
sent, respectively, the Second-order and Third-order basic types. Considering that,
according to MLT, instances of Individual are not instantiable (i.e. are not types), mit:
TokenIndividual does not specialize owl:Class. In contrast, the classes representing all
other basic types have a rdf:subClassOf relation with owl:Class capturing the fact that
their instances are classes (i.e. their instances are instantiable) (see Fig. 3).
Concerning the MLT relations, instance of relations are represented as rdf:type
properties and specialization relations are represented as rdfs:subClassOf properties.
All other intra- and cross-level relations of MLT are represented in this vocabulary in a
hierarchy of instances of owl:ObjectProperty, including at the top: mlt:in-
traLevelProperty, which is as a super-property for all MLT intra-level relations; and
mlt:crossLevelProperty, which is a super-property for all MLT cross-level relations.
The subordination relation of MLT is then represented by the property mit:isSubor-
dinateTo as a sub-property of milt:intraLevelProperty, while the characterization
(mlt:characterizes) and the is power type of (mit:isPowertypeOf) relations are
represented as sub-properties of mit:crossLevelProperty. Finally, each variation of

! The term “TokenIndividual” was adopted here to avoid confusion with the term “Individual” in the
OWL specification. “TokenIndividual” corresponds to what we call “Individual” in [15].
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owl:Class

£\

rdfs:subC[IassOf

1
mit:3rdOrderClass k= @"YP®_| mit:2ndOrderClass -’"-f"-’"le-[ mit:1stOrderClass ]égff‘ﬂ’e-[mmokenlndividual

! mit:isPowertypeOf /1 :_ mit:isPowertypeOf _/!\ :_ mit:isPowertypeOf 4

Fig. 3. Fragment of MLT vocabulary for order classes and individual.

characterization (e.g. complete characterization, disjoint characterization and so on) is
represented as a sub-property of mlt:characterizes.

These properties are also used in the vocabulary definition to represent relations
that occur between the basic types of MLT. To capture the fact that the basic type in
one order is instance of the basic type in an immediately higher order, statements with
rdf:type are defined between the classes representing the basic types (e.g., mit:
TokenIndividual rdf:type milt:1stOrderClass, mlt:1stOrderClass rdf:-type mlt:2ndOr-
derClass). Further, mlt:isPowertypeOf is used to represent that a basic type in an order
is the powertype of the basic type in the immediately-lower order (Fig. 3).

The MLT vocabulary allows the representation of domain rules concerning the
instantiation of types in different levels. For example, Fig. 4 illustrates a fragment of an
ontology in the biological taxonomy domain applying this vocabulary. In such an
ontology, Genus and Species are represented as instances of mlt:2ndOrderClass (and,
thus, as subclasses of mlz: I1stOrderClass) meaning that their instances (e.g. Panthera,
Panthera Onca, and so on) must specialize mit:TokenIndividual, i.e. instances of their
instances are non-instantiable elements (e.g. Cecil, the lion, which does not possibly
have instances). The domain rule that every instance of Species must be a subclass of
an instance of Genus is captured by the mlt:isSubordinateTo property between Species
and Genus. Further, the mlit:partitions property between Species and Panthera captures
the rule that every instance of Panthera must be instance of exactly one instance of
Species. Finally, Genus mlt:partitions Organism and Species mlit:partitions Organism,
to capture that every organism must be instance of exactly one Genus and instance of
exactly one instance of Species. Note that domain modelers only need to declare their
domain classes as instances and/or specializations of the MLT basic types. (As we shall
discuss later in Sect. 5.2, some of these relations can be inferred automatically, using
derivation rules reflecting MLT axioms and theorems.)

Figure 5 shows an example of an ontology representing employees and their roles
in a company to illustrate the use of variations of characterization relations to capture
domain rules. To capture the rule that each Employee must play one or more Business
Roles in the company, Business Role mlt:completelyCharacterizes Employee meaning
that every instance of Employee must be instance of at least one instance of Business
Role. Further, to represent that an Employee may play at most one Management Role,
Management Role mlit:disjointlyCharacterizes Employee.
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Fig. 5. Ilustrating the use of mit:completelyCharacterizes and mit:overlappinglyCharacterizes.

5.2 Integrity Constraints and Derivation Rules Based on MLT

An important aspect of the proposed vocabulary is that it allows us to leverage rules of
the MLT formalization in order to guide modelers in producing sound models. The
rules discussed in this section ensure that the domain classes respect the stratification
into orders.

Some of these rules are expressible in pure OWL and thus were directly included in
the vocabulary. For example, a disjointness constraint (owl:AllDisjointClasses) is
introduced to reflect the fact that the basic types of MLT are all mutually disjoint.

The majority of the MLT rules, though, are not expressible directly in OWL, and
are represented here in SPARQL. This is the case of constraints concerning the domain
and range of MLT structural relations. For example, mlt:isPowertypeOf, mit:charac-
terizes and all its variations must occur between classes of adjacent levels, i.e., if the
domain is a 2ndOrderClass, then the range must be a IstOrderClass, if the domain is a
3rdOrderClass, then the range must be a 2ndOrderClass, and so on.

Table 3 shows the domain/range restrictions for MLT relations.

SPARQL queries are also provided to allow the verification of rules concerning the
nature of the basic types of MLT. For example, considering that instances of Individual
must have no instances, we provide an integrity constraint to verify if there are
instances of instances of mlt:TokenIndividual (see Q1 in Fig. 6, which would detect
violations of this constraint).
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Table 3. Domain and range restrictions for multi-level relations.

Relation name Domain and range

rdfs:subClassOf Classes of the same order (instances of 1st, 2nd or 3rd
OrderClasses)

isSubordinateTo Higher-order classes of the same order (2ndOrderClass or
3rdOrderClass)

rdf:type Elements of adjacent levels.

isPowertypeOf Classes of adjacent levels (2ndOrderClass — 1stOrderClass or

characterizes 3rdOrderClass — 2ndOrderClass)

completelyCharacterizes

incompletelyCharacterizes

disjointlyCharacterizes

overlappinglyCharacterizes

Integrity constraints are also provided to verify MLT theorems concerning char-
acteristics of structural relations. For instance, given the definition of the is powertype
of relation, a base class can have, at most, one higher-order class as powertype and a
higher-order class may be the powertype of at most one base class. This suggests two
clear integrity constraints: (i) a class can be the subject of at most one triple having mlz:
isPowertypeOf as predicate (violations detected by Q2 in Fig. 6), and (ii) a class can be
the object of at most one triple having milt:isPowertypeOf as predicate. Another
example is a constraint provided to allow the verification of the MLT theorem that
states that if two classes ¢/ and #2 both partition the same class ¢ then it is not possible
for ¢1 to be subclass of 2 (Q3 in Fig. 6).

select distinct * where({

?p mlt:isPowertypeOf 2t .
Q2 ?p mlt:isPowertypeOf ?tl .
FILTER (2t != 2tl) .

select distinct * where({
o1 ?x rdf:type mlt:TokenIndividual .
?2y rdf:type ?x .

! )
select distinct * where{
?t2 rdfs:subClassOf+ 2tl .
?2t4 mlt:isPowerTypeOf 2?2t2 .
?2t3 mlt:isPowerTypeOf 2tl .
minus{ ?p rdfs:subClassOf ?pl . }

select distinct * where{

?tl mlt:partitions 2t .
Q3 ?t2 mlt:partitions 2?2t . Q4
?tl rdfs:subClassOf 2t2 .

! }

select distinct * where{ select distinct * where{
?t2 mlt:isPowerTypeOf 2tl . ?t rdf:type mlt:lstOrderClass .
Q5 ?t3 mlt:characterizes ?tl . Q6 minus{
minus{ ?t3 rdfs:subClassOf ?t2 . } ?t rdfs:subClassOf mlt:TokenIndividual.

} P}

Fig. 6. SPARQL queries representing MLT rules

Considering that models built using our MLT vocabulary may exhibit incomplete
information, we leverage MLT axioms and theorems to allow the inference of infor-
mation not represented explicitly. For example, it follows from the axioms of MLT
that, if 7 is subclass of 71 then the powertype of t is subclass of the powertype of t1. This
is reflected in a query to identify cases in which the subclass of relation is not
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represented between the power types (Q4). Since, according to MLT, if £2 is powertype
of tI and t3 characterizes t/, then 3 is subclass of 12, we provide a SPARQL query to
identify cases in which the powertypeOf and the characterization relations are repre-
sented but the subclass relations are not (Q5 in Fig. 6). Further, since every instance of
a basic higher-order type must specialize the basic type at the immediately lower level,
we can identify some missing relations. For example, query Q6 in Fig. 6 allows the
identification of cases in which types are represented as instances of mlt: 1stOrderClass
but their subclass relations with mlit:TokenIndividual are not represented.

Since MLT is formalized quantifying over all possible entities, some MLT defi-
nitions are not expressible considering the Open World Assumption (OWA). For
instance, according to MLT if #/ has instances such that all of them are also instances of
12, then we can conclude that ¢/ is a subclass of 2 (D1 in Table 2). This rule could not
be captured in our approach since, considering the OWA, we cannot assume that all
instances of an entity are represented in the knowledge base. Thus, these rules cannot
be reflected in the implementation.

Finally, it is worth mentioning that, due to space limitations, we only expose here
some rules to illustrate the approach. The vocabulary and the complete set of SPARQL
queries is available at [27], including information on the traceability between MLT
axioms and theorems and the implemented queries.

5.3 Final Considerations

Multi-level modeling addresses phenomena dealing with a number of complex notions
and subtle relations that cross multiple levels of instantiation. These phenomena are
ubiquitous in application domains, ranging from biology, to software engineering, from
enterprise modeling to product classification [15]. Aside from the recurrence of these
phenomena in practical cases, what also makes it of great importance is the fact that
multi-level modeling seems to pose a significant challenge to modelers. As previously
mentioned, in [14], we have empirically analyzed the presence of three anti-patterns
related to multi-level modeling in Wikidata, finding over 22,000 occurrences of these
anti-patterns. In fact, for one these anti-patterns, we found its manifestation in 85 % of
the cases of taxonomic hierarchies spanning more than one level in Wikidata! That
study clearly indicates that for complex modeling phenomena such as these, an
expressive engineering support must be offered for vocabulary engineers as well as
semantic web application developers. In [27], we provide a technical report showing
how each of these anti-patterns found in Wikidata could be avoided by using the
artifact proposed in this paper, demonstrating the relevance of MLT-OWL using
real-world data.

The recognition of the importance of offering support for multi-level modeling led
many researchers in the Semantic Web community to propose solutions addressing this
issue. Some prominent results in that respect are reviewed in this paper, namely, RDFS
(FA), metamodeling (punning) in OWL 2, OWL FA and PURO. We have shown in our
analysis of these related works that all of them fail to fully support the identified
modeling desiderata.



Expressive Multi-level Modeling for the Semantic Web 67

We adopted as a basis for our work a theoretically sound and well-tested formal
theory (MLT) that was shown to be able to address all these multi-level modeling
requirements. We then decided to offer a set of engineering tools that together would
implement the modeling distinctions and axiomatization of this theory. These tools
include: (i) an OWL vocabulary (capturing the formal relations put forth by this the-
ory); (ii) a set of OWL axioms that would capture derivation and integrity rules over
this vocabulary put forth by the theory; and (iii) a set of SPARQL queries that would
capture those derivation and integrity rules put forth by this theory but that could not be
represented in OWL directly. We strongly believe that these tools amount to an
important methodological and computational contribution for guiding modelers to
produce sound multi-level models in the Semantic Web.

The reason why these phenomena are recurrent in a large variety of practical
application domains is because they are genuine ontological phenomena (from a
philosophical point of view) [26]. As such, we advocate that truly ontological con-
siderations cannot be eschewed from a fuller analysis of multi-level modeling. Addi-
tionally, some initiatives have demonstrated that the systematic evaluation of the
ontological consistency of Semantic Web ontologies and vocabularies can greatly
benefit from the use of foundational distinctions and axioms [28, 29]. In order to
leverage the benefits of both a foundational ontology and a multi-level modeling
theory, in [30] some of us have already combined MLT and the foundational ontology
UFO [31]. A natural extension of this work is to enrich the set of engineering tools
proposed here with support for the ontological distinctions and axiomatization of UFO
(e.g., dealing with temporal aspects of anti-rigid concepts).
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Abstract. Conjunctive query answering over expressive Horn Descrip-
tion Logic ontologies is a relevant and challenging problem which, in some
cases, can be addressed by application of the chase algorithm. In this
paper, we define a novel acyclicity notion which provides a sufficient con-
dition for termination of the restricted chase over Horn-SRZQ TBoxes.
We show that this notion generalizes most of the existing acyclicity condi-
tions (both theoretically and empirically). Furthermore, this new acyclic-
ity notion gives rise to a very efficient reasoning procedure. We provide
evidence for this by providing a materialization based reasoner for acyclic
ontologies which outperforms other state-of-the-art systems.

1 Introduction

Conjunctive query (CQ) answering over expressive Description Logic (DL)
ontologies is a key reasoning task which remains unsolved for many practical
purposes. Indeed, answering CQs over DL ontologies is quite intricate and often
of high computational complexity [4,8,16]. Nevertheless, CQ answering over a
major class of DLs, the so-called Horn DLs, can in some cases be addressed via
application of the chase algorithm, a technique where all relevant consequences
of an ontology are precomputed, allowing queries to be directly evaluated over
the materialized set of facts. However, the chase is not guaranteed to terminate
for all ontologies, and checking whether it does is not a straightforward proce-
dure. It is thus an ongoing research endeavor to establish so-called acyclicity
conditions; i.e., sufficient conditions which ensure termination of the chase.

The main contribution of this paper is the definition of restricted chase
acyclicity (RCA,,), a novel acyclicity condition for Horn-SRZQ ontologies (the
DL Horn-SRZQ may be informally described as the logic underpinning the
deterministic fragment of OWL DL [9] minus nominals). If an ontology is proven
to be RCA,,, then n-cyclic terms do not occur during the computation of the
chase of such ontology and thus the chase is guaranteed to terminate.

In contrast with existing acyclicity notions [6] which deal with termination
of the unrestricted, i.e. oblivious, chase of arbitrary sets of existential rules, we
restrict our attention to the language Horn-SRZQ and seek to achieve termina-
tion of the restricted chase algorithm [3]; this is a special variant of the standard
© Springer International Publishing AG 2016

P. Groth et al. (Eds.): ISWC 2016, Part I, LNCS 9981, pp. 70-85, 2016.
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chase in which the inclusion of further terms to satisfy existential restrictions is
avoided if such restrictions are already satisfied, and equality is dealt with via
renaming. By considering such a chase algorithm we are able to devise acyclic-
ity conditions which are more general than any other of the notions previously
described.

On the theoretical side, we show that RCA,, is more general than model-
faithful acyclicity (MFA) provided n is sufficiently large (linear in the size of
ontology). As shown in [6], this is one of the most general acyclicity conditions
for ontologies described to date, as it encompasses many other existing notions
such as joint acyclicity [12], super-weak acyclicity [14] or the hybrid acyclicity
notions presented in [2]. Furthermore, we show that deciding RCA,, membership
is not harder than deciding MFA membership.

On the practical side, we empirically show that (i) RCA,, characterizes more
real-world ontologies as acyclic than MFA. Furthermore, we demonstrate that
(ii) the specific type of acyclicity captured by RCA,, results in a more efficient
reasoning procedure. This is because acyclicity is still preserved in the case when
employing renaming techniques when reasoning in the presence of equality. Thus,
the use of cumbersome axiomatizations of equality such as singularization [14]
can be avoided. Moreover, we report on an implementation of the restricted
chase algorithm based on the datalog engine RDFOx [15] and show that (iii) it
vastly outperforms state-of-the-art DL reasoners. To verify (i-iii), we complete
an extensive evaluation with very encouraging results.

The rest of the paper is structured as follows: We start with some preliminar-
ies in Sect. 2. Section 3 formally introduces the notions of oblivious and restricted
chase, followed by an overview of MFA in Sect.4. In Sect.5 we introduce our
new acyclicity notion RCA,,. Finally, Sects.6 and 7 describe the evaluation of
our work and list our conclusions, respectively.

An extended technical report for this paper with all the proofs and further
information concerning the evaluation can be found at http://dase.cs.wright.
edu/publications/acyclicity-notion-cqa-over-horn-srig-ontologies.

2 Preliminaries

Rules. We use the standard notions of constants, function symbols and predi-
cates, where = is the equality predicate, T is universal truth, and L is universal
falsehood. Variables, terms, atoms and substitutions are defined as usual. A fact
is a ground atom; i.e., an atom without occurrences of variables. As customary,
every term ¢ is associated with some depth dep(t) > 0. Furthermore, we often
abbreviate a vector of terms t1, . .., t, as t and identify ¢ with the set {t1,...,t,}.
In a similar manner, we often identify a conjunction of atoms ¢1 A. . .A¢,, with the
set {@1,...,0n}. With ¢(x) we stress that © = x1,...,x, are the free variables
occurring in the formula ¢.

Let t be some ground term and ¢ some constant. Let t. be the term obtained
from t by replacing every occurrence of a constant by ¢, i.e., f(d,g(e)). =
f(e,g(c)). The notation is analogously extended to facts and sets of facts.
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A term t' is a subterm of another term ¢ if and only if ¢/ = ¢, or t = f(s)
and t’ is a subterm of some s € s; if additionally ¢’ # ¢, then t’ is a proper
subterm of t. A term t is n-cyclic if and only if there exists a sequence of terms
of the form f(s1),..., f(Sn41) such that f(sp+1) is a subterm of ¢ and, for
every i = 1,...,n, f(s;) is a proper subterm of f(s;4+1). We simply refer to
1-cyclic terms as cyclic.

A rule is a first-order logic (FOL) formula of one of the forms

Vavz|(x, z) — Jyn(z,y)) or (1)
Ve [f(x) — = ~ yl, (2)

where  and 7 are non-empty conjunctions of atoms which do not contain occur-
rences of constants, function symbols nor of the predicate ~; x, y and z are
pairwise disjoint; and x,y € x. To simplify the notation, we frequently omit the
universal quantifiers from rules. As customary, we refer to rules of the forms
(1) and (2) as tuple generating dependencies (TGDs) and equality generating
dependencies (EGDs), respectively.

Given a set of rules R, we define R? and R as the sets of all the TGDs in
R which do and do not contain existentially quantified variables, respectively.
Moreover, let R™ be the set of all EGDs in R. A program is a tuple (R,Z) where
R is a set of rules and 7 is an instance; i.e., a finite set of equality-free facts.

The main reasoning task we are investigating in this paper is CQ answering.
Nevertheless, for the rest of the paper, we restrict our attention to the simpler
task of CQ entailment of boolean conjunctive queries (BCQs). This is without
loss of generality since CQ answering can be reduced to checking entailment of
BCQs. A BCQ, or simply a query, is a formula of the form Jyn(y) where 7 is a
conjunction of atoms not containing occurrences of constants, function symbols
nor /2.

For the remainder of the paper, we assume that T and L are treated as
ordinary unary predicates and that the semantics of T is captured explicitly in
any program P = (R, T) by including the rule p(z1, ..., z,) — T(z1)A.. . AT (z,)
in R for every predicate p with arity n occurring in P.

We interpret programs under standard FOL semantics with true equality. As
usual, a program P is satisfiable if and only if P }= Jy L (y). Furthermore, given
some query v, we write P |= v to indicate that P entails .

We will later employ skolemization to define the consequences of a TGD over
a set of facts. The skolemization sk(p) of some TGD p = ((x, z) — Jyn(x,y) is
the rule f(x, z) — n(x, y)osx where oy is a substitution mapping every y € y
into f¥(x) where f¥ is a fresh function unique for every variable y and TGD p.

Description Logics. We next define the syntax and semantics of the ontology
language Horn-SRZQ [13]. We assume basic familiarity with DL, and refer the
reader to the literature for further details [1]. Without loss of generality, we
restrict our attention to ontologies in a normal form close to the one from [13].

A DL signature is a tuple (N¢, Ng, N;) where No, Ng and Nj are infi-
nite countable and mutually disjoint sets of concept names, role names and
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Ain...MA,CB

b

()N ... N An(z) — B(z)

ALCVR.B —  A(z) A ( y) — B(y)
AC<1R.B —  A@)AR(z,y) NB(y) NR(z,2) NB(z) my=~ 2
AC3R.B —  A(z) — Jy[R(z,y) A B(y)]
SCR —  S(z,y) — R(z,y)
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Fig. 1. Mapping axioms « to rules II(c), where A(;y, B € N¢, R, S,V € Nr.

individuals, respectively, such that {1, T} C Ng. A role is an element of
N = NrRU{R™ | R € Ng}. A TBox aziom is a formula of one of the forms
given on the left hand side of the mappings in Fig. 1. TBox axioms of the form
A C 3dR.B are also referred as existential axioms. An ABox axiom is a formula
of the form A(a) or R(a,b) where A € N¢, R € Ng and a,b € N;. An aziom
is either a TBox or an ABox axiom. As usual, we simply refer to a set of TBox
(resp. ABox) axioms as a TBoz (resp. an ABoz).

A Horn-SRIQ ontology O (or simply an ontology) is some tuple (7,.A),
where 7 and A are a TBox and an ABox, respectively, which satisfies the usual
conditions [10].

Due to the close correspondence between ontologies and programs, we define
the semantics of the former by means of a mapping into the latter. Given some
TBox 7, let Ry = II(T). Given some ontology O = (T, A), let P(O) = (Rr, A)
where I7 is the function from Fig. 1. We say that O is satisfiable if and only if the
program P(O) is satisfiable. Furthermore, O entails a query =, written O = v,
if and only if P(O) is unsatisfiable or P(O) entails ~.

3 The Chase Algorithm

In this section we present two variants of the chase algorithm, which are some-
what similar to the oblivious and restricted chase from [3], and elaborate about
how such procedures may be used to solve CQ entailment over ontologies.

Definition 1. A fact ¢ is an oblivious consequence of a TGD p = ((x,z) —
Jyn(x,y) on a set of facts F if and only if there is some substitution o with
B(x,z)o0 CF and ¢ € sk(n(x,y))o where sk(n(xz,y)) is the head of the (skolem-
ized) TGD sk(p). A fact ¢is a restricted consequence of p on Fif and only if
there is a substitution o with (1) B(x,z)oc C F and ¢ € sk(n(z,y))o, and (2)
there is no substitution 7 2 o with n(x,y)T C F.

The result of obliviously applying p to F, written po(F), is the set of all
oblivious consequences of p on F. The result of obliviously applying a set of
TGDs R to F, written Ro(F), 1s the set|J ,cx po(F)UF. The result of restric-
tively applying p to F(resp., R to F), written pr(T) (resp., Rr(T)), is analo-
gously defined.
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Definition 2. Let ~~ be some total strict order over the set of all terms such
that t ~ u only if dep(t) < dep(u). Furthermore, we say that t is greater than u
with respect to ~~ to indicate t ~> u.

Given a set of EGDs R and a set of facts F, let —% be the minimal con-
gruence relation over terms such that t »—@ u if and only if there exists some
B(x) — x = y € R and some substitution o with B(x)o C F, o(x) =t and
o(y) = u. Let R(F) be the set that is obtained from F by replacing all occur-
rences of every term t by u where u is the greatest term with respect to ~~ such
that t —7% u.

Note that we define consequences with respect to sets of rules instead of
simply (single) rules as it is customary [3]. This allows us to define the chase as
a deterministic procedure (modulo ~~). Also, unlike in [3], where a lexicographic
order is used to direct the replacement of terms, we employ a type of order
which ensures that terms are always replaced by terms of equal or lesser depth.
This effectively precludes some “deeper” terms from being introduced during
the computation of the chase.

Definition 3. Let P = (R,Z) be some program. The oblivious chase sequence
of P is the sequence Fo, F1, ... such that F1 =T and, for alli > 1, F; is the set
of facts defined as follows.

- If R®(Fi-1) # Fiz1, then F; = R¥(Fi1).
- Iff,;l = R%(]:iil) and .7:1',1 75 Ré(]:i,ﬂ, then }—i = RE(fz,ﬁ
— Otherwise, F; = R2(Fi—1).

The restricted chase sequence of P is defined analogously.

For the sake of brevity, we frequently denote the oblivious (resp., restricted)
chase sequence of a program P with P}, P23, ... (resp., Pk, Pz, ...)

Definition 4. Let P be some program and let R be some set of rules. Then, the
oblivious chase of P is the set OC(P) = |U,cn Po- The restricted chase of P,
written RC(P), is defined analogously.

The oblivious (resp., restricted) chase of P terminates if and only if there
is some i such that, for all j > i, P& = PJL. Furthermore, the oblivious (resp.,
restricted) chase of a set of rules R terminates if the oblivious (resp., restricted)
chase of every program of the form (R,T) terminates.

Our definition of the chase sequence ensures that rules which do not contain
existentially quantified variables are always applied with a higher priority than
rules that do. Note that, by postponing the application of rules with existential
variables, we may prevent them from introducing further consequences.

The (restricted or oblivious) chase of a program can be employed to solve
CQ entailment [3]. Le., a program P entails a query v, written P = ~, if and
only if either OC(P) &= JyL(y) or OC(P) = ~ (resp., RC(P) = JyL(y) or
RC(P) = 7). Thus, we may also use the chase to solve CQ entailment over
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T = {Film C JisProdBy. Producer, Producer T Jprod. Film,
isProdBy~ C prod, prod~ C isProdBy}
O = (T, {Film(AD})
Rt = {p = Film(z) — y[isProdBy(z,y) N\ Producer(y)],
v = Producer(z) — Jy[prod(z,y) A Film(y)],
isProdBy(y,z) — prod(x,y), prod(y, x) — isProdBy(z,y)}
P(O) = (R, {Film(AD})
& = {Film(AI), isProdBy( Al f2(AI)), Producer(f{ (AI)}
R = {prod(f;(AD, AD} UP(O)o
P(O)5
= RC(P(0)) U{prod(f;(AD), fi(f5(AD)), Film(f5(f; (AD)),...}

=

Q

g

S0
I

Fig. 2. Ontology O = (T, A), program P(O) and the chase of P(O).

ontologies: An ontology O entails a query « if and only if OC(P(O)) = JyL(y)
or OC(P(0)) 7 (resp., RC(P(0)) = FyL(y) or RC(P(O)) |- 7).

For readability purposes, we say that the oblivious (resp. restricted) chase
of some ontology O terminates if and only if the oblivious (resp. restricted)
chase of P(Q) terminates. The oblivious (resp. restricted) chase of some TBox 7
terminates if and only if if the oblivious (resp. restricted) chase of R terminates.

As expected, the restricted chase has a better behavior than the oblivious
chase; i.e., in some cases, the former might terminate when the latter does not:

Ezample 5. Let O = (T, A) be as in Fig. 2. The figure depicts also the compu-
tation of the oblivious chase and that of the restricted chase of P(O). In this
case, RC(P(0O)) terminates whereas OC(P(Q)) does not.

4 Model Faithful Acyclicity

In this section we briefly describe Model Faithful Acyclicity (MFA) [6], one of
the most general acyclicity conditions for sets of rules. MFA guarantees the
termination of the oblivious chase of a program by imposing that no cyclic term
occurs in the chase. Note that, a condition such as MFA can be applied to check
whether a TBox 7 is acyclic; i.e., 7 is MFA if and only if Ry is MFA.

When one is interested in checking the termination of the oblivious chase
with respect to every possible instance, it is enough to check termination with
respect to a special instance, the critical instance [14]. The critical instance is
the minimal set which contains all possible atoms that can be formed using
the relational symbols which occur in TGDs and the special constant x. Such a
strategy is used by MFA to guarantee termination of a set of rules.

While the actual definition of MFA does not preclude the existence of EGDs,
equality is assumed to be axiomatized, and thus it is treated as a regular predi-
cate (EGDs are de facto TGDs). To reflect such treatment we will use the special
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predicate Eq to denote equality. However, as the following example shows, the
presence of equality in a set of TGDs frequently makes the MFA membership
test fail.

Ezample 6. Let X be the following set of rules and let X’ be the set of rules
that result from axiomatizing the equality predicate as usual (see Sect.2.1 of
[6]). Furthermore, let Z,(X’) be the critical instance of X’.

Y = {A(z) A B(z) — Jy[R(z,y) A B(y)], R(2,21) A R(2, 2) — Eq(z1,72)}
Eq={T(z) — Eq(z,), Eq(x,y) — Eq(y,z), Eq(x,2) N Eq(2,y) — Bq(z,y)}
5= {A(x) A Bq(z,y) — A(y), R(z,y) A\ Eq(z, 2) — R(2,y),
R(z,y) N Eq(y,z) — R(z,2)} UX UEq
Z.(X") = {A(%), R(%,%), Eq(x, %)}

The oblivious chase of (X, Z, (%)) does not terminate.

(&
{R(x, f(x)), B(f (%)), Eq(x, f(x))} UZ.(Z)
{A ), RUF(), F(£())), BUF(f(2)))s -}

(X L))o =
(X I (2)6 =

To avoid this situation, the use of singularization [14], a somewhat “less-
harmful” axiomatization of equality, is proposed in [6].

Definition 7. A singularization of a rule p is the rule p’ that results from per-
forming the following transformation for every variable v in the body of p:

— Rename each occurrence of v using different fresh variables vy, ..., Uy,

- pick some j =1,...,n and add the atoms Eq(v1,v;), ..., Eq(v,,v;) to the body
of p and

— replace any occurrence of v in the head of p with v;.

Let X be a set of TGDs and let Eq be the set from Example 6. A singulariza-
tion of X is a set of TGDs X" which contains Eq and exactly one singularization
of every p € X. Let Sing(X) be the set of all possible singularizations of X.

Ezample 8. Rule A(z) A B(x) — Jy[R(x,y) A B(y)] from Example 6 admits two
possible singularizations: (i) A(x1) A B(x2) A Eq(xe,x1) — Jy[R(z1,y) A B(y)]
and (ii) A(xz1) A B(x2) A Eq(x1,22) — Jy[R(x2,y) A B(y)].

Note that, for any X’ € Sing(X), if X’ is MFA, then the oblivious chase of
X’ can be used to answer queries on X' [6]. The use of singularization along with
MFA gives rise to the following acyclicity notions.

Definition 9. For a set of TGDs X, if there is some X' € Sing(X) which is
MFA, then X is said to be MFA?. If every %' € Sing(X) is MFA, then X is
MFAY.
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To some extent, the use of singularization solves the problems with equality:
One can check that ¥ in Example 6 is MFAZ, but not MFA". Nevertheless, due
to the high number of possible singularizations, it is frequently not feasible to
check MFA? or MFAY membership. A simpler alternative is to check whether
Usresings) & 1s MFA. If that is the case, then X' is said to be MFA". Note
that in the case of Horn-SRTQ TBoxes, |U s/ cging ) &'| is actually polynomial

in |X| and, as such, MFA" is more feasible to check. Thus, we will use MFA"
as a baseline for the evaluation of the new acyclicity condition RCA,,, which is
introduced in the next section.

5 Restricted Chase Acyclicity

While MFA is quite a general acyclicity condition, it has two main drawbacks:

1. It only considers the oblivious chase, which as we have seen in Example 5,
might not terminate (even though the restricted chase does!), and

2. its treatment of equality via singularization is cumbersome and inefficient in
practice. Not only MFAZ and MFA" are difficult to check, but even after a set
of TGDs are established to belong to some MFA subclass, one has to employ
a singularized program for reasoning purposes.

In this section, we present RCA,,, an acyclicity notion with neither of these
drawbacks: RCA,, verifies termination of the restricted chase of a TBox and does
not require the use of cumbersome axiomatizations of the equality predicate.
Furthermore, unlike MFA, RCA,, allows for the presence of cyclic terms in the
chase up to a given depth n.

Since we are primarily interested in termination of the restricted chase of a
Horn-SRZQ TBox, one might wonder why we do not simply check for termina-
tion of the restricted chase for such a TBox with respect to the critical instance,
as it is done in the previous section with the oblivious chase. Unfortunately,
this is not possible: The restricted chase of any set of existential rules always
terminates with respect to the critical instance. Thus, we have to devise more
sophisticated techniques to check the termination of the restricted chase. We
start by introducing the notion of an overchase for a TBox.

Definition 10. A set of facts V is an overchase for some TBox T if and only
if, for every O = (T, A), RC(P(0)), C V.

Given some TBox 7, an overchase for 7 may be intuitively regarded as an
over-approximation of the restricted chase of 7.

Lemma 11. If there exists a finite overchase for a TBox, then the restricted
chase of such TBox terminates.

Thus, to determine whether the chase of a TBox 7 terminates, we introduce
a procedure to compute an overchase for 7 and a means to check its termination.
We proceed with some preliminary notions and notation.
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Definition 12. Let T be some TBoz and t a term. Let Z(t) be the set of facts
defined as follows: If t is of the form fY(s) where p = A(x) — Jy[R(z,y) A B(y)],
then Z(t) = {A(s), R(s,t), B(t)} UZ(s); otherwise, Z(t) = 0. Furthermore, we
introduce the program U(T ,t) = (RY U RZE, I(t)).

Intuitively, the restricted chase of the program U(7,t) can be regarded as
some kind of under-approximation of the facts that must occur in the chase
of every program of the form P((7,.A)) where ¢t occurs. Le., if ¢ occurs in
the restricted chase sequence of any program P((7,.A})), then the facts in the
restricted chase of U(7, t) must also occur (up to renaming) in the chase sequence
of such program. Furthermore, due to the special priority of application of the
rules during the computation of the chase, the facts in the restricted chase of
U(T,t) must occur in the restricted chase sequence of every program of the form
P((T,A)) before any successors of ¢ are introduced.

Ezxample 13. Let O, p and v be the ontology and rules from Example 5. Then,
by Definition 12:

I(fY(AI)) = {Film(AI),isProdBy(AI, fY(AI)), Producer(f3(AI))} and

P

RCU(T, f(AI))) = {prod(f; (AI), AD)} UL(f(AI)).

All the facts in the restricted chase of U(7,t) occur in the restricted chase
sequence of P(O) before any successors of term f¥(AI) are introduced. This is
because the rule isProdBy(y,z) — prod(z,y) is applied with a higher priority
than the rule v = Producer(z) — Jy[prod(z,y) A Film(y)].

Given a TBox 7 and some term of the form f¥(t), we can in some cases con-
clude that such a term may never occur during the computation of the restricted
chase of every program of the form P({7,.A)) by carefully inspecting the facts
in the set U(7,1).

Definition 14. Let T be a TBox and t a term of the form f}(s) where p =
A(z) — Jy[R(x,y) AN B(y)]. We say that a term t is restricted with respect to 7
if and only if there is some term u with {R([s],u), B(u)} € RC(U(T,s)) where
[s] = [v], if s is replaced by v during the computation of the restricted chase
sequence; and [s] = s, otherwise.

We often simply say that a term is “restricted”, instead of “restricted with
respect to 7,7 if the TBox 7 is clear from the context.

Lemma 15. Let T be a TBox and t a restricted term. Then, for every possible

O = (T, A), t ¢ RC(P(O)).

Proof (Sketch). Let t be a term of the form fJ(s) where p = A(z) —
Jy(R(z,y) A B(y)). We can verify that, if ¢ occurs during the computation of the
chase sequence, then every fact RC(U(7,s)) will also be included in such chase
sequence before any new terms are introduced. Thus, if ¢ is indeed restricted,
there must be some u with R([s],«) and B(u) occurring in the chase sequence.
Therefore, by the definition of the chase, the term ¢ may never be derived.
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V-rule if there is some TGD of the form p = (@, y) — n(x) € Rt
then V5 — pr(V7r)UVr
Frule if there is some T'GD of the form p = A(z) — Jy[R(z,y) A B(y)] € Rt
and there exists some substitution o such that (i) A(xz)o C V7 and
(ii) f¥(x)o is not restricted with respect to T
then Vr — {R(x, f2(2)), B2 (@))}o UVr
~-rule if there is some EGD (3(x,y) — = = y € R1 and there exists some
substitution o such that S(x,y)o C Vr
then Vr — {Eq(z,y), Eq(y,x)}o U VT
Eg-rule if there are some terms t, u and u; where ¢ = 1,...,n and some
predicate p such that (i) p # Egq, (ii) {Eq(t,u),p(u1,...,un)} C Vr,
(iii) dep(t) < dep(u) and (iv) u = u; for some j =1,...,n
then V7 — {p(u1,...,un)}{u/t]UVT

Fig. 3. Expansion rules for the construction of Vr.

Example 16. Let T, p and v be the TBox and rules from Example 5. We proceed
to show that the term f¥(fY(AI)) is restricted. First, we compute the restricted
chase of U(T, f¥(AI)).

RCU(T, fI(AI))) = {Producer(AI),prod(Al, fY(AI)),
Film(fY(AI)),isProdBy(f(AI), AI)}
Note that {isProdBy(fY(AI), AI), Producer(AI)} C RC(U(T, f¥(AI))). Thus,
fY(fY(AI)) is restricted with respect to 7 and, by Lemma 15, it may not occur
in the restricted chase of a program of the form P((7,.A)). Furthermore, by

Definition 14, if f¥(fY(AI)) is restricted, then every term of the form f¥(f(c)),
where c is a constant, is also restricted.

With Definition 14 and Lemma 15 in place, we proceed with the definition
of a procedure to construct an overchase for some given TBox 7.

Definition 17. Let T be a TBox. We define V1 as the set initially containing
every fact in T,(R7) which is then expanded by repeatedly applying the rules in
Fig. 3 (in non-deterministic order).

Lemma 18. The set Vr is an overchase of the TBox T .

Proof (Sketch). The lemma can be proven via induction on chase sequence of
any ontology of the form O = (7, A). Note that, O% C Vr by the definition of
V7. It can be verified that, for every possible derivation of a set of facts during
the computation of the chase of O, such facts will always be contained in Vr.

Corollary 19. The restricted chase of some TBox T terminates if V1 is finite.
Example 20. Let T be the TBox from Example 5. Then V7 is as follows.

V1 = {Film(x),isProdBy(x), Producer(x), prod(*,x),
isProdBy(x, f3(x)), Producer(f}(x)), prod(x, f§ (%)), Producer(f4(x))}
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Note that terms f¥(f¥(x)) and f¥(f}(x)) are restricted and thus, they are not
included in V7. Since V7 is finite, we can conclude termination of the restricted
chase of the TBox 7.

In the previous example, we were able to ascertain termination of the
restricted chase of 7 after verifying that the set V7 is finite. A sufficient con-
dition for finiteness of V7 is to only allow cyclic terms up to a certain depth in
this set. We use such condition to formally define RCA,,.

Definition 21. A TBoxz T is RCA,, if and only if there are no n-cyclic terms
in V1. An ontology (T, A) is RCA,, if and only if T is RCA,,.

Theorem 22. If a TBox T is RCA,, then the restricted chase of T terminates.

We proceed with several results regarding the complexity of deciding RCA,,
membership and reasoning over RCA,, ontologies.

Theorem 23. Deciding whether some TBox T is RCA,, is in EXPTIME.

Theorem 24. Let O = (T, A) be some RCA,, ontology and v a query. Then,
checking whether O = v is EXPTIME-complete.

To close the section, we present several results in which we theoretically
compare the generality of RCA,, to MFA".

Theorem 25. MFA" does not cover RCA;.
Proof. The TBox 7 from Example 5 is RCA; but not MFA".

Theorem 26. If T is MFA” then T is RCA, for every n > |T>| where T is
the set of all existential axioms in T .

6 Evaluation

6.1 An Empirical Comparison of RCA,, and MFA"

In this section we include an empirical comparison of the generality of RCA,,
and MFA". For our experiments, we use the TBoxes of the ontologies in the
OWL Reasoner Evaluation workshop (ORE, https://www.w3.org/community/
owled/ore-2015-workshop/) and Ontology Design Patterns (ODP, http://www.
ontologydesignpatterns.org) datasets. The former is a large repository used in
the ORE competition containing a large corpus of ontologies. The latter contains
a wide range of smaller ontologies that capture design patterns commonly used
in ontology modeling. The ORE dataset is rather large, and thus we restrict our
experiments to the 294 ontologies with the smallest number of existential axioms,
while skipping the 77 ontologies with the largest number of existential axioms.
The number of such axioms contained in an ontology is a useful metric to predict
the “hardness” of acyclicity membership tests; i.e. running these experiments
would be very time-intensive, while our results, reported below, already indicate
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ORE

J-Axioms Avg. Size Count MFAY RCA; RCA- RCA3
1-5 175 70 70.0 87.1 92.9 92.9
6-10 219 48 58.3 83.3 83.3 83.3
11-25 916 54 83.3 85.2 91 91
26-100 521 42 54.8 59.5 61.9 61.9
101-500 1290 42 26.2 26.2 28.6 28.6
501-1922 5052 38 60.5 60.5 60.5 60.5
1-1922 1362 294 60.9 70.1 73.1 73.1
oDP

J-Axioms Size Total MFAY RCA; RCA- RCA3
1-12 39 18 73.7 100.0 100.0 100.0

Fig. 4. Results for the ORE and ODP Repositories.

that for such very hard TBoxes MFA" and RCA,, will likely not differ much
(while they differ significantly for ontologies with a lower count of existential
axioms).

Only Horn-SRZQ TBoxes which cannot be expressed in any of the OWL
2 profiles were considered in our experiments. This is because all OWL 2 RL
TBoxes are acyclic (with respect to every applicable acyclicity notion known to
us), and there already exist effective algorithms and efficient implementations
that solve CQ answering over OWL 2 EL and OWL 2 QL ontologies [11,17,18]
(albeit, if these do not include complex roles).

The results from our experiments are summarized in Fig.4. The evaluated
TBoxes are sorted into brackets depending on the number of existential axioms
they contain. For each bracket we provide the average number of axioms in the
ontologies (“Avg. Size”), the number of ontologies (“Count”), and, for every
condition “X” considered, the percentage of “X acyclic” ontologies

RCA; and RCAj3 turned out to be indistinguishable with respect to the
TBoxes considered and thus, we limit our evaluation to RCA,, with n < 3. Our
tests reveal that RCA, is significantly more general than MFA", particularly
when it comes to TBoxes with a low count of existential axioms. However note
that reasoning over ontologies with few (existential) axioms is in general not
trivial: All of the ontologies considered in our materialization tests (see Fig.5)
contain less than 20 existential axioms. For TBoxes containing from 1 to 10
existential axioms in the ORE dataset, more than half of the ontologies which
are not MFA” are RCA,. Furthermore, the 4 ontologies in the ODP dataset
which are not MFAY are RCA,. Interestingly, in both repositories we could not
find any ontology that is MFA" but not RCA;. Thus, with respect to the TBoxes
in our corpus, RCA; already proves to be more general than MFA".

In total, we looked at 312 ontologies, 62 % and 75 % of which are MFA" and
RCA,, respectively. To gauge the significance of this improvement, we roughly
compare these numbers with the results presented in [6]. In that paper, the
authors consider a total of 336 ontologies, of which 49 %, 58 % and 68 % are
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Triples Restricted Oblivious PAGOdA Konc.
Count | C Q1-Q4 ¢ Q1-Q4 p Q1-Q4 R
2.8M 10 0000 451 00TO 0 89 OM 4 1 0 75
51M 21 0000 1381 0O0TO 3] 147 OM 1 2 0 214
6.7M 28 0000 1029 20TO 0] 203| OM 2 3 1 506
8.1M 36| 37000 TO| -- - -|263| OM 2 2 6| 1347
9.0M 37 0000 oM | -- - -] 113 11 11 198
17.8M 72 0000 OM | -- - -] 232 2 2 33 987
26.2M | 107 0000 OM| -- - -] 378 410 12 5| 3491
33.9M | 141 0100 OM| -- - -] 521 621 2112 TO
2.8M 8 0001 7000 0 74 51 OM 0 0 O 51
5.7TM 16 0002 158 11 1154 91 OM 1 10 118
8.4M 26 0003 242 11 2186 | 142 OM 2 1 1 220
11.4M 37 1005 341 22 3311 197 OM 3 1 1 315
2.2M 11 0000 5[ 00 0 1 61 28 0TO 1 53
4.5M 27 2000 1331 00 1 2] 121 60 0 TO 2 125
6.6 M 42 3110 216 11 2 3] 186 | TO 0TO 5 292
8.9M 58 5121 310 12 4 6] 260 TO 0TO 5 644

Fig. 5. Results for Reactome, Uniprot, LUBM and UOBM (sorted from top to bottom
in the above table).

weakly acyclic [7], jointly acyclic [12] and MFA"| respectively. Even though the
comparison is not over the same TBoxes, we verify that the improvement in
generality of our notion is in line with previous iterations of related work.

6.2 A Materialization Based Reasoner

We now report on an implementation of the restricted chase as defined in Sect. 3.
Moreover, we also present an implementation of the oblivious chase with singu-
larization, i.e., the chase as it must be used if we employ MFA" (see Sect.4).
We use the datalog engine RDFOx [15] in both implementations.

We evaluate the performance of our chase based implementations against
Konclude [19], a very efficient OWL DL reasoner, and PAGOdA [20], a hybrid
approach to query answering over ontologies. PAGOdA combines a datalog rea-
soner with a fully-fledged OWL 2 reasoner in order to provide scalable 'pay-
as-you-go’ performance and is, to the best of our knowledge, the only other
implementation that may solve CQ answering over Horn-SRZ Q ontologies with
completeness guarantees, albeit only in some cases. Nevertheless, PAGOdA was
able to solve all the queries (that is, all of which for which it did not time-out
or run out of memory) in this evaluation in a sound and complete manner.

We consider two real-world ontologies in our experiments, Reactome and
Uniprot, and two standard benchmarks, LUBM and UOBM, all of which con-
tain a large amount of ABox axioms. Axioms in these ontologies which are not
expressible in Horn-SRZQ were pruned. Furthermore, one extra axiom had to
be removed from Uniprot for it to be both MFA" and RCA; acyclic.
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The results from our experiments are summarized in Fig. 5. For each ontology,
we consider four samples of the original ABox. The number of triples contained
in each one of these is indicated at the beginning of each row, under the column
“Triples Count”. As previously mentioned, we consider four different implemen-
tations: These include the two aforementioned variants of the chase (“Restricted”
and “Oblivious”), PAGOdA (“PAGOdA”) and Konclude (“Konc.”). For both
chase based implementations, we check the time it takes to compute the chase
(“C”) and then the time to solve each of the four queries crafted for each ontology
(“Q1-Q4”). In a similar manner, we list the time PAGOdA takes to preprocess
each ontology (“P”) plus the time it takes to answer the queries (“Q1-Q4”).
Finally, we list the time Konclude takes to solve realization; i.e., the task of
computing every fact of the form A(a) entailed by an ontology (note that Kon-
clude cannot solve arbitrary CQ answering). Time-outs, indicated with “TO,”
were set at 1h for materialization and 5 min for queries. We make use of the
acronym “OM?” to indicate that an out-of-memory error occurred. Sometimes, a
time-out or an out of memory error prevents us from answering the queries: Such
a situation is indicated with “-.” All experiments were performed on a MacBook
Pro with 8 GB of RAM and a 2.4 GHz Intel Core i5 processor.

For each ontology, we consider four different queries which are listed in the
App. Section B included in the extended technical report. A summarized descrip-
tion of these queries, in which we ignore unary predicates, can be found in Fig. 6.
For every ontology, the query Q1 is of the form 3z, y, 2R(x, y) AR(z, y) where R is
an existentially quantified role occurring in the TBox. It appears that PAGOdA
has trouble with this kind of query, whereas the chase based implementations
efficiently solve it in all but one case. This is probably due to the design of the
hybrid reasoner which considers under and over approximations to provide com-
plete answers to CQ: It appears that queries as the one previously considered
find a large number of matches in the upper bound which slows down the per-
formance of this reasoner. Queries Q2, and Q3 and Q4 are acyclic and cyclic,
respectively (a query is acyclic if the shape of its body is acyclic). Even though
it is well-known that answering acyclic CQs can be reduced to satisfiability [5],
we included such a type of query in our evaluation in an attempt to verify
whether solving acyclic queries is simpler than cyclic queries (this is indeed the
case theoretically). Nevertheless, our experiments do not reveal any significant
differences.

First, note that computing the restricted chase employing renaming tech-
niques to deal with equality is way more efficient than computing the oblivious
chase with singularization. We conjecture that this is because the efficient built-
in capabilities of RDFOx to deal with equality and the fact that the rules that
result from the application of singularization are rather cumbersome. Second, see
that our proposed algorithm is also superior to PAGOdA when it comes to CQ
answering. Third, the implementation of the restricted chase outperforms the
DL reasoner Konclude by an order of magnitude when it comes to solve materi-
alization of the larger samples considered (note that, by computing the chase of
a program we already solve materialization). It is clear that our implementation
also scales much better than the OWL DL reasoner.
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ay(w,y) : PE(w, 2), pE(y, 2) A (2,9) + <Cla, ), <Cy, 2)
qy(x,z) : mPE(z, w), mPE(z,w), p(y, 2), pC(x, y) qy(x) : tF(w,2),10(x,y),d(z, z)
qz(z, z) : fL(z,w),fL(xz,y),sIB(w, 2),sIB(y, z) qz(x) : tF(w,y),tF(w,z),d(y, 2),d(z, z)
qu(z,2z) : p(w, 2),p(y, z), pC(z, w), pC(z, y) qu(z) : Iz, w),cC(w, z), I(x,y), cC(y, )
A (@,2) + W (@, ), (=, ), pA(, 2) a1 (@,y) ¢ tC(x, 2),tC(y, )

as() : a2, ), 10(y, 2), mO(y, w) 4o(2) : tAO(z, ), PA(z, o), tC(w, ), wF(z, v)}
qz(z,z) : tO(y, z),a(x,y),tC(x, z) qz(z,y) : iIFO(z,y),(z, 2)

qu(z) : pA(z, z), pA(z,y),a(z,¥y), qu(xz,y) : hDDF(z, z), hDDF(y, z), hMDF(z, w),

mO(z,w), mO(y, w) hMDF(y, w), wF(x, v), wF(y, v)

Fig. 6. Summarized queries for Reactome (top left), Uniprot (top right), LUBM
(bottom left) and UOBM (bottom right).

7 Conclusions and Future Work

We introduce a novel acyclicity notion for Horn-SRZQ TBoxes and prove
it to be, theoretically and empirically, more general than previously existing
conditions [6]. To the best our knowledge, this is the first acyclicity notion (for
ontologies or rules) which considers termination of the restricted chase algorithm.
Moreover, our contribution is also relevant in practice: Based on our ideas, we
produce an implementation which vastly outperforms state-of-the-art reasoners.

As future work, we plan to lift our acyclicity condition to the case of general
rules; i.e., not only those resulting from the translation of Horn-SRZQ TBoxes.
We also intend to work on further optimizing our implementation of the RCA,,
membership check and our restricted chase based algorithm.
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Abstract. Query containment is one of the building block of query opti-
mization techniques. In the relational world, query containment is a well-
studied problem. At the same time it is well-understood that relational
queries are not enough to cope with graph-structured data, where one
is interested in expressing queries that capture navigation in the graph.
This paper contributes a study on the problem of query containment
for an expressive class of navigational queries called Extended Prop-
erty Paths (EPPs). EPPs are more expressive than previous navigational
extension of SPARQL (e.g., nested regular expressions) as they allow to
express path conjunction and path negation, among others. We attack
the problem of EPPs containment and provide complexity bounds.

1 Introduction

Research in graph query languages has emerged as a consequence of the intrin-
sic limitations of relational query languages when it comes to the possibility to
express recursion and navigation. This lead to the design of languages like Regu-
lar Path Queries (RPQs) and their extensions, including 2RPQs [2] that include
the possibility to traverse paths backwards, Extended Regular Path Queries
(ERPQs) [1] that offer higher expressive power by allowing to express queries that
also capture graphs [11,13]. Another well-studied class of queries is that of Nested
Regular Expressions (NREs) [26], that were originally proposed as the naviga-
tional core of SPARQL. The current SPARQL 1.1 standard introduced Property
Paths (PPs) as navigational core; PPs offer very limited expressive power due to
the lack of features to express any type of test within a path. To cope with these
issues and design a language as close as possible to the current W3C standard,
the language of Extended Property Paths (EPPs) has been recently proposed [12].
EPPs are more expressive than NREs, PPs and other navigational extensions of
SPARQL thanks to the possibility to express path conjunction, negation and more
powerful types of tests (e.g., checking the values of nodes reached via a nested
expression) while keeping query evaluation tractable.

Related Work. The problem of query containment is one of the main pillars of static
analysis and query optimization. In what follows we will not consider containment
under constraints as we tackle containment of EPPs without constraints.

© Springer International Publishing AG 2016
P. Groth et al. (Eds.): ISWC 2016, Part I, LNCS 9981, pp. 86-101, 2016.
DOI: 10.1007/978-3-319-46523-4_6
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In the relational world, query containment for conjunctive queries (CQs) is now
well-understood; it is NP-complete for basic CQs [5] and union of CQs [29] while
it is I7§ when considering arithmetic comparison and also bag semantics [6,19].

For graph queries, containment of 2RPQs has been shown to be PSPACE-
complete [1,2]; the complexity jumps to EXPTIME-hard under the presence
of functionality constraints and to 2EXPTIME when considering expressive
description logics constraints [4]. The problem becomes exponential if the query
on the right hand side has a tree structure (cf. for example, [3]); for extended
RPQs containment is undecidable for Boolean queries over a fixed alphabet [1].

In the Semantic Web, the containment of PSPARQL has been studied in
Chekol et al. [8], this work provides lower bounds for upper bound complexity
results reported in that paper; for NRE, Reutter [28] has shown a PSPACE
upper bound; for SPARQL PPs, Kostylev et al. [20] show that the containment
ranges from EXPSPACE-complete for OPT-free queries to PSPACE-complete
if the right-hand side query is a pattern without projection. The study in [27]
provides complexity analysis for several fragments of SPARQL: the results range
from NP-completeness for AND-UNION queries to undecidability for the full
SPARQL.

Another related language is XPath; the problem of XPath 2.0 query con-
tainment has been studied in ten Cate and Lutz [30]. They showed that the
introduction of path intersection alone (i.e., the language CoreXPath (N) leads
to 2EXPTIME-completeness. Finally, Kostylev et al. [22] studied the problem
of containment of navigational XPath queries (i.e., the GXpath langauge), with
results ranging from undecidability (when negation is considered) to EXP-TIME
completeness for the positive fragment.

Contributions. We study query containment for EPPs, a significant extension of
property paths (PPs), the current navigational core of SPARQL, and NREs for
which containment has been already studied. We resort on two main ingredients:
(i) an encoding of EPPs into the p-calculus; (ii) the notion of (RDF) transition
systems to check the validity test of p-calculus formulae and provide an upper
bound on the containment of EPPs and SPARQL with EPPs. For lower bounds
we make connections between EPPs, PDL and XPath 2.0.

Automata theoretic notions and a reduction into validity test in a logic have
been widely used to address the problem of query answering and containment
[2,3,10,15,20,24]. Contrary to the automata techniques, the logic based
approaches are fairly implementable. In this respect, it has been shown [16] that
logical combinators can provide an exponential gain in succinctness in terms of
the size of a logical formula thus allowing to study containment for expressive
query languages in exponential-time, even though their direct formulation into
the underlying logic results in an exponential blow up of the formula size.

Outline. The remainder of the paper is organized as follows. We provide some
background in Sect. 2. The language of EPPs is introduced in Sect. 3. Section 4
describes an encoding of EPPs into the p-calculus. Section 5 discusses the con-
tainment of EPPs. We conclude in Sect. 6.
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2 Preliminaries

This section provides some background about the machineries used in this paper.
We start with RDF and SPARQL and then give a brief overview about p-calculus
that will be used to tackle the containment of EPPs.

RDF and SPARQL. An RDF triple! is a tuple of the form (s, p, 0) € IXIxIUL,
where I (IRIs) and L (literals) are countably infinite sets. The set of terms of
an RDF graph will be terms(G) while nodes(G) will be the set of terms used
as a subject or object of a triple. An RDF graph G is a set of triples. To query
RDF data, a standard query language, called SPARQL, has been defined. The
semantics of a SPARQL query [25] is defined in terms of solution mappings. A
(solution) mapping m is a partial function m: ¥V — IUL. The SPARQL semantics
uses a function [Q]¢ that evaluates a query @ on a graph G and gives a multiset
(bag) of mappings in the general case. However, when considering SPARQL with
patterns using recursive PPs (i.e., using *, +) the standard introduces auxiliary
functions (called ALP) that return sets of mapping.

p -calculus. The p-calculus (£,) is a logic obtained by adding fixpoint operators
to ordinary modal logic [23]. For the purpose of this paper we will make usage
of the p-calculus with nominals and converse programs [31]. The syntax of the
p-calculus includes countable sets of atomic propositions AP, a set of variables
Var, a set of programs and their respective converses Prog = {s,p,0,3,p, 0} used
to allow navigation in a graph. A p-calculus formula ¢ is defined inductively as:

pu=Tlq| X |~ploA|eVe|(a)e][ae | uXe | vXe

where g € AP, X € Var and a € Prog is a transition program or its converse a.
The greatest fixpoint v and least fixpoint operator u introduce general and finite
recursion in graphs, respectively. The semantics of the p-calculus is given over a
transition system (aka Kripke structure) K = (S, R, L), where S is a non-empty
set of nodes, R : Prog — 2°%% is the transition function, and L : AP — 29
assigns a set of nodes to each atomic proposition or nominal where it holds, such
that L(p) is a singleton for each nominal p. For converse programs, R can be
extended as R(a) = {(s,s) | (s,s") € R(a)} where s,s' € S.

Definition 1 (Model of a formula). For a sentence ¢ and a transition system
K = (S,R,L), K is model of ¢, denoted K = ¢, if there exists s € S such
that K,s = ¢ if and only if s € [p]¥ ~ s is an element of the answer to the
evaluation of p over K. If a sentence has a model, then it is called satisfiable.

If a p-calculus formula 1 appears under the scope of a least u or greatest v fixed
point operator over all the programs {s,p, 0, ,p,0} as, uX. V()X V()X V---
or vXap A (s)X A (p)X A ---, then, for legibility, we denote the formulae by
Ifp(X, ) and gfp(X, ), respectively.

1 'We do not consider bnodes.
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RDF Transition System. An RDF transition system [9] no
is a labeled transition system, Kg = (S = S"US”,R, L), -
representation of an RD% graph G whe(re two sets of nodeg, Eﬁ)
S’ and S”, are introduced: one set S” for each triple
(called triple node) and the other set S’ for each subject,
predicate, and object of each triple. A triple node (the
black node in the figure below) is connected to its sub-
ject, predicate, and object nodes. For instance, the RDF
graph i> can be turned into the RDF transition
system in Fig.1, where S’ = {ny,no,ns}, S” = {t}, R(s) = {(n1,t)}, R(p) =
{(t,n3)}, R(0) = {(t,n2)}, and L(z) = {n1}, L(y) = {n2}, L(z) = {n3}. Navi-
gation from one node to another, in RDF transition systems, is done by using
a set of transition programs {s,p,o} and their converses. Since the p-calculus
with converse lacks functionality for number restrictions one cannot impose that
each triple node is connected to exactly one node for each subject, predicate,
and object node. However, one can impose a lighter restriction to achieve this by
taking advantage of the technique introduced in [14] and adopted in [7]. Since
it is not possible to ensure that there is only one successor, then we restrict all
the successors to bear the same constraints; thus, they become interchangeable.
This is achieved by rewriting the formulas using a function func such that all
occurrences of (a)y (existential formulas) are replaced by (a) T A [a]p; in Defini-
tion 2, func is defined inductively on the structure of a p-calculus formula. When
checking for query containment, we assume that the formulas are rewritten using
the function func.

n3

Fig. 1. Encoding of
an RDF triple into a
transition system.

Definition 2. func is inductively defined on the structure of a p-calculus for-
mula as follows:

func(T)=T func(L)= L
func(q) =¢ g€ APUNom func(X)= X X eVar
func(—g) = —func(yp) func(e A 9p) = func(y) A func(y))
func(p V ¢) = func(yp) V func(v)) func({a)p) = (a)T A [a]func(p) a € Prog
func((a)p) = (a)func(p) func([a]) = [alfunc(p)
func(uX.p) = puX.func(yp) func(vX.¢) = vX.func(p)

Figure 2 shows an RDF graph G and an excerpt of its corresponding RDF
transition system Kg. Each RDF triple requires the introduction of a transition
node (i.e., black nodes in the figure), where: the subject of the RDF triple has an
incoming edge to the transition node labeled as s and the predicate and object
have outgoing edges labeled as p and o, respectively. At this point, we shall define
the model of formula 1 in terms of RDF transition systems.

Definition 3 (RDF transition system model). An RDF transition system K¢
1s considered as a model of formula v if there exists a node s in the transition
system where 1 holds, i.e., Kg,s = . If a formula has a model, then it is called
satisfiable.



90 M.W. Chekol and G. Pirro

“leaderParty

rdsisp ...
B piane
rdfs:sp
N,
380226

population

D
~“Democratic_Party

formationYear
country ‘leaderParty

5
oy Tuseany ) ogon

transportation

Sfs:sp

&
“train
( ) 419777
P 4

Tdfs:sp

:population

ouny_ O
e waesp
53521 |Population IeaderParty 1 ' =
“twinned formationYear transportation
K 436870
:Socialist_P:
@:M\g\lannu population S°°'a‘s' ) population twinned P

“twinned.
53150

Fig.2. An graph G and an excerpt of its corresponding RDF transition system K¢g

The following lemma links RDF transition systems with transition systems
when encoding in p-calculus a query expressed in some RDF query language.

Lemma 1 (Chekol et al. [7]). Let ¢ be a p-calculus encoding of an
EPPs query, v is satisfied by some RDF transition system Kg if and only if
func(yp) is satisfied by some transition system K.

The above lemma serves as a basis for the encoding of EPPs that will be
encoded in p-calculus formulas and then can be interpreted over RDF transition
systems.

3 Extended Property Paths

We now introduce our navigational extension of SPARQL called Extended Prop-
erty Paths (EPPs) [12].

Syntax. EPPs extend PPs and NREs-like languages with path conjunc-
tion/negation, repetitions, and more types of tests. The syntax of EPPs is given
below:

e ™ | <+7‘ 9 ‘ ‘*7| </7 | <|7 |

oI vest [ @& e | o~ QLAY
test i1 = test | test ‘&&’ test | test ‘||’ test |‘(’ test ‘)’ | base
base :: =iri | ‘“iri | ‘TP(’P ‘" e )’ | ‘T("EExp‘)’
pu='s|‘p| ‘o

'Default is _s; ?Default is_o. We refer to EPPs without path repetition, path
complement as cEPPs.

EPPs introduce the following new features: path conjunction (e;&es), path
negation (ej~es), path repetitions between [ and h times (e{l, h}), and different
types of tests (test) within a path. EPPs allow to specify the starting and ending
position (P) of a test; it is possible to test from each of the subject, predicate
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and object positions in RDF triples, mapped in the EPPs syntax to the position
symbols _s, p and _o, respectively. Positions do not need to be always specified;
by default a test starts from the subject (_s) and ends on the object (_0) of the
triple being traversed. There are different types of tests (test); a test can be a
simple check for the existence of a IRI in forward /reverse direction, a nested EPP,
i.e., TP(P, e), which corresponds to the evaluation of the expression e starting
from a position P (of the last triple traversed) and returns true iff there exists
at least one node that can be reached via e. A test can also be of type T; here,
EExp (not reported here for sake of space) extends the production [110] in the
SPARQL grammar? which enables to use in EPPs tests available in SPARQL as
built-in conditions. Tests can be combined via the logical operators AND (&&),
OR (||) and NoT (!).

Positions and Tests. EPPs tests can be coupled with positions. To formally
explain the reasoning behind tests and positions, we make usage of a function
II(p,t), which projects the element in position P of a triple ¢. If we have t=
(u1,p1,u2) and the test T(_p=p;) then IT(_p,(u;,p1,us))=p1 that checks p;=ps,
and, in this case, returns true; however, it returns false for T(_.o=ps).

Ezample 1 (Path Conjunction, Negation and Tests). Find pairs of cities
located in the same country but not in the same region; such cities must be
governed by the same political party, which has been founded before 2010.

NREs-based languages (and PPs) cannot express such request due to the
lack of path conjunction/negation. With EPPs it can be expressed as shown in
Fig. 3.

€1=(:country/":country)~(:region/":region)

j/

:leaderParty '?y
scountry ‘/

€2
I
L 2010 /;/
62 =((:leaderParty&& TP(_o, :formationYear&&T(_o0<2000)))/":leaderParty)

Fig. 3. EPP expression for Example 1.

The expression is the conjunction (&) of the two sub-expressions e; and es.
In the sub-expression ej, the symbol ~ denotes backward navigation; from
the object to the subject of a triple. Path negation ~ enables to discard from the
set of cities in the same country (i.e., :country/" :country) those that are in
the same region (i.e., :region/" :region). Path conjunction & enables to keep

2 http://www.w3.org/ TR /sparqll1-query/#rExpression This is not considered when
dealing with containment of EPPs.


http://www.w3.org/TR/sparql11-query/#rExpression

92 M.W. Chekol and G. Pirro

from the set of nodes satisfying the first subexpression (e;) those that also satisfy
the second (e2), i.e. governed by the same party, which has been founded before
2010. Note that PPs and NREs-based languages lack tests like TP, to check the
existence of a path (via :formationYear) to nodes having value <2010.

Ezample 2 (Positions and Tests). Consider again the expression in Example 1.
The expression including both default positions® and using positions to traverse
backward edges is shown in Fig. 4.

As an example, the test TP (in Fig. 4) starts from the position _o, that is, the
object of the last triple traversed.

start end start end start end start end
7x (((_s [:country| -0/ o [country| s)~(_s [:region| o/ o [region] js))&
start end start nd
(s test ‘o/ o [:LeaderParty]'s)) 7y
start nested EPP start d

test = (:leaderParty&& TP (- 0 5L :formationYearl& & T( 0<2010

Fig. 4. An EPP expression with positions.

Definition 4. An EPP query q has the form ¢:: = (VU I e,V UIU L).

Semantics. For the purpose of this paper we will focus our attention on set
semantics. This is in line with recent related work that studied the containment
of PPs in SPARQL [20] where PPs were given a set-based semantics. Besides,
the containment of conjunctive queries in the relational world when considering
bag semantics is still an open issue?. Tablel shows the semantics of EPPs.
The semantics makes usage of two evaluatlon function; the first E[-]¢ is used
to evaluate all forms of EPPs on an RDF graph G but tests; these latter are
handled by the boolean evaluation function E7[-]¢. Note that in this latter case
tests consider a triple ¢ € G and have a start and end position. By observing
rule R9 one may notice that the final result is a set of pair of nodes in the graph
G; these pairs of nodes are obtained via the position mapping function II that
projects the two elements of the triple t appearing in position Py and Po if t
satisfies the test.

4 Translating cEPPs into £,

The goal of this section is to provide the first building block toward tackling the
containment of EPP expressions; this concerns the encoding of ¢cEPPs into L.
We shall start by introducing the notion of path pattern translation.

3 These are automatically added during the parsing phase.
4 1t is claimed that for basic CQs the complexity of query containment under bag
semantics is in IT} [6].
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Table 1. Set-based semantics for EPPs.

R1 E[" ]]G = {(u, v): (v,u) € E] ]]G}

R2 Efe1/ 2]]G = {(u,v) : 3w (u,w) € Ef 1]]G A (w,v) € Ef 2]]G}

R3 E[(¢)*]% == {(w,u) | u € nodes(G)} U, B[] |
1=elNe; =e;i—1/

R4 E[(¢)*]% = U=, Blei]® | o1 = e Ao = o1/

R5 E[()?7] := {(w,u) | u € nodes(G)} UE[e]“

R6 Ef(e1]e2)] = {(,v) : (1,%) € B[e1]° V (u,v) € B[e2]}

R7 E[(e1&e2)]¢ = {(u,v) : (u,v) € E[e1]9 A (u,v) € E[2]“}

RS Ef(e1 ~ 2)] = {(,v) : (1,%) € E[e1]% A (0,v) ¢ B[ez]}

R9 E[ry test po]< := {(II(P1,t), II(P2,t))) | triple t € G A Er[test]{ }

R10 Er[u]d := II(p,t) =u

R11 Er[T(EExp)]S := EvalSPARQLBuilt-in(EExp,t)

R12 Er[TP(r,e) |¢ := Jv: (II(r,t),v) € E[e]¢

R13|Er[testi&&tests ]]tG := Erp[test: ﬂtG A Er[tests ]]tG

R14| Er[testi||tests [ := Er[test: [¢ V Er[tests [&

R15 Er[ltest |¢ := -Er[test [

Definition 5 (Path pattern translation). Given a cEPPs query q:: = («, e, 3)
where a € VUI and 3 € VUIUL, its translation into L,, is given by the following
(sub)-formula: E,[q] = ((8)a A (p)RE,, (e, 3)), where o, € APUT.

The formula states the existence of the encoding of the path pattern (via
E.le]) somewhere in a transition system and thus it is quantified by p (least
fixed point) so as to propagate the sub-formula to the entire transition system.
1 encodes a reflexive transitive closure over all the programs and is denoted
by Ifp(X,ELlq]) [9]. The variables a and [ are encoding as nominals whereas
the IRIs in path expressions are encoded as atomic propositions. The encoding,
shown in Table 2, makes usage of three functions

- RE,: takes an cEPPs expression e and a £, formula ¢ and builds inductively
an encoding based on the structure of the path expression.

— T),: takes a path test expression and inductively builds an £, formula. The test
positions are translated into transition programs in £, i.e., _s becomes the
transition program § whereas _p and _o become p and o programs, respectively.

— I': takes two (complex) cEPPs expressions and on the basis of the end posi-
tion of the first and start position of the second returns transition programs
expressed in £, for the RDF transition system.

We now prove the correctness of the translation of cEPPs into £, formulas as
shown in the following Lemma.

Lemma 2. Let q be a cEPPs query, for every RDF transition system Kg whose
associated RDF graph is G, it holds that E[ q |© # @ iff [E.(¢)]*¢ # ©.
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Table 2. Encoding of EPPs into £,,. The function I" takes two (complex) EPP expres-
sions and on the basis of the end position of the first and start position of the second
returns transition programs expressed in £, for the RDF transition system. Note that

if P = _s in line (14), (resp.,
is the transition program S§.

P; = _s, Po = _s in line (9)) then the translation into £,

. (p)iri AN{o)e if p € AP
(1) RE,(ird, ) B {(p)im' Ap otherwise
(2) RE.("e,9) = RE,(e, (5)¢)
(3) REu(e1|e2,9) = RE.(e1,9) VRE,(e2,9))
(4) RE.(e1/e2, ) = REu(e1, I'(e1,22)REu(e2, 0))
(5) REu((e1&e2),¢) = (REu(e1,9) AREu(e2,9))
(6) RE.(e?,9) =REu(e,0) V (5)p
(7) REu(c",p) = pX.RE.(e,9) VREL(e, I'(e,2)X)
(8) REu(e",¢) =RE.(c*, )V (5)p
(9) RE(ry test P2, ¢) = (P1) T ATu(test) A(P2) T A
(10) Tu(ird) = (p)iri
(11) Tu(test; && testy) = Tu(test:) A Tp(tests)
(12) Tu(testy || teste) = Tu(test1)V Ty(testsa)
(13) Tu(ltest) = —T,(test)
(14) Tu(TP(P,€)) = (P)RE,(e, T)
(15) I'(ex, 2) = (0)(s)
(16) I'(e1, "e2) = (0)(0)
(17) I'(Cex, 2) = (0)(s)
(18) I"(" 2) = (0)(0)

Proof (=

G

). Assume that there exists an RDF G such that the evaluation of g over
is nonempty, i.e., E [¢ |G # @. We can build such graph from the canonical

instance of ¢ and it can be produced using a function 8 as shown below:

if (o, 471, 3) € q, then 6((«,iri, 8)) = (o, v, B) € G,

if (o, ¢, ) € q, then f((ev, ¢, B)) € G,

(a7 75) e q7 then 9((&, ) ) )) = (ﬂ’ ’a) 6 G?

(OZ, 1/ 27ﬂ) € q, then 9((04, 172/)) € G and 9((2/7 2,5)) € G?

if (o, e1]ez, B) € g, then 0((a, e1,3)) € G or §((a, e2,8)) € G,

if (a,e1 & e5,3) € ¢, then O((a,e1,8)) € G and 0((a, e2,0)) € G,
1f (o, e, B) € g, then |J]_, 6((cv, €%, B)) € G, where e denotes the composition
of e i times and n € N,
if (a, e*, 8) € q, then (a,u7a) € Gor (B,u,8) € Gor 0((a,e*, 3)) € G, where

u is a fresh IRI,
if (v, Py @77 Po, B) € q, then («,iri, ) € G,
if (a, Py test P, () € q, then §((«, P; test Py, 3)) € G,
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— if (e, Py testy Py && P3 tests Py, 3) € ¢, then
0((0[71—’1 test, PQ,/B)) € G and 0((0[,P3 tests P47ﬂ)) € G,

— if (o, P1 testy Pa || P3 tests Py, 3) € ¢, then
0((a, Py testy Pa,3)) € G or §((«, P3 tests Py, f)) € G,

— if (o, Py ltest Pay, ) € ¢, then we introduce a set of fresh IRI’s iri; that do
not appear in test such that («,iri;, §) € G and 0(«, test, 8) € G,

— if (o, Py TP(P, ) Po, ) € ¢, then (o, y,5) € G and O(y,e,r) € G or O(a, e,1) €
G or 6(B,e,r) € G, where y and r are fresh IRIs.

Since G is an instance of g, the evaluation of ¢ over G is not empty. Now, we
construct an RDF transition system Ko = (S, R, L) in the same way as it is done
in Definition 9 of [7]. It is possible to verify K¢ is a model of E,(¢) by working
inductively on the construction of E,(g). This is because atomic propositions
encoding the constants and distinguished variables are true in K¢ as they exist
in G; therefore, E,(g¢) is satisfiable in K. To elaborate, if [ is a distinguished
variable (i.e., either  or z) or a constant e in ¢, then

— for [ a distinguished variable, [ is satisfiable in K¢ since [I]%¢ is non empty,
— for | = e an EPP, its encoding RE, (e, T) is satisfiable in K¢ if e is satisfiable

in K¢, this can be proved inductively on the structure of the encoding.

Thus, since K¢ is an RDF transition system, we obtain that [E,(q)]*¢ # @.

(<) Assume that [E,(q)]*¢ # @. In order to test if the evaluation of ¢ over
an RDF graph obtained from K¢ is non empty, we produce an RDF graph G from
K¢ as done in Lemma 4 of [7]. Thus, since G is a technical construction obtained
from an RDF transition system associated to g, it holds that E[ ¢ [¢ # @.

Ezample 3. The p-calculus encoding of the EPPs in Example1 is given below.
I'(etl,et2) is a shorthand for I'(:leaderParty&& TP(.o,:formationYear),
“:leaderParty).

Eu(el & e2) = Ifp(X, (5)T ARE, (el & e2,T))
RE; (el & e2, T) = REy(el, T) A RE,(e2, T)
RE, (el, T) = RE, ((:country/  :country) ~ (:region/ :region), T)
= REy, ((:country/ " :country), T)A—RE ((:region/ :region), T)
= blue(RE, (:country, I'(:country, ~:country)RE, (" :country, T))blue)A
—blue(RE, (:region, I(:region, ~:region)RE,, (" :region, T))blue)
= blue((p):country A (0)(3)((p):country A T)blue) A—blue((p):region A (0)(5)((p):region A (5) T )blue)
RE, (e2, T) = REy (blue(:leaderParty && TP(-0, :formationYear)blue) /" :leaderParty, T)
= REy (:leaderParty && TP(-o, :formationYear), I'(etl, et2)RE, (" :leaderParty, T))
= REy, (:leaderParty, I'(etl, et2)RE,, (" :leaderParty, T))A
RE,, (TP(-0, :formationYear), I'(et1, et2)RE, (" :leaderParty, T))
= blue((p):leaderParty A (o) (5)(({p):leaderParty A T)blue) A
RE, (TP(-0, :formationYear), (o) () ((p):leaderParty A T))
= blue((p):leaderParty A (o) (5)(({p):leaderParty A T)blue) A
((8) T A T, (TP(-0, :formationYear)) A (o) T A (0)(5)({p):leaderParty A T))
=blue((p):leaderParty A (0)(5)((p):leaderParty A T)blue) A
((E)T A (o):formationYear A (p)T N (o)T N <o)<6}(<p):1eaderParty N T))

So far, we have shown that our encoding of ¢cEPPs queries into the p-calculus
is correct. Next, we formally present the reduction of the containment test of
cEPPs into unsatisfiability test in the p-calculus.
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5 Containment Results

In this section we state our complexity results. We start with cEPPs and then
move to SPARQL with cEPPs. We start with the containment of ¢cEPPs which
can be stated as follows:

Problem: cEPPs Containment
Input: cEPPs ¢; and ¢»
Output: Is 1 C g7

Given two cEPPs queries ¢; and ¢a2, g1 C g3 if and only if for any RDF graph
G, the answers of ¢, are included in the answers of ¢y, i.e., E[ ¢1 | C E[ ¢2 [€.

In the previous section, we have presented various functions to produce £,
formulas corresponding to the encodings of cEPPs. Hence, the problem of con-
tainment can be reduced to formula unsatisfiability test in £, as:

Problem: cEPPs Containment via £,
Input: L,, encodings E,,(¢1) and E,(¢2)
Output:  Is E,(g1) A —E,(g2) unsatisfiable?

Therefore, we obtain that ¢1 T g2 < E,(¢1) A —E,(g2) is unsatisfiable. We now
show that our decision procedure is sound and complete.

Theorem 1 (Soundness). Given two cEPPs queries qi and q2 if E,(q1) A
—E,(g2) is unsatisfiable, then ¢1 C go.

Proof. We show the contrapositive. If ¢1 I g2, then E,, (1) A—E,(¢2) is satisfiable.
One can verify that every RDF graph G in which there is at least one tuple
satisfying g; but not g2 can be turned into a RDF transition system model for
E.(q1) A —E.(g2). To do so, consider an RDF graph G and assume that there
is exists a mapping m € E[ q; ] and m € E[ g2 ]“. Let us construct an RDF
transition system K¢g from G. In fact, we produce G which contains at least
a canonical instantiation of ¢, i.e., by replacing the variables in ¢; with their
mappings in m. It has been shown that an RDF graph can be turned into an
RDF transition system (cf. Lemmal). At this point, it remains to verify that
[[EM(QI)HKG # & and [[EM(QQ)]]KG =

Let us construct the formulas E,(g1) and E,(¢1) by first skolemizing the
distinguished variables using their mappings in m. Consequently, from Lemma 2
one obtains, [E,(q1)]*¢ # @. However, [E,(q2)]*¢ = @, this is because the
atomic propositions in the formula corresponding to the constants and variables
are not satisfied in K. This implies that [-E,,(¢2)]*¢ # @. This is justified by the
fact that if a formula ¢ is satisfiable in an RDF transition system, then [¢]¥¢ =
S thus [~¢]%¢ = @. So far we have: [E,(q1)]*¢ # @ and [-E,(q)]*¢ #
@. Without loss of generality, [E,(q1) A —E,(q2)]*¢ # @. Therefore, E,(q1) A
—E,(g2) is satisfiable.

Theorem 2 (Completeness). Given two cEPPs queries q1 and gz, if E;,(q1)A
—E,(q2) is satisfiable, then q1 £ q.
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Proof. E,(q1) A —E,(ge) is satisfiable = 3K.[E,(q1) A —E,(g2)]¥¢ # @. Con-
sequently, K¢ is an RDF transition system as shown in Proposition 1 of [7].

Using K¢ = (S'US”, R, L), we construct an RDF graph G such that we can
show that E[ ¢; [ € E[ ¢2 |¢ and hence ¢; £ ¢» holds:

— for each iri or constant u in ¢; and g, we create an RDF triple (a, u, 3) such
that {(a, 8) | In € [u]®e A n’ € S"A (a,n') € R(s)A(n/,n) € R(p)A(n/,B) €
R(o0)}.

Thus, it remains to show that E[ ¢; ]¢ € E[ g2 ]¢. From our assumption, we

obtain the following:

[En(@1) A —Eu(a2)]%¢ # @ = [Eu(a)]™¢ # @ and [-E,(q2)]"¢ # @.
= [Eu(q)]"¢ # @ and [E,(g2)] "¢ = 2.

Note here that, if a formula ¢ is satisfiable in an RDF transition system K,
then [p]%¢ = S as shown in [7]. Consequently, using Lemma 2 and G, we obtain
E[ ¢: [¢ # @ and E[ ¢2 ]¢ = @ because G contains all those triples that satisfy
q1 and not g. Therefore, we get E[ ¢ [¢ € E[ ¢2 |¢ and thus ¢; Z go.

From Theorems 1 and 2, we obtain the following result.

Proposition 1 (Complexity of cEPPs Containment). The containment
of cEPPs queries can be determined in a double exponential amount time.

Note that the size of the encoding n is exponential. Hence, we obtain a
2EXPTIME upper bound for containment. If we remove path conjunction from
the cEPPs we obtain an EXPTIME upper bound; this is due to the complex-
ity of satisfiability in the u-calculus which is 20(n*log 1) where n is the size of
the encoding (which is exponential for ¢cEPPs). To provide a lower bound to
the problem of containment in cEPPs, we utilize the close connection between
cEPPs and PDL (Propositional Dynamic Logic) with path intersection and
converse [17]. Like £,, PDL formulas are interpreted over transition systems
(aka. Kripke structures). cEPPs without tests are exactly the same as that of
PDL navigational programs (which are regular expressions). PDL formulas can
be interpreted over RDF transitions systems by using a fixed set of programs
{s,p,0,5,p,0} as we have done for £,. Likewise, cEPPs expressions can be
evaluated over RDF transition systems by a simple rewriting. Given a ¢cEPPs
expression e that can be expressed over a standard RDF graph, it can be turned
into an expression ¢’ that can be expressed over an RDF transition system by a
bijective rewriting function 1. 9 is defined inductively:

9(iri) =p/T(-0 =iri)/"p/o 9("e) =p/T(0=1iri)/"p/ s
9(er/e2) =D(e1)/pos(er,e2)/P(e2)  D(()7) = (9(e))
((e)T) = @E)* V(er | e2) =9(e1) | I(e2)
I(e1&ez) = V(e1) & I(e2) 9(Pq1 test Py) = I7(P1)/I1(test)/I7(rP2)
Y1 (iri) = p/T(.o =1iri)/ p O7(test; && testy) = O7(testy) && Vr(tests)
Y7 (testy || testa) = O7(testy) || dr(testa) 97 (TP(P,e)) = I1(r)/9(e)
O7(ltest) = l¥1(test) Or(s)=s Y1(p)=p Ir(0)= o

pos(e1,e2) =s pos(e1, "ea) = "o pos(Ter,e2) =s pos(“e1, "ea) = "o
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where s, p and o are navigational programs of an RDF transition system. In order
to show that cEPPs tests are just a syntactic variant of PDL node formulas
(aka XPath node expressions), we prove the following.

Lemma 3. Satisfiability of cEPPs queries on RDF transition systems can be
reduced in polynomial time to satisfiability of cEPPs queries on RDF graphs.

Proof. We can turn an RDF transition system into a standard RDF graph by
using a bijective mapping function similar to the one in [7]. It is also possible
to transform a cEPPs expression e over an RDF transition system Kg into a
cEPPs expression ¢’ that can be expressed over a standard RDF graph G via the
function 9. Thus, it remains to show that, e is satisfiable in Kg iff ' is satisfiable
in G. This can be done inductively on the construction of the erpressions.

Theorem 3. Testing containment of cEPPs queries is 2EXPTIME-hard.

The above result is obtained by examining the connection between cEPPs and
Propositional Dynamic Logic with path intersection (ICPDL). ¢cEPPs can be
as seen as a notational variant of ICPDL with the fixed set of atomic programs
{s,p,0,5,D,0}. For example, the cEPPs expression 9(a/TP(-s,b%)/c) = s/a/...
corresponds to the ICPDL formula a o (s)(b™) o (c).

The double exponential upper bound is unavoidable as it has already been
shown that path conjunction makes the containment problem very difficult
for XPath; it has been proved that the complexity of the containment of
CoreXPath(*, N) expressions is 2EXPTIME-complete [30]. Consider now the
language of cEPPs without path intersection (¢EPPs,,,). This language is
closely related to PDL and CoreXPath [30].

Theorem 4. The containment problem of cEPPs,,, is EXPTIME-complete.

The following result follows from the containment problem for GXPath,.4
(Graph XPath) [21] and the satisfiability problem for PDL with negation on
paths [18].

Theorem 5. The containment problem of EPPs is undecidable.

5.1 Containment of SPARQL with EPPs

In this section we briefly discuss the containment problem for SPARQL queries
with EPPs (from here onwards, we refer to it as just SPARQL). We restrict
ourselves to the union of conjunctive fragment of SPARQL, i.e., AND-UNION
fragment of SPARQL, without projection.

Definition 6. A SPARQL query q is defined inductively as: q:: = (VU I e,V U
IUL)|q AND ¢ | ¢ UNION ¢'.

The problem of the containment of SPARQL queries can be reduced into
unsatisfiability test in £, as given below:
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Problem: SPARQL Containment via £,
Input: L,, encodings E(q1) and E(g2)
Output:  Is E(q1) A —E(g2) unsatisfiable?

In the following, we extend the EPPs encoding function E, to translate the
containment test of ¢; in ¢o into the p-calculus.

Definition 7 (SPARQL containment). The encoding of a SPARQL query q
1s obtained inductively as follows:

E.((a,e,8)) = lfp(X, (5)a A (p)RE (e, 3))
E.(¢ AND ¢') = E.(q) NEu(d)
E.(¢ UNION ¢') = E,(q) VEL(¢")

The variables on the left hand side query are encoded into nominals and the IRIs
in the path expressions are encoded into atomic propositions; to encode variables
that appear on the right hand side query, we follow two steps: (1) if a variable
appears uniquely in the query, it is encoded into T, and (2) if a variable appears
multiple times, it is encoded by using the IRIs in the path expression (the triple
pattern in which it appears). This technique has been already used in [9]. For
instance, if the query is ¢ = (z,e1,y) AND (y, o, 2), then the encoding of x
(resp. z) is T and y — (0)(p)ey or y — (s)(p)ea. Thus, the encoding becomes:

Eu(gp) = Eu((T, e, (0)(p)e1) AND ((0){p)e1, 2, T)) V

Eu((T, 1, (s)(p)e2) AND ((s)(p)e2, 2, T))

The size of the encoding for the containment problem is polynomial in the num-
ber of variables that appear more than once. To be more precise, for a given
query, the size of the encoding is: IT,emuitivar|z| where multiVar is the set of
variables occurring more than once, and |z| is the number of times variable
x appears in the query. Note that the size of the encoding is linear if all the
variables on the right-hand side query appear uniquely.

Theorem 6 (Soundness and Completeness). Given two SPARQL queries
q1 and g2, Eu(q1) A —EL(q2) is unsatisfiable if and only if g1 T go.

From the above theorem, we obtain the following result:

Proposition 2. Given two SPARQL queries g1 and g2, the containment test
can be solved in a double exponential amount of time in the size of the encoding
Ela)l + [Eu(g2)]-

This result is not surprising, as we have shown in Proposition1 that the
complexity of the containment of EPPs is 2EXPTIME in the worst case. Fur-
thermore, if projection was part of the SPARQL fragment we consider here, then
there is a further jump in the complexity of containment, i.e., the complexity
increases by one exponential. Thereby, we obtain SEXPTIME upper bound for
the containment of SPARQL queries with projection. This is due to an expo-
nential blow up in the size of the encoding as one needs to take care of multiple
occurring non-distinguished variables.
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6 Conclusions and Future Work

We have discussed a preliminary study of the problem of query containment
for an expressive class of navigational queries captured by the EPPs language.
Our study leverages pu-calculus to encode EPPs and then use this encoding to
get a 2EXPTIME complexity upper bound. This bound remains the same when
considering EPPs in SPARQL without projection. However, if one considers
projection, there is an exponential increase in the complexity which results in a
3EXPTIME bound. While the results obtained are of theoretical interest, from a
practical point of view an implementation is available (http://sparql-qc-bench.
inrialpes.fr/) which can be extended for EPPs. Furthermore, an additional ben-
efit of using p-calculus is that by exploiting logical combinators the size of the
encoding can be reduced by upto exponentiation. Thus, the complexity bounds
that we obtained are not prohibitive in terms of a practical implementation.

A natural line of future research is to provide a tighter complexity bound
for the problem of containment of EPPs. Moreover, the investigation of how the
inclusion of constraints in EPPs affects the complexity of query containment is
in our research agenda.
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Abstract. Despite the emergence and growth of numerous large knowl-
edge graphs, many basic and important facts about our everyday world
are not readily available on the Web. To address this, we present Web-
Brain, a new approach for harvesting commonsense knowledge that relies
on joint learning from Web-scale data to fill gaps in the knowledge acqui-
sition. We train a neural network model to learn relations based on large
numbers of textual patterns found on the Web. At the same time, the
model learns vector representations of general word semantics. This joint
approach allows us to generalize beyond the explicitly extracted infor-
mation. Experiments show that we can obtain representations of words
that reflect their semantics, yet also allow us to capture conceptual rela-
tionships and commonsense knowledge.

1 Introduction

Motivation. In the past decade, massive amounts of machine-readable knowl-
edge have become available, both in large knowledge graphs such as DBpedia,
YAGO, and GeoNames, as well as through the widespread adoption of stan-
dards such as schema.org for Web pages. Additionally, information extraction
techniques allow us to mine further knowledge from natural language text. To
date, such data has mainly been used for improved information interchange and
integration, e.g. for better Web search results on entity-focused queries or for
novel kinds of visualizations that combine information from different sources.
However, while there are numerous bots and services that scour the Web to
exploit a particular (often hard-coded) kind of information, we still lack intel-
ligent systems that more flexibly draw advanced conclusions from information
found on the Web. Among the missing ingredients, the lack of required world
knowledge stands out as particularly relevant. This includes knowledge that is
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less of the factual, encyclopedic kind found in DBpedia, but more related to a
general understanding of everyday objects and concepts in the world. In some
cases, such commonsense knowledge can be expressed as subject-predicate-object
triples, similar to those used for factual knowledge. Relevant predicates include
causes (e.g., fire causes heat), hasProperty (e.g., ice has the property of being
cold and ice cream has the property of being sweet), part0f (e.g., legs as parts
of humans), and usedFor (e.g., that keys can be used to open doors).

Goal. We ultimately aim at a system capable of guessing the truth of common-
sense facts (e.g. whether a dog can fly), based on knowledge seen on the Web. How-
ever, procuring this sort of knowledge from the Web is non-trivial because shared
assumptions about the world are often taken for granted such that it would be rare
if not strikingly odd for someone to write that tractors are inedible or that radiol-
ogists are capable of breathing. Thus, information extraction alone is insufficient
for equipping computational systems with commonsense knowledge.

Overview and Contribution. In this paper, we propose a joint learning app-
roach to acquire commonsense knowledge both from explicit and implicit tex-
tual information. explicit triples and on large-scale word co-occurrence informa-
tion. We optimize matrix representations of relations explicitly mined from large
amounts Web data using a custom information extraction approach designed to
minimize noise when applied to Web-scale data. At the same time, concepts are
modeled as vectors trained on large-scale text following the word2vec CBOW
approach to capture generic semantics [22].

As a result, our approach jointly learns representations of words and relations
to better reflect our natural understanding of them. In particular, we are able to
exploit general Web-scale semantics when learning commonsense relationships,
e.g. inferring from eagles being capable of flying that hawks are likely also capable
of the same. Our experiments show that we can obtain representations that
simultaneously capture conceptual relationships as well as word meanings.

2 Background and Related Work

Commonsense knowledge acquisition has been studied for many years now. Tra-
ditionally, such knowledge was modeled by human experts, an approach best
exemplified by the Cyc project [18], a decades-long commercial effort at creat-
ing a large axiomatic rule base. The SUMO ontology [24] shares this goal, but
relies on open source principles and more collaborative development processes.
However, in both cases, contributing requires significant expertise and effort in
knowledge modeling. Although feasible for specific domains, it is difficult to
obtain extensive amounts of commonsense knowledge in this way.

For large-scale commonsense knowledge acquisition, there are two more
promising directions. The well-known ConceptNet project [12] relies on crowd-
sourcing, aiming at much simpler commonsense knowledge propositions. Another
approach is to turn to large-scale data mining. Many information extraction
papers follow the bootstrapping method proposed by Hearst [13], who used lin-
guistic patterns to mine isA relationships. However, pattern-based approaches
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tend to extract only few facts and suffer from significant problems with noise.
Several approaches have been proposed to improve bootstrapping in general
[25,31]. Another route is to develop improved algorithms catering to particular
kinds of information, e.g. temporal knowledge [9], properties and attributes [30],
or activity knowledge [32].

Irrespective of whether one relies on crowdsourcing or data mining, how-
ever, it is necessary to generalize and expand beyond what has explicitly been
acquired. For instance, we may have obtained that Samoyed dogs have fur but
we may not have explicitly found this to be the case for shiba inus as well.

This leads us to the task of knowledge base completion [26]. When relying
on machine learning, this typically becomes a relation prediction task. Given a
a training set of true example instances of relations, i.e. triples, the goal is to
learn a model that can then be used to predict whether a new, previously unseen
triple is true or false. While the relation itself will have occurred in the training
set, the specific triple will be new.

One approach is to consider this a tensor or matrix completion problem. For
instance, if we view a relation as a matrix between subjects and objects storing
their truth values, then relation prediction boils down to filling in the missing
values to complete the matrix. Previous work in this area includes AnalogySpace
[28], which relied on singular value decomposition applied to ConceptNet extrac-
tions. Nickel et al.’s RESCAL [23] uses tensor factorization to model rela-
tionships, targeting collective classification and entity resolution. Sutskever et
al. [29] propose Bayesian clustered tensor factorization to model relational data.
Jiang et al. [16] proposed a generative probabilistic model for relation prediction
based not only on existing triples but also on information extraction.

A more recent line of work uses neural networks for relation prediction.
Bordes et al. [4-6,15] proposed several neural network architectures to capture
relation triples, the most well-known of these being the TransE approach, which
models the relation as a translation from a vector for the subject to a vector for
the object. Numerous variations have been proposed that modify how the rela-
tion is modeled. For instance, Socher et al. [27] propose neural tensor networks
(NTN), in which each relation is represented as a tensor. TransH [35] models
relations as translations on hyperplanes. TransR [20] adds extra projections of
entity vectors for each specific relation, or, in the CTransR variant, for each
cluster of relations. PTransE [19] attempts to consider inference via property
paths to improve the prediction of a triple (for example,  bornInCity vy, y
cityInState z helps us predict 2 bornInState z).

Our approach differs from all such previous efforts by learning to generalize
not just based on the existing triples, as done by matrix and tensor methods as
well as the TransE-related neural models, but by additionally exploiting semantic
information derived from large-scale text statistics. As we show in our experi-
ments, pure relational modeling does not result in semantically satisfactory word
vector representations. Our joint model alleviates this problem by enabling the
choice of word representations to benefit from large amounts of raw text, sim-
ilar to the way humans draw on general semantic associations as well as more
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explicit information. Since the word vectors are constrained to reflect semantic
similarity, we use more flexible matrix representations of relations rather than
simple translations as in the TransE model. Compared to the NTN model, in
contrast, we model relations in a less flexible way, so as to ensure a mutual
influence between commonsense relations and word representations. Compared
to Jenatton et al. [15], which in turn is related to the NTN model, we do not
use any l-gram or 2-gram features, but directly use the product as a scoring
function. We also forgo requiring that the matrix be the sum of rank-1 matrices.
This enables our approach to scale to much larger data sets such as DBpedia.

Our joint model learns word representations that allow us to better trans-
fer knowledge between related concepts. We rely on Mikolov et al.’s word2vec
CBOW approach [22], who simplified previous neural language models [1] for sig-
nificantly greater scalability. They also introduced the Skip-Gram model as an
alternative, but in our approach, we build on the CBOW variant, as it is faster to
optimize. There have been other proposals to adapt the word2vec models. Several
approaches aim at improving word vectors using additional knowledge of seman-
tic similarity [8,37]. These are based on generic semantic similarity rather than
capturing specific kinds of relations. Hill and Korhonen [14] presented a model
for multi-modal representations, training on large amounts of image labels and
text, with a minor addition of 638 abstract concept descriptions.

Bollegala et al. [3] proposed a method for obtaining improved word vectors by
exploiting information about the lexical patterns they occur in. This approach is
aimed at obtaining vectors that better reflect word analogies but does not address
our model’s goal of relation prediction. Xie et al. [36] exploit entity description
glosses but do not use large-scale text. Wang et al. [34] proposed the probabilistic
TransFE model, capturing Freebase triples following the TransE model, but also
viewing the co-occurrences of two phrases as a relationship that should likewise
be modeled as a translation. Their model uses two vectors per phrase and an
alignment component to connect entities to phrases. Our model uses just a single
vector per word, so mutual dependencies between word vectors are exploited
to a greater degree, while the relation modeling is less constrained due to the
use of matrices, so a greater divergence from the word relationships is enabled.
Toutanova et al. [33] also attempt to model relationships between two entities
found in text, but