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Abstract. Detecting restricted or security critical behaviour on roads
is crucial for safety protection and fluent traffic flow. In the paper we
propose an algorithm for the analysis of movement trajectory of vehicles
using vision-based techniques. It works on video sequences captured by
road cameras in multi-view mode. We integrate methods of background
modelling, object tracking and homographic projection. Individual views
are projected into a single, planar surface of road surface and then the
detected movement path is compared with a template associated with an
illegal movement. The effectiveness of the proposed solution is confirmed
by experimental studies.

Keywords: Visual surveillance · Tracking · Multi-view integration ·
Movement path comparison

1 Introduction

There are four major causes of the road congestion in the contemporary road
traffic [1,2]: (i) poor planning of transport routes, (ii) existence of bottlenecks,
(iii) lack of the adaptation of existing infrastructure to the current traffic load,
(iv) accidents.

The last of these reasons is mostly associated with the lack of awareness of
drivers and their tendency to omit some inconvenient traffic regulations. Simi-
larly as in the case of speed control systems, which force the driving at a safe
speed, solutions for automatic critical behaviour detection should enforce the
appropriate driving thus reducing the number of potential accidents. Such prob-
lem of the analysis and identification of vehicles motion patterns is referred in
the literature as Vehicle Behaviour Analysis [3].

Illegal movements of vehicles can be detected using vision-based techniques
applied to video sequences captured by road cameras. The main advantage of
using computer vision techniques is their non-intrusive application not requiring
the installation of the sensors directly onto or into the road surface [2]. Such
system is also capable of the immediate (real-time) automatic response and
alerting in case of the occurrence of an unfortunate accident.
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The image-based techniques have already been utilized for variety of tasks in
Intelligent Transportation Systems (ITS) providing complete traffic flow infor-
mation for the situations related to [3]: traffic management [4], public transporta-
tion, information service, surveillance, security and logistics management. The
tasks successfully implemented with vision-based techniques include [2]: read-
ing vehicle registration plates (ALPR - Automatic License Plate Recognition),
vehicle counting, congestion calculation, traffic jam detection, lane occupancy
readings, road accident detection, traffic light control, comprehensive statistics
calculation, etc. Computer vision techniques are also increasingly willing uti-
lized by driver assistant systems (ADAS - Advanced Driver Assistance Systems).
Many vehicles are equipped with on board cameras which form the basis for sys-
tems such as [5,6]: TSR - Traffic Sign Recognition, CAV - Collision Avoidance
(by pedestrians or surrounding vehicles detection and tracking), LDW - Lane
Departure Warning (adaptive cruise control), and driver fatigue detection.

The main drawback of vision-based solutions is susceptibility to poor visibil-
ity conditions and occlusions [7]. Researchers, however, actively respond to the
challenge and propose solutions that deal with those difficulties (e.g. occluded
traffic signs recognition [8], behaviour analysis in multi-view environment [10]).
In the paper we focus on the extension of our previous work on the automatic
analysis of vehicle behaviour (presented in [2]) with the emphasis on poor visi-
bility conditions and occlusions. The main contribution of the paper is a novel
approach to the vehicle trajectory analysis on data aggregated from multiple
views.

1.1 Approaches to Behaviour Analysis

Vehicle behaviour analysis in the surveillance context is mostly limited to the
detection of restricted or security critical events on roads [2,9,11]. The task
can be solved successfully with the analysis of moving vehicle trajectory [2,9,
11]. Figure 1 presents an exemplary intersection with a compulsory right turn
(adopted from proprietary Google Maps and Google Street View services). In
the situation presented, the driver is obliged to follow the path approximately
outlined by a green dashed line. Red trajectories denote possible but illegal and
dangerous movements. As presented in the example two categories of trajectories
are possible: the correct (legal) and the forbidden (illegal). Such distinction can
be applied to all traffic situations. The trajectories, in terms of their geometry,
may take a variety of shapes and may consist of different number of points. The
key factor is the comparison with the template. Such template trajectory might
be the appropriate or the forbidden one. In the first case, a discrepancy will
reveal restricted behaviour. In the second case, the same discovery is possible
through the similarity to a forbidden trajectory. In fact, it is specific to a road
system that determines whether it is better to take as a template legal or illegal
trajectory.

In video-based approaches the trajectory of moving vehicle is obtained
through the vehicle detection and the successive tracking algorithm. The activity
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Fig. 1. Compulsory right turn example and possible vehicle movements (red - illegal,
green - appropriate) (Color figure online)

perception and the detection of abnormal events are detected by high level vision
algorithms [9]. The following abnormal events detection can be distinguished [2]:

– illegal left and right turns,
– illegal U-turn,
– illegal lane change and violation of traffic line,
– overtaking in prohibited places,
– wrong-way driving,
– illegal retrograde,
– illegal parking.

1.2 Related Works

Most algorithms for behaviour analysis proposed in the literature consider the
single view. Presented solutions can be divided into supervised and unsupervised
methods [9]. In the first case, the manual intervention for specifying patterns of
behaviour is required. In an unsupervised mode the algorithm learns abnormal
activity from the sample data. The process is automatic and the outcome might
be sometimes unexpected. Generally, the process requires a reasonable amount
of data and is time consuming.

The trajectory-based solution for the illegal behaviour detection can be adop-
ted to most locations. The greatest difficulty is the susceptibility to poor visibility
conditions and occlusions. The use of one camera view is burdened with con-
siderable risk when camera field of view is obscured with large or close object.
Problems with vehicle detection and segmentation using the single view may
adversely affect the location of a vehicle. Due to errors the vehicle may tem-
porarily disappear and the calculated position may not always be determined
reliably. Multi-view observation is resistant to such cases. When a tracked vehi-
cle is occluded in one view and the tracking procedure is interrupted, the other
views can be used to merge the information and link the interrupted parts of
the trajectory.
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The most similar solution to the one proposed in this paper is presented
in [10]. Multiple camera views are used in [10] to remove occlusion and to extract
abnormal vehicles behaviour more accurately. The vehicles trajectory analysis
is based on support vector machine (SVM). The system is constructed using
the distributed architecture. The analysis is performed using individual views
only. Later the results are aggregated and supplemented using other views. This
approach is different from the one presented here, which firstly integrates the
information from all views, then calculates the trajectory.

The trajectory analysis alone does not allow to discover some specific dan-
gerous movements like: sharp brake, sharp turn or sharp turn brake. To detect
these dangerous behaviours the velocity information is necessary. An exemplary
solution allowing the detection of the above-mentioned events using the rate of
velocity variation and the rate of direction variation has been proposed in [12].

2 Method Description

In this paper we present a visual surveillance system aimed at vehicle detection
and tracking. Like any typical visual surveillance system aimed at gathering
information about certain phenomena in order to execute or suggest certain
actions, especially in case of situations dangerous to human life, health or prop-
erty, proposed system’s purpose is to alarm about probable hazardous road sit-
uations. Visual surveillance in this case is often realized using a closed-circuit
television system (CCTV) that consists of static camera (or cameras) aimed at
one fixed point in space. In order to simplify the problem, we assume that the
focal length of each camera lens is constant as well (hence Pan-Tilt-Zoom cam-
eras are excluded from out investigations). The solution proposed in this paper
integrates the information about the movement of vehicles observed by more
than one camera. During the development we assumed that vehicles are tracked
only in the area covered by a specified number of cameras and we consider only
those vehicles that are observed by assumed number of cameras. The proposed
solution consists of the following modules (Fig. 2):

– background modeling - independently detects foreground areas in each view;
– object detection - determines silhouettes of moving objects and selects vehicles

in each view;
– integrator - integrates information coming from all views (homographic pro-

jection);
– object detector - detects vehicles in projected (aggregated) view;
– tracker - estimates detected vehicles trajectories.

Since most of scenes observed by CCTV cameras are not static, the process
of background separation has to take into consideration many different environ-
mental conditions, such as variable lighting [13], atmospheric phenomena and
changes caused by different actions. Hence, background modeling is a crucial
task since its efficiency determines the capabilities of the whole system. Until
now, many methods of background modeling have been proposed. They are based
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Fig. 2. Scheme of processing in a multi-view environment

on different assumptions and principles, however all of them can be divided into
two main categories: pixel-based and block-based approaches. The former class
of methods analyses each individual pixel in the image, while the latter consid-
ers an image decomposed into segments (often overlapping). For each pixel or
segment certain features are calculated and used later at the classification stage
(into pixels or segments belonging to background and foreground). In many typ-
ical approaches, each detected object (or blob) is also tracked. The authors often
assume that the movement is constant and the direction does not change in a
considerable way within certain number of frames [14,15], which further simpli-
fies the algorithm. The last stage of processing may involve object recognition
or classification. The selection of a method used at this stage depends mainly on
the object type and its invariant features. For example, in a system presented
in [16] each detected object is described by mean area it occupies – a similar
approach is also applied in this work.

2.1 Background Modeling

In our solution, the background model employs a pixel-based approach similar
to the one proposed in [13]. Here, every pixel is modeled by a set of five mixtures
of Gaussians in R, G and B channels. According to the research, such number
of Gaussians increases the robustness of the model in the comparison to the one
presented in [17]. Similar approach, successfully employed for human motion
tracking has been already presented in [18].

In our case, the first 200 frames from video stream are used for learning
the parameters of the background model. The further frames are processed in a
stepwise manner, and the parameters of the model are updated.

During the processing loop, every pixel from the current frame is checked
against the existing Gaussians in the corresponding position in the model. If
there is no match the least probable Gaussian is replaced by the new one
using current pixel value as a mean value. Then, the weights of all Gaussians
are updated according to the following rule: weights of distributions that do
not correspond with the new pixel value are decreased, while the weights of
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Fig. 3. Two camera views and their foreground masks obtained by background modeling

distributions that suite it are increased. Parameters of unmatched distributions
remain unchanged. The parameters of the distribution which matches the new
observation are updated according to the following formulas:

μt = (1 − ρ)μt−1 + ρXt, (1)

σ2
t = (1 − ρ)σ2

t−1 + ρ(Xt − μt)T (Xt − μt), (2)

ρ = αη(Xt|μk, σk), (3)

where Xt is a new pixel value, η is a Gaussian probability density function, α is
a learning rate, μ and σ are distribution parameters, and ρ ∈ 〈0, 1〉.

After that, each weight of each distribution is updated as follows:

ωt =
{

(1 − α)ωt−1 + α if a pixel fits the distribution
(1 − α)ωt−1 otherwise. (4)

Background subtraction operation results in a binary image mask of possible
foreground pixels which are grouped using connected components (see Fig. 3).
Unfortunately, this approach does not suppress shadows and certain reflections
from being considered as moving objects, thus it can cause certain serious prob-
lems, namely false detections of non-existent objects. In the proposed system we
use a shadow detection and elimination method based on [19]. It assumes that
casted shadow lowers the luminance of the point while chrominance is unchanged.
This observation is valid for HSV color space, used in our solution.
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2.2 Homographic Transformation

The proposed solution of integrating information from multiple cameras uses a
simplified method of projection, originally described in [20]. As it was already
mentioned, projective transformation allows for mapping of one plane to another.
In our algorithm, we use it to find ground position of vehicles seen in different
camera views. Projecting transformation is expressed by the equation:⎡

⎣x1

y1
1

⎤
⎦ =

⎡
⎣h11 h12 h13

h21 h22 h23

h31 h32 h33

⎤
⎦

⎡
⎣x2

y2
1

⎤
⎦, (5)

where x1 and y1 are the coordinates of a single point on the input plane, x2 and
y2 are the coordinates on the output plane, H is a transformation matrix.

Fig. 4. Two camera views (with calibration rectangle marked) and their projections
onto a planar surface

In order to calculate H by means of least squares method we need to col-
lect four pairs of so called calibration points. Such an approach is a compromise
between computational complexity and the quality of the resulting transforma-
tion. More precise results can be obtained by means of non-linear mapping,
described i.e. in [20]. Exemplary calibration points, forming rectangles in two
camera views are presented in Fig. 4.
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2.3 Data Integration

The individual projections of foreground masks are taken as an input for data
integration module. We assume that each foreground mask resembles a shadow
of a moving object cast onto the ground plane. If we integrate (superimpose)
all individual projections we obtain a complex image, where the common part
represents the object viewed by each camera. All false detections, like shadows
or reflections are often visible in single view only, hence they are not taken into
consideration by this method.

Fig. 5. Foreground masks for camera 1 and 2 (upper row), their superposition (lower
left) and output, projected, foreground mask (lower, right)

The blobs detected at this stage are described by their geometrical proper-
ties, among others by their centroids, which represent their ground position. An
exemplary mapping for the data from PETS benchmark is presented in Fig. 5. As
it can be seen, a car that is closer to the viewer is observed in two camera-views,
hence its integrated blob is depicted in the final foreground mask. The other,
further car, is visible in the second camera view only, hence it is not taken for the
further processing. In the presence of multiple views, different strategies of join-
ing individual views can be applied. Taking into consideration the environmental
conditions and purpose, voting (majority) strategy (e.g. two-out-of-three) may
be used.
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2.4 Trajectory Calculation

In the next step we calculate the trajectories of foreground objects using a sim-
plified Object Tracker. Objects, detected in integrated projection, are tracked
from frame to frame in a stepwise manner. For each tracked object (labelled
using unique number) we store an information about its bounding box and its
position in current frame. We use historical data (previous frames) to decide
about the object label. Besides such numerical data, the database contains, for
each object, its binary mask (in each frame) and cropped video frame.

In order to match detected foreground blobs to tracked objects an association
matrix similar to the one proposed in [21] is used. For all pairs of foreground blobs
and tracked objects we measure Euclidean distance from last stored position of
object to the center of the foreground blob. If a foreground blob intersects with
last remembered bounding box of the tracked object we measure distance from
the center of a bounding box to the center of the blob. After distance calculation
between all pairs blob-object, object list is updated using blobs which are closest
to them. In case when a blob has no matched object, a new tracked object is
created. On the other hand when the object has not been associated to any
foreground blob for several frames, it is removed.

2.5 Trajectory Comparison

The behaviour analysis based on the comparisons with the reference trajec-
tory is frequently performed using the Hausdorff distance or its modifications
(e.g. [2,9,22,23]). The main advantage is the resistance of this measure to the dif-
ferent number of point coordinates of compared trajectories. This measure in the
form of Modified Hausdorff Distance (MHD) proposed by [24] is also used in this
paper. The MHD, in fact, combines (takes the maximum) two directional MHDs
which are sometimes referred to as FHD (forward) or RHD (reverse). Character-
istics of these measures are presented in graphical form in Fig. 6. There are two
trajectories presented in these figures. The template trajectory has an upward
direction (top right of Fig. 6). The analysed vehicle trajectory is a real trajectory
extracted using multiple views (top left). For the presentation purposes the first
few coordinates corresponding to the retrograde have been removed. The MHD
measure presented in the middle of Fig. 6 has at the beginning high value which
correspond to the RHD. The FHD value is comparatively small (in the first
phase of the movement) since all tested trajectory points finds their equivalents
in the template trajectory. Due to the similarity of the movement to template
trajectory all the values are decreased.

The MHD, unfortunately, is unable to differentiate the direction of the move-
ment. It considers only the mutual relationships of trajectory points which are
treated as a set. To discriminate the trajectory direction we further analyse the X
and Y projections of all coordinate points. The bottom parts of Fig. 6 presents
projections of trajectory points onto X and Y axes. As it can be seen, both
projections coincide. Hence we can decide about movement direction.
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Fig. 6. Example of trajectory comparison

3 Conclusions

In this paper we proposed a method for the detection of restricted or security
critical behaviour on roads by vehicle trajectory analysis. Our proposal contains
two novel elements. The first one is a combined, multi-view background modeling
approach that integrates foreground masks in order to more precisely calculate
the trajectory of moving vehicles. The second element is an improvement of the
original Modified Hausdorff Distance-based method by incorporating the X and
Y projections in the final trajectory matching algorithm. Such solution solves
the problem of the movement direction, specific trajectory configuration (found
in e.g. roundabout case) and possible occlusions. Accompanied with ALPR tech-
nology the system can be a good deterrent from dangerous and illegal driving
behaviour contributing for safety protection and fluent traffic flow.
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