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Preface

We welcome you to the joint proceedings of the 16th NEW2AN (Next Generation
Teletraffic and Wired/Wireless Advanced Networks and Systems) and the 9th confer-
ence on Internet of Things and Smart Spaces ruSMART (Are You Smart?), held in St.
Petersburg, Russia, on September 26–28, 2016.

Originally, the NEW2AN conference was launched by ITC (International Teletraffic
Congress) in St. Petersburg in June 1993 as an ITC-Sponsored Regional International
Teletraffic Seminar. The first event was entitled “Traffic Management and Routing in
SDH Networks” and held by R&D LONIIS. In 2002, the event received its current
name, the NEW2AN. In 2008, NEW2AN acquired a new companion in Smart Spaces,
ruSMART, hence boosting interaction between researchers, practitioners, and engi-
neers across different areas of ICT. From 2012, the scope of the ruSMART conference
has been extended to cover the Internet of Things and related aspects.

Presently, NEW2AN and ruSMART are well-established conferences with a unique
cross-disciplinary mixture of telecommunications-related research and science.
NEW2AN/ruSMART is accompanied by outstanding keynotes from universities and
companies across Europe, USA, and Russia.

The 16th NEW2AN technical program addresses various aspects of next-generation
data networks. This year, special attention is given to advanced wireless networking
and applications as well as to lower-layer communication enablers. In particular, the
authors have demonstrated novel and innovative approaches to performance and effi-
ciency analysis of ad hoc and machine-type systems, employed game-theoretical for-
mulations, Markov chain models, and advanced queuing theory. It is also worth
mentioning the rich coverage of graphene and other emerging materials, photonics and
optics, generation and processing of signals, as well as business aspects.

The 9th conference on Internet of Things and Smart Spaces, ruSMART 2016,
provides a forum for academic and industrial researchers to discuss new ideas and
trends in the emerging areas of the Internet of Things and Smart Spaces that create new
opportunities for fully-customized applications and services. The conference brought
together leading experts from top affiliations around the world. This year, ruSMART
enjoyed active participation from representatives of various players in the field,
including academic teams and industrial world-leader companies, particularly repre-
sentatives of Russian R&D centers, which have a good reputation for high-quality
research and business in innovative service creation and applications development.

We would like to thank the Technical Program Committee members of both con-
ferences, as well as the associated reviewers, for their hard work and important con-
tribution to the conference. This year, the conference program met the highest quality
criteria with an acceptance ratio of around 35 %.

The conferences were organized in cooperation with the Open Innovations Asso-
ciation FRUCT, IEEE Communications Society Russia NorthWest Chapter, Tampere
University of Technology, St. Petersburg State Polytechnical University, Peoples’



Friendship University of Russia, St. Petersburg State University of Telecommunica-
tions, and the Popov Society. This year the conference was held in conjunction with the
40th Interdisciplinary Conference and School Information Technology and Systems
2016. The support of these organizations is gratefully acknowledged.

We also wish to thank all those who contributed to the organization of the con-
ferences. In particular, we are grateful to Aleksandr Ometov for his substantial work on
supporting the conference website and his excellent job on the compilation of camera-
ready papers and interaction with Springer.

We believe that the 16th NEW2AN and 9th ruSMART conferences delivered an
informative, high-quality, and up-to-date scientific program. We also hope that par-
ticipants enjoyed both technical and social conference components, the Russian hos-
pitality, and the beautiful city of St. Petersburg.

September 2016 Olga Galinina
Sergey Balandin

Yevgeni Koucheryavy

VI Preface
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Abstract. Governments increase budget expenditure for youth job creation, but
youth job markets tightened by prolonged recession are not improved as
expected. To ease the problem of youth unemployment, developing relevant
policies is important but more accurate and rapid prediction is also critical. This
research develops a prediction model additionally utilizing web query infor-
mation in classical statistical prediction model. Often ARIMA model is applied
to estimate unemployment rate. For identified ARIMA model for Korean youth
unemployment rate, we apply web query information to improve the accuracy of
prediction. Our suggested model shows better performance than ARIMA model
with respect to mean squared errors of estimate and prediction. We hope this
research will be useful in developing a more improved model to estimate
variable of interest.

Keywords: Youth unemployment � Predictive analytics � ARIMA model �
Time series analysis � Web search query

1 Introduction

The youth unemployment rate is the number of unemployed 15–24 year-olds expressed
as a percentage of the youth labour force. Unemployed people are those who report that
they are without work, that they are available for work and that they have taken active
steps to find work in the last four weeks [1]. According to the World Bank [2], the
world youth unemployment persistently increased to 14.0 % in 2014 from 12.5 % in
2007 and for the same period, the total unemployment in the world grew to 5.9 % in
2014 from 5.5 % in 2007. The overall unemployment shows the decreasing trend from
2009 (6.3 %) unlike the youth indicator on the increase.

Generally, youth unemployment shows about twice higher than total unemploy-
ment but in this context, notable is the facts that the youth unemployment is the upward
trend unlike the total unemployment with the downward trend, and that the gap
between youth and total unemployment is continuously widened. Such phenomena
may cause social and economic conflicts between generations [3].

For dealing with the youth unemployment issue, job creation and training for youth
are important. If the unemployment prediction for youth is more accurate and rapid, it
would help governments to ensure the more positive effects through the more agile and
anticipative actions.
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With regard to this issue, recent researches [4–6] suggest applying web search trend
information for improving the predictability of unemployment prediction models. They
used the Google search engine, which has about 90 % worldwide market share [7], to
collect the web search query information. Fondeur and Karame estimated French youth
unemployment using a modified version of the Kalman filter with Google query
information [4]. Choi and Varian [5], and Anvik and Gjelstad [6], respectively, pre-
dicted the US initial jobless claims and Norwegian unemployment by use of Google
query information in the ARIMA model. The Google search engine has the highest
market share in the most countries like EU, US, etc. but not in China and Korea. Naver
(Korean representative portal site) specific in Korean has about 75 % market share for
PC in Korea. Using the web query information collected from Naver, Kwon et al. [8]
developed a prediction model of the Korea’s total unemployment.

With a similar direction to the recent studies, this research aims to develop a
prediction model for estimating the Korea’s youth unemployment and identify whether
applying web query information is effective in improving the prediction model. For this
end, we use the classical autoregressive integrated moving average (ARIMA) model to
estimate the Korea’s youth unemployment rate, and then we develop a model addi-
tionally utilizing web query information in selected ARIMA model. Finally we intend
to compare the performances of developed models with respect to measure of
predictability.

2 Korea’s Youth Unemployment Data

According to the youth unemployment data of OECD (Organisation for Economic
Co-operation and Development), as of 2015, Japan (5.6 %) and Greece (49.8 %) show
the lowest and highest rates, respectively among the 34 OCED members. The rate of
the Korea’s youth unemployment presents 10.5 %, which is below the OECD average
(13.9 %) [1].

Table 1. Korea’s youth unemployment rate (%)

2010 2011 2012 2013 2014 2015

January 8.5 8.0 7.5 8.7 9.2
February 8.5 8.3 9.1 10.9 11.1
March 9.5 8.3 8.6 9.9 10.7
April 8.7 8.5 8.4 10.0 10.2
May 6.4 7.3 8.0 7.4 8.7
June 8.3 7.6 7.7 7.9 9.5
July 8.5 7.6 7.3 8.3 8.9
August 7.0 6.3 6.4 7.6 8.4
September 7.2 6.3 6.7 7.7 8.5
October 7.0 6.7 6.9 7.8 8.0
November 6.4 6.8 6.7 7.5 7.9
December 8.0 7.7 7.5 8.5 9.0
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In the definition of youth unemployment, global organizations like ILO (Interna-
tional Labour Organization) and OECD consider the youth as 15–24 year-olds but the
Korean government regards the Korean youth as 15–29 year-olds. Table 1 presents
Korean youth unemployment percentages from May, 2010 to April, 2015 [9]. Figure 1
(a) shows the change of the Korea’s youth unemployment rate. From examining Fig. 1
(a), we note that the variability of the time series increase as its general level increases
throughout the period 2010–2015. This suggests that some transformation such as
logarithms of raw data should be analyzed, rather than the raw data. Also seasonal
variation is observed in the series.

3 Identification of ARIMA Model

3.1 Stationarity of Youth Unemployment Data

We employed the autoregressive integrated moving average (ARIMA) process to
describe the change of the youth unemployment rate. The ARIMA(p, d, q) process
represents the dth differences of original series as a process containing p autoregressive
and q moving average parameters [10–12].

To identify an appropriate ARIMA model for youth unemployment rates, we first
transform the original data given Table 1 by taking logarithm. The logarithm data of the
youth employment rate, Yt ¼ lnðXtÞ, display less spatial variability than the raw series,
where Xt is the value at time t in original time series (see Fig. 1(b)). An increase in the
level of the log series indicates that at least one difference will be required to achieve
stationarity. Through the logarithm transformation and differencing the 1 degree of
logarithm series, we adjusted the time series given in Fig. 1(a).

For developing a time series model for this process, we compute the sample auto-
correlation function (ACF) and partial autocorrelation function (PACF) shown in Fig. 2.
For assistance in interpreting these functions, two-standard–error limits are plotted on
the graph as dashed lines. We see from Fig. 2(a) that the sample ACF tails off with a
sinusoidal decay, while the sample PACF cuts off after lag 0 (except at 12 lag).
The increase in the level of the log series indicates at least one difference is required to
achieve stationarity. Figure 2(b) presents the sample ACF and PACF after one differ-
ence of log transformed series (Yt). The sample ACF for the series of first difference still

Fig. 1. Trends of Korea’s youth unemployment rate
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displays large autocorrelations, particularly at lags 12, indicating that seasonal differ-
encing may be necessary. The most pronounced seasonal effect is at lag 12. Thus, the
seasonal difference of Yt�12 seems appropriate. The sample ACF and PACF are shown
in Fig. 2(c) along with the two standard error limits. Since the ACF in Fig. 2(c) tails off
and the PACF cuts off after lag 0, the model will be of autoregressive form with one
difference.

Raw data from April, 2010 to October, 2014 to (54 months) is used for training sets
to develop our prediction models in Sect. 3, and the rest from November, 2014 to
April, 2015 (6 months) is employed for test sets to evaluate predictability of the
developed models in Sect. 4.

To ensure the stationarity of the Korea’s youth unemployment data in Fig. 1(a), we
perform the logarithm transformation, differencing and seasonal adjustment (remove
trend and seasonality) consecutively. Finally, we could get the transformed series
shown in Fig. 3.

Fig. 2. Sample ACFs and PACFs
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3.2 Estimating Parameters of ARIMA Model

We apply the ARIMA program of auto.arima() function in R [13] to identify an
appropriate model that fits the youth unemployment adjusted rate. Using youth
unemployment rates for period from May 2010 to October 2014 (54 months), we
identify the ARIMA model. The remained data of 6 months will be used for estimating
the model predictability.

Table 2 shows the results of estimated ARIMA model for Korea’s youth unem-
ployment rate. The suggested model is given by ARIMA(1,0,0)(1,1,0)12. This result
agrees with our discussions about appropriate model derivation. We call this baseline
model as Model 1 to distinguish an extended model with web-query information in
next Section (Model 2(a) and Model 2(b)).

After estimating Model 1, we diagnosed the model 1 in terms of residual, ACF and
p-value. Residuals show the regularity of standardized residuals, and ACF values are
inside the white noise area. All of the p-values are outside the significant range. These
results indicate that any problem was not found to confirm the estimated Model 1.

The estimated Model 1, ARIMA(1,0,0)(0,1,0)12 can be represented as a linear
regression equation:

Fig. 3. Stationary process of Korea’s youth unemployment rate

Table 2. Estimated ARIMA model

Model 1

Model ARIMA(1,0,0)(0,1,0)12
Coefficient AR1: 0.7374
AIC −101.45

Forecasting Youth Unemployment in Korea with Web Search Queries 7



Model1 : lnðXtÞ ¼ ;0 þ;1 ln Xt�1ð Þþ ;2ln Xt�12ð Þþ et: ð1Þ

Here Фk (k = 0, 1, 2) is a coefficient of variable and the et is an error term at time t. We
summarize the results of regression analysis of Eq. (1).

Substitution of model parameters gives Model 1 as

Model1 : lnðXtÞ ¼ �0:098þ 0:558 ln Xt�1ð Þþ 0:498 ln Xt�12ð Þþ et: ð2Þ

Model 1 shows 70.9 % of the explanatory power (R-squared: 0.709) for the real
data. Figure 5 presents the fitted graph of unemployment rates of ARIMA model and
their observations in Table 1. Fitted curve shows similar pattern to observed rate of
unemployment.

Fig. 4. Diagnostic of Model 1

Table 3. Estimated coefficients of Model 1

Predictors Unstandardized b (Std. Error) Standardized b t Sig.

Constant −0.098(0.227) −0.431 0.669
lnðXt�1Þ 0.558(0.096) 0.562 5.841 0.000

lnðXt�12Þ 0.498(0.112) 0.427 4.435 0.000
R2 (Adjusted) 0.709 (0.694)
Residual mean square 0.005
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4 Improving Baseline Model with Web Query Information

4.1 Collecting and Preprocessing Web Query Information

We try to apply the web query information to improve the predictability of the baseline
model (Model 1). We retrieved keywords for web queries associated with the Korea’s
youth unemployment rate through the analysis of Korean SNS (social network service)
and blog data generated from April 8 to May 8 (one month) in 2015. We find 16
Korean words simultaneously mentioned with ‘youth unemployment rate’ among 577
online documents or messages (twitter: 279, blog: 298). Collected query includes
company, economy, employment, enter-graduate-school, government, get-a-job,
graduate school, job, join-the-army, permanent position, rental house, support, unem-
ployment, youth startup, youth unemployment, and youth unemployment rate (trans-
lated to English from Korean and alphabetized).

In addition to the 16 keywords, we added another two keywords; ‘unemployment
benefits’, which showed a high correlation with ‘unemployment rate’ in previous our
study [8], and ‘youth-get-a-job’, which is an antonym of ‘youth unemployment’. The
formation of total keywords’ set is depicted in Fig. 6.

We collected web search trends of the 18 queries (keywords) from May 2010 to
April 2015 through the Naver query engine. Web query information provides the value
scaled to a range from 0 to 100 as a relative frequency like the Google Trends. The web
query information is weekly data but youth unemployment data provided by Statistics
Korea are generated monthly. For additional use of the web query information in
developed ARIMA model, we convert the time interval unit of the web query infor-
mation from ‘week’ to ‘month’.

For instance, collected weekly data of web query information in Table 4 are con-
verted as follows:

Fig. 5. Fitting of Model 1
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• We convert the weekly data to monthly data by taking a weighted average
dependent upon how many days there are in a specific month. A specific month may
not include days of the current month. To align web query data with current
month’s unemployment rate, we use the weighted average of each week’s keyword
value.

• Suppose we want to construct data for September 2011 for our category “Q6:
get-a-job.” The month will include data from 2010.08.30 until 2010.10.03. The first
week (20100830–20100905) consists of 2 days of August and 5 days of September.
September has 30 days. So weighted rate of the first week is 5/30. In the same way,
we compute the weighted rates of all weeks in September. That is, the weighted
average of all weeks’ keyword values is used for monthly value of keyword.

After converting the values of 18 queries information, we selected significant five
queries which have correlations greater than 0.5 with youth unemployment rate.
Table 5 presents selected five keywords to be used in model construction of Sect. 4.2;
Q1 (company), Q3 (employment), Q14 (youth startup), Q17 (youth employment), and
Q18 (unemployment benefits).

Fig. 6. Keywords associated with Korea’s youth unemployment rate

Table 4. Converting time unit of web query information

Month
(Days)

Period
(yyyymmdd)

Days Weighted
rate(a)

Keyword
value(b)

(a)X(b) Converted
value (Total)

2011
September
(30)

20100830*20100905 5 5/30 97 16.2 82.4
20100906*20100912 7 7/30 92 21.5
20100913*20100919 7 7/30 81 18.9
20100920*20100926 7 7/30 55 12.8
20100927* 20101003 4 4/30 98 13.1
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4.2 ARIMA Model with Web Query Information

For a better prediction of unemployment rate, we consider the way utilizing web query
information correlated with unemployment rate. To this end, we combine the infor-
mation of web query values and autoregressive function of time series model of (1),
thus build a linear model (Model 2) as follows:

Model2 : lnðXtÞ ¼ ;0 þ;1 ln Xt�1ð Þþ ;3 ln Xt�12ð Þþ
Xn

k¼1
bklnðqkt Þþ et: ð3Þ

Here Uk k ¼ 0; 1; 2ð Þ are same as those in (1), bk (k = 1, .. , n) are coefficients of
query values, qkt (k = 1, .. , n) are the values of search volume index and the et is an
error term at time t. Stepwise regression [14] on linear model of (3) provides the
estimated model as follows:

We note that in estimated model of (4), the variable of ln Xt�1ð Þ is not selected.
When we include the variable of ln Xt�1ð Þ in the estimated model, the best model is
given as

Table 5. Selected web queries

Query Correlation

Q1 0.633**

Q3 0.740**

Q14 0.634**

Q17 0.748**

Q18 0.822**

**Correlation is significant at the 0.01 level (2-tailed).

Table 6. Estimated coefficients of Model 2

Model 2(a) Predictors Unstandardized b (Std. error) Standardized b t Sig.
Constant −0.333(0.211) −1.575 0.123
lnðXt�12Þ 0.418(0.094) 0.358 4.443 0.000

lnðq17t Þ 0.124(0.042) 0.308 0.308 0.006

lnðq18t Þ 0.280(0.076) 0.416 0.416 0.001

R2 (Adjusted) 0.813(0.799)
Residual mean square 0.003

Model 2(b) Predictors Unstandardized b (Std. error) Standardized b t Sig.
Constant −0.491(0.210) −2.336 0.025
lnðXt�1Þ 0.263(0.105) 0.265 2.494 0.017
lnðXt�12Þ 0.382(0.097) 0.327 3.922 0.000

lnðq18t Þ 0.315(0.074) 0.468 4.272 0.000

R2 (Adjusted) 0.803(0.788)
Residual mean square 0.003
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Model2 bð Þ : ln Xtð Þ ¼ � 0:491þ 0:263 ln Xt�1ð Þþ 0:3820:2 ln Xt�12ð Þ
þ 0:315 ln q18t

� �þ et:
ð4Þ

Table 6 summarizes the regression results of Model 2(a) and Model 2(b). Model 2
(a) and Model 2(b), respectively, show 81.3 % and 77.1 % of the explanatory power.
Figure 7 presents the fitted graph of unemployment rates from Model 1 and Model 2(a)
together with trend of real observations. Fitted curve shows similar pattern of observed
rates of unemployment.

4.3 Performance Comparison of Model 1 and Model 2

To compare the performances of three developed models (Model 1, Model 2(a) and
Model 2(b)), we simply consider the measures of the coefficient of determination,
standard error of estimates and mean squared prediction error of models. In compu-
tation of mean squared prediction errors, we use the 6 month-dataset from November
2014 to April 2015 after training period of 54 months. Table 7 summarizes the con-
sidered measures for three models. Among three models, Model 2(a) shows a little
better performance than those of Model 1 and Model 2(b).

Specifically, Model 2(a) and Model 2(b) better explain the youth unemployment
rate by 10 % than Model 1. Standard error of estimates and mean squared prediction
error of Model 2(a) decrease by about 20 % and 40 %, respectively compared to those

Fig. 7. Fitted curves of Model 1 and Model 2(a)

Table 7. Model performance comparison

Model 1 Model 2(a) Model 2(b)

Coefficient of determination 0.709 0.813 0.803
Standard error of estimates 0.06890 0.05589 0.05737
Mean squared prediction error 0.005 0.003 0.003
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of Model 1. Figure 8 shows the fitted graphs of unemployment rates for training period
of 54 months and for prediction period of 6 month together with real observations.
Three fitted curves of Model 1, Model 2(a) and Model 2(b) show similar patterns to
observed rate of unemployment.

5 Discussion

Our research focuses on development of models for predicting the youth unemploy-
ment rate in Korea. Classical method of ARIMA is often applied to estimate unem-
ployment rates. Another direction to forecast such rates suggests utilizing web query
information together with statistical models such as ARIMA model. We develop a
combined model of ARIMA process and web query information. Estimated model
utilizing query information shows better performance than that of classical ARIMA
model in prediction of unemployment rate. We consider that appropriate query infor-
mation associated with response of interest can be usefully applied in developing
estimation model. Often accurate and rapid prediction of certain variable is required for
early decision of relevant policies. Recently, obtaining appropriate information from
web query tends to be easier, thus we expect that effectively utilizing of collected web
query information would be helpful for more accurate estimation and prediction of
interested variables.
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Abstract. Technopark is a union of companies called residents that implement
innovation activities. Development of the competence management system for
technoparks is currently a relevant task. Such system allows automating the
process of resident’s search that can satisfy potential customer tasks. The paper
presents a smart space-based approach for competence management system
development and implementation. Every resident is described by a profile that is
shared with the smart space and becomes accessible for other competence
management system users. The profile consists of several competencies and
evidences with skills levels characterized their degree of possession.

Keywords: Competence management � Skills � Smart space � Technopark
residents

1 Introduction

Technopark is a union of companies called residents that implement innovation
activities. For joint collaboration of residents and for finding of potential customers for
a resident or for a group of residents it is useful to acquire resident competencies and
use it to represent them. Last years, competency management of companies is a popular
research and development topic (see [1, 2]). At the moment, advantages in a global
competition is determined by learning and deployment speed of new knowledge into
modern technologies and production. In accordance with [3], the main aspects involved
in competence management are related to: development of concepts, skills and attitudes
(formation); work practices, ability to mobilize resources, which distinguishes it from
others; combination of resources; search for better performances; permanent ques-
tioning; individual learning process in which the higher responsibility should be
attributed to the individual him/herself; relationship to other people. Such system
allows automating the process of residents searching that satisfy potential customer
tasks. Competence management of employee and companies at all is a popular research
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direction in the last years. The paper presents a relate work of modern competence
management systems. Main requirements for such systems are formulated based on this
related work. An approach for competence management system and its implementation
were developed and described based on smart space technology that provides possi-
bilities to organize semantic based information exchange among technopark residents
and other competence management system customers.

At the moment, the system is developed and deployed for ITMO University
Technopark. This technopart is a member of international association of technoparks
and presents residents for potential customers. Thereby, development of the compe-
tence management system for ITMO University Technopark is the actual at the
moment task.

The rest of the paper is structured as follows. Related work is presented in Sect. 2.
Section 3 describes a reference model of the competence management system. Sec-
tion 4 presents the approach evaluation. The results are summarized in Conclusion.

2 Related Work

The article [4] presents the outcomes of studies, which resulted the creation of the
information system for the storage and evaluation of competencies of university stu-
dents. The system is based on fine-grained representation of the skills and compe-
tencies through ontologies. The system supports students in planning their courses, fills
a gap in the analysis of competencies and creates profiles for application forms when
applying for a job. Presentation profiles based on XML HR for data exchange. For
example, if students give the access to their profiles to recruitment companies, it allows
recruiters to find the desired employee faster. Due to the high accuracy of stored data,
encrypted XML data store is used.

As part of a university course, it was selected about 60 students with relevant
competences in the field of computers to work with economic tasks/information sys-
tems. Each student has three courses for himself/herself, which he/she later takes. For
each course there is a number of competencies, which are prerequisites for the taking of
a course and a number of competencies (postconditions), which were obtained during
the course of implementation.

The proposed system can only be regarded as the first prototype, as it considered
only certain important competences. For example, the competence “programming” was
developed in parallel courses and was not represented in the system. Profile was
considering only the post-conditions, without taking into account the student’s com-
petence in programming.

The article [5] presented the results of studies, conducted over 10 years, which led
to the creation of applications for ontology learning, based on competencies and
knowledge management. Based on this ontology, the structure of the software for
e-learning systems managed by ontology is presented. The researchers concluded, that
in order to meet the challenges of the information society, it is necessary to maintain
process of competence development in the context of lifelong learning. More flexible,
adaptive learning systems are required. The article tells about the experience, of using
MISA method (Instructional Engineering Method) - training engineering development
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method. It was first used in 1992 with the aim of integrating the knowledge of mod-
eling and competence within the framework of this method.

Also, researchers present TELOS system (TelELearning Operating System), which
is a teaching operating system with an ontologically-driven architecture. The system
integrates computer and human agents using two basic processes: semantic represen-
tation of resources and resource aggregation. Acquisition of new competencies is the
important task of competence management. This process should be integrated into the
software system as an educational engineering tool, allowing to inform the operational
tools of the new acquired qualities and their position in relation to the achievement of
the objective of acquired new competencies.

The authors [6] address the problem of knowledge modeling in multi-agent systems
that allow agents and users, to perceive alike and accept the concept of a domain.
Ontologies are offered as a solution that allows to develop a coherent rules for specific
domains. The researchers presented a multi-agent system that allows to manage, search
and map existing competences of the user with represented ones, on the basis of
relevant ontologies identified by specific domain. The authors examined examples for
using the competencies in the relationship between universities and prospective stu-
dents, between companies and future employees. The model considered in the
framework of the article allowed universities, students and employees of companies to
build and maintain their own competence to assess their knowledge to comply with
their mandates and to search for the desired competencies in the respective areas. The
direction that the researchers plan to expand within the next scientific work - refinement
of quantitative ontologies of the component. It is important for requests and offers
matching. Long-term studies will be focused on the model’s ability to match two
different ontologies of the domain.

Authors of the article [7] pay attention to the lack at the moment of successful
indicators in the field of competence management, which could provide promising
tools for a more efficient allocation of resources, knowledge management, support for
training and human resources development in general, especially in the individual
entrepreneurs level. Pilot applications, such as detection of an expert often fail in the
long run, because of the incomplete or outdated databases. In order to overcome this
problem, scientists have proposed an approach of joint management competencies. In
this approach, they have joined in the Web 2.0 technology processes, running from the
bottom up with the organizational processes that run from top to bottom. They solved
this problem as the task of constructing a joint ontology, which is the basis for the
model of ontology aging process. In order to implement model of ontology aging
process for competence management, the researchers have built a semantically-social
application SOBOLEO that offers competence ontology aging and easy to use inter-
face. Thus, in the article the researchers show how ontology competencies can be
developed to cover less formal tag topics. It was proved that it guarantees value and
timeliness during application. Easy to use in everyday activities SOBOLEO motivates
employees to fill the data into the system.

The article [8] presents a common framework for intelligent competence man-
agement system based on ontologies for an information technology company. In the
first phase, it was tested in small enterprises working in the field of information
technology, and then it applied for other organizations of the same type. Competence
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management system according to the authors has to achieve the following key
objectives: (a) maintain complete and systematic acquisition of knowledge about the
competencies of employees of the enterprise; (b) ensure knowledge about the com-
petencies and their owners; (c) apply existing knowledge to achieve the goal.

The core competencies of information management system is an ontology, which
plays the role of declarative knowledge base repository, containing the basic concepts
(such as company work, competence, domain, group, person, etc.) and their relation-
ship to other concepts, examples and properties. Protégé framework was used to create
such ontology. Ontology structure is conceived in such a way that the logic description
can be used to represent the concept of determining the subject area in a structured and
widespread form. Acquiring knowledge in this approach is performed by enriching
ontology, in accordance with IT-company requirements. According to the authors, the
advantage of using the system on the basis of ontology, is the ability to identify new
relationships among concepts, based on logical conclusions, starting from existing
knowledge. The user may choose for request examples of one type concept. The article
also provides some examples of using such system.

Authors of the article [9] have focused on the analysis of dynamic competence
management system. The system takes into account the changes of competences with
the time, caused by diffuse processes in project groups. Authors emphasize that the
management and control of knowledge and skills, and, more recently, the companies
competence, have become an essential factor of the production process in terms of the
strategic human capital management purposes. Knowledge and competence manage-
ment is becoming increasingly important subject of research for educational institu-
tions. It is necessary to focus on a detailed description of the achievements of the
student in the form of their competences, as well as the analysis of competences of
companies employees where intellectual capital is equal to the investment to the
competence, that allows the employer to make decision regarding trainings, attracting
to new projects and recruitment.

Considered article describes the concept of dynamic competence management
system, which contributes to a better dynamic nature competences guidance. The
authors cite several arguments in favor of use of this system in the organization: (1) the
system provides the identification of skills, knowledge, behaviors and capabilities
needed to meet current and future staffing needs, (2) it can focus on the individual and
group development plans.

Offering the formal approach in building a competence management system, the
author of the paper [10] addresses the problem of competence profiles management.
Competence management in recent years has become very topical, because it con-
tributes to the achievement of organizational goals and solves problems such as
improving the information flow or the competences generation. In the paper were
proposed a lot of competence modeling approaches and the use of competency models.

It was revealed that there was no examination of the structures and the use of
competence profiles in competence management system. The author has represented
the ontological realization of the abstract model, including software architecture of
competence profile management system. The main contribution of this work is that the
authors consider the formalization of competency profiles operations and ontological
implementation of these operations.
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The authors of the paper [11] focuses on the role of user behavior modeling and
semantically enhanced submissions for personalization of its interaction with the sys-
tem. The work represents the general ontological foundations of user modeling
OntobUMf (Ontology-based User Modeling framework) its components and processes,
associated with the user behavior modeling. The authors present them as wireframes,
shaping user behavior and classifying people according to their behavior. The basis of
OntobUMf is user ontology, which was developed in accordance with the information
system management, information package IMS LIP (Information Management System
Learning Information Package). Custom ontology includes behavioral concept, extends
to IMS LIP specification, defines the users characteristics, interacting with the system.
The paper gives examples of OntobUMf in the context of a knowledge management
system. Also, in the scientific work, the background of the ontological modeling cre-
ation, user behavior for semantically enhanced knowledge management systems are
discussed. According to the authors of this article, the results of presented research,
may contribute to the development of other frameworks of user behavior, other
semantically enhanced user modeling systems or other semantically enhanced infor-
mation systems.

According to the authors of the paper [12] learning management system Moodle
(Modular Object - Oriented Dynamic Learning Environment) is currently the most
popular software solution that provides a variety of modules for various educational
purposes. However, there are some aspects related to competence management, which
are missing in Moodle. Article [10] offers an application that is designed as an
extension of Moodle to support the development and evaluation of competences within
the course. The article provides detailed information about the competence ontology,
adopted for course structure development, based on competence, as well as competence
management features built into Moodle. The authors show how these functions,
embedded in the learning management system, allow the controlling of the target
competencies together with associated elements and evaluate the level of skills,
achieved by students within each of the target competencies. In addition, it becomes
possible to generate different types of competency reports, depending on the target role
(teacher, student or administrator). The application, offered by authors, satisfies the
need for practical and convenient way to manage and evaluate the competencies,
associated with learning management system Moodle.

In the paper [13] authors analyze the various approaches, presented in the literature,
related to the competence modeling and offers a competence ontology as a formal
description of the competence characteristics, agents, and educational resources in the
educational networks. The proposed by authors ontology also seeks to simulate aspects,
related to competence management and tracking to support the development of com-
petences in educational networks throughout life. The authors believe that with the
introduction of a paradigm of continuous education and dissemination of the terms
“knowledge society”, “civil mobility”, “globalization”, competence based learning and
training, interest in technologies, improving the quality of education is growing, as it
provides an important advantage for individuals and organizations, supporting the
transformation of learning outcomes into permanent and valuable asset - knowledge.
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In this context, in order to facilitate the acquisition and ongoing development of
new competencies, educational networks have revealed the need to provide a variety of
learning opportunities throughout life.

Based on the presented related work the following basic requirements for the
competence management system of the technopark residents were highlighted:

• competence management system has to be based on smart space that contains
residents competencies modelled in terms of ontology;

• storing residents profiles, information about customer tasks and the ability to handle
them in competencies management system;

• separation of user rights to the following key roles: user, administrator and resident;
• web interface support;
• comparison between the residents competence profiles;
• comparison of a task with a profile.

3 Reference Model

Proposed competence management system is based on smart space technology that
provides possibilities to share the semantic information among technopark residents
and potential customers. Residents share with the smart space their competence profiles
that represents main information about a resident and list of references to the resident
competencies represented by ontologies (see Fig. 1). A competence profile of a resident
is the set of skills with associated levels. A resident is used the competence editor to
transfer their competencies into ontological representation. This ontology is shared
with the smart space and describes the model of the resident in the smart space.

When a customer would like to collaborate with the technopark he/she opens
technopark web portal and search for resident models in smart space who have required

Competence 
Editor 

Technopark 
Web Portal

Customers Residents,
administrator 

Web Web

Competence
Smart Space

Customer 
Context

Resident 
Profile 

Resident 1
competencies

Resident 2 
competencies

Resident n 
competencies 

Fig. 1. Reference model of the proposed competence management system
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competence or describe his/her context to implement this searching automatically.
Context is a set of customer competencies that are required at the moment to solve for
him/her task.

Competence editor module supports the following main operations:

• skill lexicon management;
• residents management;
• competence profile management.

Skill lexicon management provides possibilities for a resident/administrator to add
new, remove, update items in the technopark skill tree. These skills can be added by a
resident to the competence profile. Every skill is characterized by levels that represent
degree of possession of the skill. A resident/administrator can specify count of levels
and title for every level. Resident management operation provides possibilities for
administrator to add, remove and edit a resident profile. The resident profile includes:
company name, web site, address, short description, and contact e-mail. Competence
management operation provides possibilities for residents to add and remove skills
from a resident profile and determine degree of possession by choosing the skill level.

Technopark web portal supports the following main operations:

• determine a customer task;
• compare the customer task with resident profiles;
• compare profiles of different residents;
• range resident profiles based on similarity to the customer task.

A customer can determine a task and specify requirements that a company has to
have for implement the task. Compare the customer task with resident competence
profiles is used to determine if the resident can perform the selected task or not. For
each requirement, the competency that implements the same skill is extracted from the
competence profiles. If this skill level is less than the according skill level for the task
requirement or profile does not have any competence with required skill, then selected
profile cannot perform selected task, otherwise it can.

4 Implementation

Application has been implemented using Java programming language and Spring
Framework technology stack for Technopark of ITMO University. Customers, resi-
dents, and administrator are working with competence management system through the
web interface. Skills tree is shown in Fig. 2. It covers all ITMO University Technopark
resident skills. Example of a resident profile is shown in Fig. 3. It includes the resident
name, web site, address, resident description and set of competence linked to the
resident profile. Implementation of the competence management system in details is
described in [14].

Competency Management System for Technopark Residents 21



The following main scenarios are supported by application:

• User knows what competencies he/she needs. In this scenario user uses the search a
resident by needed competencies.

• User knows the resident but should know it possibilities. In this scenario user can
aggregate all tasks the resident can implement.

• User knows of two residents and he/she would like to compare their profiles. Which
company can better implement the needed task.

• User knows the resident and and task and he/she would like to compare the resident
and the task to understand if this resident can implement this task.

Fig. 2. Skills tree for ITMO Univerisy Technopark residents
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5 Conclusion

The paper presents an approach and implementation for competency management
system for technopark residents. The system has been implemented for Technopark of
ITMO University and accessible by the following link: http://77.234.220.70:8080/. At
the moment, the system is being filled by the information about Technopark residents
and then this information will be used to generate information pages for Technopark
residents in web portal: http://technopark.ifmo.ru/en/.

Fig. 3. Example of a resident profile
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Abstract. The paper describes an approach of applying an actor model that
executes Data Mining algorithms to analyze data in IoT systems with a dis-
tributed architecture (with Fog Computing). The approach allows to move
computational load closer to the data, thus increasing performance of the
analysis and decreasing network traffic. Execution of the 1R algorithm in an IoT
system with a distributed architecture and the results of the comparison of
distributed and centralized architectures are shown in the paper.

Keywords: Internet of Things � Fog Computing � Data Mining � Distributed
data mining � Actor model

1 Introduction

Currently there is a rapid growth of stored information volumes obtained from different
devices: sensors, cameras, mobile phones and others. These devices, connected by the
Internet, are called Internet of Things (IoT). Cisco analysts consider the period of
2008–2009 to be the birth of the Internet of Things because during this period the
number of devices connected to the Internet exceeded the population of the Earth [1],
thus making the ‘Internet of People’ the ‘Internet of Things’. According to Gartner, Inc.
(a technology research and advisory corporation), there will be nearly 26 billion
devices in the Internet of Things by 2020 [2]. Therefore the amount of information
coming from those devices will increase over time.

Today this kind of information is referred to as Big data. It is characterized by large
volumes of data, a variety of types and rapid generation. Such data is collected from
sensors in IoT systems. Data analysis is an important task in such systems.

Scalable data processing systems are used to perform analysis (including intellec-
tual analysis). Examples of such systems are Apache Hadoop and Apache Spark. They
are used to process huge amounts of data like those in the systems by Google, Yandex
and other popular social networks. However they do not require a centralized storage of
the processed data and do not allow to relocate computational load closer towards the
data sources, which would reduce traffic and therefore increase speed of the analysis.

Lately, IoT systems with fog nodes have become more popular. They are an
alternative to the IoT systems with a centralized architecture. The systems use fog
nodes to preprocess data. This paper describes an approach that allows to distribute
analysis between nodes and move it closer to the data.
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The paper is organized as follows. Section 2 is a review of the approaches to
creating data mining systems for the IoT. The third section contains the description of a
general approach that allows to map the decomposed algorithm onto blocks of the
actors model. The fourth section describes the proposed approach to implementing the
data mining system for IoT with a distributed architecture. The last section discusses
the experiments and compares the approach with similar solutions.

2 Related Work

Most of the data mining systems for the IoT have a multilayer architecture (Fig. 1) of
four levels [3, 4]:

1. The devices layer is the bottom layer. It can be viewed as a hardware or physical
layer which performs data collection.

2. The data gathering layer is responsible for connecting the devices layer and the
application layer enabling data transfer between them. It also performs cross plat-
form communication, if required.

3. The data processing layer is responsible for critical functions such as device and
information management and also takes care of such issues as data filtering, data
aggregation, semantic analysis, access control and information discovery.

4. The layer of data analysis services provides services or applications that integrate or
analyze the data received from the other two layers.

The last level provides services to execute different analytical tasks. The majority of
existing IoT systems have a centralized architecture. The data there is collected in a
single storage and is processed by the analytical services, which are also executed on a
single computing cluster. There are two approaches to building a centralized analytical
service:

Data analysis 
services

Data processing 
layer

Data gather 
layer

Devices 
layer

Iot system

Iot system

External analytic cloud

a) b)

Fig. 1. Data mining for IoT systems with centralized architecture: (a) using internal data mining
system, (b) using an external data mining cloud
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• integration within existing cloud storages and analytic services [5];
• implementation of new services based on existing scalable analysis systems [4].

Cloud analysis services provided by established companies can be used to imple-
ment the first approach.

Azure Machine Learning (Azure ML) [6] is a SaaS cloud-based predictive ana-
lytics service from Microsoft Inc. It has been launched in February 2015. Azure ML
provides paid services, which allow users to execute the full cycle of Data Mining: data
collection, preprocessing, features definitions, choice and application of algorithms,
model evaluation and publication. The service is for experienced users with knowledge
in machine learning algorithms.

Azure ML can import data from local files, online sources and other cloud-projects
(experiments). The reader module allows to load data from external sources, the
Internet or other file storages.

In April 2015 Amazon has launched their Amazon Machine Learning service that
allows users to train predictive models in the cloud [7]. This service provides all stages
required for data analysis: data preparation, construction of a machine learning model,
its settings, and eventually the prediction. The user can build and fine-tune predictive
models using large amounts of data.

It allows users to analyze data stored in other Amazon services (Amazon Simple
Storage Service, Amazon Redshift, or in Amazon Relational Database Service). To
scale computations, the service uses Apache Hadoop.

Google made its Cloud Machine Learning platform [8], which is used by Google
Photos, Translate, and Inbox, available to developers in March 2016. It is a managed
platform that empowers users to build machine learning models. The platform provides
pretrained models and helps to generate customized models. It allows users to apply
neural network based machine learning methods, which are used by other
Google-services including Photos (image search), the Google app (voice search),
Translate, and Inbox (Smart Reply).

All of these services are provided by REST API for client applications. Users can
only analyze data stored in Google storage and cannot add new machine learning
algorithms.

Scalable data analysis systems can be used to implement the second approach.
Apache Spark Machine Learning Library (MLlib) [9] is a scalable machine

learning library for the Apache Spark platform. It consists of common learning algo-
rithms: classification, regression, clustering, collaborative filtering and other. It has an
own implementation of MapReduce, which uses memory for data storage (versus
Apache Hadoop that uses disk storage). It allows to increase the efficiency of the
algorithm performance.

Apache Mahout [10] is also a data mining library concerning the MadReduce
paradigm. It can be executed on Apache Hadoop or Spark based platforms. It contains
only a few data mining algorithms for distributed execution: collaborative filtering,
classification, clustering and dimensionality reduction. Users can extend the library by
adding new data mining algorithms. The core libraries are highly optimized and also
show good performance for non-distributed execution.
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The disadvantage of the IoT systems with centralized approach is that it is nec-
essary to send all the data from the sources to the place where it will be analyzed. This
increases the network traffic and the time that the analysis takes in whole. This becomes
a significant restriction when analyzing big data in real-time.

Fog Computing that became popular recently is an alternative to the Cloud
Computing [11]. Fog Computing enables a new breed of applications and services, and
that there is a fruitful interplay between the Cloud and the Fog, particularly when it
comes to data management and analytics. The IoT systems that use Fog Computing
have intermediate fog nodes at the level of intermediate levels of the IoT systems
(Fig. 2) where the data analysis is performed without the data being sent to the cen-
tralized storage.

Such architectures are popular due to the absence of the drawbacks described
earlier. However neither existing cloud analytical services nor systems that perform
scalable data analysis can be used for such systems. The suggested approach and it is
implementation on the actor model allow to solve this problem.

3 The Essence of the Approach

3.1 Presentation of Data Mining Algorithm as a Set of Functional Blocks

According to [12, 13], a data mining algorithm can be written as a sequence of
functional blocks (based on the principle of functional programming). A data mining
algorithm can be presented as a sequence of function calls:

dma ¼ fn d; fn�1 d; . . .:fi d; . . .:f1 d;mð Þ. . .ð Þ::ð Þð Þ; ð1Þ

Data analysis 
services

Data processing 
layer

Data gather 
layer

Devices 
layer

IoT system

Fog nodes

Fig. 2. IoT system with fog nodes
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where fi: is a function that analyses the input data set d of type D and changes the
mining model m of type M. This function is called functional block. It is of the type:

FB :: D ! M ! M; where

– D: is the input data set that is analyzed by functional block,
– M: is the mining model that is built by functional block.

Note that not all of the functional blocks of the data mining algorithms need to use
the data:

fci d;mð Þ ¼ fci nil;mð Þ

Such blocks are called calculation functional blocks. Accordingly the blocks, which
use the data:

ffb d;mð Þ 6¼ ffb nil;mð Þ

are called processing functional block. Thus if the algorithm is represented as a set of
functional blocks:

A ¼ f1; f2; . . .; fi; . . .; fnf g;

it is possible to divide the set into two subsets depending on the functional block’s
type:

A ¼ Ac [Af ¼ fc1; f
c
2; . . .; f

c
i ; . . .; f

c
v

� �[ ff1; f
f
2; . . .; f

f
b; . . .; f

f
w

� �
:

A data mining algorithm is also a functional block since according to (1) it can be
presented as a composition of functional blocks:

dma ¼ fn � fn�1
� . . . � fi � . . . � f1:

The different flowchart structures (decisions, loops and other) can also be presented
by functional blocks [14]. For example, we rewrite the 1R [15] algorithm as set of
functional blocks:

• the conditional function which checks weather the current attribute is a target
attribute. If so, it calls a composition of two functional blocks:
– addingOneRule: adding a new rule to the mining model,
– incrementOneRule: incrementing the count of vectors validated for this rule

isCurrAttrTarget = if cf (d, m) then addingOneRule°incrementOneRule, where
– cf – function to calculate the conditional expression,

• loop - function, which calls the functional block isCurrAttrTarget for all the
attributes of the current vector,
attrsCycle = loop’(d, finitA (d, m), cfA, fpreA, isCurrAttrTarget), where
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– finitA: the function initializes an attribute counter with the first index of the list of
attributes

– cfA: the conditional function checks whether all the attributes have been
processed

– fprevA: the preprocessing function changes an attribute counter assigning the
index of the next vector

• the vectors cycle function calls the functional block attrsCycle for all vectors,
vectorsCycle = loop’(d, finitW (d, m), cfW, fpreW, attrsCycle), where
– cfW: conditional function, that checks whether all the vectors have been

processed
– finitW: the function, which initializes a vector counter with the first index of the

list of vectors
– fprevW: preprocessing function, that changes the vector counter by assigning the

index of the next vector
• loop - function, which for all values of the target attribute calls a functional block:

– selectBetterScoreRule: selection of rule with minimal error for the current value
of the target attribute
targetsValuesCycle = loop’(d, finitT(d, m), cfT, fpreT, selectBetterScoreRule),
where

– cfT: conditional function, that checks whether all the values of the target attribute
(classes) have been processed

– finitT: the function, initializes a class counter with the first index of the list of
classes

– fprevT: preprocessing function, that changes the class counter by assigning the
index of the next class

• cycle function that calls functional block targetsValuesCycle for all rules:
rulesCycle = loop’ (d, fbinitR (d, m), cfR, fbpreR, targetsValuesCycle), where
– cfR: conditional function, that checks whether all the rules have been processed
– finitR: the function initializes a rules counter with the first index of the list of rules
– fprevR: preprocessing function, that changes the rules counter by assigning the

index of the next rule

So, the 1R algorithm can present as composition of two the functional blocks:

1R ¼ rulesCycle � vectorsCycle ð2Þ
The functional block rulesCycle does not require the presence of the dataset and is a

calculation functional block. The vectorsCycle block processes data and is a processing
functional block.

3.2 Conversion of a Data Mining Algorithm into Parallel Form

According to the Church-Rosser theorem [12] the reduction (execution) of functional
expressions (algorithm) can be done concurrently. The expression (1) has to be
transformed into a representation, from which the functional blocks will be invoked as
arguments. For this purpose a function parallel which takes care of data-parallelization
in the algorithms has been added [16].
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Using the parallel function, different parallelized forms of one data mining algo-
rithm can be created. For example, the 1R algorithm can be converted into the fol-
lowing parallel forms:

• with parallel processing of the data sets by the vectors:

vectorsCycleParall ¼ parallel d;m; vectorsCycleð Þ
1RVectorsCycleParallel ¼ rulesCycle � vectorsCycleParall: ð3Þ

• with parallel processing of data sets by the attributes:

attrCycleParall ¼ parallel d;m; attrsCycleð Þ
vectorsCycle ¼ loop0ðd; fbinitW ðd;mÞ; fbinitW ; fbpreW ; attrCycleParallÞ
1RVectorsCycleParallel ¼ rulesCycle

�
vectorsCycle:

ð4Þ

3.3 Mapping a Data Mining Algorithm on a IoT System with Fog Nodes

The IoT system can be represented as a union of two sets of nodes:

S ¼ C[F ¼ nc0; n
c
1; . . .; n

c
p; . . .; n

c
u

n o
[ nf0; n

f
1; . . .; n

f
q; . . .n

f
z

n o
; where

– ncp - computing node of a system that does not store data and is used to perform the
analysis services (located at the data analysis services level on the Fig. 2),

– nfq - a node of a system that stores data and is used for preprocessing (fog nodes on
the Fig. 2).

To execute analysis algorithms in such systems, the actor model [17] has been
proposed [18]. The execution environment based on the actor model can be represented
as a set of actors:

E ¼ r; a0; a1; a2; . . .; aj; . . .; ag
� �

; where

– r – the router, which distributes messages among actors,
– a0 – the actor, which carries out the main algorithm sequence,
– a1–ag – the actors, that carry out the parallel function of the algorithm.

Actors can execute functional blocks and therefore run a distributed execution of
the data mining algorithm [18]. The described approach was implemented as the data
mining library DXelopes [19]. The library has adapters for the integration in the actors
environments [18].

The actors environment was used to create the prototype of the distributed IoT
system with fog nodes. Mapping actors to the nodes of the system divides the set of
actors into two subsets: computing and processing:
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E ! S ¼ E ! ðC[ FÞ ¼ Ec ! Cð Þ [ Ef ! Fð Þ ¼
f acj ; n

c
p

� �
j acj 2 E; ncp 2 Cg[ f afr ; n

f
q

� �
j afr 2 F; nfq 2 Fg

The types of the functional blocks in the Data Mining algorithm can be recon-
sidered when mapping them to actors. The blocks that interact with data should be
located at the processing actors and the blocks that do not interact with the data should
be located at the computing actors:

A ! E ! S ¼ A ! E ! ðC[ FÞ ¼ Ac ! Ec ! Cð Þ [ Af ! Ef ! Fð Þ ¼
f fci ; a

c
j ; n

c
p

� �
j fci 2 A; acj 2 E; ncp 2 Cg[ f ffb; a

f
r ; n

f
q

� �
j ffb 2 A; afr 2 F; nfq 2 Fg ð5Þ

Information on the fog nodes can be distributed horizontally or vertically. If the
distribution is horizontal the data, that is recorded by the sensors at each node has the
same metadata but is related to different objects. For example, there can be sensors for
pressure, temperature, humidity etc. that would measure the parameters of similar
objects but, for example, be located in different regions.

If the distribution is vertical, the data recorded at each node is related to one or
several parameters. Thus the data, which is stored at each node has different meta data
but is usually related to a single object. In this case, the synchronization can be
achieved through comparison of timestamps.

The suggested approach allows to easily transform sequential algorithms into
parallel processing on attributes or data vectors for both cases. The functional blocks of
the algorithm that processes data can be moved to the fog nodes that store information
according to (5).

4 Experiments

Experiments for centralized and distributed IoT systems have been carried out. The
Apache Spark MLlib was used for the centralized approach. It has been deployed on
high-performance servers supporting hardware virtualization and providing the possi-
bility to perform cloud computing. The following objects of the computing cluster
infrastructure were used for the experiments:

• two servers with following characteristics:
– CPU - IntelXeon 2.9 GHz (2 CPU on 6 kernels, performance of calculations in 2

streams on a kernel, only 24 streams on the server), RAM - 128 GB,
– CPU - Power7 3.3 GHz (2 CPU on 4 kernels, performance of calculations in 4

streams on a kernel, only 32 streams on the server), RAM - 128 GB,
• two StorageSystemStorwizev700 with 13.6 TiB.

For the distributed approach, actors with the functional blocks of the algorithm 1R
were distributed between the nodes of the system. As an example, a specific parallel form
of the algorithm 1R was used in each of the data distribution types (Fig. 3). Algorithm
R1 was parallelized into vectors (3) for a system with a horizontal distribution (Fig. 3a)
and into attributes (4) for the system with a vertical distribution (Fig. 3b).
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The calculation functional blocks of the algorithm were run on the same cluster as
Spark ML. Fog nodes were created as virtual machines on a high performance server
with the following characteristics:

• Huawei FusionServer RH2288 V3 Rack Server with 2 Intel® Xeon® E5-2600
v3/v4 processors, the volume of random access memory - 128 GB.

We performed experiments for systems on 2, 4 and 8 fog nodes. Each of these
nodes stored equal parts of the data set. The data sets from Azure ML were used for the
experiments. The parameters of the data sets are presented in Table 1.

The experimental results are provided in Table 2. Data loading time and analysis
time were measured separately for the centralized systems. Therefore the total analysis
time in such systems is the sum of loading- and analysis time. The results of the
experiments show that the total analysis time in such systems is higher than in dis-
tributed systems. The reasons for this are:

Data mining 
services

Data processing 
layer

Data gather 
layer

Cloud

Fog nodes

rulesCycle

vectorsCycle vectorsCycle

Devices 
layer

Cloud

Fog nodes

rulesCycle

attrCycleParall attrCycleParall

vectorsCycle

parallel parallel

a) b)

Fig. 3. Using the actors for execution of 1R algorithm in IoT system with fog nodes
(a) horizontal data distribution, (b) vertical data distribution

Table 1. Experimental datasets

Input data set Number of
rows

Number of
attributes

Size of data
(Kb)

Iris Two Class Data (ITCD) 100 4 2
Telescope data (TD) 19 020 10 1 499
Breast Cancer Info (BCI) 102 294 5 4 832
Movie Ratings (MR) 227 472 4 6 055
Flight on-time performance
(Raw) (FOTP)

504 397 5 39 555

Flight Delays Data (FDD) 2 719 418 5 136 380
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• moving the calculations closer to the data which does not require any time to
transfer the data between the nodes,

• the algorithm structure optimization according to the distribution (horizontal or
vertical).

Additionally the network traffic between the end devices and the cloud has been
decreased.

5 Conclusion

IoT can have a centralized or distributed architecture. Most of the existing data mining
solutions for IoT can work only within a centralized architecture. However, distributed
architecture (Fog computing) became more popular since it allows to decrease network
traffic in a network with a large number of endpoint devices.

The paper describes an approach to building analytical services in IoT systems with
distributed architecture that uses distributed data analysis which is based on an actor
model. The decomposition of the algorithm into functional blocks and their mapping to
actors allows to distribute the calculations between the nodes of an IoT system and
observe the following advantages:

• moving computing blocks that process the data to the nodes that store information
thus increasing data processing speed and decreasing network traffic,

• optimizing the structure of the algorithm depending on the data distribution (hori-
zontal or vertical) and thus increasing data processing speed (parallelization).

The performed experiments demonstrated the efficiency of the suggested approach.
The execution time for an algorithm, distributed between the nodes of an IoT system
considering the data storage places and a distribution type, is less than for the IoT
systems with a centralized architecture (the ones that use cloud analytical services and
the ones based on scaled data analysis platforms use). In future we plan to propose
automated methods for estimation and distribution the functional blocks and the actors
in IoT systems with distributed architecture.
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Abstract. The paper presents a methodology for the synthesis of systems for
monitoring the state of a fiber-optical linear path of the optical transport net-
works, based on the information and measuring control system that implements
neural network recognition algorithms with synthesis by dominance. The pro-
posed information-measuring system processes levels of the average intensity of
the optical signal received at various carriers in a certain retrospective over a
defined period of time. It is seen that the reliability of control increases with the
growth of size of the watch window.

Keywords: Optical Transport Networks � Main optical path �
Neurocomputers � Neural network � Information and Measuring Control System

1 Introduction

Achievements of neuromathematics and realization of a new generation of optical
neurocomputers are actively stimulating new directions for application of neural net-
work technologies [1]. So, considering unique properties and possibilities of systems
for optical parallel information processing, it can be noted that relevance of researches
in science areas, aimed at improving monitoring tools for optical telecommunication
systems (OTS), significantly increases.

In the last decades, the optical transport networks (OTN), serving an average of
90 % of volume of long-distance and international traffic, have become a basis of
national OTS. It is possible to mark out the following features of the current state of the
art in a subject domain [1]:

– productivity of the optical fiber baseband transmission paths (OFBTP) with
wavelength-division multiplexing (WDM) has increased many times and reached
tens of terabits per second;

– transmission distance of nonregenerative signaling exceeded 1000 km;
– synchronous transmission technologies are succeeded by the whole group of

asynchronous technologies: from the known operator options Ethernet to per-
spective OTN (Optical Transport Network) and GMPLS [2]. It has become possible
to transmit signals of various formats in spectral channels of one OFBTP with
WDM (OFBTP have become heterogeneous).
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These factors significantly complicate monitoring process of the baseband trans-
mission path (BTP) state of the real time. Standard control facilities of OFBTP of von
Neumann type [3] have no sufficient productivity for processing the incoming massifs
of optical signal intensity measurements. Meanwhile there are results of researches that
show a possibility for application of neural network approaches to formation of a
system for monitoring the state of heterogeneous OFBTP with WDM [4, 5].

2 The Essence of the Approach

Let heterogeneous OFBTP with WDM be an object of control (Fig. 1), in which there
are R carriers with wavelengths k1; . . .; kR. Transferring optical module (TOM) switches
the sources of optical radiation (SOR) and the optical multiplexer (OM), from the output
of which a group optical signal is entered into the optical fiber (OF) with power PinpR.
The optical fiber amplifier (OFA) not only increases signal power, transforming pump
current IAmpm into amplification with a coefficient GAmpm, but also introduces noise (n).
From the optical fiber output, the optical power of a signal PsphotoR and noise PnphotoR

arrives at the fiber optical receiving module (FORM), where after frequency selection in
the optical demultiplexer (OD), signals at the corresponding wavelengths arrive at
individual photodetectors (PD). In decision devices (DD), photocurrent force during a
digit-time slot is estimated, and the conclusion is drawn about which symbol was
accepted “0” or “1”.

For realization of continuous control of the state of OFBTP, in subject domain it is
often proposed to organize a measurement channel (Fig. 2) via which the part of group
signal energy will be fed through a coupler to the Information and Measuring Control
System (IMCS).

Research has shown that it is expedient to use a specialized optical neural network
as a compute kernel of IMCS [3].

Fig. 1. The scheme of a heterogeneous OFBTP with WDM serving traffic of Synchronous
Digital Hierarchy (STM-64), G-Ethernet and OTN
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3 Estimability Analysis of Time History of the State
of Optical Components and OFBTP

Let sMP be a maintenance period (MP) of OFBTP during which all meaning charac-
teristics of all components of the main optical path (MOP) can be measured, and ssplit
be some time period, during which there is a transition of a certain spectral channel
(SC) from operating state X1 to a state of parametric failure X2. Then it is possible to
allocate the following two groups of factors of operating conditions of MOP [3, 6].

I. Irreversible factors, for which ssplit [ sMP is true, connected with phenomena of
wear of the OFBTP elements.

II. Factors (reversible and irreversible), causing changes of intensity parameters of an
optical signal at the input of a photodetector with ssplit\sMP.

Processes of the first group are the cause of insignificant attenuation increase during
a time period sMP, brought by the spectral channel elements and smooth increase of
their background noise (bn) levels. The existing techniques [6] allow one to success-
fully predict optical components failure because of their ageing on the future time
interval sMP, which gives an opportunity to replace or restore them in due time.

The second group is characterized by the following factors: fluctuations of tem-
perature; bends of the optical fiber (reversible and irreversible), which resulted from
errors of the service personnel or attempts of unauthorized access to optical fiber;
thermofluctuation and corrosion growth of microcracks; radiation thickening of optical
fiber, caused by influence of factors of the nuclear weapon or strokes of atmospheric
electricity. These events lead to change of attenuation of MOP and the corresponding
change of intensity parameters values of an optical signal, simultaneous and identical to
all spectral channels, at the input of a photodetector [3].

The processes of the second group also include: redistribution of power between
spectral channels, caused by nonlinear effects of optical fiber [7]; trend of the gain
coefficient of OFA [8]. These situations are followed by change of transfer factor of the
spectral channel, simultaneous but different as to amplitude. The period of the observed
fluctuations of signal strength significantly exceeds duration of a single impulse simp of
an optical signal, i.e. ssplit � simp. It is obvious that alterations of a state of OFBTP will
generally be determined by the factors of the second group. Therefore, it is necessary to
choose such intensity parameters of an optical signal, which, on the one hand, are

Fig. 2. The organization of a measurement channel in OFBTP
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capable to reflect the dynamics of change of OFBTP state with the required accuracy,
and on the other hand, allow using neurooptical information processing systems.

A study [9] has showed that the characteristics, defining a state of the r-th spectral
channel r ¼ 1;R

� �
of incoherent OFBTP with a passive pause regarding reliability of

information transfer, are the average number of photons of a signal navgr and back-
ground noise nnr observed during measurement time at the input of a photodetector. So,
for example, an estimation of the intensity parameter c, having, i.e., the exponential
probability density

f ðcÞ ¼ 1
2r2c

exp � c
2r2c

 !

; ð1Þ

where rc is the distribution parameter, a value characterizing aprioristic intensity
uncertainty, will be given by

ĉ ¼ 1

nsig þ 1
.
2r2c

0

@

1

A �
XK

k¼1

nk � nbn
nsig

; ð2Þ

where nsig ¼ JsigR � sobs is a number of photons of a signal with uptake intensity JsigR
observed in a time period sobs, and nbn ¼ JbnR � sobs is a number of photons of back-
ground noise, respectively; k = 2, …, K.

Such an assessment of the ĉ parameter γ has an average value:
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¼ M½c� � nsig þ nbn

nsig þ 1
.
2r2c

� nbn
nsig

; ð3Þ

and dispersion

D½ĉ� ¼ M½c� � nsig þ nbn

ðnsig þ 1
.
2r2cÞ2

¼ 2r2cnsig þ nbn

ðnsig þ 1
.
2r2cÞ2

: ð4Þ

As a time of supervision sobs grows, it appears that D½ĉ� � 2r2c
.
nsig, i.e., errors of

intensity parameter measurement are generally caused by quantum noise of a signal,
and dispersion of such an estimate is directly proportional to the value of aprioristic
intensity uncertainty, and with growth of nsig tends to the Cramér-Rao bound. There-
fore, the accuracy of estimation of these parameters will be due to a number of received
photons nsigrðtÞ during bit simp and observation time sobs.

Numerical and full-scale experiments showed that for the existing OFBTP, a
measurement of sample average number of photons with the given accuracy and
reliable estimation w ¼ 0:99 will require observation of several thousand impulses, and
observation time sobs will be units of milliseconds.
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4 Formalization of States of OFBTP and Preparation of Data
Array for Processing in Neural Network Information
and Measuring System

Further, it is proposed to identify the following sets of states of OFBTP that reflect the
suitability of their R spectral channels [3].

Fault-free (FF) set, when all spectral channels provide transfer of a flow with the
required speed BRQRD

r and necessary reliability perr r of transmission:

QLP
FF ¼ fR;BRQRD

r perr rj � ppermerr r g; ð5Þ

where ppermerr r is a permissible value of a bit mistake in the channel.
Operational (Op) (intermediate), when most spectral channels RFF are fault-free,

and in other ROp spectral channels there can be a certain (limited) decrease in reliability
of transfer (not worse than palerr r) regarding the maximum transmission speed:

QLP
Op ¼ f9r 2 ROp;B

RQRD
r palerr r

�� � perr r [ ppermerr r g; ð6Þ

where ROp [RFF ¼ R; 8r 2 RFFðBRQRD
r perr rj � ppermerr r Þ; RFF �Rthld, RFF þROp �Rcrit.

Alarmed (Al) (inoperable), when a number of fault-free spectral channels appears to
be less than a threshold value Rthld, or the sum RFF þROp of fault-free and operational
spectral channels becomes less than a value Rcrit:

QLP
Al ¼ f9r 2 ROp;B

RQRD
r RFF\Rthld or RFF þROp\Rcritg

�� : ð7Þ

Requirements for values BRQRD
r , ppermerr r , p

al
err r, RFF, ROp, Rthld, Rcrit are considered to

be set by a metasystem.
For unambiguous reference of a state of OFBTP to the sets QLP

FF, Q
LP
Op or Q

LP
Al , during

functioning of spectral channels it is necessary to have some combinations of impulses
with the determined characteristics in a group signal at all bearing wavelengths [10].
Such impulses combinations (IC), having length NIC of symbols can periodically be
entered into TOM by methods of temporary division of channels (TDM) and branch off
in IMCS (Fig. 2) together with an information optical signal.

In the developed system, by processing NIC of symbols at each of the carriers a
sample average value of a number of photons per bit lrk in the r-th spectral channel in
the k-th moment of time will be received. It follows that IMCS for a state of OFBTP
has to process the values of average intensity of an optical signal received at various
carriers in a certain retrospective in some period (Fig. 3).

Suppose that in the presence of several classes of states of spectral channels of
OFBTP Y ¼ ðXz), w ¼ 1;W K measurements are carried out on NIC impulses, and
estimates {lrk, r ¼ 1;R; k ¼ 1;K} are obtained for each spectral channel. It is required
to determine an estimate yrK þ 1 ¼ f (lrK þ 1), yr ¼ 1; . . .;W of processes of parameters
alteration {lrk} according to the criterion cr(yr, _yr), set by a penalty function:

Neural Network System for Monitoring State of a OTS 43



crðyr; 0Þ ¼ 1�dðyr; _yrÞ; _yr ¼ 1; . . .;W ; ð8Þ

where δ is the Kronecker symbol; _yr is a true value of a sought estimate.
Each image yrk (k = 1,…, K, K + 1) can be put in correspondence with its distri-

bution ϖ(lrj _yr) in space of the observed R-dimensional random process
(lr1; . . .; lrK þ 1). Knowing some a priori distribution p( _yr), it is possible to solve the
problem by the usual Bayesian methods. However, during analysis of MOP the situ-
ation is complicated by the fact that the variables lrk are not independent, and the
distributions -ðlrj1Þ; . . .-ðlrjWÞ) and p( _yr) are a priori unknown. Their a priori
knowledge can be replaced by the process of learning by instruction, i.e. the process of
supervisory communication of additional information to IMCS. For this purpose,
during measurements and tests of MOP a set of training examples for each IC is
formed.

Everything mentioned above can be ensured with the help of means of neurooptic
that allow for realization of parallelized analysis of parameters of the whole MOP on
the time interval sP ¼ ½t1; tk�, i.e., when an extrapolation argument is presented by a
volume optical image – a parameter matrix of the form

X 0
FF ¼

l11 l12 . . . l1k
l21 l22 . . . l2k
. . . . . . . . . . . .
lR1 lR2 . . . lRk

0

BB@

1

CCA; ð9Þ

where lrk is the mean number of photons in the r-th spectral channel by NIC in the k-th
moment of time. It is necessary to create a type of a matrix-prediction according to the
given argument by methods of mathematical and/or historical analogy

Fig. 3. A generalized functional structure of IMCS
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X 00
Pred ¼

l1ðkþ 1Þ l1ðkþ 2Þ . . . l1q
l2ðkþ 1Þ l2ðkþ 2Þ . . . l2q
. . . . . . . . . . . .

lRðkþ 1Þ lRðkþ 2Þ . . . lRq

0

BB@

1

CCA: ð10Þ

Analysis of this matrix allows us to make a conclusion about the projected state of
OFBTP for taking control actions.

5 The Technique for Synthesis of Neural Network
Information-Measuring Control System for OFBTP State

Let the vector Xe in the selected feature space be represented by the magnitudes and
directions of changes of the matrix elements X 0

P (9). A vector of the governing
parameters Xgove of MOP combines characteristics of SOR and OFA in the e-th situ-
ation, e ¼ 1;E, known to the control system by values of the corresponding pumping
currents of SOR and OFA: ISeðtkÞ and IAmpeðtkÞ respectively.

Thus a case of the functioning of MOP can be written in the form

Ce ¼ ðXeðtkÞ; Yeðtk þ sCsÞÞ ¼ ðXOpeðtkÞ; IFFeðtkÞ; IAmpeðtkÞ; Yeðtk þ sCsÞÞ;

where Xe ¼ ðXPeðtkÞ; ISeðtkÞ; IAmpeðtkÞÞ is the vector of causes (Cs) of the e-th situation;
Yeðtk þ sCsÞ is the vector taken as a consequence of the e-th situation; sCs is a time
interval between the cause and the consequence.

Obtained in the course of traffic control of MOP, a training set cannot contain the
full volume of information characterizing all the possible consequences Yðtk þ sCsÞ of
all the possible set of causes XðtkÞ. So extrapolating functional, modeling on its basis
an operator F of cause-effect relation Yðtk þ sCsÞ ¼ FðXðtkÞÞ, will not be predeter-

mined, i.e., Yðtk þ sCsÞ ¼ Fð1Þ
M XðtkÞð Þ, where Fð1Þ

M is a model of operator F of the first
approximation.

Using the assumption that all tests are conducted at one point in time t0, from the
study of governing parameters in the time space we can pass to their analysis in the
feature space. For this purpose, the test report can be written in the form:

Rtest ¼ fSijg; ð11Þ

where each situation Cij corresponds to the expression

Cij ¼ ðXtest ij; YijÞ ¼ ðXOpij; IFFi; IAmpi; YijÞ; ð12Þ

where Yij is the reaction of the state of the spectral channel of a regeneration section in
the i-th situation to the j-th effect of an algorithm for MOP testing; Xtest ij ¼
ðXOpij; IFFi; IAmpiÞ is a set of parameters describing a situation in which this reaction to
the j-th impact is carried out; j = 1,…, G. Therefore, in interests of control system
training, the information array can be obtained, where each i-th case of exploitation
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contains Gi observation situations by which the functionality Fð2Þ
M of the operator

Yðti þ sCsÞ ¼ Fð2Þ
M X 0ðtkÞð Þ of the second approximation is synthesized.

Then the task of developing the control system is reduced to a task of synthesis of a
set of neural network algorithms for formation FM by optimizing the neural network
parameters allowing one to draw an inference

YM : Y ¼ FðXÞ ! YM ¼ FMðXÞ; ð13Þ

Y�YMj j � e	; ð14Þ

where e	 is the specified value, reflecting the requirements to the adequacy of a gen-
erated model. In vector view, this is consistent with the form

YMi ¼ FMðXOpi; IFFi; IAmpiÞ: ð15Þ

The training set for formation of model structure must be presented by a set of cases
of the form

Ra ¼ fCag ¼ fðXOpa; IFFa; IAmpa; YaÞg; ð16Þ

where ðXOpa; IFFa; IAmpaÞ ¼ Xa is the cause of the consequence Ya.
The process of obtaining FM with the known neural network structure G by

available experimental data means the adjustment of transmission coefficients of
interneuronal communication with the aim of minimizing the model error. However,
direct measurement of this error in practice is not achievable, so we use the estimate

n1 ¼
X

X2Xa

FM Xð Þ � Yaj j; ð17Þ

called a learning error, where the summation over X is carried out by the final set of
parameters Xa, called a learning set, for which Ya are known.

The unknown error n2 made by the model FM on data not previously used in
training is called an error of model integration. Since the true value of the integration
error n2 is inaccessible, in practice its estimation is used, which is obtained from the
analysis of a part of the examples Xb for which system responses Yb are known, but
were not used in the training Xb 2 Cb ¼ fXb; Ybg, Xb \Xa ¼ £.

n2 ¼
X

X2Xb

FM Xð Þ � Ybj j: ð18Þ

A sample Cb ¼ fXb; Ybg is hereinafter referred to as a test sample (verification).
The actual method of the synthesis of control system for MOP state is considered as

a sequence of the following stages.

1. The synthesis of an artificial neural network that reproduces the logic of MOP
functioning, i.e., the structure definition of Gl and parameters U ¼ /lhf g of a neural
network, modeling an operator
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F : Ya ¼ FðXaÞ;F ! FM : ð19Þ

2. The choice of a learning algorithm for neural networks allowing realization of
information-measuring elements transformation of a set Xaf g to the elements of a
set Yaf g in accordance with the criterion of suitability:

D ¼ Ya�FMðXPai;XSai;XAmpaiÞ
�� ���D	; ð20Þ

where Δ* is a permissible value of error Δ of representation of a precedent Ca, i.e.,
recovery of the consequence YMa of the cause Xa, where YMa ¼ FM Xað Þ.

3. Based on processing of vectors Xbf g, the search for such a set of vectors YMbf g,
which would reflect the predicted states of Ybf g spectral channels. The reliability
criterion of prediction is the expression

DPred ¼ Yb�FMðXPbi;XSbi;XAmpbiÞ
�� ���D	

Pred: ð21Þ

A neural network, synthesized in such a way after training, will ensure with the
required accuracy displaying of the observed vector Xc in the inference about the state
of MOP YMc. If in the report on the current observations Rc there is a vector Xc similar
to the well-known one of the neural network, Xc ¼ Xa ¼ ðXOPai;XFFai;XAmpaiÞ, then the
functions of IMCS are limited to associative search (by historical analogy) of a given
precedent and the restoration of its consequence as a sought-for prediction, i.e.,
Yc ¼ YMa.

If Xc does not coincide with any of the causes Xa 2 Ra, then ‘intelligent’ algorithms
are implemented for estimation of Yc and Xc by the report Ra. This is what distinguishes
the proposed approach to recognition using a neural network from any other method of
pattern recognition consisting in assigning Xc to the closest Xa based on a proximity
measure (e.g., in the Hamming space).

We studied dependence of indices of control reliability on the retrospection depth
for sobs ¼ 1 s and sl ¼ 10 s. Based on the available statistical data, when increasing the
number of “sensors” in the input layer of the IMCS and each time conducting the
synthesis of the forecast model to achieve ξ2 = 10 %, the expected values of DPred were
obtained and summarized in Table 1.

Table 1. Dependence of the reliability of control on the size of an observation window

sr , sec MO DPredð Þ minDPred maxDPred r DPredð Þ
8 47.99 42.86 54.31 3.07
10 54.90 49.61 60.27 3.56
12 62.43 56.23 63.22 1.34
14 60.73 59.52 61.67 0.77
16 65.12 63.03 65.90 0.84
18 65.88 63.88 66.04 1.01
20 65.56 63.36 66.59 0.83
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It is seen that the reliability of control increases with the growth of size of the watch
window. Therefore, to ensure the adequacy of IMCS functioning under these condi-
tions, the period of retrospection sr ¼ ½t1; tk� of the monitoring data should be increased
to 12–15 s.

During the research, we have developed the algorithm [3] to identify the state of the
MOP on the long-living intervals with the synthesis by dominance. We have also
received a patent [11] for invention of neurooptical controller that implements the
above-mentioned approach on the components of integrated and nonlinear optics.

6 Conclusion

The presented approach to creation of the control system for a state of OFBTP based on
application of a control combination entered into a group optical signal, as well as the
information and measuring system realizing neural network algorithms of recognition
with synthesis by dominance, allows one to monitor a state of OFBTP in real time. It
can be implemented not only in high-speed OFBTP of OTN, but also in OTS used at
organization of multipoint videoconferencing. At present, based on computer simula-
tion, the following is being carried out: (1) testing of neural networks of different
structures to ensure maximum reliability of OFBTP state identification and minimize
training time; (2) search for ways to optimize the characteristics of the control system
such as the depth of retrospection (sr), frequency rate of current measurements (sm) and
a range (sl) of lead, which depend on the characteristics (a number of spectral channels
and speed of information transmission in them) of the specific OFBTP. The developed
approach for optical path monitoring is oriented to implementation in smart environ-
ments and cyberphysical systems to support safe and trust connection between dis-
tributed embedded modules, robots, cloud services, user devices and users [12–21].
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Abstract. In connection with the annual increase in the volume of processed
data and raising the importance of computer modeling of real objects and
processes, requirement to improve the technology of parallel algorithms is
increasing. Successful implementation of parallel algorithms on supercomputers
depends on several parameters, one of which is the amount of inter-processor
data transfers. Starting at a particular number of processors, computational
speedup falls due to increased volume of data transmission. For some algorithms
this dependence is a linear decreasing function. Imbalance of volume of cal-
culations and complexity of data transmission operations increases with the
rising of the number of processors. In this article we present the results of
investigations of dependence of the density and algorithm execution time on the
amount of interprocessor transfers. Also, we present a method of reducing
interprocessor communications through more efficient distribution of operations
of the algorithm by processes. This method does not account for the execution
time of the operations themselves, but it is a foundation for more improved
methods of multiparametric optimization of parallel algorithms.

Keywords: Algorithm � Parallel execution � Sequence list � Execution time �
Operation � Process � Processor � Information dependence � Equivalent
conversions � Information graph

1 Introduction

The use of distributed memory processors has become of current concern due to the
wide spreading of high-performance cluster computing systems. The computing in a
distributed memory is different from the computing in a shared memory, because in a
distributed memory a message passing interface is used. Distributed memory systems
are more architecturally complicated devices than shared memory systems.

For such systems it is necessary to have knowledge of a parallel computer general
architecture and the essential for the programming topology of interprocessor com-
munications before the creation of a parallel program. This is because of the absence of
an automatic parallelization that affords to turn any sequential program into a parallel
one and maintains its high performance [26]. The structure of an algorithm of the
current task has to be connected explicitly with structure of a computing system and the
communication among many parallel, independent processes has to be valid [1].
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In recent times a lot of research were devoted to parallel computing. As a whole,
these research may be conventionally divide into the range of main categories: research
of parallel algorithms, their structure and quality [4, 6, 10]; the development of the
general theory of parallel programming [3, 5, 16]; handling of applied partial problems
[27]; research devoted to the development of parallel algorithms for restrictive class
tasks of some area, with parallel algorithms of computing mathematics examples [11];
research those include formal models letting to describe the functioning of sequential
processes executed simultaneously [2, 9, 20]; resolving problems of sequencing [15,
18, 23] etc.

As is known, the computing speed may be increased in two ways. The first way is
to choose the high-speed modification of computer architecture. But this way is of the
little scope because of its physical features. The second way is program. The program
builder using this way has to choose the architecture model that allows the parallel
algorithm realization and to settle the important issue of the creation of a parallel
program.

Nowadays parallel programs builders divides into two clauses: those who thinks
that a parallel program has to be built from the ground up without using of sequential
analogues, and those who depends upon accumulated for decades bundle of sequential
programs.

Both approaches have their advantages and disadvantages. But both approaches are
united in one issue: the necessity of the analysis of the algorithm structure for the
effective use of computing resources and the looking for opportunities for the speed-up
of computing processes. This analysis may be conducted whether previously in the case
of the creation of a parallel algorithm on the base of sequential one, or in an inter-
mediate way for the obtaining of the information on the success of parallel execution,
or finally for the comparison of algorithms and their implementation against each other.

In the past few decades the modeling of sequential and parallel algorithms are the
object of intense interest.

As a whole, worked out nowadays methods of the building of parallel algorithms
on multiprocessing systems [7, 8, 12, 14, 17, 24] do not let to built rather effective and
high-performance programs, because their feature is the adaptation for concrete tasks
with a concrete architecture of a computing system.

Among methods those let to get the proper idea of possible parallel branches of
algorithms the following may be mentioned: the method of the search of mutually
independent activities [13], the method of the definition of early and old terms of the
execution of operations of an algorithm [13], methods of timetabling based on a
movement list [22].

The last method is the least laborious. In according with this method, the existing
algorithm has to be subdivided into operation, the information graph has to be built
[25], features (height and width of algorithm (the time and the quantity of processors,
used in calculations) have to be defined. As every method, the last one [22] has its
disadvantages (the necessity to subdivide algorithm into separate operations and to
build the graph of information dependences between operations) and its advantages: the
researcher can observe the amount of locales those are necessary for the paralleling, the
effectiveness of the use of locales and ultimately the possibility of the parallel real-
ization of the suspected method, used in the shape of a concrete algorithm.
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One of quality parameters of a parallel program is the loading density of compute
nodes. Time delays at data channeling from one processor to another one leads to
summarily length processors downtimes and increasing of the whole algorithm
execution.

In the present article the method of the development of the effective algorithm of
used processors quantity, algorithm execution time and the scope of interprocessor
transitions is devised. This method can be used not only for sequential algorithms for
the obtaining of their parallel analogous, but for parallel algorithms for the improve-
ment of their quality.

2 Problem Description

Any sequential or parallel algorithm is a complicated multicoupling system with a set
of parameters having an impact on the operating quality of this system. Multiparameter
optimization of the performance of the algorithm is a rather complicated task, but the
task that may be completed gradually.

In this article results of the first stage of the completion of the task of the obtaining
of the timetable of the execution of the algorithm of an indicated information graph are
presented. The algorithm has to be optimal for the interprocessor transfer size at
following restrictions of optimized algorithm and computing system:

• The quantity of processors (bases) of the computing system is unrestrained;
• Input data of each operation are equal;
• All operations have the same time of execution conventionally equal to 1 item;
• Time of the data transfer between any two processors is constant and conventionally

equal to 1 item.

Obviously that there are no algorithms and computing systems of such character-
istics in practice, but this model of parallel algorithm is a start model for the obtaining
of the method of parallel algorithms execution time optimization with account of the
metadata package of the algorithm itself and the computing system.

Consider the following example. Suppose this information graph of the algorithm is
defined (Fig. 1).

Fig. 1. Information graph of the algorithm
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After the distribution of graphs points over tiers with the application of the method
of the optimization of the graph for the width on the base of the connectivity matrix or
adjacency lists [22] we shall following according to tiers initial groups of points of the
graph (Fig. 2):

If we build the timetable of the algorithm by obtained groups on the computing
system with account of interprocessor data transfer, it will be of the following shape
(Fig. 3):

P1: 1, 8, _, 10,13, _, 19, _, _,720;
P2: 2, 7, _, 11, _, 18, _, 17;
P3: 3, 6, _, 12, _, 15;
P4: 4, 5,_, 9;
P5: _, _, _, 14;
P6: _, _, _, 16;

where Pi is the number of the processor, i = 1,…,6; the symbol of the underlining ‘_’ is
the down time of the processor (the “bubble”) waiting for obtaining of new input data
from other operations.

Fig. 2. Initial timetable of the algorithm

Fig. 3. Timing diagram of the algorithm with account of the duration of the interprocessor data
transfer

Optimization Algorithm for an Information Graph 53



In accordance with this timetable, the whole duration of the activity of the algo-
rithm t = 10, the quantity of processors n = 6, total amount of down time p = 16.

For the definition of the possibility to fit the compute density of processors, we
shall define hypothetically minimal width of the informational graph: Dmin = 4.

In our case, after the initial distribution of points over tiers, width of the information
graph corresponds to the maximal quantity of points groupwise and is equal to 6.
Therefore, there is the possibility to optimize this graph for the width.

If we use the algorithm of the optimization for the width (for the quantity of
processors), there will be groups those sizes correspond to the optimal parameter
Dmin = 4 (the minimal width of the information graph): M1{1,2,3,4}, M2{8,7,6,5},
M3{10,11,12,9}, M4{13,15,16,14}, M5{19,17,18}, M6{20}.

It should be noted that it is not the only variant of the subdivision of the set of
points into groups. Other variants are possible two. This depends on the chosen method
of the optimization for the width.

Let us transfer the timing diagram of the algorithm in conformity with obtained
groups (Fig. 4):

At that, the timetable will change in the following way:

P1: 1, 8, _, 10, 13, _, _, 19, _, 20;
P2: 2, 7, _, 11, _, 15, _, 17;
P3: 3, 6, _, 12, _, 16, _, 18;
P4: 4, 5, _, 9, _, 14.

According to this timetable, the whole duration of the activity of the algorithm
t = 10, the quantity of processors n = 4, the whole down time p = 12.

The obtained timetable is better than initial one (ref. Fig. 3), because it lets to use
computing system of less quantity of processors for the implementation of the algo-
rithm while keeping the whole duration of the implementation of the algorithm and
decreasing the downtime of processors.

Fig. 4. Timing diagram of the algorithm after the optimization for the width
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3 Method of the Algorithm Optimization for the Amount
of Communications

It is clear from provided diagrams that the time sent for the data transfer increases the
duration of processors activity and the whole duration of the activity of the algorithm.

Provided examples are consistent with the known fact that the function of the
computational speedup of the algorithm on the system of n computing devices F(n) has
the following normal probability plot (Fig. 5):

The computation speedup begins from some n and droops due to the increase of the
amount of data transfer. For some algorithms this dependency is the linear decreasing
function; for example, the parallel version of the bubblesort acts slower than the initial
sequential method because the amount of data transferred between processors is rather
large and is comparable with the quantity of executable computing operations (and this
unbalance of the amount of computing and complexity of data transfer operations
increases with the growth of the quantity of processors) (Fig. 6) [13].

Fig. 5. Graph of the dependency of computation speedup on the quantity of processors, where K
is the speedup, n is processors

Fig. 6. Graph of the dependency of computing speedup on the quantity of processors for the
bubble sort algorithm
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Therefore, the next step towards the obtaining of the optimal to the execution time
algorithm is the decrease of the amount of data transfers between processors.

The offered by authors method of information graph optimization for the amount of
communications consists of following:

1. To place at the center the group of points corresponded to tiers, obtained in arbitrary
way. It will be better if these groups are obtained in a formalized way, for example,
by the method of the optimization of the information graph for the width by means
of a matrix or an adjacency list.

2. The process of the replacement of points begins with the last group. Assume that
there are m groups, then the number of the subsequent group will be k = m.

Primarily, it is necessary to put points with binary relationships into the time-
table (with account of groups). And only after that we have to allocate points with
multiple relationships because in this case the presence of the bubble is inevitable.

3. In the k-th group to chose the first point. The number of the position of this point in
the group to consider to be equal to 1: i = 1.

4. To compare the point Mki (where i is the number of the position of the point in
the group) with points of the previous (k − 1)-th group. If in the (k − 1)-th group
there is the point (Mk − 1j, where j is the number of the position of the point in the
group, j >= i) connected with the assigned point directly by the edge in the
information graph, it will be necessary to move the point Mk − 1j to the i-th
position in its group. If in the (k − 1)-th group there is no point, connected with the
point Mki then ref. step 6.

5. If k > 2 then k = k − 1 and ref. step 4.
6. If in the m-th group there are points those have not been analyzed, then k = m,

i = i + 1 and ref. step 4.
7. If in the last group all points have been analyzed and m > 2, then m = m − 1 and

ref. step 6.
8. If m = 1 then the method is ended.

Example: for the information graph of the Fig. 1 let us base on groups obtained
after the optimization of the graph for the width:

M1{1,2,3,4}, M2{8,7,6,5}, M3{10,11,12,9}, M4{13,15,16,14}, M5{19,17,18},
M6{20}.

After the use of the method of the timetable optimization for the amount of
communication, we shall obtain following groups for each tier:

M1{1,2,3,4}, M2{8,7,6,5}, M3{10,9,12,11}, M4{13,15,14,16},
M5{19,17,18}, M6{20}.

The timing diagram of obtained groups with account of the information graph
(Fig. 1) will be of the following shape (Fig. 7):

At that the timetable will change as follows:

P1: 1, 8, _, 10, 13, _, 19, _, 20;
P2: 2, 7, _, 9, 15, _, 17;
P3: 3, 6, _, 12, 14, _, 18;
P4: 4, 5, _, 11, 16.
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If we recalculate the amount of communications, we shall recognize that the lost of
the time of the data transfer between processors has grown twice less and become equal
to 8 items instead of initial 16 items.

The total execution time of the algorithm has grown less from 10 to 9.

4 Estimate of the Execution Time of the Algorithm
with Account of the Degree of the Continuity
of Information Graph Points

Any modification of the algorithm takes a time that may be spent for the solution to
other, more important problems. That’s why, before the algorithm optimization it
would be desirable to know what shall a researcher obtain as a result of the opti-
mization and will the new algorithm be better than previous one.

While researching communication dependencies and their influence on the algo-
rithm whole execution time, we managed to get the estimation of the minimal algo-
rithm whole execution time that should be calculated from the following formula:

tmin ¼
Xm

k¼1
Mþ 2

Xm

k¼1
Mc: ð1Þ

where tmin is the minimal algorithm whole execution time that may be achieved by the
optimizing of the timetable for the amount of communication between processors,
k = 1,…,m, m is the quantity of groups of the graph, M is the quantity of groups
containing points with input data binary relationships only, Mc is the quantity of
groups, where even one point has more than one edge in it (multiple relationships).

Example: for the approximation of calculation, let us assign the weight to each
point, i.e. the figure 0 for a point with only one edge in it and the Fig. 1 for a point with
more edges in it. The following table will be created:

No. of the point 1 2 3 4 5 6 7 8 9 10
Weight 0 0 0 0 0 0 0 0 1 1
No. of the point 11 12 13 14 15 16 17 18 19 20
Weight 0 0 0 0 0 0 1 1 1 1

Let us assign the weight to each group: the figure 0 for a group with points of the
weight 0 i.e. with only one input point in it and the Fig. 1 otherwise:

Fig. 7. Timing diagram of the algorithm optimized to the amount of communications
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For the timetable corresponded to the Fig. 2, the following table will be created:

No. of the group 1 2 3 4 5 6

Weight 0 0 1 1 1 1

Let us calculate the algorithm execution time using the formula 1:

tmin ¼
Xm

k¼1
Mþ 2

Xm

k¼1
Mc: ¼ 2þ 2 � 4 ¼ 10 ð2Þ

Therefore, we can make assertions about the algorithm execution time on the base
of data from the information graph only, without the construction of a diagram.

For the timetable corresponded to the diagram of the Fig. 7 the time of the exe-
cution may be calculated using the following formula:

tmin ¼
Xm

k¼1
Mþ 2

Xm

k¼1
Mc ¼ 3þ 2 � 3 ¼ 9 ð3Þ

Using the formula 1, theoretically possible algorithm execution time may be cal-
culated. There are 6 points of the weight equal to 1. Therefore, in an ideal timetable
they may be subdivided into two groups of weights equal to 1. Therefore, the rest 4
groups are of the weight equal to 0. If we substitute values M = 4 and Mc = 2 to the
formulae 1, we shall discover that theoretically the algorithm execution time may be
reduced to 8 items:

tmin ¼
Xm

k¼1
Mþ 2

Xm

k¼1
Mc ¼ 4þ 2 � 2 ¼ 8 ð4Þ

Unfortunately, information dependencies between points do not let to obtain ideal
algorithm execution time always.

5 Upsizing of Operations

Upsizing of operations before the optimization for the reducing of the quantity of
operations of the weight equal to 0 seems to be the logical decision. This lets to escape
an accidental break of a linear chain of operators between different processors and
appearance of new bubbles.

Let us take as a basis the information graph of the Fig. 1 and upsize its operations
by the joining of directly interrelated points of the weight of 1. As a result, we shall
obtain the following collection of points:

10 ¼ 4þ 5þ 16½ �
20 ¼ 3þ 6þ 14½ �
30 ¼ 2þ 7þ 12½ �
40 ¼ 1þ 8þ 11½ �
50 ¼ 10þ 13½ �
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60 ¼ 9þ 15½ �
70 ¼ 18½ �
80 ¼ 19½ �
90 ¼ 17½ �
100 ¼ 20½ �

where: the number of the point i’ is the new number and the collection of points in
square brackets is previous points those were joined into one new point.

As a result, the information graph of the Fig. 8 shall assume the following shape:

If we build groups of point for this graph, we shall obtain following results: the
quantity of necessary processors is 4, the quantity of groups is 4 too:

M1 1; 2; 3; 4f g; M2 6; 7; 5f g; M3 9; 8f g; M4 10f g:

The timing diagram will correspond to these groups (Fig. 9):

At that the timetable shall change as follows

P1: 1, _, 6, _, 9, _, 10;
P2: 2, _, 7, _, 8;
P3: 3, _, 5;
P4: 4.

Fig. 8. Information graph of the algorithm with upsized points

Fig. 9. Timing diagram of the algorithm after the upsize of operations.
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In conformity with this timetable, the whole algorithm execution time t = 10, the
quantity of processors n = 4, total down time amount p = 6.

In this case, the optimization for the width and communications does not lead to the
reduction of the quantity of processors and algorithm execution time but allows to
decrease slightly the amount of bubbles.

6 Conclusion

The method of information graph optimization for the amount of communications
allows to reduce the amount of communications between processors and, therefore, to
reduce the whole algorithm execution time.

Advantages of this method are:

– Low timing labor content O (md2), where m is the quantity of groups, d is the width
of the graph.

– The possibility to work not with the sparse connectivity matrix, but with the
adjacency list. This possibility speeds up the process of the timetable calculation
process and economizes a memory.

– Preservation of information dependencies.
– Preservation of the initial width of the information graph.
– Possibility to combine this method with other optimization methods.

It would be effective to use the method of an algorithm optimization for the amount
of data transfer between processors in accordance with the following methodology:

1. To subdivide the algorithm into operations.
2. To build an information graph of the algorithm.
3. To build the parallel form of the information graph and the timing diagram of the

algorithm.
4. To realize the optimization for the width (the quantity of processors).
5. To realize the optimization for interprocessor communications.
6. To realize the upsizing of operations.

The use of the method of an algorithm optimization for the amount of interpro-
cessor data transfer allows achieving the higher level of performance, effectiveness and
high-speed processing of parallel programs.

It is to be noted that this method is the starting point for the creation of a higher-end
method considering not only the amount of edges in the specified point, but, imme-
diately, amount of transferred data, length of the way, and duration of the execution of
each operation.
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Abstract. This article provides a methodology for construction of data transfer
paths through DTN dynamic network, implemented with the devices mounted on
moving objects and connected via WI-FI, Bluetooth and LTE D2D. The
methodology covers all the five stages of the Knowledge Discovery in Databases
technology. The stage of application of Data Mining tools was studied in more
detail. It is based on the application of fuzzy logic instrument to select subset that
meet the network parameters from a set of moving objects. Further application to
the subset of related objects of Yen’s algorithm of search for optimal paths on a
weighted graph with weights of the grade of the selected subset ownership of the
object allows to build the most credible data transfer path and several alternative
paths, ranked by descending of data delivery probability.

Keywords: Fuzzy sets � Database query � Delay tolerance network � Route �
Graph algorithm

1 Introduction

Recently, the active integration of computer networks into many areas of human
activity has led to the fact that the information channels throughput, functioning and
reliability are some of the main problems in the field.

The problem of quality and reliability of information transfer is particularly
pressing in new generation networks which are time delays-tolerant. In practice, to refer
to these networks which are tolerant to the time delays, the English abbreviation DTN
(Delay Tolerance Network) is used.

It should be noted that the scope of the delay tolerance networks application is very
diverse. They are used in the following spheres: at work of Ministry of Internal Affairs
in violation of the communications infrastructure integrity; in remote areas with the
lack of infrastructure; on airplanes; in mines; as well as in the new rapidly developing
field of Internet of Things.

Internet of Things is a globally connected system of devices, objects and subjects,
based on IP technology. The Internet of Things term was introduced by Kevin Ashton
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in 2009. Internet of Things implies the formation of an environment where all objects
of the world, from the transport aircrafts to pens, have access to the Internet.

With the concept of Internet of Things new methods of communication organization
of D2D (device to device) devices and the mesh are intimately connected, with the help
of which a large number of “smart” devices not only interact with the user, but with each
other as well. Often these devices are connected to the server appliances, but can also
work independently. Earlier, analysts spoke of synchronization of applications between
different devices. It is expected that the level of interaction of various devices with each
other will grow. In this regard, there is a number of urgent tasks from the development of
models of compatibility of different systems of Internet of Things (protocols, interfaces,
algorithms) to the development of new electronic components. These problems include
the task of constructing specialized dynamic networks that can store data on the nodes
and transmit them on the route created from the available for communication nodes.

This article proposes an approach to the calculation of the data transmission path in
a dynamic network DTN on the ground of the database mining of DTN nodes
movement history and the current network status. Optimal construction of the dynamic
DST network will allow in the field of Internet of Things, not only with lower latency
on the network to transmit information between devices, but also to improve the use of
cloud computing techniques to process information on the devices themselves or the
nearest to them compute nodes.

2 Construction Routing in DTN

DTN networks, originally designed for deep space communications organization, are
increasingly being used in conventional telecommunication computer systems. Orga-
nization of DTN network is significantly different from the usual organization of data
transmission networks. A distinctive feature is data delivering regardless of the current
state of communication channels. For the “classic” data transfer protocols in the event
of non-delivery of data in the “current” moment, the data are deleted. DTN is an
approach to construction of network architecture, which was developed for the solution
of TCP/IP protocol problems in networks with large messaging delay period. This
protocol is based on the paradigm of “store data and pass them on” [4]. The feature of
this approach is the delivery of data regardless of the current state of the communi-
cation channel since the data is stored, unlike with other protocols, and transmitted as
soon as it becomes possible. DTN protocol uses special messages that contain the
information necessary for routing as well as data for transfer.

Existing DTN-network data routing protocols can be divided into three main cat-
egories [5]: one copy (or direct transfer), multiple copies (or broadcasting) and hybrid
(limited broadcasting). Protocols of the first type transfer only one copy of the message
through selected route to the destination. Broadcasting protocols transfer multiple
copies of the message to sensor node within the network expecting that at least one
copy will reach the destination. Broadcasting protocols, such as protocols based on
theory of epidemics, or even pandemic, [6], can improve the guarantee for delivery.
But, obviously, at network connectivity losses and/or random connection breaks the
demands for buffer storage capacity grow quickly at the increase of the network size.
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Selection of direct transfer or broadcasting conditioned by the following reasons:

• Broadcasting protocols can be operated with the presence of minimal information
about the parameters and status of the network, while at the use of the direct transfer
protocols to evaluate the best route there is the need to have complete information
about the network.

• Broadcasting protocols of reusable copies result in redundancy, but the cost of
repeated transfer due to the packet loss can be sufficiently high.

Network protocols can be passively or actively adaptive, depending on the way the
route is estimated. In actively adaptive network protocols all the routes are predicted
and evaluated before they will be in demand.

Passively adaptive network protocols evaluate routes only in the case of the need. If
in the sensor nodes the information on the network connectivity is updated regularly,
the best routes in the actively adaptive protocols are evaluated fairly simply. But these
network protocols require more network resources to evaluate and update the routing
tables, especially when the network topology changes frequently.

On the other hand, in the passively adaptive protocols, routing tables are smaller, so
their evaluation and update are easier. However, due to the need for route evaluation an
extra delay before message transfer is introduced.

Hybrid network protocols combine both approaches.
In this article, we consider the case of constructing the DTN not with static objects,

which can sometimes, for various reasons, leave the network, but with dynamic objects
that are constantly on the move, interact with each other and participate in the process
of data transfer.

The example of this can be the device mesh, built on the devices installed in the
ambulances, police cars, public transport, mobile phones of supermarket customers or
tourists in national parks, historic centers, museums, etc.

Dynamic routing organization technology to build DTN together with technology
of global geolocation GLONASSS/GPS can solve most of the problems of the tradi-
tional management and communication systems. Furthermore, this technology can
significantly improve the technical characteristics of the system by means of data
preprocessing directly on the receiving and transmitting devices without sending the
large amounts of information to data centers.

But, in the light of all the above, it is necessary not only to accurately evaluate
technical characteristics of the specialized DTN networks, but also to organize correct
data transferring.

Further it will be shown how to use fuzzy slices from the database to extracted the
information in order to build the routing rules for the DTN networks with it.

3 The Methods Used in Data Processing

To implement the construction of dynamic routing technology for DTN it is proposed
to use the apparatus of the two theories: Data Mining and KDD – Knowledge Dis-
covery in Databases.
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Knowledge Discovery in Databases (KDD) methodology arose in 1989. With the
help of this method not specific algorithms or mathematical apparatus are described,
but the sequence of actions to be performed for the detection of useful knowledge. This
method does not depend on the subject area. KDD technology includes the stages of
selection of informative attributes, models construction, data pre-processing, cleaning,
post-processing and interpretation of the results (Fig. 1).

Considering KDD technology, it should be noted that the first stage consists of a
data selection process. Here, the first step of the analysis is to obtain the original
selection. At this stage the data often must be not only collected, but also to consoli-
dated and transformed. With regard to the task of dynamic routing construction for the
DTN, for example, the database on the movement of objects had to be transformed
from the text format csv to the MongoDB format. Often at this stage other mechanisms
are used: queries, data filtering or sampling, and as the source the specialized data
storage is used, that consolidates all the information necessary for the analysis.

At the second stage of data cleaning is performed. Real data require processing to
produce more useful knowledge. The need for pre-processing the data in the course of
analysis arises without regard for technology and algorithms used. Data cleaning tasks
include: fill-in-the-blanks, duplicates elimination etc. With regard to the problem of
dynamic routing constructing for DTN at this stage the selection of relevant properties
of moving objects was made.

On the third stage data transformation is considered. This step is necessary for those
methods, at the use of which the raw data should be presented in some specific form.
The fact is that the various analysis algorithms require specially pre-processed data. In
solving the problem of dynamic routing constructing for DTN at this stage the indi-
vidual attribute values conversion into new units was performed [7].

The next, the fourth stage, is Data Mining. On this stage the process of detection of
previously unknown, non-trivial, practically useful knowledge, available for interpre-
tations, is carried out in the raw data.

Fig. 1. Stages KDD

66 Y. Shichkina et al.



On the fifth, the last stage, the interpretation is carried out. In the case when the
extracted dependencies and patterns are opaque to the user, there should exist the
post-processing techniques that would allow to get them into the interpreted form. In
the case of dynamic routing construction for DTN the mechanism of construction by
the formal rules of the real route data transfer used in the DTN protocols is applied on
this stage.

The main parts of this process are Data Mining techniques that allow to detect
patterns and knowledge. The Data Mining term was introduced by Gregory
Piatetski-Shapiro in 1989. The knowledge gained in the course of Data Mining tech-
niques application should describe the new relations between the properties, to predict
the values of some attributes on the basis of others. The basis of the Data Mining
techniques are all sorts of methods of classification, modeling and prediction, based on
the use of decision trees, artificial neural networks, genetic algorithms, evolutionary
programming, associative memory, fuzzy logic.

With regard to the problem of dynamic routing constructing for DTN, from the
Data Mining methods the decision trees and fuzzy logic are the most appropriate. In the
case of decision trees construction by the values of the selection one solution is
derived - plan for data transfer by the network. The methods of the decision-making
theory are very laborious and belong to the class of NP-problems. The advantages of
fuzzy logic for the task of constructing DTN is obvious, it is the possibility to obtain
several routes, ranked by the range of parameters, rarer routes reconstruction in
changing situation, less labor requiring. As the result of the fuzzy logic application in
the task of the dynamic routing construction for DTN associated directed graph is
constructed, the further application to which the Yen’s algorithm, for example, results
in a set of requested routes.

4 Construction of Fuzzy Sections in Databases

Most of the data processed in modern information systems, are of clear, numeric nature.
However, database queries, which a human tries to formulate, often contain omission
and uncertainties.

Fuzzy slices - is a good example of enrichment of one technology (database) with
another one (fuzzy logic). Fuzzy slices are understood as filters by measurements,
which involve fuzzy values, such as “all objects moving to the north of the city.” In this
example, the concept of “the north of the city” is not clear, and if to take into account
that the objects can move to the north of the city not in a straight line, the fuzziness
appears in the definition of the movement [1].

The mathematical theory of fuzzy sets and fuzzy logic are generalizations of the
classical theory of sets and formal logic. These concepts were first introduced by the
American scientist Lotfi Zadeh in 1965. The main reason for the emergence of the new
theory was the presence of fuzzy and approximate arguments in describing processes,
systems, objects by a human.

In relational databases this role is performed by fuzzy queries (flexible queries).
A characteristic of a fuzzy set is a Membership Function. Let’s denote with μ(x) the

degree of membership of x to the fuzzy set, which is a generalization of the concept of
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the characteristic function of a crisp set. Then the fuzzy set C is the set of ordered pairs
of the form C = {μ(x)/x}, μ(x) here can possess any value within the interval [0, 1],
x 2 X. The value of μ(x) = 0 means the absence of membership at the set, 1 - full
membership [2].

For the variables related to the continuous data class mean it is more convenient to
denote the membership function with the analytic formula and represent graphically for
illustrative purposes. There are over a dozen of typical curve shapes for membership
functions setting.

There are over a dozen of typical curve shapes for membership functions setting.
The simplest examples of representation of fuzzy sets are piecewise linear functions:
V-type and trigonal. They are defined by the following formulas:

Triangular:
x�a
b�a ; a� x� b;
c�x
c�b ; b� x� c;
0:

8
<

:

Trapezoidal:
x�a
b�a ; a� x� b;
1; b� x� c;

d�x
d�c ; c� x� d;

0:

8
>><

>>:
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An example of more complex membership function is the following function:

x2; 0� x� a;
1; a� x� b;

c�x
c�b ; b� x� c;

0:

8
>><

>>:

Fuzzy sets are helping to work with the fuzzy concepts, i.e. concepts that do not
have an exact value. They change their values depending on the task. For example, the
“situated nearby” parameter, in the framework of the problem of the availability of
Wi-Fi spot, the operating range of which is 100 m, will be in the range from 0 to 20 m,
and in the framework of the problem of finding the neighboring town, the parameter
will be in the range of 10 to 80 km and so on.

Fuzzy sets can have different degree of fuzziness. The set, which membership
function grows slowly is more exact than the set, the Membership Function of which
grows more rapidly. Fuzzy degrees are important in the application of fuzzy sets theory.
The degree is an indicator of the quality of different algorithms in decision-making,
information search models [2]. It is possible to evaluate the degree of fuzzy sets with
the help of:

• normalized entropy,
• matrix approach,
• axiomatic approach.
• for fuzzy sets the following logical operations are defined:
• intersection of two fuzzy sets A \ B (fuzzy “AND”):

u xð Þ ¼ min uA xð Þ;uB xð Þð Þ

• consolidation of two fuzzy sets A [ B (fuzzy “OR”):

u xð Þ ¼ max uA xð Þ;uB xð Þð Þ

• negation of fuzzy set ¬A [3]:

u xð Þ ¼ 1� uA xð Þ

where uA xð Þ;uB xð Þ are the membership functions of A and B sets respectively.

Application of Fuzzy Sections for Constructing Dynamic Routing 69



Fuzzy search in databases brings the most benefit when it is required not only
extract information, operating with fuzzy concepts, but rank it somehow by descending
(ascending) degree of relevance of the request [5]. It allows to answer the following
questions: which data transfer path should be considered the main and which - the
reserve; what information should be sent first, etc.

5 Application of Fuzzy Sections When Constructing the DTN
Network

Supposing there are moving objects, through which it is required to transfer the
information by constructing DTN network. All the information about moving objects,
on the basis of which it is necessary to construct the DTN network, is stored in the
database and has already passed the first three stages: pre-processing, cleaning and
transformation. The attributes of each moving object in the database are: id - object
identifier, time from the beginning of the day, date, speed, GPS coordinates, level of
confidence, speed [6]. For the construction of the rules of data transfer through DTN
network it is necessary to make a few slices of the database of: time, direction and
distance:

1. “Distance” Slice

Let us assume that x for “distance” membership function lies in the range from 0 to
500 (the radius of equipment operation). This slice can be represented as a simple
piecewise linear membership function (Fig. 2).

1; a� x� b;
c�x
c�b ; b� x� c;

0; c� x:

8
<

:

Fig. 2. Schedule the membership function “distance”
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2. “Time” Slice

For the membership function of “time”, let us assume that x should lie in the range
from 0 to 15 (the delay time of the moving object). This slice can also be represented as
a piecewise linear membership function (Fig. 3).

1; a� x� b;
c�x
c�b ; b� x� c;

0; c� x:

8
<

:

3. “Direction” Slice

Assume that x of “direction” membership function, and x lies in the range from 0 to
3 (the degrees of deviation from the exact direction). Then the “direction” slice can also
be represented in the form of membership functions (Fig. 4).

Fig. 3. Schedule the membership function “time”

Fig. 4. Schedule the membership function “direction”
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Once membership functions are identified, it is possible to create a database query
and evaluate the obtained entries. To do this, it is necessary to specify the degree of
membership of 0.8. This number will mean that it is required to select all records which
degree of membership is greater than 0.8.

Example. Assume that it is necessary to transfer the data from the moving object
with the identifier id = 1 (input object) to the object (possibly stationary) with id = 4
(output object) at 14:00. For the construction of transfer rules the following algorithm
must be executed:

1. Make slices:
(a) “Get the list of the moving objects, the equipment of which was available at

around 14:00”.
If we render this query into the SQL, we will get a query of the form:

SELECT DISTINCT id FROM metrics WHERE time>= time_1 -
600000000 AND time<= time_1 + 600000000; 

where time_1 is the time obtained from the target object, metrics is the table with data
on moving objects, time - is a field where the information on the moving object
residence time is stored.

With this query the identifiers of moving objects that between 13–50 and 14–10
were transferring the data to the base about their location will be obtained.

(b) “Get the list of moving objects that are located closely enough to the target
object to receive the data from it.”

To do this it is required to calculate the distance between the target object and other
objects. If the distance is less than 500 m, the point is located within the zone of
equipment operation. After filtration of the obtained data only those entries will remain,
which coordinates lie within the range of the equipment of the target and moving in the
direction of the output object.

SELECT distinct id FROM metrics WHERE distance >= 0 AND 
distance <= 500; 

where the distance is a calculated field, which stores the information about the distance
between the target object and other objects; metrics is a table with data about the
moving objects.

(c) “Get a list of objects moving in the direction of the output object.”
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To do this using the formula of finding the cosine of the angle between the vectors
it is required to determine the angle between the target object and output object:

cos a ¼ ab
aj j bj j

SELECT distinct id FROM metrics WHERE cosine >= 0 AND co-
sine<= 0,98; 

where cosine is the calculated field, which stores the information about the cosine of
the angle between the vectors, metrics is the table with data about the moving objects.

If the angle is less than 3 degrees, the moving object is subject to filtering.

2. After finding all three slices it is required to calculate the degree of membership of
filtered entries using membership formulas and logical rules for fuzzy slices and
finally select only those moving objects, the degree of membership of which is
greater than 0.8.

This will provide the list of all moving objects, which were at the time of data
transfer (±10 min) in the specified object operating range and were moving in the
direction of the output object.

The results of the first execution of the algorithm can be schematically represented
as a circle with the radius of 500 m, and certain set of points, which time and direction
fulfill the specified conditions (Fig. 5).

The filled point in the center is the output object. Two filled points closer to the
circle are the moving objects with a degree of membership greater than 0.8.

Repeating this algorithm for the two found moving objects, adopting that each of
them by turns is the input object, the whole set of circles will be constructed (Fig. 6).

The circles containing the output object will be the latter. The algorithm is finite, as
from a certain iteration, the distance between the input and output objects will be
reducing along with the number of moving objects with the degree of membership
greater than 0.8.

B
A

Fig. 5. The results of the first iteration of the algorithm
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As a result of the entire algorithm based on fuzzy slices, a set of associated points
corresponding to the moving objects will be obtained. This set of points is substantially
a connected oriented graph with one input and one output point.

At the last stage of KDD, the «interpretation», when constructing dynamic routing
for DTN, to the resulting graph Yen’s algorithm can be applied, which allows to select
the number of shortest paths by k-e graph. The degrees of membership will be the
graph scales. All paths k’s will be ranked from the most to the least optimal. The
number of paths k is defined by a network administrator. The same degree of mem-
bership will serve as the optimality criterion. The first data transfer route in the list of
found paths will have the highest degree of membership, and thus the chance the data
will be delivered on time and with no loss of communication.

For each path found it is possible to calculate the total degree of membership, such
as the arithmetic middling or the minimal value of the degrees of membership of all the
arcs included in the path. Actually the arc with minimal degree to membership is the
weakest link in the data transfer path. Even if all other paths have a degree of mem-
bership equal to zero, and one arc has that of 0.8, the probability value of data delivery
will be 0.8.

6 Conclusion

The studies have shown that the use of the mechanism of fuzzy slices allow to perform
a multi-criteria data extraction from a database with fuzzy selection criteria.

Application of graph theory or decision making algorithms to the obtained set of
points allows to build one or more routes ranked by descending of probability of data
delivery from one object to another for construction of dynamic DTN network.

This article contains the example of relational database queries. But modern
databases based on NoSQL or NoSQL technologies also support complex queries and
the presented technique for routes construction for DTN dynamic network in these
databases works with the same success. The only limitation in this case is that it should
be considered that such databases do not have the relations and the data have to be
stored in one collection. In general, the choice of database type depends on the task and
sometimes one document-oriented database or relational database is not enough.

B
A

Fig. 6. Several iterations of the algorithm
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Abstract. A lot of issues are tackled in the project management system in the
field of telecommunications. The most important one for achieving companies’
strategic goals is a process of selecting an optimal project portfolio. Strategic
analysis of the external and internal business environment the company operates
in has an important impact when selecting such a portfolio. Since the business
environment in telecommunications is developing dynamically and the com-
petition is fierce, assessment indicators, analysis methods and tools must be
carefully selected so that the costs of analysis and further application of a
mechanism for selecting an optimal project portfolio would not exceed the
benefits of its use.

Keywords: Strategic analysis � Portfolio analysis � PEST- analysis � SNW-
analysis � Matrix set

1 Introduction

Selection of preferable projects and formation of an optimal project portfolio are some
of the most important decisions to be taken by enterprises specializing in telecom-
munications [1]. Viability of enterprises, their future potential and life span depend on
how correctly the projects will be selected. Selection of the projects and formation of
the portfolio should be consistent with the strategic development plan of the enterprise.
Since such a plan is strategic and drawn up for more than one year, the indicators,
methods and tools, which are suggested for use in the optimal portfolio selection
mechanism and are reviewed in this paper, must be strategic too [2].

2 Main Content

The mechanism of selecting an optimal project portfolio includes several stages: data
acquisition and strategic analysis of the information about the business environment of
the enterprise; selection of projects which can be included in the market portfolio;
formation of an optimal project portfolio given the existing limitations provided the
company achieves the strategic goals it sets.

Let us see into this mechanism in more detail and pay special attention to analysis
of business environment. The mechanism of selecting an optimal project portfolio is
presented in Fig. 1.
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Fig. 1. Mechanism of forming an optimal project portfolio
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1. Strategic analysis of the enterprise’s business environment:
(a) Acquisition of initial information and strategic analysis of the obtained data

about the external environment in order to identify opportunities and threats,
define the key success factors, which should be considered when forming the
project portfolio.

(b) Acquisition of initial information about the internal environment the company
operates in and its analysis aimed at defining the internal competitive advan-
tages and potential of the enterprise in competitive struggle and revealing the
drawbacks, which can decrease the potential and efficiency of projects included
in the portfolio.

2. Acquisition of initial information about the projects to be included in the market
portfolio, evaluation of their consistency with the enterprise’s strategic goals and
objectives.

3. Identification of economic efficiency of the projects, excluding admittedly ineffi-
cient or impossible for carrying out in the existing market conditions.

4. Formation of the options for the project portfolio, their evaluation by the limitations
imposed by the enterprise: resource, positivity of cash flow, balance of life cycles of
the projects, risk acceptability, etc.

5. Selection of an optimal project portfolio based on maximized balance of net present
value of increment cash flow of the market portfolio throughout its life.

Let pay special attention to the strategic analysis tools and indicators which are used in
this mechanism.

The first stage of implementation of the mechanism is strategic analysis of the
environment. Strategic analysis of the environment ensures a basis for selecting pro-
jects in the market portfolio. The efficiency of decisions that will be taken later about
selection of an optimal project portfolio depends on the accuracy of the analysis. So the
indicators, methods and tools must be selected very carefully. However, one should
remember about the efficiency of analysis and costs related to its performance must not
exceed the results obtained later due to implementation of the chosen projects.
Moreover, it should be noted that the telecommunication sector is developing turbu-
lently and analysis should be recurrent. If possible, the changes in the environment
should be monitored continuously.

Analysis of the environment implies studying its three components: macro-
environment, micro-environment and internal environment of the organization [3].
Macro and micro-environment is analyzed to identify the opportunities and threats of
the external environment. The outcome is identification of the key success factors.
Analysis of the internal environment reveals the opportunities and potential the com-
pany can rely on in competitive struggle when achieving its goals, as well as the
weaknesses of the organization. As a result, the company’s main business abilities or
core competences must be identified.

One of the tools recommended for analyzing the micro-environment of a
telecommunication enterprise can be PEST analysis. PEST stands for the following
factors of the sector: political (P), economic (E), social (S) and technological (T). The
following specification can be given to the components for the telecommunication
sector:
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1. Political/legal factors

In Russia the telecommunication sector is regulated by the Ministry of Telecom and
Mass Communications of the Russian Federation. It performs the functions related to
development of state policy and legislation in the field of information technology,
telecommunications, mail communications, mass communication, mass media com-
munication, including electronic means (among other things the Internet, systems of
television (including digital) and radio broadcasting and new technologies in these
fields), print, publishing and printing activities, personal data processing. The state
regulates and approves the tariffs for long-distance and local phone calls. Since the
tariffs are not high, communications are available practically to everyone. However, the
other side of the medal is that due to this fact profitability of the national telecom-
munication companies is at a relatively low level.

2. Social factors

Today’s life cannot be conceived without telecommunications which embrace practi-
cally all spheres of people’s life. Their significance is constantly growing. Fashion for
telecommunications affects the general culture of the population.

3. Economic factors

The telecommunication sector is in high demand in the global market and marked with
absolutely fierce competition. At the same time, the price of telecommunication ser-
vices is low, which is why virtually anyone can use them.

4. Technological factors

Today in the telecommunication factor the fastest network channels are fiber channels.
Their speed is quite sufficient for transferring voice and text messages. However, this
type of communications is very expensive and a lot of money has to be invested in
maintaining operability of the equipment and its updating.

At the same time wireless communication systems are actively developing.
Numerous satellites on the orbit ensure communications between any locations on the
planet.

The factors we suggest for evaluating the macro-environment in terms of PEST
analysis of a telecommunication company by relevant aspects are given in the Table 1:

To assess competitive attraction of the projects, which can be seen as strategic
economic activity zones, we suggest using not only individual tools, models and
methods, but them as a combination too. Thus, we recommend a complex tool for
analyzing attractiveness of projects, which we call the “matrix set”. It is rather difficult
to evaluate the attractiveness of projects (strategic zones of business, SBU) and further
formation of the optimal project portfolio and all activities of the enterprise depend a lot
on this decision. That is why strategic analysis is to provide clear, objective and
up-to-date information which allows evaluating the attractiveness of the project and
correcting it in case of need in the future. A scheme for the use of the “matrix set” is
represented in Fig. 2 [4, 5].

Designations in Fig. 2: RMS – relative market share; PLC – product life cycle;
SBU – strategic business unit; US – unit size; KPA – competitive price advantage;
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КQA – competitive quality advantage; MSreal - real share of the market; MSequit –
equitable share of the market; К – specific weight of SBU in the enterprise’s total
volume of sales.

It is preferable to use SNW analysis for strategic analysis of the internal business
environment of telecommunication enterprises. SNW is a common abbreviation, which
stands for strength, neutral and weakness.

SNW analysis of the internal business environment of an enterprise is quite an
efficient way to estimate the organization’s competitiveness whereby the best option is
to choose the average market condition for a certain situation as neutral. SNW analysis
of an enterprise studies the following aspects of the internal environment:

• Main business strategy of the organization.
• Competitiveness of the service in the relevant market.
• Availability of finances.
• Efficiency of the trademark, innovations and employees’ performance.
• Marketing and production level.

We suggest examining the factors presented in the Table 2 for telecommunication
companies:

Table 1. Recommended factors of PEST analysis

Aspect Factors

Political factors Legislation, regulating the telecommunication sector
Presence of state telecommunication companies in the sector
Tax policy
Trends for regulating or deregulating of the telecommunication sector
State policy in the field of investments

Economic
factors

Economic situation in the country
Currency exchange rate dynamics
Life cycle stage of the telecommunication sector (growth rates,
profitability level trade-wise)

Level of people’s income
Inflation and interest rates

Social factors Population growth rates
Lifestyle and consumer habits
Requirement for the quality of products made by telecommunication
companies and the level of service

Gender and age of major consumers
Absolute number of users for this type of services

Technological
factors

Innovations and technological advancement of the telecommunication
sector

Legislation in the field of techniques in the sector
Expenses on research and development in telecommunication companies
Degree of use, introduction and transfer of technologies in the sector
Accessibility of the latest technologies for the companies
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Fig. 2. Scheme for using the matrix set
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Check-up for correspondence to the strategic goals and objectives set by the
company should be done using the balanced scorecard (BSC). Strategic goals are set
according to the enterprise’s mission and capabilities of the business environment.
After that objectives, correlating with the strategic goals, are formulated by every
projection (finances, marketing, innovations, reproduction of competences, etc.). Target
programs are developed to achieve every objective, which include definite measurable

Table 2. Recommended SNW Analysis Factors

Strategic position Factors

Company’s strategy Company’s strategy as a whole
Strategy of individual SBU

Financial position Company’s current balance condition
Financial structure
Availability of investment resources
Financial management level

Competitiveness of
communication services

Companywide
By every SBU
Customer loyalty level
Level of services and performance
Price level of communication services

Capability to be the leader Capability of the company’s head
Of the company’s team as a whole
Capability of the company to be the leader as a
combination of objective factors

Production level Companywide
Quality level (efficiency) of the company’s material base
Company’s engineers’ performance (productivity)
Operators’ performance (productivity)

Cost analysis Efficiency of capital costs as a whole in the company
Structure and efficiency of operating costs as a whole in
the company

Structure and efficiency of operating costs by individual
SBU

Marketing Telecommunication company brand awareness
Distribution of communication services
Performance level of service post-sales
Reputation in telecommunication market

Relationships with regulatory
bodies

At the federal level
At the regional level
With tax services

Innovations Level of innovations as R&D
As a capability to sell new products in the communication
market

Integration Level of the company’s vertical integration
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factors for performance evaluation: results, time schedules, resources. It is these very
factors which must be used to check if the projects meet the strategic goals and
objectives of the enterprise.

3 Conclusion

The technique for selecting an optimal market portfolio is the most important part of
the project management process. In case the managers can skillfully manage the pro-
cess of project implementation, but the projects themselves have been chosen wrongly,
most probably, the enterprise is not going to have a positive result.

The paper proposes a mechanism for selecting an optimal project portfolio, whose
specific feature is accommodating the projects to be selected with the strategic goals
and objectives set by the enterprise and corresponding to the constraint system with
maximized NPV balance of increment cash flow of the market portfolio throughout its
life cycle.

The most responsible stage in this mechanism is strategic analysis of the enter-
prise’s business environment and evaluation of the competitive position for the pro-
jects, so the main emphasis in this paper is put on recommendation of tools and factors
of strategic analysis. There is no universal system of analysis tools. In each sector and
at every enterprise there are factors which have an impact on project selection, so the
proposed set of analysis tools and factors considers the specifics of the telecommu-
nication sector and can be recommended, in particular, for enterprises of this sector.

The matrix set for evaluating attractiveness of projects suggested in this paper
allows carrying out complex analysis of projects, given both the trends in the
telecommunication market and competitive position (current and required one) of
individual SBU of the company in the market. Moreover, this set makes it possible as
early as at the stage of analysis to clearly understand how balanced the project portfolio
under consideration is by life cycle stages.

The strategic analysis methods and factors, which are reviewed and suggested for
use in the project management system, both existing and enhanced or developed by the
authors meets the needs of today’s business conditions of enterprises, are aimed at
solving specific project management tasks in the telecommunication sector, ensure that
an enterprise can adapt to the changing conditions of the external and internal
environment.
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Abstract. Sharing context is a key challenge and will be a require-
ment of future IoT systems and services. To this end, in this paper, we
propose, develop, implement and validate a Real Time Context Shar-
ing (RCOS) system. RCOS takes advantage of the widely used pub-
lish/subscribe paradigm embedding context-awareness. We also propose
a new context-aware subscription language enabling publishers to express
data with sufficient contextual information and subscribers to subscribe
to data by matching publisher context to subscribers contextual prefer-
ences. Finally, as a proof of concept, we extend the Apache ActiveMQ
Artemis software and create a client prototype. We evaluate our proof of
concept for larger scale deployment.

Keywords: Context aware publish/subscribe · Context sharing ·
Semantic web

1 Introduction

Today, as awareness rises on the value of data, users and machines tend to
share newly discovered contexts more frequently through digital means. The
publish/subscribe paradigm is widely used to exchange messages between par-
ties according to their interest. However, most of the systems follow a topic-
based model or a content-based model. This may not be sufficient in the future
as the Internet evolves and the Internet of Things paradigm takes a more
and more important place in our daily life. In this paper, the term context
sharing is used to describe the ability of entities to share their context based
on the publish/subscribe paradigm. The entities in this case could be smart
mobile devices used by customers and producers, who could assume the role of
publisher/subscriber. In this paper, real time stands for as quick as possible.
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It is worth mentioning that International Erasmus Mundus Masters Program
Pervasive Computing & Communications for Sustainable Development (EMM
PERCCOM) [1] enabled the research reported in this paper.

Consider the following scenario example, namely “Digital fruit market”. Petri
is selling Pink Lady apples, for delivery or pick-up, in the Lappeenranta area.
The price for a kilogram is 3.50 euros. In this given situation, the product “Pink
lady apple” has the following context attributes, namely sourness, delivery loca-
tion, and cost that need to be matched to an interested customer. We want the
producer to be able to subscribe to a particular set of interests which will be
matched in a near real-time manner when publishers publish their interests (i.e.
clients and direct consumers), but it can also be the other way around.

Tero is holding a restaurant in the Lappeenranta area and he/she is looking
for sour apples in this area. In this situation, the consumer Tero has a set of
preferences defined by the context attributes which are the taste of the apple
and the pick-up location. If this set of preferences matches with an existing
product, we have a semantic match. This is the case, since Petri is producing
Pink Ladies in the Lappeenranta area.

In a typical publish/subscribe system, the producer has to specify, in a single
string, the product attributes he/she wishes to be part of the matching process.
Moreover, it is not possible to express relationships between the entities being
matched, and only a limited matching based on logical operators and string
comparisons can be made. With the proposed context-based system it is possi-
ble to do semantic matching. This semantic matching can also be, for instance,
a location within a certain radius of another location. In a content-based sys-
tem, this could only be handled by a client tool and not by the broker of the
publish/subscribe system since it cannot process contextual data. In the case
of a topic based system, we would be required to have an apple category with
sub-categories such as “sour apples” or “apples in Lappeenranta”. In this sit-
uation, cross-matching would not be possible and the operation would imply a
high computational resource need.

This paper makes the following contributions:

(a) We have conducted an extensive literature survey to identify the current
state-of-the art, gaps in publish/subscribe based systems and the corre-
sponding context-aware capable subscription languages.

(b) We have proposed and developed RCOS, a real time context sharing system
based on semantic web principles. The contribution also includes a history
based approach and a mobile application enabling smart mobile devices to
share context seamlessly. The history is a graph, expanding as ontologies are
removed from the main graph, when publications are canceled. It features
contextual attributes, values and dates.

(c) We have deployed a proof of concept implementation and evaluation, to
study the performance of the system and validate its efficacy.
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2 Literature Review and Related Work

2.1 Publish/Subscribe Systems

The publish/subscribe paradigm is constituted of publishers publishing informa-
tion, known as events, and subscribers sending subscriptions that represent their
interests. The distribution of events to the corresponding subscribers is handled
by a broker. Subscribers are notified of published events matching their interests.
The broker can be on a server or distributed. Eugster et al. [2] differentiate the
following types of subscription models.

Topic-Based Model: This model is based on topics. Notifications are transmitted
to matching topics which subscribers have subscribed to. They are consequently
forwarded all the messages transmitted to these particular topics. The advantage
of this model is the low processing time required to answer a request. However,
this approach being non-hierarchical, it is impossible for a subscriber to subscribe
to a subset of events in a given topic. Eugster et al. [2] describe it as a flat
approach. This issue is addressed by some implementations, such as the one
from Oki et al. [3]. This model also lacks involving the content of a subscription
in the process.

Content-Based Model: Rosenblum and Wolf [4] has introduced a subscription
scheme based on the content of events. Through a set of operators and a specific
subscription language, subscribers can also specify conditions over the content
of the notification they wish to receive. We also consider XML and JSON based
models to be a subset of the content-based approach in the sense that the brokers
will interpret the content without relying on a defined knowledge base.

Context-Based Model: Some works also refer to this model as concept based
[5]. Concept based addressing was introduced by Buchmann and Moody [6].
Tarkoma et al. [5] mention that “concept-based addressing allows to describe
event schema at a higher level of abstraction by using ontologies that provide
a knowledge base for an unambiguous interpretation of the event structure by
using metadata and mapping functions”. In our system, we propose a context-
based model using ontologies as a knowledge base. These ontologies are defined
in the JSON-LD format [7].

2.2 Context Awareness in Existing Publish/Subscribe Systems

Works on implementing the context awareness paradigm in publish/subscribe
brokers already exists in the research community. Loke et al. [8] introduce a
context-based addressing effort for Elvin. This work contributes to allowing to
distribute messages to users in a chosen context according to ontologies inter-
pretation. For this, they have also created a context-aware capable language [9].
Elvin was also included in the ECORA framework from Padovitz et al. [10],
which provides a hybrid architecture for context-oriented pervasive computing.
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However, Elvin as well as its open source implementation suffer from a lack
of popularity nowadays, and are missing maintenance as well as cross-language
support, since they handle the messaging process using its own standard that is
not widely implemented.

Other recent studies such as the one realized by Tarkoma et al. [11] propose
very efficient and flexible solutions. However, the concept of ontology is not fully
considered and implemented. It is also worth noting the work and vision brought
by Cugola et al. [12], which brings a distributed protocol to publish/subscribe
systems according to their location to allow a more efficient distributed broker
system. Our vision, however, places the location as a specific ontology. While
their work is focused on the physical distribution of messages, our contribution
is meant to bring a more generic way to embed context-awareness into pub-
lish/subscribe paradigm.

In [13], Zahariadis et al. introduce a novel context-aware publish/subscribe
system. This system is developed within the effort of a single digital market
in the European Union. Their context-based broker, however, does not include
a subscription language, nor does it support preliminary defined ontologies as
knowledge base with history.

2.3 Subscription Languages in the Existing Systems

Subscription languages used in publish/subscribe systems are more or less
descriptive. The more operations are defined in a language, the higher is the
complexity and processing time. Campailla et al. define three types of subscrip-
tion query languages. (a) The Simple Subscription Language (SiSL) is used where
all messages are total and of known format. If an attribute is not defined in the
query, any value queried for it would return true; (b) the Strict Subscription
Language (StSL) is an extension of SiSL where all attributes that occur in the
query must be defined; and (c) in the Default Subscription Language (DeSL),
all attributes are initialized to a default value, which are then updated by the
message. This allows to test if the attributes are defined by a message.

To the best of our knowledge, Elvin [9] is the only publish/subscribe system
in the research community with a subscription language defined so that it could
be extended to incorporate a general context awareness capability considering
ontologies due to its <action> <proposition> tuple integration. According to
Campailla et al. [14], Elvin’s and our approach are Simple Subscription Language
(SiSL) since non-defined attributes results in accepting any value for them. This
allows us to keep the query representation as small as possible.

The way we distinguish our approach from the one presented in Elvin is that
we have a defined subscription language that does not contain operators. In our
subscription language, the comparisons are done according to defined semantics
from the schema.org effort [15]. JSON-LD definition allows us to directly embed
in, through defined attributes, logic operators interpreted due to their involve-
ment as attributes in a given ontology. For example, an ontology containing the
properties maxPrice and minPrice, as defined in schema.org, involves that the
broker compares the property price for a similar ontology, so that it defines a

http://schema.org/
http://schema.org/
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result for minPrice > price > maxPrice. Our approach also allows defining
nested relations between entities. In this manner, we can express how an ontol-
ogy relates to another ontology and easily integrate with current semantic web
services. In the future, this could also allow publish/subscribe systems to be able
to automatically match content discovered across the semantic web.

2.4 Comparison of Implemented Publish/Subscribe Systems

The information bus [3] is one of the early works on publish/subscribe systems.
It uses Remote Method Invocation in order to publish and subscribe information.
SCRIBE [16] and CORBA [17] are two publish/subscribe research following the
information bus. SCRIBE brings reliable and scalable alternative to IP multi-
casting through the publish/subscribe paradigm on application level, balancing
the load between nodes and being focused on a peer-to-peer configuration, while
CORBA is designed to facilitate the communication of systems deployed on dif-
ferent platforms. The CORBA standard is implemented in C++ and Java and
has standard mappings in Ada, C, C++, C++11, COBOL, Java, Lisp, PL/I,
Object Pascal, Python, Ruby and Smalltalk. To the best of our knowledge, none
of these systems has been designed considering smart mobile devices integration.
In terms of early content-based systems, none provide a smart mobile device con-
sideration. Rebeca [18] can, however, communicate through RMI, SNMP and
HTTP, which brings a better interoperability. Elvin and Eugster et al. [19] have
a specific way of subscribing and publishing, which limits their interoperabil-
ity. ECA [6] transmits XML over SOAP, this brings a better interoperability
with external systems since it follows the SOAP protocol. SOAP is, however,
an information rich protocol, and in terms of performance, it is less oriented
towards smart mobile devices than REST for example. As for the commercial
publish/subscribe systems, all of them can be integrated into mobile technology,
Apache ActiveMQ projects being the ones that support the biggest number of
protocols. ActiveMQ Artemis distinguishes itself from ActiveMQ by supporting
a more native approach of REST. FIWARE Orion brings novelty in the commer-
cial publish/subscribe systems by being context-based. It still, however, lacks a
subscription language and handles queries via REST GET methods on specific
URLs.

3 RCOS Real Time Context Sharing

We created RCOS, the architecture of this system is represented in Fig. 1. RCOS
can be included in existing publish/subscribe systems in order to enable context-
awareness and history consideration into them. We use ontologies to semantically
represent our context information. This approach allows us to provide a system
that can be easily integrated with current and future semantic web applica-
tions. As represented in Fig. 1, it is composed of three modules which are the
Queue management module, the Context & History Aware Broker module and
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Fig. 1. RCOS overall architecture

Ontology Model Storage module. Each of these modules interact programmat-
ically together. The Ontology Model Storage module is external to the Pub-
lish/Subscribe System in the sense that it does not interact directly with the
publishing and subscribing processes, but is invoked by them for ontology mod-
eling and storage. The following paragraphs give more details on the internals
of each module.

3.1 Queue Management Module

In RCOS, an entity publishes or subscribes to information about another entity.
An entity emitting an offer offers information about another entity; this can be
considered as a publication. An entity emitting a demand requests information
about another entity; this can be considered as a subscription.

The Queue management module handles two queues to which the offers and
demands are posted (publications and subscriptions) via a REST interface. These
REST requests can be of two types. Create requests imply that the Queue man-
agement module will request for an addition to the ontology base during the
merging operation, while a cancel requests implies that the Queue management
module will request for a deletion to the ontology base during the merging oper-
ation. The subscription language we define in RCOS brings together two ontolo-
gies on the base of information offer/demand relationship. In the Fig. 2 below, we
represented our scenario where Tero wants to find sour apples in the Lappeen-
ranta area.
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Fig. 2. Subscription query for Digital fruit market

In the subscription presented in Fig. 2, all attributes of the ontologies that
are to be returned from the knowledge base by the Ontology Model Storage
module, relayed by the Context & History Aware Broker module, are specified.
The wildcard “*” indicates to RCOS that the history for a certain attribute is
requested. Such a history will be extracted from the history graph of previously
canceled offers by the Ontology Model Storage. This extracted information is
from the same context as the returned results for the demand itself.

3.2 Context & History Aware Broker Module

The Context & History Aware Broker module consists of three sub-modules. It
serves requests from the Queue management module. In the “Digital fruit mar-
ket” scenario, it will handle the context attributes consideration. We designed
the sub-modules as follows.

Request Interpreter Sub-module: This sub-module first checks that the ontology
format is valid through the isValid() function. If it is not, the request is rejected.
The ontology is then handled as an offer or a demand. If it is an offer, it then
queries the main model graph to know if the ontology exists through ChckOn-
tology(), and if it does not, it is created. An offer or a demand object is then
passed on to the Merge and Query sub-module.

Merge and Query Sub-module: The merge and query sub-module behaves accord-
ing to the object type it obtains from the request interpreter sub-module. In the
case of an offer or a demand which is permanent and marked as such by the
IsPermTmp() function, it will be merged in the ontology model graph by the
Ontology Model Storage module described in the next paragraph. A demand
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or an offer cancellation will then be handled by the Query module. This query
function also relies on the Ontology Model Storage module.

Context Distributor Sub-module: This sub-module handles the Ontology Model
Storage module’ s response through QResponseProc(). It will also handle the con-
text to distribute to the context distributor in the Queue management module via
Distribute(), and if the response was for demand request, it will return currently
existing results to the sender via Respond(). Otherwise, a simple acknowledg-
ment is delivered to the sender.

3.3 Ontology Model Storage Module

The Ontology Model Storage module handles the ontologies knowledge base and
history graph, which are loaded in the RAM memory, and the database to store
them. In the “Digital fruit market” scenario, it will hold the information about
the nearby available apple produces. It serves the Context & History Aware
Broker module for verifying ontologies, merging them to the knowledge base
graph and handling queries to issue responses.

When a merge request is issued from the Context & History Aware Broker
module, the Merger() function will merge the ontology into the knowledge base
graph. For queries, it will accordingly serve it as a demand by matching the
corresponding sub-graph and returning it, or as a canceled offer by deleting
the corresponding ontology from the graph, and calling the HistoryProcessor()
function with this given ontology. If a demand query requests for the history of
an attribute, it will also be handled by HistoryProcessor() function, which will
take care of querying the history graph for the requested ontology’s attributes
present in the history graph linked to a date. For instance, for the history of
price of a given product, each price returned from the history graph is linked to
a date on which the offer started, this date being an attribute of the offer.

Schema.org’s standard ontology vocabulary [15] allows modeling a product
and its attributes. A product can also include nested ontologies containing their
own attributes. This is the case in RCOS; an apple ontology has an offer ontology
that is associated with it. The offer ontology includes aggregated and individual
offers information. An individual offer includes information such as the seller, the
minimum ordering price and the eligible area for the offer. The schema.org’s [15]
and other similar efforts are mainly joint commercial effort. The apple ontology
does not yet exist as such to the extent of our knowledge. In this ontology, which
we modeled, we include new attributes such as vitamins, label, species and origin
of the apple.

4 Proof of Concept - Prototype Implementation

Our proof-of-concept implementation “Digital fruit market” is divided into two
parts, and it is constituted of a prototype of RCOS, and a prototype client for
smart mobile device communicating with RCOS. We focused our effort for this

http://schema.org/
http://schema.org/
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proof of concept on the possibility to emit a demand to RCOS, interpreting it
and receiving the answer which we format visually in the smart mobile device
client application.

4.1 The RCOS Client

We developed the RCOS client using the Ionic 2 framework, which relies on
Angular technology. Our client allows us to emit demands (subscriptions) and
display the ontologies resulting from the sub-graph transmitted by the RCOS
server as a response. Figure 3 shows the mobile application client that we devel-
oped.

RCOS is constituted of views, controllers and providers. The Data provider is
the core component of our application. It handles the REST requests to RCOS
server and provides an SQLITE local storage that is used as local cache by
the application. The Products view and controller are responsible for displaying
the apples resulting from our subscription and stored in the local storage. The
Producers view and controller have this responsibility for the producers and
handle a map. Finally, the Subscription view and controller are meant to allow
subscription. Since this is a proof of concept, it only handles subscriptions for
sour apples in the Lappeenranta area and relies on initiated REST requests. This
can be extended in a more generic and automated manner.

Fig. 3. RCOS proof of concept’s client
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4.2 The RCOS Server

The RCOS server relies on using Apache ActiveMQ Artemis 1.3 as an external
tool. However, the component we add can directly be embedded into the broker
of a publish/subscribe system. Currently, our prototype implementation handles
demands on an ontology knowledge base. This ontology knowledge base is stored
in a JSON-LD file and is loaded in memory as a graph by RCOS. In order to
create ontologies and place them in a graph for our knowledge base, we use the
software tool Apache Jena 3.0.1. We have chosen this software due to its high
interoperability and compatibility with the JSON-LD format. The main graph is
loaded from a JSON-LD file and the extracting of the sub-graph used to answer
a “demand” request is processed through the Jena SPARQL [20] interpreter.
The query we use in our prototype, which includes nested elements, allows us
to obtain the full ontologies that present a sour taste, and whose seller’s locality
is Lappeenranta. It could be made generic independently to the subscription’s
attributes formatting by analyzing it and identifying parent nodes. However,
we limited our current proof-of-concept to a static query for simplicity reasons.
We evaluate our prototype performances in the following section for larger scale
deployment.

5 Evaluation of RCOS

5.1 Evaluation Setup

In this section, we evaluate our prototype in terms of performance variation
for a larger scale deployment. We want to know which factors influence the
processing time the most when querying our knowledge base graph. In order to
do that, we continuously inject ontologies into our knowledge base graph and
do measurements while querying it. We have chosen to evaluate this part of our
system, because it is the one that will be the most affected as the knowledge
base grows in a large deployment case. Current publish/subscribe systems are
already able to handle a significant amount of requests efficiently, so it is worth
measuring the knowledge base graph querying. This allows us to understand
the behavior of the processing time according to the evolution of the number of
ontologies in it.

5.2 Evaluation of the Matching Process

In Fig. 4, we are interested in the performance of the matching process’s behav-
ior. The matching process is handled via SPARQL [20] CONTRUCT operation.
This operation allows us to extract a sub-graph from an existing graph, accord-
ing to restrictions we define in the query. We start with ten ontologies, two of
which match lfd:taste = “sour” and eight lfd:taste = “sweet”. The blue curve cor-
responds to the case where the SPARQL CONSTRUCT will create a sub-graph
out of n-8 matching ontologies, n being the number of ontologies in the queried
knowledge base graph. The green curve corresponds to the case where SPARQL
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Fig. 4. Processing time and number of results against number of ontologies (Color
figure online)

CONSTRUCT will create a sub-graph out of 8 matching ontologies for any size
of the queried knowledge base graph.

From these results, we consider the CONSTRUCT operation processing time
to be negligible against the time it takes for the SPARQL processor to go through
the knowledge base graph, in order to find the right ontologies matching the
query. Due to this fact, and in order to obtain clear data on the impact of the
number of ontologies in the knowledge base graph, the following tests (when
they have a constraint) are made with a static n-8 ontologies result matching to
the query.

We are firstly interested in knowing the actual influence of introducing a
single constraint into the SPARQL query that is represented in Fig. 5. In this first
case, we do not involve any nested elements (ontologies included into ontologies)
in our knowledge base graph. Only the first level attributes of our ontologies are
queried.

Fig. 5. Processing time for non-constrained/constrained taste attribute against number
of ontologies (Color figure online)
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Fig. 6. Processing time for one and six levels ontologies against number of ontologies

The blue line represents the case where we do not introduce a constraint in
the query (n results), and the orange line the case where we limit the results to
sour apples (n-8 results). As we can observe when introducing a constraint, the
processing time of the query can increase by 20 % and we can also observe that
this trend is slightly increasing as the number of ontologies increases. This first
test involves a single-level type of ontologies. Such ontologies are constituted of
attributes, and cannot include any other ontology.

In Fig. 6, we observe the behavior of the processing time as we introduce new
ontologies including six levels of complexity. They involve complex computing
operations for the SPARQL engine, resulting in a bigger processing task. The
processing time of an ontology with six levels can be three times the one of an
ontology which has a single-level.

From these measurements, we can conclude that the processing time variation
follows a linear trend against the number of ontologies in our knowledge base
graph. However, it grows significantly more as we introduce complex ontologies.
Ontologies complexity is the most affecting factor on the processing time as
the number of ontologies grows. In a real case deployment, one might want to
limit the complexity of ontologies, and favor two separated ontologies, which are
linked together programmatically after the query, in a case of expecting a high
number of ontologies in the knowledge base graph.

6 Conclusion

In this paper, we propose RCOS, a real time context sharing system that aims
to address the gap of knowledge on context-aware publish/subscribe systems.
RCOS takes advantage of semantic web technologies, in particular an ontological
representation, allowing publishers and subscribers to exchange context about
various products. We developed a proof of concept demonstration of RCOS for
the “Digital fruit market” scenario. Using RCOS, producers can provide con-
textual annotations to produces. This allows subscribers to subscribe and query
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for relevant produces based on location-based and personalization context. We
also proposed a novel history feature for attributes, which enables to enrich the
contextual information, over the time, around a given produce. Finally, experi-
mental evaluations validate the efficacy of the system and identify which criteria
has the biggest impact on the performances.
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Abstract. Situation awareness is a key feature of pervasive comput-
ing and requires external knowledge to interpret data. Ontology-based
reasoning approaches allow for the reuse of predefined knowledge, but
do not provide the best reasoning capabilities. To overcome this prob-
lem, a hybrid model for situation awareness is developed and presented in
this paper, which integrates the Situation Theory Ontology into Context
Space Theory for inference. Furthermore, in an effort to rely as much
as possible on open IoT messaging standards, a domain-independent
framework using the O-MI/O-DF standards for sensor data acquisition
is developed. This framework is applied to a smart neighborhood use
case to reduce food waste at the consumption stage.

Keywords: Situation awareness · Context awareness · Pervasive com-
puting · Ontologies · Internet of Things · Context Space Theory

1 Introduction

The Food and Agriculture Organization of the United Nations (FAO) estimates
that up to 50% of produced food is wasted all over the world, which has a non-
negligible impact on the society, environment and economy (e.g., starvation,
carbon emission and economic cost, etc.) [8,10]. The information and system
intelligence and analytics capabilities enabled by pervasive environments and
the so-called Internet of Things (IoT), could potentially help drive innovative
sustainable development and business models. The IoT offers provisions for real-
time analysis on any operation or process as a game-changer when it came to
creating environmental benefits. To take full advantage of the IoT, it is nonethe-
less crucial not to focus only on sensor data, but also on the “context” in which
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O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 101–114, 2016.
DOI: 10.1007/978-3-319-46301-8 9



102 N. Kolbe et al.

this data was generated, monitored, and so forth. Context is any information
that characterizes the environment of an entity (a person, group of person, a
place or a Thing) relevant to the interaction of the application and end-users
[1]. Context-awareness means understanding the whole environment and current
situation of the entity. Context can be processed to developed more advanced
services such as “situation-awareness”, which can be seen as a course of events
that evolves to more sophisticated relations between entities (or even situations).

Situations are defined as external semantic interpretation of sensor data on a
higher level of abstraction than activities or context [22]. Thus, situation aware-
ness strongly depends on expert knowledge to interpret sensed data. A situation
aware approach requires modeling, reasoning, and sensor data acquisition, while
considering several functional requirements for each step. Defining expert knowl-
edge, adopting reasoning engines and integrating sensor data are extensive and
error-prone tasks, complicating the development of situation aware applications.
To address this problem and easily capture all domain- and application-specific
dependencies, this paper investigates a general ontology-based framework for
situation awareness based on standardized technologies.

The paper is structured as follows: Sects. 2 and 3 present the background and
related work in the area. Section 4 proposes the core ontology and the frame-
work architecture for general situation awareness. Section 5 presents a use case
of a smart neighborhood to reduce food waste and an evaluation of the pro-
posed framework; the conclusion follows. It is worth mentioning that the Inter-
national Erasmus Mundus Masters Program “Pervasive Computing & Commu-
nications for Sustainable Development” (EMM PERCCOM) [11] enabled the
research reported in this paper.

2 Background

Several theories (e.g., Context Space and Situation Theory, Semantic Sensor
Network) and technological building blocks (e.g., O-MI/O-DF standards) have
been considered to design the proposed framework for general situation aware-
ness. This section therefore provides the necessary background regarding each
of these theories and technologies.

First, the use of ontological approach allows situation modeling with rich
semantics that can be understood and shared among humans and machines.
In the life sciences community, Ontology Web Language (OWL) is extensively
used and has become a de facto standard for ontology development [15]. OWL
provides a vocabulary for the Resource Description Format (RDF) by extending
the RDF Schema vocabulary. Given this, our framework is designed based on
the OWL standard.

Another key theory considered in our framework is the Situation Theory
Ontology (STO) [12], which was developed based on situation semantics referred
to as Situation Theory [7]. This theory will be applied to model situations,
where facts of situations are formulated as “infons”, and “situations” are defined
by specifying which infons they support (see Eq. 1). An infon is a relation of
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n objects, whereas objects can be individuals, attributes or situations. The polar-
ity (0/1) specifies whether this relation is true or false.

S |=� relation, a1, ..., an, 0/1 � (1)

The Semantic Sensor Network (SSN) ontology [6] is a standard ontology
to represent knowledge about a sensor network (e.g., sensing devices, measured
properties and deployed platforms. . . ), without initially taking into consideration
actuators. The Semantic Actuator Network (SAN) ontology [17] was further
developed as a counterpart to SSN. Both ontologies will be considered in our
framework to specify the system setup.

The Context Space Theory (CST) [16] was developed – based on a spatial
representation of context – to provide a general context model with a rich theo-
retical foundation. The context space is defined through context attributes and
situations are modeled as subspaces. By combining specification- and learning-
based techniques, and by supporting algebraic operations, CST allows for general
reasoning about situations. CST-based reasoning is implemented in ECSTRA [4]
with a flexible architecture for situation aware systems, which will be applied for
the implementation of this study. The knowledge defined in STO will be used to
generate the situation spaces in the context space.

Finally, to increase interoperability of the framework in a range of IoT set-
tings, recent IoT messaging standards published by The Open Group, namely the
O-MI (Open-Messaging Interface) and O-DF (Open-Data Format) standards,
are used to enable peer-to-peer data exchange between different systems and
devices [20]. O-MI messages can be exchanged on top of well-known protocols
like HTTP, SOAP or SMTP, while O-DF [19] is a generic content description
model for Things in the IoT, which can be extended with more specific vocab-
ularies (e.g., using domain-specific ontology vocabularies) [9]. The knowledge
defined in SSN and SAN will be used to generate context collectors based on
O-MI/O-DF.

3 Related Work

Besides STO, other upper ontologies for situation awareness were developed by
the research community. In the Core SAW Ontology [14], situations are repre-
sented as a set of entities with attributes, goals and foremost relations. It further-
more integrates observed sensed data in the ontology. The Situational Context
Ontology [2] starts from a context perspective and adds a situational structure
around it, while offering provisions for modeling imprecise sensor data (using
fuzzy logic). The Situation Ontology developed in [21] is based on a context
and situation layer, and allows the definition of atomic and composite situations
based on context values.

Several hybrid approaches, combining ontologies with other reasoning tech-
niques to achieve situation awareness have been proposed. In [5] the feasibility
of integrating ontological knowledge into CST has been shown, based on both a
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context ontology and rule-based situation definitions. Situation spaces are gen-
erated by processing the rules and querying the ontology with SPARQL. The
Wavellite framework [18] was proposed to achieve situation awareness in environ-
mental monitoring. It uses upper ontologies, including STO, as a knowledge base
and combines it with rules and neural networks for inference. However, the rea-
soning engines are application-specific. A number of approaches add rule-based
reasoning around an ontology, such as BeAware! [3], which proposes a general
reasoning technique by extending the Core SAW Ontologies and including rela-
tion types.

The aforementioned approaches have not been previously used in a food
waste reduction or management process. We could nonetheless point out a few
community-based social networks that apply pervasive computing to address this
challenge, such as EUPHORIA (standing for Efficient food Use and food waste
Prevention in Households through Increased Awareness) [13], which is a project
that allows users to log and track their everyday food related behavior and
redirect these, through social influence, towards more sustainable food related
practices. Nonetheless, the project has focused on social behavior around food
consumption (necessitating manual inputs via a mobile application), and has
not proposed any IoT-based services to automate the discovery of food in the
neighborhood that is e.g. close to its expiry date, and propose to end-users
appropriate recipes. The paper investigates and develops a framework that fulfills
such IoT-based services.

4 Framework Design

This section presents the core ontology for CST, generation of situation spaces
and the framework architecture. In this respect, Sects. 4.1 and 4.2 respectively
detail the CST Ontology, and how situations are generated based on this ontol-
ogy. Section 4.3 provides an “at a glance” overview of the overall proposed frame-
work.

4.1 CST Ontology

Situation spaces in CST are defined through a set of acceptable regions for all
context attributes. Each context attribute is assigned with a relevance weight
wi ∈ [0, 1]. Furthermore acceptable regions are assigned with a contribution func-
tion ηS

i , which assigns a contribution ∈ [0, 1] to each value within the acceptable
region. The overall confidence if a situation is occurring is calculated based on
the relevance and the contribution for a context state x, as shown in Eq. 2.

μs =
n∑

i=1

wi ∗ ηS
i (xi) (2)

For final inference, the confidence value is compared to a threshold εi, as formu-
lated in Eq. 3.

γ = (μs ≥ εi) (3)
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The specifications are the requirements for situation modeling. Thus, concepts
of STO and SSN/SAN were mapped and extended with CST specific informa-
tion. The core of the CST ontology is shown in Fig. 1. STO and SSN/SAN
were mapped through two key connections: (i) sto:Attribute is defined as
subclass of ssn:Property, and (ii) sto:Individual is defined as subclass
of ssn:FeatureOfInterest. Through these definitions, sensors are observing
attributes of individuals in STO situation definitions. Context attributes in
CST correspond to both sto:Attributes and ssn:Properties. An accept-
able region can be defined as a sto:Value of an attribute, whereas the value
is specified as an interval. The ontology was extended to capture further CST-
related concepts, which includes the csto:ConfidenceThreshold for a situation,
csto:Relevance for an infon1 and csto:Contribution for values of acceptable
regions.

Fig. 1. Core ontology for Context Space Theory

4.2 Situation Generation

Situation generation from the core ontology can be declined into three categories,
namely based on (i) situation objects, (ii) situation types, and (iii) situation
objects generated by type definitions. Individual situations in STO are modeled
with concrete instances for situations, infons and other objects. The objects
involved in a situation may be application dependent, which makes it unable to
reuse the situation specification. Instead, situation types can be defined based on
OWL class axioms. Listing 1.1 presents an example for a situation type definition
to infer if a person is running. The situation supports two infons, which are based
on the movement speed and the heart rate of a person. The complete definition
1 The relevance belongs to context attributes, but an attribute can have a different

weight for different facts about situations.
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(not shown in the listing for simplicity) further includes the specification of the
individuals, attributes, acceptable regions and contribution.

Listing 1.1. Example for Situation Type Definition in the Ontology

PersonRunning owl : equ iva l en tC la s s (
s to : S i tua t i on
and ( s to : supportedInfon va lue HighHeartRateInfon )
and ( s to : supportedInfon va lue FastMovementInfon )
and ( s to : r e l e v an t I nd i v i dua l va lue Person )
and ( c s to : hasConf idenceThreshold value 0 . 8 )

)
HighHeartRateInfon owl : equ iva l en tC la s s (

s to : ElementaryInfon
and ( s to : r e l a t i o n value Heartrate )
and ( s to : anchor1 value Person )
and ( s to : anchor2 value HighHeartRateAttr ibute )
and ( s to : p o l a r i t y value 1 )
and ( c s to : hasRelevance value 0 . 6 )

)
FastMovementInfon owl : equ iva l en tC la s s (

s to : ElementaryInfon
and ( s to : r e l a t i o n value Movement )
and ( s to : anchor1 value Person )
and ( s to : anchor2 value FastMovementAttribute )
and ( s to : p o l a r i t y value 1 )
and ( c s to : hasRelevance value 0 . 4 )

)

The algorithms to generate situation spaces iterate over the given situation
and infon definitions (for both objects and types), retrieve the corresponding
information about the context attributes, acceptable regions, contribution, etc.,
and resolve dependencies to subspaces. Algorithm 1 shows the generation of a
situation space for one situation definition. Each generated situation space is
then added with its confidence threshold to the context space.

Situation types ease the modeling process because situation definitions do
not depend on application specific objects. In CST, objects can share the same
situation space, while each object maintains a different state in the context space.
The origin of the state may come from different sensors for different objects. This
is captured and maintained through the integration of the SSN ontology. If it
is not desired to resolve these dependencies via the ontology, separate situation
spaces can be generated for each relevant individual involved in the situation
(case (iii)).

4.3 Framework Architecture

Overall, the architecture needs to integrate the following major building blocks
for a situation aware system:

– Knowledge base (CST ontology)
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Algorithm 1. Generation of Situation Space
1: function GenerateSituationSpace(situation)
2: situationSpace ← new SituationSpace(situation.name);
3: for all situation.getInfons() do
4: for all infons.getAnchors() do
5: if anchor.type() == attribute then
6: axis ← newAxis(attribute.name)
7: for all attribute.getAcceptableRegions() do
8: if infon.polarity() == 1 then
9: axis ← addRegion(value, contribution)

10: else
11: axis ← addAsymmetricRegion(value, contribution)

12: situationSpace ← addAxis(axis, infon.getRelevance())
13: else if anchor.type() == situation then
14: SubSpace ← GenerateSituationSpace(anchor)
15: situationSpace ← addAxisSubSpace(SubSpace)
16: else if anchor.type() == individal then
17: � Not considered in CST Situation Spaces

18: return situationSpace

– Ontology management (OWL API, SPARQL-DL API, Pellet, Protégé)
– CST-based reasoning (ECSTRA)
– Sensor data acquisition (IoT Data Server for O-MI agents)
– Client application

Figure 2 illustrates the complete architecture designed in our study to inte-
grate those building blocks. The knowledge base consists of CSTO-based applica-
tion ontologies. Multiple ontologies with different situation specifications and the
application setup can be provided for the system (ontology editors like Protégé
can be used in this respect). The ontology management component is responsi-
ble for the programmatic access and manipulation of the knowledge base. Since
the algorithm needs to access the TBox axioms (terminology) of the ontology,
an OWL-centric approach is preferred over a RDF-centric approach. Tools used
in our framework include OWL API, SPARQL-DL API and the Pellet reasoner.
The ECSTRA implementation is used for CST-based reasoning. Finally, the O-
MI/O-DF standards are integrated, meaning that instead of subscribing to a
central publish/subscribe engine, the context collectors subscribe directly to one
or more O-MI nodes and receive the notifications in an O-DF payload format.
The central manager (cf. Fig. 2) forms an interface to integrate and coordinate
all these components, while providing a facade to client applications to initialize
the system and send enhanced reasoning requests. At a more concrete level, the
tasks of the manager are:

1. Loading and merging given ontologies.
2. Initializing the ontology reasoner.
3. Generating situation spaces based on object and type definitions.
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Fig. 2. Framework architecture for situation awareness

4. Generating O-MI context collectors based on the given specifications.
5. Initialize the application space.
6. Resolving dependencies to individuals and sensors from reasoning requests.
7. Distributing reasoning results.

From an operational perspective, the overall architecture has been implemented
as a JVM-based library, which can be deployed in an agent-based architecture.
Context collectors can potentially be added manually to access other types of
information sources.

5 Use Case: Reducing Food Waste

This section describes a proof-of-concept and an evaluation of the proposed
framework. Firstly, the situation awareness framework is applied to a use case to
reduce food waste in a smart neighborhood in Sect. 5.1. Subsequently a discussion
of the features of the framework and a performance evaluation follows in Sect. 5.2.

5.1 Use Case Scenario and Implementation

The overall scenario is depicted in Fig. 3, which considers a connected neighbor-
hood and exploits situation awareness to give best recommendations about the
consumption of food items (e.g. relevant recipes, incentives for food sharing. . . ).
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The application is developed as a JVM-based web application, where recipes are
requested from an open REST API2.

Fig. 3. Use case architecture

It should be noted that our implementation is based on the following assump-
tions:

– The implementation is based on a simulated smart neighborhood, composed
of three households.

– Each household generates (simulated) sensor data values. To sense information
about food items, it is assumed that each item is labeled with an RFID tag
and smart fridges are equipped with RFID readers, to read these tags when
items are placed inside the fridge.

– Information stored in the RFID tags includes the available amount of items
and related expiration date.

– Sensor data providing information about when and how to access food items is
simulated. For example, this input can be simulated based on human being’s

2 Yummly Recipe API: https://developer.yummly.com/.

https://developer.yummly.com/
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activity in the household or on the availability of smart access devices (e.g.,
smart locks like slock.it3).

– All sensor values are published through an IoT/neighborhood avatar (an O-MI
node in our case) that aggregates and publishes neighborhood-related infor-
mation in a standardized manner.

The recommendation for consumption of a food item is based on the shelf
life and relative amount of available stock. Equation 4 shows the situation type
definition in situation theory that was modeled in the CST ontology, where
parameters ḟ , ė and ṡ respectively stand for food items, close expiration dates
and relative high stock. Acceptable regions can be modeled with fuzzy sets,
e.g. context collectors can fuse sensed data to low, medium and high amount of
available stock.

[
ṠR|ṠR |=� expires, ḟ , ė, 1 � ∧ � stock , ḟ , ṡ, 1 �

]
(4)

Listing 1.2 shows an OWL individual definition of the ontology for a sensor.
It specifies an RFID reader, which is capable to observe different attributes
(Expiration and Amount) of instances of the class Fooditem, which in turn is
part of the situation type definition presented in Eq. 4. It is attached to a specific
household via the ssn:hasLocation object property.

Listing 1.2. Example of Sensor Modeling

RFIDSensor001 rd f : type FridgeRFIDSensor
RFIDSensor001 ssn : obse rves Expi rat ion
RFIDSensor001 ssn : obse rves Amount
RFIDSensor001 ssn : hasLocat ion Household1
RFIDSensor001 c s to : observesPropertyOf Fooditem

Figure 4 shows a screenshot of the web application used in our neighbor-
hood waste management system, along with the recommendation outputs. The
system identifies the items recommended for usage and displays the available
amount, location and current accessibility. Furthermore it shows recipes that
can be cooked with the available food items. A sustainability index is calculated
for each recipe, based on the consideration of ingredients that are recommended
for usage and the amount that will be prevented from being wasted. The index
takes into account the environmental impact of the commodity group (carbon
footprint, blue water footprint, economic cost [8]) of each ingredient.

5.2 Evaluation and Ontology Performance

The framework presented in this paper is based on a rich foundation for both
situation modeling and situation reasoning, whose key functionalities are:

3 Smart Locks slock.it: https://slock.it.

https://slock.it
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Fig. 4. Food sharing neighborhood application

– Situation modeling. Space and time aspects, situation types, roles of
objects, relations.

– Knowledge. Integrating knowledge about situations and systems, allowing
reuse and sharing with semantic web technologies.

– Reasoning. General applicability, uncertainty and temporal aspects, can be
extended with prediction and proactive adaption. Enhanced through consid-
eration of involved individuals via STO.

– Application development. Automated integration of sensor data acquisi-
tion, less complex for deployment.

After the automated initialization of the system, situation reasoning can be
performed directly with ECSTRA or with enhanced requests involving access to
the ontology. The proposed architecture does not the capabilities of the existing
ECSTRA implementation. To perform (optional) enhanced reasoning requests,
access to the ontology during run-time is required. Figure 5 shows the added
computation time to resolve dependencies to individuals, attributes, situations
and sensors for reasoning requests via the ontology.

The ontology was populated with test data. The largest data set consisted
of 7500 situation definitions with attached infons, attributes etc. which corre-
sponded to 137400 axioms in the ontology. The figure shows the average com-
puting time with standard derivation for 1000 test runs per data set.

The test indicates a complexity of O(n). However, ontology reasoners demand
high memory. With further increased testing data the available heap space
(6 GB) was not sufficient. This might be an issue for very large-scale systems.
In this case run-time reasoning requests should be sent directly to individual
specific generated situation spaces.
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Fig. 5. Performance results for ontology access during reasoning requests

6 Conclusion and Future Work

The selected approach was based on an intensive study of situation aware
approaches. As a result of this discussion, the combination of Situation Theory
and Context Space Theory was motivated by automatic generation of Situation
Spaces in CST with knowledge specified in an ontology. By identifying require-
ments for a holistic framework, STO, SSN and SAN were combined and extended
to serve as a core ontology for a CST-based system. Algorithms to extract the
knowledge from the ontology and initialize the application space were proposed.

Further discussion led to a design of an overall framework based on the pro-
posed core ontology and ECSTRA for CST-based reasoning. In order to meet
the requirements for platform independent sensor data acquisition, the IoT stan-
dards O-MI/O-DF were integrated into the system. The contribution of this work
is a Java library which was designed to allow an efficient use of these components
to develop situation aware applications.

As a proof-of-concept the framework was applied to a use case, which val-
idated the feasibility of the approach. By showcasing a system to reduce food
waste at consumption stage the use case demonstrated the enabling effects of
situation aware systems regarding the contribution to sustainability.

Further work identified includes the consideration of a dynamic environment
(joining and leaving objects, discovery of new sensor sources), validation of sit-
uation occurrences based on OWL axioms specified in the ontology, generating
situation spaces with incomplete knowledge and adding actuation to the situa-
tion aware framework.
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Abstract. IoT system interoperability, data fusion, data discovery and access
control for providing Context-as-a-Service as well as tools for building
context-aware smart city applications are all significant research challenges for
IoT-enabled smart cities. These middleware platforms have to cope with poten-
tially big data generated from millions of devices in large cities. The amount of
context, metadata, annotations in IoT ecosystems equals and may even exceed the
amount of raw data. This paper discusses the challenges of context storage,
retrieval and indexing for smart city applications. We analyse, compare and
categorise existing approaches, tools and technologies relevant to the identified
challenges. The paper proposes a conceptual architecture of a hybrid context
storage and indexing mechanism that enables and supports the Context Spaces
theory based representation of context for large-scale smart city applications. We
illustrate the proposed approach using solid waste management system with
adaptive on-demand garbage collection from IoT-enabled garbage bins.

Keywords: Smart city � Context � Storage � Internet of Things (IoT) � Waste
management

1 Introduction

Research and development projects in Smart Cities are actively pursued by the ICT
research community. The number of systems and applications in such areas as Intel-
ligent Transportation Systems (ITS), smart buildings and homes, city security and
smart metering continues to grow by virtue of significant achievements in proliferation
of various Internet enabled devices, sensor manufacturing and wireless communication
services [1].

While some parts of the Smart city infrastructure are already implemented, the
problem of providing relevant and reliable data to applications has not yet been solved.
We refer to relevant metadata and annotations that describe the raw data as context.
Applications that consume context are referred as context-aware applications. We
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define both these terms in more detail in the following section. Existing context-aware
systems are incompatible in the ways they represent and store context. To develop
smarter applications we need to provide methods for acquiring context from context
producers without being dependent on their particular properties or domains [2].

Data decentralisation is one of the main features of the Internet that adds com-
plexity to the context incompatibility problem. Smart city applications need to integrate
data from different sources like information systems, users’ histories and sensory data.
While being used, these systems and applications generate vast amounts of data, which
is transferred, processed and stored by service providers and users’ endpoints. This Big
Data is constantly changing and the volume of data streams is growing, raising the
questions of scalability, performance, interoperability, data format conversion, data
discovery and security.

Mostly, modern Smart City systems work in an isolated fashion, having low level
of interoperability that limits their functionality [2]. This leads to the concept of
deploying Smart city scale middleware systems that will serve a number of agents (city
authorities, enterprises, users, sensors, actuators) and provide them with transparent
access to all needed context by communicating with similar middleware systems of
other companies or organisations.

The idea of an IoT platform, a middleware system that enables various systems to
interchange data for mutual benefits, is widely discussed in academic and research
community [3–5] and a number of problems/questions are raised. One of these
emerging questions is finding ways for structuring, modelling, storing, indexing and
retrieving context from large datasets that are generated by different kinds of virtual and
physical sensors and used for analytical, predictive and other purposes.

The process of storing and retrieving large datasets is not new and is well studied in
both relational and NoSQL paradigms. As we move from internal systems owned by
one organisation to a system of systems (SoS) [3], we see that each system, even in one
domain of knowledge, uses different structures for representing information. Integrat-
ing exterior services into large systems usually lead to the development of drivers,
protocols, parsers, ETL procedures and tests. Another problem is that the information is
often needed in a higher level contextual form, rather than in a raw form. For example,
a smart home system needs to be notified that the user left work and is driving home, so
it is time to switch on the air-conditioning system. Notification with prediction of users’
arrival time is high-level context in this case. In contrast, if the smart home system
would receive GPS data directly from the user’s smartphone instead of high-level
context, the system will have to incorporate the whole stack of sophisticated data
acquisition and reasoning algorithms. Such an approach would significantly increase
the complexity and cost of the smart home system. At the same time, raw context can
be used for a number of other applications like building a dynamic map of city traffic,
timetable management etc. The solution is providing Context-as-a-Service [4, 6] by
doing reasoning in a cloud system and delivering the context in interoperable form and
at the level of the abstraction that is needed by different applications.

Development of novel efficient scalable methods for reasoning, aggregating, rep-
resenting, storing and retrieving context on middleware side can bring us closer to
seamless system interoperability, enabling the possibility for faster creation of more
context-aware Smart City applications.
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This paper addressed the challenges of context storage, retrieval and indexing for
smart city applications. We analyse, compare and categorise existing approaches, tools
and technologies relevant to the identified challenges. The paper proposes a conceptual
architecture of a hybrid context storage and indexing mechanism that enables and
supports the Context Spaces theory (CST) based representation of context for
large-scale Smart City applications. The proposed approach is illustrated using a solid
waste management system scenario with adaptive garbage collection from IoT enabled
garbage bins.

The paper is organised in the following way: in Sect. 2, we provide information
about related work in the area of context-awareness and its connection with storage
systems for IoT middleware. In Sect. 3, we discuss requirements to storage systems
that will be used on the persistence level of Smart City scale IoT platform. In Sect. 4,
we describe existing software solutions that are suitable for large-scale context storage
and introduce the Context Spaces theory as an efficient instrument for dealing with
situation awareness. In Sect. 5, we describe how the proposed storage can be used in a
Smart City usage scenario. Section 6 concludes the paper and defines directions for
future work.

2 Related Work

The term “context” is well studied in literature and has a number of definitions. In this
paper we will use the definition provided by Dey in [7]: “Context is any information
that can be used to characterise the situation of an entity. An entity is a person, place, or
object that is considered relevant to the interaction between a user and an application,
including the user and applications themselves.” Dey also provides a definition for
context-aware computing: “A system is context-aware if it uses context to provide
relevant information and/or services to the user, where relevancy depends on the user’s
task”.

Several context representation standards (e.g. ContextML [8] and SensorML [9])
have been proposed. Antunes el al. in [2] suggest that none of these standards are
widely used and the lack of compatibility between context-aware platforms forces to
deal with various context representation forms.

Bazire et al. stated that “it was not possible to develop in isolation a model of
context because context, knowledge and reasoning are strongly intertwined” [10].
Brezillon also suggested that “the notion of context can take on different meanings,
depending on, well. . . the context” [11]. Dourish stated that there is no need in
deciding what is context and what is not in general. He defines contextuality as “a
relational property that holds between objects or activities” [12].

While the concept of context is still debated, from the middleware perspective
context is any data and metadata that can be queried for making decisions about an
entity’s situation. Unstructured information, like images, video streams or files, sound
or natural language text are not considered context, as any direct precise queries on
such data are impossible. Video streams, images and sound can be processed by
recognition software for situation-awareness. The outputs of such processing, if they
are presented in any structured form, can become part of contextual information.
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There are several dimensions for characterizing context. First of all, context can be
classified by as sensed (e.g. current GPS position), static (e.g. map of the location),
derived (e.g. address of presence) and profiled (slowly changing) [13]. All these types
can be used as context by different applications. Secondly, context can be current (e.g.
GPS coordinates), historical (set of points representing users track), aggregated and
compressed (most common tracks of user represented by critical points only) etc.
Historical and aggregated context plays significant role for any machine-learning
algorithms, which are used for making reasoning and predictions. Thirdly, context can
be used by different types of applications ranging from one person’s needs in managing
any smart space to city authorities needs for making tactical or even strategic decisions
about infrastructural management. All of these significant differences indicate that
trying to model or represent all the possible variants of context using one approach can
be a serious challenge.

Wagner et al. [4] analyse requirements for the Context-as-a-Service middleware
platform. The defined requirements related to storage part of the platform are (i) pos-
sibility to exchange context information that is heterogeneously and (ii) consumption of
resources used by context services should be minimised. Hong and Landay [14]
advocate advantages of an infrastructure approach to context aware computing which
include (i) system interoperability, (ii) loose coupling and independence of systems and
(iii) simpler mobile devices with less power consumption. They also declare five
challenges for context-aware infrastructure which are (i) simple but expressive data
formats for context data representation, (ii) building discovery services, (iii) finding
balance between smart infrastructure and smart devices, dividing their responsibilities,
(iv) defining scopes for dealing with security and privacy of data and (v) building
scalable infrastructures for dealing with large number of sensors and devices.

There has been a number of academy and industry projects in the field of IoT [15],
but providing scalable hybrid storage solution for middleware support of context-aware
applications, to the best of our knowledge, is not well introduced yet. A survey of
context modelling techniques is presented in [16]. The authors mention all the popular
methods for modelling context but do not concentrate on storage or representation
approaches for large-scale environments. Another important aspect for most storage
solutions is building indexes. Approaches for Big data indexing are analysed in [17].

A novel approach for building semantically rich interoperable services is JavaScript
Object Notation for Linked Data (JSON-LD) [18, 19]. While being a valid JSON, that
allows processing it with all existing techniques, it adds possibilities for building
RESTful services with Semantic web data integration. This approach promises to
seriously increase loose coupling of systems and self-descriptiveness of context. JSON
was traditionally used for serialising data and exchanging messages in JavaScript
applications. The design of JSON-LD targets easy integration of existing deployed
JSON-based systems with Linked Data approach and enables development of inter-
operable Web services as well as using document-oriented datastores for storing
Linked Data [20].

One of the main concept of JSON-LD is also called “context”. Here this term
means something different and enables linking of JSON documents with RDF model
that represents an ontology. JSON-LD context can be described together with the main
document, but it can also be contained in another document to which the main

118 A. Medvedev et al.



document is linking. The developers of JSON-LD were trying to preserve the concepts
that are known to developers and the decision was made to use entity-centric approach
rather than triple-centric approach [21].

Some projects based on JSON-LD are already implemented. For example, in [22]
Szekely et al. describe the development of a system for preventing human trafficking.
The project involved building a knowledge graph based on indexing JSON-LD doc-
uments by ElasticSearch instead of using triple store and SPARQL. The collection of
JSON-LD documents was generated by text mining techniques and represented in
denormalized way.

3 Context Storage Requirements

In this section, we identify and discuss requirements of a context storage middleware.
These requirements can have sufficient differences with context representation that is
optimal in ubiquitous/mobile computing scenarios because of the significant difference
in computing power, value and veracity of data streams and durability expectations.

Endpoint applications need to acquire context from various sources. The only way
for these application to get context about the outside world is to communicate with
some middleware, as communication with enormous numbers of sensors is not feasible
due to many restrictions, such as network bandwidth, energy efficiency, access control
and complexity of task. The middleware receives requests for context from clients and
tries to fulfil these requests. For this, the middleware platform should either store all the
information inside or query some other systems for retrieving the needed data. The first
approach is disc space consuming, but it can improve performance. For example,
modern search engines use indexed information for providing search results. The
second approach is time-consuming, as querying other systems and especially mobile
sensors and devices can be a time-consuming process due to networks delays and slow
response time or inaccessibility of mobile data sources. The IoT middleware may
combine both approaches that will result in a better balance of disc space consumption,
performance and data relevance.

We have identified the following requirements of a context storage middleware:

Disk Based – although in-memory systems are getting more attention nowadays, the
amount and variety of data make processing not possible without keeping data per-
sistently on disk.

Scalability – it is hard to predict the amount of stored information, but in case of a
Smart City it would not be possible to provide the storage service by one server node.
This means that proposed solution must be horizontally scalable.

High Availability – the storage should not have a single point of failure (SPoF).

Structural Freedom – storage must be able to store structured data without applying
restrictions on its structure.

Interconnected Entities – in some cases storage must facilitate the means for storing
highly interconnected data (e.g. relations of people, organisations, transport, infras-
tructure etc.) and effectively running queries over such data.
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Veracity – different sources can supply information that can be conflicting or uncertain
and there should be a way to store all variants of incoming data with annotations about
the identity and trust level of the originator and rank of the suggestion. Context of the
querying side must be treated respectively during responding to the query.

Large Amounts of Sensory Data – sensors and other Internet enabled devices gen-
erate large number of time series events of similar but not the same structure.

Ontology Support – a number of research projects [15] model data using ontological
principles as it is a good way for modelling the domain interconnections and facilitating
reasoning over data. However, this approach does not seem to be suitable for storing
large amounts of raw data and low-level context.

Fast Information Retrieval and Rich Indexing Capabilities – performance is the
key requirement for context delivery in smart cities applications. This highlights the
need for efficient indexing of stored context.

Fast Writes – streams of sensor readings must be written on disk without long queues
and expensive rebuilding of indexes.

Geospatial Data – many of Smart City applications are highly dependable of
geospatial context, so the middleware storage must be able to provide effective
indexing possibilities for this type of context.

Various Approaches to CAP Theorem. Traditionally, one of the main principles of
database management systems is ACID – Atomicity, Consistency, Isolation and
Durability. According to the CAP theorem, we cannot have consistency, availability
and partitioning tolerance in one system at the same time. As mentioned, the context
coming from different sources can already be uncertain and conflicting. That means the
middleware solution in some cases can afford lack of transactional support and con-
sistency in favour of high availability and partitioning, as the requirements for hori-
zontal scalability and availability have higher priority. At the same time some parts of
middleware system can have strong requirements for consistency and these require-
ments must be satisfied. After analysing the requirements for the middleware storage
system it becomes clear that fulfilling all the requirements with one existing solution is
not feasible. The variety of data processing approaches leads us to the idea of hybrid
storage architecture.

One of the recent trends in software development is polyglot persistence [23, 24]. It
means systems no longer try to accomplish all tasks using one data storage, but rather
use different technologies to store data where each technology provides certain capa-
bilities. In [23] a use case of PolygotHIS, a health information system using three
different databases is presented. The system uses relational database (PostgreSQL) for
storing structured transactional data, document-oriented datastore (MongoDB) for
storing schemaless documents and graph datastore (Neo4J) for storing data containing
relationships. PolygotHIS implements various software agents to achieve interoperation
between involved data stores. In [24] polyglot persistence approach is used to Enhance
Performance of the Energy Data Management System (EDMS). EDMS uses MySQL,
MongoDB and OpenTSDB [25] that runs over HBase.
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In the next section we briefly describe the most popular approaches for context
modelling and representation with respect to storage considerations. We also mention
the most popular open-source software projects in each area.

4 Existing Context Representation and Storage Technologies

4.1 Modelling Techniques

Key-Value is a popular NoSQL modelling and storage technique that represents any
information with a key association and retrieves it by the given key effortlessly and
quickly. The key-value modelling is the fastest, easiest and noticeably scalable way of
retrieving information from storage. However, standards, schema, verification and
relations between entities are not offered. The most important point from our per-
spective is the absence of means for searching inside values, making it possible to
request data only by key.

Document-Oriented or Mark-up scheme tagged encoding is another NoSQL tech-
nique for representing context. It is still very flexible and scalable, but allows to
organise data in structures, usually using JSON as serialization format. Documents are
organised in collections and the most important – there are ways to organise different
types of indexes over collections, making fast queries possible. Data denormalization is
a strong and at the same time weak point of this approach. It is fast to retrieve and
write, but the data can easily become inconsistent. Furthermore, document-oriented
approaches consume more disk space in comparison with the relational approaches due
to applying data denormalization as a main data modelling technique. Organizing
relations between documents is possible, but document storage engines usually do not
support joins, as it assumes that this work should be done by higher-level software
components. The most widely used document-oriented stores are MongoDB [26] and
CouchDB. JSON-LD fits naturally with MongoDB document model. Another example
of document-oriented datastore is ElasticSearch [27]. It is a multi-tenant search engine
based on Lucene. The difference between ElasticSearch and other document-oriented
datastores is its ability to automatically create mappings and index documents of
structure that was not defined in advance. ElasticSearch indexes data using inverted
lists and wide-columns based on the type of incoming data. ElasticSearch uses a
specialised JSON-based query language called Query DSL. Another distinguishing
feature of Query DSL is the presence of scoring function that enables data search based
on unprecise queries with computing the relevance of returned data.

Relational Database is another way of context storage. Relational database manage-
ment systems (RDBMS) technology is one of the most well established technologies and
have been used as a main approach for data management for more than 40 years.
Allowing an excellent level of stability, functional richness, knowledge base and other
benefits, relational model has a serious disadvantage for modelling context – it is the rigid
schema that makes it hard to store any information that is not structured in the way that is
defined by relational schema. Another problem is the expensiveness of joins between
tables. Most well-known open-source relational databases are PostgreSQL and MySQL.
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Ontology Based Modelling is a way of organizing context into ontologies using
semantic technologies like RDF or OWL. A large number of development tools, rea-
soners, standards and storage engines [28] are available. Ontologies give capabilities
for defining entities and expressing relations between them. However, when dealing
with Big Data, retrieval of context can be resource consuming and issues with scala-
bility may arise. Besides, ontologies are not recommended for representing streams of
sensor data. Examples of RDF storage engines are Jena2, Sesame, AllegroGraph,
Virtuoso, etc. [28] Most popular serialization formats are Turtle, N-Triples, N-Quads,
N3, RDF/XML and JSON-LD.

Graph-Based Modelling is a natural way for representing entities and interconnec-
tions between them. They are ideal for representing unstructured information and
information that has ambiguity. Graphs are typeless and, schemaless, and there are no
constraints on relations. This structure is ideal for representing social networks and is
recommended for read-mostly requirements. Graph databases have a lot in common
with RDF storages but use different languages for querying data. Some graph databases
can be used as RDF storages with special plugins applied. According to [29] the
popularity of graph databases has increased by 500 % within 2014–2015 years period.
Most popular graph Databases are Neo4J, Titan and OrientDB.

Object Based Modelling. Numerous projects focus on context-awareness common
object-oriented programming languages technique of modelling context as objects [30,
31]. These projects deliver huge theoretic base and numerous advanced features for
context processing without focusing on the persistence problem that makes them hard
to use in a large-scale environment. Though numerous attempts were taken to develop
object storage, the industry standard is still mapping objects to a relational database
schema. This is usually done manually or with a special object/relational framework
facilitating automatic process of mapping entities and hiding the persistence level under
ORM abstractions [32]. The main problem of this approach is called object-relational
impedance mismatch [33], which represents a set of difficulties while transferring data
from object model with polymorphism, inheritance and encapsulation to the denor-
malized table-based database approach.

Our research of context representation approaches is summarised by providing
quantitate analysis in Table 1. We use the following designations: Disk based (D);
Relations (R); Veracity (C); Geospatial data indexing (GSI); Storage of Sensory Data

Table 1. Summary of context representation approaches and their intersections with Smart City
platform storage requirements

D R V GSI SD SL HS FW

Relational + + − + +/− − − +/−
Ontology + + + − − + − −

Key-value + − + − +/− ++ ++ ++
Document + +/− + + ++ ++ ++ +
Wide-column + − + + + + ++ +
Graph + ++ + + − ++ +/− −

Object − + − − − ++ − +

122 A. Medvedev et al.



(SD); Schemaless/Structural data freedom (SL); Horizontal Scalability (HS); Fast
Writes (FW); Strong/native support (++); Supported (+); Limited support (+/−); Not
supported (−).

According to the analysis of context representation and storage techniques we
identify the document-oriented approach as the most suitable for our purposes.

4.2 Context Spaces Theory

One of the above mentioned theoretical foundations for context representation and
reasoning about situation awareness is the CST [34]. It uses geometric metaphors for
representing context attributes and building multidimensional spaces. Special context
situations algebra is used for situation detection and prediction.

The visualization of a situation subspace and context-situation pyramid [35] in CST
is presented in Fig. 1. CST proposes steps to a generic framework for context-aware
applications and provides a model and concepts for context description and operations
over context. This theory is implemented in two frameworks ECORA [31] and
ECSTRA [30] and has been extended in Fuzzy Situation Inference (FSI) [27] for
situation modelling and reasoning under uncertainty and other advanced reasoning
capabilities. These frameworks use the aforementioned object-based modelling
approach and do not focus on issues such as scalability or persistence. Developing
methods for mapping context spaces theory approaches to scalable and efficient hybrid
storage can help to implement these methods in large-scale Smart City middleware
usage scenarios.

5 Smart City Use Case

5.1 Waste Collection Scenario

One of the possible use cases of IoT platforms is the management of solid waste
collection in Smart Cities [36, 37]. The high level view of the whole data exchange

Fig. 1. Visualization of situation subspace in context spaces theory (a) and context-situation
pyramid (b) [35]
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process and its stakeholders is shown in Fig. 2. The IoT platform is a meeting point for
interests of all the stakeholders including citizens, municipalities, truck owning com-
panies, recycling factories, city administration and others. Smart city invests in
installing wireless level sensors on waste bins, enabling provisioning of context
information to truck owning companies that are responsible for collecting solid waste.

By consuming the above-mentioned context information, decision support systems
of truck owning companies can build optimised routes that will help to reduce fuel
consumption and drivers efforts at the same time keeping the quality of service at a
high- level. General architecture of the proposed approach is shown in Fig. 3. The

Fig. 2. The big picture of data exchange between stakeholders in solid waste management
domain [36]

Fig. 3. Smart City platform storage and requests from context consumers
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storage part of the IoT platform consists of raw context and high level context parts.
Sensors generate raw context. The parameters are sensor id, time, location, level, air
pollution etc. Using raw context for building routes is possible, but there are a number
of problems that need to be solved. The hardest problem is reasoning over all available
sensory information on the fly. The only information that the truck owning company’s
system needs for route optimisation is the list of bins that need to be collected in the
nearest time. After making reasoning on raw context we receive only the ID of bin,
waste capacity and the deadline for collecting the waste from the current bin. We
propose to store this high level context in the second layer of the storage. This high
level context gives the route planner precise information and is easy to process. The
estimated deadline can be reasoned using historical information from the raw context
(how fast the bin is being filled depending on part of the day, day of week etc.) and
special reasoning rules that specify behaviour for different types of waste (organic,
plastic etc.), rules for different temperatures, seasons and locations. These attributes are
closely related to context attributes of the CST making the formal situation prediction
possible. One of the responsibilities of the CTS reasoners is to check the correctness of
situation recognitions or predictions and to refresh the high-level context if needed.
This is done by background scanning of indexed raw context.

We propose a multi-level context storage architecture with background near real
time index scanning for mapping CST notions on persistence layer for solving scala-
bility and performance issues in Smart City-scale deployments on commodity
hardware.

5.2 Choice of Technologies

According to our findings and [38], document-oriented storage is the most suitable
technology for storing raw context as the “nature” of raw context is based on XML or
JSON formats. Moreover, JSON documents are the most straightforward way for
serializing in-memory objects, which makes document-oriented approach the most
suitable for facilitating scalable datastore for CST reasoning algorithms.

Although wide-column storage engines like Apache Cassandra or Apache HBase
perform better on some benchmarks [39], we have chosen MongoDB [26] as a primary
raw context storage because of its horizontal scalability and native compatibility with
JSON-LD. MongoDB offers a wide range of indexing capabilities, but issues with
indexing nested objects can significantly spoil the performance [40]. As mentioned
before, there is no information at the system design time as to what document structures
exactly will be stored causing a lack of indexes on unexpected fields. To encompass
this problem, we propose to use an external search engine based in full text search
technology. We chose Elasticsearch [27] for this purpose. Although some projects
propose using Elasticsearch as a main datastore [41], we prefer to have a more durable
solution for storing master data. Usage of external indexing engine allows to reduce
performance decrease of main storage that could be caused by rebuilding indexes while
doing frequent inserts of sensory data.
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6 Conclusion and Future Work

In this paper we briefly reviewed the definition of context from the IoT middleware
viewpoint. We have found out that basic qualities of context are its searchability,
presence of structure but absence of fixed schema, and semantic interoperability for
system integration. We discussed the main approaches for context representation with
respect to existing storage technologies and have found that in general context is closer
to document-oriented representation with addition of semantic mark-up for storage
purposes.

We propose a novel context storage approach based on polyglot persistence
methods with addition of external indexing engine. This architecture is based on the
presented analysis of context-modelling approaches and existing software solutions.
Our solution adopts JSON-LD for semantically rich context modelling. In addition, we
implement a multi-level context storage approach that is powered by utilizing CST
algorithms. The proposed middleware storage solution opens perspectives for using the
CST in the Smart City-scale environment for alleviating system interoperability and
higher situational awareness in applications.

CST offers a number of techniques for context reasoning. In the future, we plan to
perform large-scale tests of different storage solutions to discover the most optimal way
for storing context. Another target is combining our proposed storage solution with
efficient access mechanisms. Having a proper approach for context provisioning and
acquisition is crucial for IoT applications. To ease the process of application devel-
opment for IoT, it is vital to have a proper language to query context. Our research
group is currently developing Context Definition and Query Language (CDQL), a
convenient and flexible query language to express context information requirements
without considering details of the underlying structure. An important feature of the
query language is to make it possible to query entities in IoT environment based on
their situation in a fully dynamic manner where users can define the situations and
context entities as a part of the query.
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Abstract. Wide spreading of such concepts as ubiquitous computing, con-
nectivity, cyberphysical systems, Internet of Things opens various possibilities
both in increasing the human productivity in various tasks and developing new
business models that allow companies to transform from product suppliers to
service providers or even to virtual companies acting as brokers. The paper
proposes a concept of customised on-demand tours by cars or minivans as one
of the phenomena of the above transformation. It also describes the techno-
logical basis underlying the concept and explains the proposed scenario via an
illustrative case study.

Keywords: Connected car � On-demand tour � Service � Technological basis

1 Introduction

Such concepts as ubiquitous computing, connectivity, cyberphysical systems, Internet
of things have been deeply penetrating into our lives. This trend doesn’t only help to
increase the productivity in various tasks but also opens a whole new world of business
models allowing companies to transform from product suppliers to service providers or
even to virtual companies acting as brokers.

For example, Rolls-Royce instead of selling aircraft engines now charges compa-
nies for hours that engines run and takes care of servicing the engines [1]. Another
famous example is Uber, that does not only provides taxi services, but it does this
without actually owning cars and acts just as a connecting link between the taxi drivers
and passengers. Timely changed business model can provide for a significant com-
petitive advantage (e.g., the current capitalisation of Uber is about $68 billion, which is
$20 billion higher than that of GM [2]).

As a result, all significant players of the global markets are searching for various
ways to extend and update their businesses in order to keep pace with the changing
markets (e.g., Toyota is investing into Uber and promoting its cars for Uber drivers [2]).
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In this paper we propose a concept and a technological basis for customised
on-demand tours by cars or minivans. The concept integrates the ideas of e-tourism and
on-demand taxi ride.

The reminder of the paper is structured as follows. Section 2 describes the current
trends, achievements and challenges in the e-tourism area. Section 3 introduces the
connected car phenomenon and some related innovative mobility models. The concept
of the customized on-demand tours is proposed in Sect. 4. It is followed by the
technological basis. The main results are summarised in the conclusion.

2 e-Tourism

The ubiquitous world in which we live is characterized by a high mobility of indi-
viduals, most of them wearing devices capable of geo-localization (smartphones or
GPS-equipped cars) [3]. Mobiquitous environment is a next generation of ubiquitous
environment, which supports adaptation to mobility of people and applications, and
changes in devices state. In other words, mobiquitous environment has a mobile and
ubiquitous nature. This is also a step towards the “infomobility” infrastructure, i.e.
towards operation and service provision schemes whereby the use and distribution of
dynamic and selected multi-modal information to the users, both pre-trip and, more
importantly, on-trip, play a fundamental role in attaining higher traffic and transport
efficiency as well as higher quality levels in travel experience by the users [4]. It is a
new way of service organization appeared together with the development of personal
mobile and wearable devices capable to present user multimodal information at any
time. Infomobility plays an important role in the development of efficient transportation
systems, as well as in the improvement of the user support quality. In accordance with
the forecast of [5], the market of such technologies as mobile Internet, automation of
knowledge work, and Internet of Things by 2025 can increase 20 trillion USA dollars.

Development of tourist services and apps (mobile device applications) has got
popularity recently [e.g., 6]. “In a field trial in Görlitz (Germany), 421 tourists explored
the city with one of two different mobile information systems, a proactive recom-
mender of personalized tours and a pull service presenting context-based information
on demand. A third group of tourists was tracked by GPS receivers during their
exploration of the destination relying on traditional means of information. Results point
out that both mobile applications gained a high level of acceptance by providing an
experience very similar to a traditional guided tour. Compared to the group tracked by
GPS loggers, tourists using a mobile information system discovered four times more
sights and stayed at them twice as long” [7].

“The findings of the evaluation carried out have demonstrated that the widget-based
solution is better than the notification-based solution. Despite the fact that both options
are considered good solutions to achieve proactivity, the second one is considered by
the users more annoying. <…> We can state that the “time pressure” factor is a good
indicator to know when a proactive recommendation is reasonable or not, because in
these situations users give less feedback” [8].

Analysis of existing at the moment apps [9, 10] in the market shows that there is a
trend towards providing proactive tourist support based on his/her location,
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preferences, and current situation in the area (weather, traffic jams, and etc.) [11].
Development of such systems is still an actual task that attracts researchers from all
over the world [e.g., 12–14]. Such systems are aimed to solve the following tasks:

• generate recommended attractions and their visiting schedule based on the tourist
and region contexts and attraction estimations of other tourists; tourist context
characterizes the situation of the tourist, it includes his/her location, co-travelers,
and preferences; region context characterizes the current situation of tourist location
area, it includes his/her location, co-travelers, and preferences; region context
includes such information as weather, traffic jams, closed attraction, etc.

• collect information about attractions from different sources and recommend the
tourist the best for him/her attraction images and descriptions;

• propose different transportation means for reaching the attraction;
• update the attraction visiting schedule based on the development of the current

situation.

3 Connected Cars and Innovative Mobility Models

“Connected car” or “connected vehicle” is a relatively new term originating from the
Internet-of-Things vision standing for the vehicle’s connectivity with the around on a
real time basis for providing the safety and expedience to the driver [15].

Car manufacturers are continuously developing the in-vehicle electronic systems
that have made a significant step forward recently. Such systems have transformed
from simple audio players to complex solutions (referred to as “infotainment systems”)
that enable communication with smartphones, sharing information from different
vehicle sensors, information delivery through in-vehicle screen or stereo system (e.g.,
Ford SYNC1, GM OnStar MyLinkTM2, Chrysler UConnect®3, Honda HomeLink4, Kia
UVO5, Hyundai Blue Link6, MINI Connected7, Totyota Entune8, BMW Con-
nectedDrive9, Apple CarPlay10, Google’s Auto Link11, etc.). A detailed review can be
found in [16].

1 http://www.ford.com/technology/sync/.
2 https://www.onstar.com.
3 http://www.chryslergroupllc.com/innovation/pages/uconnect.aspx.
4 http://www.homelink.com/.
5 https://www.myuvo.com/.
6 https://www.hyundaiusa.com/technology/bluelink/.
7 http://www.mini.com/connectivity/.
8 http://www.toyota.com/entune/.
9 http://www.bmw.com/com/en/insights/technology/connecteddrive/2013/-index.html.
10 https://www.apple.com/ios/carplay/.
11 http://www.motorauthority.com/news/1092768_googles-auto-link-in-car-system-to-rival-apple-

carplay.
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Such systems do not only address the driver’s experience, but also are aimed at
entertaining the passengers of the car, e.g. engaging the video subsystems for rear seat
passengers, multi-zone climate control, etc.

Integration of different mobile apps with in-vehicle system is a promising task
related to the “connected car” concept. Integration of on-board infotainment systems
with various cloud services can help in creating various intelligent decision support
systems capable of providing a richer driving experience and seamless integration of
information from various sources. Recent advances in car on-board infotainment sys-
tems make it possible to organize the mentioned above infomobile support for the
driver and passengers.

Besides the mentioned above innovative taxi services (such as Uber, Gett, Yandex
Taxi, Lyft, etc.) there could be mentioned several more interesting innovative mobility
models. There is a number of initiatives related to the car sharing concept (BMW’s
DriveNow, Zipcar, Anytime, enjoy, etc.). The key idea of such services is that the user
has an app in his/her mobile phone that is used to locate the car, reserve and enter it (no
need for keys). So, everything is done in an automated way “on the go”.

Another direction of the developing mobility services is parking support. The app
would connect to a cloud service with information on parking spot availability, reserve
a spot and update the route destination in the cars’ navigation system to lead the driver
to the reserved parking spot (BMW’s ParkNow, Ford’s Parking Spotter12, some
research efforts [17]).

One more model to be mentioned is Uber Tour taking advantage of the good
knowledge of cities by Uber drivers. One can order one of the predefined tours with a
certain duration, and the driver will pick the traveler up and taking him/her through a
number of points of interests.

In this paper we have tried to achieve a synergy between the connected car and
e-tourism ideas.

4 Customized On-Demand Tours: The Concept

Imagine the following scenario. You are about to leave a foreign city but your flight is
in the evening and the hotel check out is at 11 am. Wouldn’t it be nice to have a tour for
few hours? There are a number of existing tourist support systems and services and
some more intelligent ones are being developed [18] that can advice some tourist routes
and attractions based on your preferences. You even can have a mobile app that
analyses your schedule and suggests the tour automatically.

You can modify the suggested tour and reserve a car or (in case of a bigger
travelling company) a comfortable minivan with the driver is reserved for you. The
driver will pick you up at the predefined time and will follow the route loaded into the
car’s navigation system automatically (Fig. 1).

12 https://media.ford.com/content/fordmedia/fna/us/en/news/2015/01/06/mobility-experiment-parking-
spotter-atlanta.html.
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Another important aspect of the concept is the usage of the passengers’ personal
electronic devices (such as tablets) during the tours. These devices can be used for the
following purposes:

• Tour guidance. The passengers can read, view and listen about the attractions they
are passing by.

• Vehicle systems control. Though for safety reasons it is not allowed to switch or on
off various systems and subsystems of the connected car, it is still possible to adjust
some settings such as climate control, switch on/off interior lights, open/close
windows, etc.

Fig. 1. Example of calculated tour route based on the user preferences and the current situation
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• Augmented reality. For the entertainment and tour guidance purposes the video
stream from the vehicle’s front and rear view cameras can be complemented with
some historical or other informative visual artefacts.

• Communication with the driver. In case of having a ride with a taxi driver in a
foreign country a language issues can arise. A cloud service can be used either for
translation or for transferring pre-defined messages (e.g., a wish to have a 15 min
walk at a certain location) can be transferred between the passengers and the driver,
with the driver interaction being done though the vehicle’s infotainment system.

Though the underlying technologies are mostly available today, implementation of
such a system creates a number of challenges to deal with. The next section proposes
the developed technological basis addressing these.

5 Technological Basis

The information flows of the proposed concept are presented in Fig. 2. The proposed
ideas are supported by advanced intelligent technologies with their application to Web.
The earlier developed framework of a context-driven decision support system [19] has
a service-oriented architecture. Such architecture facilitates the interactions of service
components and the integration of new ones [20–22]. The services are integrated
through service fusion. The idea of service fusion originates from the concept of
knowledge fusion, which implies a synergistic use of knowledge from different sources
in order to obtain new information [23]. Thus, service fusion in this work can be
defined as synergistic use of different services to have new information support pos-
sibilities not achievable via usage of the services separately.

Fig. 2. Information flows
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Fig. 3. Technological basis

The proposed technological basis is presented in Fig. 3. The solid circles denote
higher level technologies, while dashed circles denote lower-level technologies, sup-
porting the former.

The synergic integration of different services (or service fusion [24]) is the basis for
intelligent usage of information from various sources. Context-based service fusion can
provide a new, previously unavailable level of personalised on-board information
support via finding compromise decisions taking into account possibilities of various
Web-services and the current situation.

Due to the mobile device restrictions (limited computational capacities and power
consumption), it is not reasonable to perform a complex computations in a mobile
device. In this case, an infrastructure is needed that allows different devices to interact
with each other for delegation of computations to a cloud during solving their tasks.

The smart spaces technology [25–29] aims at the seamless integration of different
devices by developing ubiquitous computing environments, where different services
can share information with each other, perform computations, and interact with each
other for joint task solving.

The open source Smart-M3 platform [30] is one of the platforms that can be used
for implementation of the smart space. The platform aims at providing a Semantic Web
information sharing between software entities and devices. Usage of this platform
makes it possible to significantly simplify further development of the system, include
new information sources and services, and to make the system highly scalable due to
the usage of the common protocols and semantics. The semantics is supported by the
common ontology. The key idea of this platform is that the formed smart space is
device-, domain-, and vendor-independent. Smart-M3 assumes that devices and soft-
ware entities can publish their embedded information for other devices and software
entities through simple, shared information brokers.
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Decision support technologies have made a significant step recently to the cus-
tomized support of their users. One of the supporting technologies is that of collabo-
rative filtering that doesn’t analyze the decisions only of a given user but also of other
users that are similar to him/her. This is usually done through the estimation of pre-
viously made decisions and preferences stored in the user profiles [31].

The vehicle connectivity is achieved through WiFi and Bluetooth technologies,
supported by the communication subsystem of the car’s infotainment system (e.g.,
Ford’s AppLink).

6 Conclusion

The paper proposes a concept of customised on-demand tours generated based on the
personal preferences as a synergic approach integrating the connected car and e-tourism
technologies. It concentrates on the technological basis underlying the concept and
explains to whole idea via an illustrative case study. As one can see the technologies
above are mostly available. However, there still a number of challenges to address. For
example, coordination of the narratives broadcasted from vehicle audio system with
navigation (to be sure that what is being described is what one is driving by); dynamic
tour adjustment based on the traffic/weather changes; on-the-go tour update by the
passenger; multimodal tours assuming not only taxi-like rides but also including some
public traffic routes or bicycling; and many others.

The goal of the future research is to implement a prototype modelling the major
functions of the proposed concept and to develop underlying models and methods
aimed to solve the above challenges.
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Abstract. In this article, we present an approach to determine stress level in a
non-invasive way using a smartphone as the only and sufficient source of data.
We also present the idea of how to partly transfer such approach to the deter-
mination of the driving style, as aggressive driving is one of the causes of car
accidents. For determination of the driving style a variety of methods are used
including the preparation movements before maneuvers, identification of
steering wheel angle, accelerator and brake pedal pressures, glance locations,
facial expressions, speed, medical examinations before driving as well as filling
out of the questionnaires after the journey. In our paper we present a method-
ology for estimation of potentially unsafe driving (in the meaning of more
intensive acceleration and braking compared to average driving) and discuss
how to estimate such unsafe driving before it actually takes place. We present
sensors and data which can be used for these purposes. Such data include heart
rate variability from chest belt sensor, behavioral and contextual data from
smartphone, STAI short questionnaire to assess personal anxiety and anxiety as
a state at certain moment, and initial interaction with car during opening and
closing of the car doors. To determine intensive acceleration and braking we
analyzed GPS data like speed, acceleration and also data from accelerometer
inside the car to avoid interference in GPS-signal. Actually, our long term goals
are to provide feedback about potentially unsafe driving in advance and thus
strengthening driver’s attention on the driving process before the start.

Keywords: Sensors � Driving style � Context � GPS � Stress

1 Introduction

Stress is undoubtedly an important factor in our lives. Problems related to mental health
are gradually moving to priority positions in the structure of public health of today’s
world. Stress is one of the main reasons for this, as it causes activation of the sym-
pathetic division of the autonomic nervous and the hypothalamo–hypophyseal portal
systems. The result of this reaction is secretion of hormones, including cortisol which is
responsible for neurotoxic damages, emotional and vegetative reactions, and ulti-
mately, behavioral and mental disorders and somatic diseases.

Stress can be both a brief reaction to some events, and it can also have a prolonged/
chronic effect on the body. The most common stress recognition methods are connected
with determination of physical and physiological responses of the body to stress.
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According to researchers [1], the following body features can be used for these pur-
poses: heart rate (HR), heart rate variability (HRV), electrodermal activity (EDA),
electrocardiogram (ECG), electromyogram (EMG), skin temperature (ST), pupil dila-
tion (PD), blood volume pulse (BVP), respiration, voice features, facial expression, eye
gaze, and blink rates. Despite the progress and the potential of physiological and
physical stress recognition, these methods also have its disadvantages: In order to gather
data on body (physiological data) parameters, it is necessary to wear various wearable
sensors (chest belts, wrist bands, head wearing devices, skin patches, and others).

Rapid growth of smartphone use, development of its technical capabilities, and an
increasing number of sensors built into them allow us to analyze various stress situ-
ations using the data received from smartphones as the only and sufficient source
(behavioral pattern and contextual data). A smartphone is a device that we always carry
with us. Smartphone data analysis method for stress recognition can replace the
physical and physiological data analysis method and consequently reach maximal
noninvasiveness and unobtrusiveness in the cases where it is necessary [1]. Stress can
also influence our driving style in bad way.

Why do we want to relate our stress detection approach to the driving style? The
current status of world road safety remains an ongoing concern. The Global Status
Report on Road Safety 2013 [2], the UN World Health Organization (WHO) declares
that:

– the total number of road traffic deaths remains unacceptably high at 1.24 million per
year;

– 20 and 50 million drivers and passengers injured in the accidents;
– $518 billion globally can be estimated losses from the accidents.

The main causes of accidents are, in addition to drunk driving, running of red
lights, speeding, reckless driving and weather conditions, also aggressive driving
styles, like intensive acceleration and braking. One approach to reducing the number of
accidents is the identification of potentially unsafe driving before it actually takes place.
Determination of reasons for changes in driving style (e.g. from calm to aggressive)
typically requires collection of driver and context related data before the journey, such
as driver’s activity, walking style, driver’s behavior and contextual data, physiological
features. And also collecting data during driving: HRV, light, which is related to
weather conditions, sound level, phone calls etc.

For determination of the driving style a variety of methods are used including the
preparation movement before maneuvers, identification of steering wheel angle [3],
accelerator and brake pedal pressures, glance locations, facial expressions, speed [4–6],
medical examinations before driving (especially for public transport drivers) as well as
filling out of the questionnaires after the journey. Additional information can be
obtained by measuring changes in the drivers’ behavior such as deviation in the manner
of opening and closing car door (different intensity of opening and closing the car door)
[7, 8] and collecting context data before the journey to know what has happened.

Information about driving style can be used in car safety systems, corporate sys-
tems of the driving safety assessment, parental control systems for young drivers,
driver engagement and coaching, eco-driving system, because aggressive driving also
leads to higher fuel consumption and emissions of the entire cycle [9].
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The remainder of the paper presents a methodology of stress determination using
only smartphone and partially, based on this approach, methodology of driving style
estimation, using contextual data. It includes sensors review, methodology, experiment
conditions, data review, discussion and conclusions.

2 The Proposed Approach for Stress Determination

Next we describe an approach for perceived stress recognition using data collected
from a smartphone. Aggressive driving, if it is not a feature/habit of person, could be
caused by stressful situations/conditions, which could be determined using above
mentioned data (we assume that aggressive driving can be caused by stress or some
situation), for this reason we provide this example. A smartphone Nexus 5 was applied
(behavioral and contextual data collection, provision of current stress level self-
assessments) for the purpose of developing a solution for stress determination in an
indirect way (noninvasive). No additional wearable sensors were applied.

The information collected includes audio, gyroscope and accelerometer features,
light condition, screen mode (on/off), current stress level self-assessment (by providing
7-scale self-report of current stress level every hour) and the current activity type.

Three stress analysis models have been built: two with the consideration of current
activities of a participant and one without those. Classification of low- and high-stress
conditions, which was executed for a separate model for a certain kind of activity only,
enabled us to achieve approximately 4 % higher accuracy than under the conditions
when those activities were neglected [1]. Results of applying different analysis algo-
rithms with model considering the activity type are presented in Table 1. Also, an

Table 1. Classification results using various models and algorithms.
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Android application was developed as a means for the current activity-type identification
based on Google activity recognition. The application interface is presented in Fig. 1.

Although the results are preliminary they show, with conjunction with others
researches in this field, that data from smartphone can be applied for stress determi-
nation. Because of this result, we are going to partly transfer such approach to the
driving activity. To provide methodology for estimation of driving style using con-
textual and behavioral data collected from smartphone together with other kinds of
data. We suggest using a physiological sensor like chest belt for the heart rate vari-
ability (HRV), for validation of stress situation during driving. In the next section we
discuss sensors, which can be used for collecting data before and during driving.

3 Sensors for Data Collection During Driving

Based on literature reviews and our previous work we chose sensors which seem
suitable for this purpose, they are described below. For collecting of the car door
opening/closing data we used an android smartphone put on the car door pocket inside
the holder (Fig. 2). HRV Polar H7 chest belt can be used to collect RR-intervals and
then to calculate HRV - as an important marker of stress. SDNN (standard deviation of
normal to normal RR intervals) is a time domain feature of HRV and can be easily
calculated:

SDNN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN

n�2
ðRRj � RRavgjÞ2

r
ð1Þ

Fig. 1. Android application for activity recognition.
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It is established by physicians that low HRV leads to increase feelings of fatigue and is
associated with stress [10]. For GPS data we used two sensors; one is a built-in
smartphone sensor (smartphone was placed on the dashboard) and second one is a
U-blox GSP receiver + external antenna. It is important to note that most smartphones
provide only 1 Hz sampling of GPS data, because of hardware limits, while the U-blox
receiver is supposed to provide 18 Hz sampling. Actually, during real-life test U-blox
provided only 10 Hz. In practice it is advisable to check all sensors in real-life sce-
narios and not rely only on documentation, because in different conditions sensors can
provide different resolution.

In our previous work [1] we developed an Android application based on framework
Funf [11] to collect contextual data during working days. Then we extended our app,
called Sensoric, which is now able to collect:

• contextual data like activity level, calendar entries, screen on/off, audio features/
ambient noise, external light in lux, gyroscope and accelerometer data, call and
SMSlog;

• questionnaires, the Spielberger State-Trait Anxiety Inventory (STAI) before driving
(Fig. 3). Test users are able to note if there was anything unusual during the journey
and leave a comment, assess traffic conditions and assess how aggressive was their
driving in their opinion;

• recognition of current activity type based on Google activity recognition.

Also we collected accelerometer data during driving with 40 Hz resolution to compare
it with GPS data. It is depicted in Fig. 4.

It should be noted that if there are no places on the way with poor GPS signal, the
acceleration calculated from GPS with 1 Hz sampling and acceleration provided by

Fig. 2. Measuring of car door acceleration
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Fig. 3. 6-items STAI questionnaire.

Fig. 4. Correlation between acceleration calculated from GPS NMEA data and from smartphone
accelerometer data (speed, acceleration, value of X and Y axes).
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accelerometer inside the smartphone with 40 Hz sampling, are very similar, especially if
the data was smoothed before, for example by moving average. Both these data channels
can be used to correct each other, especially when GPS receiver loses the signal.

4 Methodology and Experiment Scenarios

In this chapter we explain the experiment scenarios, which we used for test data
collection among 6 test participants. The application Sensoric starts collecting con-
textual data and activity type data approximately 1 h before going from work, while it
is also possible to switch it on manually, if necessary. The participant puts on a heart
rate chest belt and starts recording HRV data 10–20 min before driving to get adapted
to the chest belt. Just before driving (leaving work), the participant takes the first survey
(the Spielberger State-Trait Anxiety Inventory), while the system switches on the
accelerometer on the car door through an SMS. In the car we use a smartphone on the
dashboard (LG Nexus 5, Nexus 6, Sony Xperia, Nexus 4 were tested) to collect
GPS NMEA and Sensoric data. After driving, the participant takes the second survey
and also assesses traffic and his aggressive driving, which leads to automatic switch off
of the accelerometer on the car door by sending another SMS and stopping collection
of Sensoric data.

Because of different contextual data influences on the driving style it is important to
set or at least take into account the context of the experiment. These are the partici-
pant’s driving experience, sex, age group, weather, traffic, route, number of passengers,
time of the day and others. The best way, if it is possible, is to set up all conditions of
experiment and use them during all journeys (for example, run the experiment only in
sunny weather, on the same route and passengers amount etc.).

4.1 Opening/Closing of the Car Door

The door of the car is the first “system”, which the driver interacts with. In our opinion,
this is an interesting opportunity to collect contextual data in an unobtrusive manner
through opening and closing of the car door.

The update rate of the accelerometer on car door is 40 Hz. It is not enough for
building a pattern of opening and closing a car door, but it is enough for getting certain
features from this data. These features are:

• Time between opening and closing car door;
• Time between opening car door and starting the engine;
• Intensity of car door movement (how fast one opens/closes the car door).

In Fig. 5 a raw data set of the car door opening and closing is depicted. And these
features could be added to the analysis model as contextual data.
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4.2 STAI Questionnaire - Self-assessment of Current Anxiety

The Spielberger State-Trait Anxiety Inventory (STAI) [12] is a reliable and sensitive
method for assessment of anxiety level as anxiety in a given moment (reactive anxiety as
a state) and personal anxiety (as a stable characteristic of the person or a trait). Full STAI
questionnaire includes 20 questions. In case of time-limited studies one can use the short
version of STAI questionnaire (6 questions instead of 20) and it still provides sufficient
results with correlation coefficient 0.9 (as compared to the full form) [13].

Description of short STAI questionnaire: For each statement in the questionnaire the
participant chooses the appropriate value to indicate how he/she feels right at that
moment. There are no right or wrong answers, just what seems to describe his/her
present feelings best. One shouldn’t spend too much time on any one statement - Fig. 3.

Description of STAI form Y-2 (20 questions should be filled out only once) - read
each statement and then select the appropriate value of the statement to indicate how
one generally feels. There are no right or wrong answers, which describe your present
feelings best. One should not spend too much time on any one statement, but give the
answer which seems to describe how one generally feels [12].

Fig. 5. Car door opening and closing data, 10 Hz. (X, Y, Z axis).
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5 Identification of an Aggressive Driving Style

There are several definitions of aggressive driving style but all of these are described in
terms of speed, acceleration, braking, lane changes. GPS data or accelerometer data
inside the car easily provide data like speed, acceleration and braking manner, so we
are going to define aggressive driving in this way. In research [14] the acceleration
values above 2 m/s2 were set as critical values considering the safety aspect. In another
study [15] authors claim that the critical value for acceleration is 1.25 m/s2. Other
approaches determine the critical value of acceleration based on current speed.
Researchers in [16] derived acceleration and deceleration from the speed model and
defined critical values for 20 km/h as 2.16 m/s2 and for up to 80 km/h as 1.27 m/s2.
Road profile and drivers experience have also influenced the determination of critical
values. So, in this case it could be possible to define aggressive driving style as
compared to average driving.

In Figs. 6 and 7 a sample of calm driving and a sample of aggressive driving are
presented (speed, acceleration from GPS and X, Y axis values from accelerometer). In
Fig. 6 one can see higher acceleration and braking peaks (Y axe) and higher peaks
during turning (X axe). The last feature is an interesting parameter, as the largest
Slovenian insurance company Triglav uses similar features in its application “Drive”
[17] to assess safety driving and to provide special discounts for good drivers. Also
Russians insurance companies, like AlfaStrakhovanie Group, use similar approach to
promote new insurance products based on safe driving.

There is another option for assessment of the driving style - using a subjective
self-report after driving about how the driver him/herself was satisfied with his/her

Fig. 6. More calm driving. (Speed, acceleration, value of X, Y axis).
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driving and give basis for comparison of the current manner of acceleration and braking
(how they are intensively) to driver’s average manner. Drivers can fill out short STAI
questionnaire after the journey, in order to catch the changes in his/her behavior.

6 Discussion and Conclusions

In the paper we have presented some approaches and hypotheses related to the
determination of the driver’s driving style, using smartphone and other sensor data.
Even though the data collection is still in progress, the preliminary study has shown the
correlation between subjectively perceived stress level and contextual data at work. In
this case for classification of high- and low-stress states, we used the data received in
real life from a smartphone as the only and sufficient source [8]. The information
collected includes audio, gyroscope and accelerometer features, light condition, screen
mode (on/off), current stress level self-assessment, and the current activity type (pro-
vided by Google activity recognition). The preliminary analysis is showing accuracy
around 77 % in binary classification using the decision tree algorithms.

For this reason we believe that we can try to transfer such approach to the deter-
mination of driving style and find some correlation between current driving style and
contextual data and also use HRV data to build a more precise analytical model. We
discussed the methodology of estimation of driving style using approach with con-
textual, driving and physiological data and suggest appropriate sensors for it.

Acknowledgments. The work was supported by the Ministry of Education, Science and Sport
of Slovenia, and the Slovenian Research Agency.

Fig. 7. More aggressive driving. (Speed, acceleration, value of X, Y axis).
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Abstract. This paper elaborates on the rising important paradigm
of cooperative communications and suggests a novel algorithm that
enhances performance at low complexity. Our motivation emerges from a
channel constrained context, like e.g., cognitive networks, where commu-
nication channel distribution, as well as relay assignment, play a pivotal
role for the total network throughput and the overall performance. The
proposed scheduling scheme attempts to maximize the overall through-
put by maximizing the number of transmission sources. Moreover, sim-
ulation results for the impact of the number of relays and the available
communication channels are provided. The results show that the use of a
suitable number of relays produces a severe improvement in the network’s
overall throughput. On the other hand, applying more communication
channels tends to remove these benefits.

Keywords: Device-to-Device · Cooperative commounications · Relays

1 Introduction

Wireless connectivity becomes increasingly powerful in order to meet the
demands of ubiquitous mobile services. Portable devices enriched with process-
ing and storage capabilities are called to serve resource demanding applications
in the wireless domain, introducing significant changes to mobile networking. As
a consequence, next generation communications should be able to deliver cru-
cial improvements in many key aspects of wireless communications, including
performance, coverage, and reliability.

The term Device-to-Device (D2D) commonly refers to technologies that
empower wireless devices with direct communication and data exchange capa-
bilities, without the need of fixed infrastructure. However, the latter may still be
responsible for centralized management and allocation of resources, radio link
control and other important tasks, as in the case considered here. With the rise
of context-aware software and the advance of location-based applications, coop-
erative and D2D communications play an increasingly important role due to
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the ability to use relays in order to optimize the received quality of experience.
With all the above in mind, D2D communication capabilities have the potential
to introduce added value for existing wireless networks.

This work studies a relay cooperative communication mechanism which
attempts to keep at high level the total throughput of the network. More pre-
cisely, the followed approach handles the potential participation of relay nodes in
the transmission procedure according to the Decode and Forward (DF) mode.
The adopted approach targets at environments with volatile wireless channel
conditions. Under this point of view, our study manages to capture a straight-
forward representation, that provides stability and overall throughput optimiza-
tion.

The work presented here has been inspired by [8], where a similar model
was presented. The proposed strategy of [8] attempts to maximize the minimum
throughput of the source and relay nodes collectively. Differently from that,
the scheduler proposed in this paper targets to environments where apart from
maximal throughput, fairness among all sources is also of equal importance. This
may occur due to e.g., large differences in average Signal to Noise Ratio (SNR)
and throughput in some of the source-destination pairs, handling of applications
featuring low latency constraints, potentially increased interference at the relays,
and so on. Hence, our scheduler adopts a selection framework that facilitates
the overall network throughput and at the same time does not promote always
the transmission of sources with high signal quality. Moreover, when relays are
present, in order to increase the overall throughput, a scheme for allocating them
to low signal quality source-destination pairs is proposed.

Cooperative communications have been introduced to enhance cellular net-
works with relaying. Following this strategy, some works (see, e.g., [2,4,9]) pro-
posed the application of D2D communications in order to exploit more efficiently
the actual cellular infrastructure. Furthermore, several other use cases based on
D2D notion have come into play, handling a variety of issues like e.g., peer-to-
peer communications, multicasting, machine-to-machine communications, and
so on (see, e.g. [3,6]). A good survey can be found in [1]. In the field of coopera-
tive networking some important studies have also emerged, targeting to relaying
and traffic offloading. For example, mobile nodes are allowed to communicate
directly with each other, and at the same time, to operate within the conventional
cellular infrastructure, contributing important enhancements to the cellular net-
work’s performance and to users’ satisfaction level [2].

A common categorization of cooperative relay systems is between pure relay
systems and hybrid relay systems, i.e., cases where relay nodes play only the role
of supporting the communication between the source and the destination and
when nodes perform as sources and as relays simultaneously [7]. While in the
relay operation, data can be retransmitted through an intermediate relay or a
mobile station that has been dedicated to act as relay. Infrastructure based relays
have been analyzed in [12] and this is also the case adopted in our framework.
Besides, relevant techniques to increase capacity have appeared in [10,11].
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Simulation results have been included in the paper in order to verify and eval-
uate the proposed technique. The conducted tests indicate that our method out-
performs direct transmission schemes. The intuition that attaching relays to low
quality communication links enhances the overall network’s throughput is verified.

The main contributions of this paper can be outlined in the following aspects.
To begin with, we consider the case where reallocation of communication chan-
nels to both source and destination nodes takes place at the beginning of each
timeslot. Therefore, this model suits well to highly volatile wireless communi-
cation conditions, where scheduling decisions need to be repeated on a timeslot
basis. Secondly, a new scheduler which attempts to maximize the overall net-
work throughput and at the same time the number of transmitting nodes, is
proposed. Finally, by conducting simulation experiments, we are in position to
provide useful results with respect to the enhancement produced by relays and
with regard to the number of channels used in the network. Our results disprove
the intuitive reasoning that relays always strengthen network performance. In
addition, it is shown that the number of channels plays critical role in the overall
throughput.

This paper is structured as follows. Section 2 introduces our model, the basic
assumptions and gives insight to common scheduling procedures within the con-
text of cooperative communications. Section 3 presents the proposed scheme in
the scheduling domain and provides some further intuition on the expected per-
formance outcomes that rise from its adoption. In Sect. 4, the simulations results
that support the proposed technique are provided. Section 5 concludes the paper.

2 System Model

In this study, we consider a wireless network with N source-destination commu-
nication links (si, di), si ∈ S = {s1, . . . , sN} and di ∈ D = {d1, . . . , dN}. Each
D2D link can be uniquely identified by the pair (si, di), i = 1, . . . , N and let N
be the set containing all such links. Source and destination nodes are assumed to
participate in D2D communication in half-duplex mode. Information originates
at the source node and needs to be transmitted at the destination for each link.
Also, without loss of generality, it will be implied that source nodes have an
infinite queue of data to transmit and always compete for network resources.

In this model it is assumed that there exist a finite number k, k ∈ N of
separate communication channels (depending on the specific wireless technology
applied) and they will be denoted by ci ∈ C, where C = {c1, . . . , ck}. Time is
separated into short slots. At the beginning of every timeslot, each source and
destination node si, di, i ∈ N is associated with one or more communication
channels ci. This scenario is widely applied in cases like e.g., cognitive networks,
where the available channels can change dynamically. In our case, in order to
add a source-destination pair in the scheduling process, both the source and the
destination of each pair should be assigned at least one common communication
channel. The channels’ distribution is assumed identical for all nodes and the
channels are allocated according to a p-persistent approach. For an example we
refer to Fig. 1.
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Fig. 1. Communication links with limited channel availability

Usually, under the DF scheme which is also assumed here, a relay node can be
used to forward the received signal towards the destination on the same channel
with the source. In this study we leverage on the prospect of deploying relays that
can be used to enhance performance by decoding and retransmitting the received
data at the same channel. The relays are assumed capable to communicate in all
communication channels ci ∈ C, and a scheduling rule that allows to forward the
received signal conformally to the transmissions of the rest source nodes applies.
This topic will be discussed in further detail in the next section.

As a common practice, cooperative communications with the use of relays
follow a reception and forward policy at the same channel. Leveraging on the
possibility of exploiting channel diversity, one may improve significantly the sys-
tem’s performance by relaxing this practice. For example, we refer to Fig. 2.
Therein, both sources can transmit only in c1, but the relays may use both c1
and c2. According to [8], performance can be improved by following a more
flexible scheme of channel allocation, see, e.g., Fig. 3. The model presented here
enhances this practice by offering an additional scheme for efficient node and
relay scheduling.

With respect to the achievable transmission rate, when only a direct trans-
missions exist, we follow the well established relation from Shannon’s law, i.e.,

Q(p, q) = W log2(1 + SNRpq).

In the above equation, W denotes the available channel bandwidth and SNRpq

the SNR from source p to destination q.
When relays exist, a well accepted model for DF mode (see, e.g., [5]) is

adopted. According to this, under DF mode, the transmission rate can be
expressed as

Q(s, r, d) =
W

2
min{log2(1 + SNRsr),

log2(1 + SNRsd + SNRrd)},
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Fig. 2. Cooperative links where channel diversity can be applied

Fig. 3. Modes of channel allocation

where r indicates the relay node. Furthermore,

SNRpq =
Ppx

−δ
pq

σ2

applies, where Pp is the transmission power of source p, xpq is the Euclidean
distance between the source p and the destination q, and δ stands for the path
loss exponent. Finally, σ2 provides the variance of the background noise at des-
tination node q.

With respect to the network resource allocation, it should be mentioned that
we assume that a central entity exists and is responsible for control and manage-
ment of the cooperative transmission pairs. When a communication pair joins
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or leaves the network, the set of accessible channels that is attainable from the
source (and also the respective ones for the destination node), are communicated
to the control entity. Therefore, it is assumed that the scheduling decisions along
with the channel and the relay allocations are centrally concluded.

3 Proposed Scheme

The source-destination pairs, the relays that participate in the network and the
available communication channels can be combined to obtain the scheduling
decision, i.e., the combination of sources, relays and channels that will apply in
the following timeslot. By recalling that in our model the availability of channels
in each cooperative link (si, di), i ∈ N varies over time, the problem of chan-
nel selection for each node becomes complex and important as well. Actually,
the channel allocation strategy normally consists a problem featuring NP-hard
complexity. A usual choice is to attempt to maximize some of the key perfor-
mance metrics, as for example, throughput, latency, and so on, throughout all
source-destination links.

At first, we examine the direct transmission case, i.e., without the participa-
tion of relay nodes. The key concept of our technique resides in scheduling the
active nodes, so as to maximize the number of transmitting nodes scheduled in
each timeslot. This way, our method differs from [8] in that scheduling does not
aim to maximize the minimum throughput, but it attempts to keep the overall
network throughput as high as possible.

In order to illustrate better our idea, an example is presented in Fig. 4. The
upper part of it refers to a simplistic setting without installation of relays in
the network. Three cooperative links are active and their respective allocated
channels in each timeslot have been included inside the parenthesis. According
to the proposed direct transmission scheduling, in timeslot 1 the source nodes s1
and s2 will compete for c1 and the ambiguity is resolved by a random selection.
At the same time, c3 is assigned to s3. However, the merits of the proposed
scheduling schema become more evident in timeslot 2. For that case, although all
three pairs are eligible for transmission in c2, s2 is preferred since this allocation
allows both s1 and s3 to transmit. The lower part of Fig. 4 presents the channel
allocation strategy which is proposed.

As a second step, the inclusion of a number of relays at arbitrary locations
within the network’s area is considered. In case that some devices can also act
as relays, the model presented so far can be easily modified to include that case.
Differently from this situation, we consider here the context that a fixed number
of relays have been deployed at constant (but random) points in the network and
that they are able to receive and to transmit on any available communication
channel, ci ∈ C.

Relays here act according to the DF mode. In this case, each timeslot is
further split into two equal frames. In the first frame only the source transmits,
while during the second frame, the source and the relay retransmit the data of
the first frame to the destination. Although approximately half of the normally
data transmission time is involved in this mode, the gains due to the higher SNR
ratios can prove much worthier.
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Fig. 4. Channel allocation and scheduling decisions

Since relays usually consist a way for improving the quality of communication
links, here they are used to improve the links featuring low SNR. Therefore, if
there exists a number m of relays, the m links with the lowest SNR are selected
to feature the cooperative scheme respectively. Moreover, although the initial
distribution of relays in the area is random, the assignment of relays to links
is not random. On the contrary, for each link, the relay which is nearest to the
middle between the source and the destination is assigned, beginning form the
link featuring the lowest SNR.

4 Simulation Results

In this section we present the simulation results that are used to strengthen the
arguments presented already. Our purpose is to describe the network topology
and configuration details and then to present our simulation findings.

In the first place, we consider a square area with side 750 m. Inside that
area, n = 20 source-destination pairs, along with r = 5 relays, have been placed
according to a uniform distribution. The power of transmitting nodes is equal
to 500 mW and it is assumed that the range of transmission is large enough to
cover the whole network area. Also, the value of the background noise is σ2 =
10−10 W and the path loss exponent is δ = 4. The total available bandwidth
is W = 22 MHz and this is equally divided to k = 10 communication channels.
A channel assignment takes place at the beginning of each time slot and a time
interval of 100 timeslots is examined. To keep visualization complexity low, a
similar context with n = 10 source - destination pairs has been presented in
Fig. 5.
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Fig. 5. Sample topology of the cooperative network

We address a setup with varying number of relays r, 1 ≤ r ≤ 10, in order
to assess the impact of the number of relays to overall network throughput.
In a similar fashion to the assumptions of Sects. 2 and 3, the relays may work
on any communication channel (one in every timeslot) and they are assigned
to the pairs with minimum SNR at a descending order, i.e., the pair with the
lowest throughput is assigned the relay that can improve it most, and so on.
Figure 6 shows the average network throughput for the above configurations.
As a remark, we observe that in the context of the throughput maximizing
scheduler presented in Sect. 3, indeed the use of relays greatly enhances overall
performance. In addition, as reflected by Fig. 6, even a small number of relays,
i.e., r = 2 or r = 3, can produce important benefits.

Fig. 6. Total network throughput versus number of relays
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Fig. 7. Total network throughput versus number of communication channels

As a second step, we keep the configuration with r = 5 relays introduced
earlier, but we change the number of available communication channels in the
given bandwidth. With this strategy, we attempt to provide greater insight in the
way the structural networking attributes affect the average throughput. To that
end, we refer to Fig. 7. As it may be seen, when no relays are present, it is more
convenient to keep the number of channels at an adequately high level, i.e., k =
6. Nevertheless, here the presence of relays poses several implications. Indeed
the upper curve of Fig. 7 reveals that increasing the number of communication
channels removes to some extent the benefits introduced by the relays.

As a final experiment, we provide here the case where the number of coop-
erative pairs i is variable, i.e., 2 ≤ i ≤ 20. The number of relays remains r = 5
and the available communication channels are k = 10. For that configuration,
the resulted network throughput is shown in Fig. 8. As we observe, although

Fig. 8. Total network throughput versus number of communication pairs
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the existence of relays always improves the total throughput, the number of
communication pairs does not play an important role.

5 Conclusions

In this paper we have proposed an overall throughput maximization scheme,
applicable to cooperative networks that feature communication channel alloca-
tion constraints. Simulation results have been included, taking as reference the
proposed schema. The outcomes suggest that the throughput optimizing sched-
uler can be severely enhanced when relays are present in the network. Moreover,
the impact of the number of communication channels has been investigated,
showing that when relays are present, it is better to keep the number of com-
munication channels limited.

As a future work, the proposed methodology can be elaborated to include
a limited range of transmission and reception for all participating nodes. Effec-
tively, this would give rise to the possibility to reuse some of the already allocated
communication channels inside the network’s area without causing severe inter-
ference. Another potential direction can be the generalization of the model to
include flow-level performance metrics, relaxing the assumption that all sources
have an infinite queue of data to transmit. In that case, in each timeslot only the
sources that have data to transmit would participate in the channel allocation.
Finally, one can also consider the case where the relays are not installed in the
network, but on the contrary, an arbitrary node plays that role. The framework
presented here can be readily adapted to handle such cases, by allocating also to
relays a subset of the communication channels at the beginning of each timeslot.
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Abstract. In two-tier femtocell networks, the femtocell users (FUs) can
be admitted to the femto base stations (FBSs) provided that the interfer-
ence to the primary users (PUs) is no higher than the defined thresholds.
Moreover, several FBSs may require different quality of service (QoS)
with different payments. This paper proposes a method to obtain from
maximally achievable revenue from FBSs to the required QoS. It also
proposes an efficient QoS aware admission algorithm which is compared
with other schemes, such as minimum signal-to-interference-plus-noise
ratio (SINR) removal algorithm (MSRA) and random SU removal algo-
rithm (RSRA). Presented QoS aware admission algorithm can achieve
a much higher revenue with required QoS. In addition, the proposed
algorithm is evaluated by the simulation experiments.

Keywords: Cognitive femtocell networks · QoS aware admission ·
Power control

1 Introduction

Cognitive radio (CR) networks are seen as a key solution to meet the FCC (e.g.
Federal Communications Commission) policy and to build the future genera-
tion of wireless networks [1,16]. A cognitive radio must periodically perform
spectrum sensing and operate at any unused frequency in the licensed and unli-
censed band, regardless of whether the frequency is devoted to licensed services
or not. However, with the spectrum usage being both space and time dependent,
there is a great amount of “white space” (unused bands) available sparsely that
can potentially be used for both licensed (primary users, PUs) and unlicensed
(secondary users, SUs) users.

Two-tier femto networks, consisting of macrocell overlaid with femtocells in
co-channel deployment, have increased attention in recent years because of pro-
viding in building for indoor users femtocell base stations (femto-BSs). These
femto-BSs are complemented by the poor signal from the macrocell BS (macro-
BS). It is obvious that the femtocells also enable to concurrent transmissions
that can be accommodated in the network. It improves spatial reuse, but makes
interference as a challenging issue. These problems have been studied in sev-
eral papers. Among others, Giivenc in the paper [8] considered the impact of
c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 166–178, 2016.
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spreading on the capacity neighbouring femtocells. The feasibility of coexistence
of femto-macrocells in the same frequency bands has been studied in [3]. The
uplink capacity and interference avoidance for two-tier femtocell networks has
been investigated by Chandrasekhar et al. [4] in which an exact outage proba-
bility at a macrocell and tight lower bounds on the femtocell outage probability
have been derived. By employing stochastic geometry model, bounds on the dis-
tribution of aggregated interference from two-tier spatial point processes have
been successfully analyzed by Huang et al. [10] and Law [12]. With these models
the maximum femto-BS density and thus maximum overall capacity satisfying
a per-tier outage constraint have been formulated. The methods to interference
avoidance in femtocell networks, based on the OFDMA method, were presented
by Lopez-Perez et al. [14]. The decentralized strategies for interference manage-
ment in femto-cell networks are presented in the paper Bharucha et al. [2].

The integration of cognitive radio and femtocells provided a new quality of
these technologies. The sensed information provided by the CR devices allows
changing the communication parameters of the secondary users. On the other
hand, femtocells give the limit of interference, thereby, increasing network capac-
ity, in a small area. In the literature, there have been a many works addressing
different aspects of two-tier cognitive femtocell networks. Among others, cogni-
tive interference management in heterogeneous two-layers femtocell networks has
been studied by Kaimaletu et al. [11]. Authors have been presented the spec-
trum allocation scheme to improve cognitive interference for these networks.
The downlink capacity of two-tier cognitive OFDMA-based femto networks was
studied by Cheng et al. [5]. A cost-effective scheme to manage the downlink
interference from user-deployed femto-cells to macrocell user was proposed by Li
and Sousa et al. [13]. An integrated architecture and a multiobjective optimiza-
tion problem for the joint power control, base station assignment and channel
assignment scheme was formulated by Torregoza et al. [19]. The same issues,
the resource allocation problem as a joint relay, subcarrier and power allocation
problem with the objective of maximizing the sum of the weighted rates of the
femtocell system subject to protecting the macrocell network’s communication,
have been analyzed by Gamage et al. [7]. Recently, a pricing power control with
statistical delay QoS provisioning in uplink of two-tier OFDMA femtocell net-
work have been studied by He et al. [9]. However, none of these studies have
attemted to analyze the QoS requirements with simultaneous optimization in
the two-tier cognitive femtocell networks.

This paper provides a formulated optimization problem of the maximization
of the secondary revenue in terms of required QoS parameters and permissible
interference. The efficient solution of this problem has been obtained using the
presented admission control algorithm. The effective power control algorithm
with demanded QoS parameters and minimizing the interference was achieved as
a solution. Moreover, the presented algorithm has properties comparable to well-
known admission control algorithms, such as minimal SINR removal algorithm
(MSRA) and random SU removal algorithm (RSRA).
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The paper is organized as follows. In Sect. 2, the system model is presented. In
Sect. 3, the optimization problem of secondary revenue in terms of QoS require-
ments is formulated. Section 4 provides an admission control algorithm as an
efficient heuristic solution of optimization problem. In Sect. 5, some simulation
results are presented. Section 6 concludes the paper.

2 System Model

In this section, the system model being applied is presented.
As shown in Fig. 1, the downlink of an orthogonal frequency division multiple

access (OFDMA) based system is composed of two-tier macro- and femto-cells.
Primary user (PU) (or licensed user) has a license to operate in a certain spec-
trum band. This access can only be controlled by the Primary Base Station
(Primary-BS) (or licensed base station). In principle, the Primary-BS is a fixed
infrastructure network component. Denote K =| K | as the number of macro
users (MUs), F =| F | as femto-BS and M =| M | as femtocell users (FUs),
which are randomly located inside the coverage area of the macrocell. The femto-
BS, located at the center of each femtocell, provides services for a set of femtocell
users. A set of macro users is serviced by both the cognitive base station and also
by femto-BS. We assume that the macro user MU can only be served by cog-
nitive base station even it locates within the femtocell coverage. All femto-BS,
macro users, femtocell users are operate as secondary users (SUs). Additionally,
we consider a set of PUs which are staying in receiving mode. Thus, all SUs are

Fig. 1. An example of interference model in the cognitive femtocell network.
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trying to transmit their data in the uplink to their femto- or macro-BSs. It is
associated with the interferences which are received by PUs.

In the system model, the total bandwidth is divided into N subcarriers with
two of them being grouped into one subchannel. Let all femtocells and macrocells
operate in the same frequency band and have the same number of subcarriers.
We assume that the transmission in two-tier cognitive femtocell network may
occur as long as the aggregated interference incurred by the femto-BS is below
some acceptable constraint. Thus, the total transmit power of all femtocell users
in each channel is no more than the interference power threshold Pmax

int .
Let Pmax be the maximum transmit power of PU. The maximum transmit

power of all M femtocell user FU over the subchannel n is given by

M∑

m=1

Pn
mGn

m,k ≤ Pmax
int , 1 ≤ k ≤ K (1)

where Gn
m,k is the channel gain between m and all k macrouser MU.

For each transmit power Pn
m must be satisfied the following condition

Pmin ≤ Pn
m ≤ Pmax, 1 ≤ m ≤ M (2)

where pmin is the minimum of transmit power of femtocell.
While femto SU share the spectrum with PUs, femtocell users will cause

interference to the PUs. Let T I
j be the interference power received by the j-th

PU, namely

T I
j =

ns∑

i=1

hsp
ij P s

i xi, 1 ≤ j ≤ Np (3)

where ns is the number of all femtocell users, Np is the number of PUs, hsp
ij is

the power attenuation from the femtocell user i to j-th PU, xi indicates whether
i-th FU is admitted or not. We assume that xi = 1 shows that i-th femtocell user
is admitted, zero otherwise. The transmit power of i-th femtocell user is equal
to P s

i and the transmit power over all n channels is given by Pi =
∑n

i=1 Pn
i ,

hsp
ij denotes the power attenuation from i-th femtocell user to j-th PU and is

given by

hsp
ij =

Gs
i G

p
j

(dsp
ij )η

, 1 ≤ i ≤ ns, 1 ≤ j ≤ Np (4)

where dsp
ij denotes the distance from the femtocell user i to j-th PU. The expo-

nent η is the path fading factor. Gs
i and Gp

j denote the antenna gains of i-th
femtocell user and j-th PU, respectively. The interference power caused by i-th
FU is defined by

τij = hsp
ij P s

i =
Gs

i G
p
jP

s
i

(dsp
ij )η

, 1 ≤ i ≤ ns, 1 ≤ j ≤ Np (5)
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The interference power caused by i-th FU and K macro cell users, which are
located outside the coverage area of the macrocells is given by

τmj = hsp
mj · P s

m =
Gs

m · Gp
j · P s

m

(dsp
mj)η

, 1 ≤ m ≤ M (6)

where Gs
m and Gp

j denote the antenna gains of m-th macro cell user and j-th
PU, respectively; P s

m is the transmit power of m-th macro cell user, dsp
mj denotes

the distance from m-th macro user to j-th PU.

3 Optimization Problem of Secondary Revenue

This section analyzes the impact of received interference in two-tier cognitive
femto network on the revenue of secondary users.

The uplink maximum data transmission rate λl from the l-th femto-BS,
macro users and femtocell users to BS is given by [15,18]

λl = B · log2(1 + ξη
l ), 1 ≤ l ≤ F + K + M (7)

where B is the uplink bandwidth, ξη
l is the uplink SINR of the l-th femtocell user

or femto-BS or macro user measured by BS. We assume that the minimal value
the required SINR for given SU is given by ξmin

l . Thus, the demanded SINR for
the l-th femtocell user or femto-BS or macro user is expressed as

ξmin
l = 2

λmin
l
B − 1 (8)

where λmin
l is the minimum uplink data transmission rate for the l-th SU.

The downlink SINR of an active femto-BS or macro user or femtocell user l
is defined as

ξq
l =

Hsq
l P q

l

N0 +
∑ns

j=1,j �=l H
sq
j P q

l · xj

=
Hsq

l P q
l

N0 + Iq − Hsq
ij · P s

i − Hsq
mj · P s

m

(9)

where Hsq
l denotes the power attenuation from l-th SU, Iq denotes the accu-

mulated interference of the BS caused by all active femto- and macro-BS, i.e.
Iq =

∑ns

l=1 Hsq
l P q

l xl.
We are interested in finding the optimal admitted femtocell user and macro

user and femtocell-BS subject to constraints such that the secondary revenue is
maximized. Specifically, we will solve the following optimization problem

argP s
l ,xl

max
ns∑

l=1

⎛

⎝
F∑

f=1

τfj +
K∑

i=1

τij +
M∑

m=1

τmj

⎞

⎠ xl (10)
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subject to

ns∑

l=1

⎛

⎝
F∑

f=1

τfj +
K∑

i=1

τij +
M∑

m=1

τmj

⎞

⎠ xl ≤ Γj ,

j ∈ Np, xl ∈ {0, 1}, l ∈ Ns (11)

ξs
l ≥ ξsq

l , if xl = 1, l ∈ {F ∪ K ∪ M} (12)

P s
l ∈ [0, P s

max], l ∈ {F ∪ K ∪ M} (13)

where Ns is the number of all SUs, Np is the number of all PUs. The first con-
straint, see Eq. (11), shows that the interference to PUs can not exceed the
interference threshold given by Γj . The constraint given by Eq. (12) represents
that the SINR requirement of active SUs should be satisfied. The third con-
straint, given by Eq. (13) indicates that the power limitation of SUs and P s

max

denotes the maximum transmission power of SU.

4 An Admission and Power Control Algorithm
for Two-Tier Cognitive Femtocell Networks

In this section, an admission and power control algorithm is presented, which
can be used in the two-tier cognitive femtocell network. It can be shown, in the
previous section, that the optimization problem of admission and power control
in two-tier femtocell cognitive network is nonconvex due to the mixed integer
programming and high order objectives. These problems are known as NP-hard
problems. However, for a fixed number of variables, it is possible to use the
heuristic method. Using the proposed method, the below presented algorithm of
admission and power control in two-tier cognitive femtocell networks is formu-
lated. The presented method is show by Algorithm 1 (Fig. 2).

In the proposed method applied to solving our problem for given power of
admitted PUs, it is firstly assumed that an initial set of possible solutions for the
uplink SINR of an active set of SUs is given and called core set. Initially, this set
is without the constraints presented in the conditions (11), (12) and (13). Thus,
the integer variables are released and considered to be continuous variables. The
lower bound for the initial set core set can be found by solving the iteration.
The first step adds to core set a new SU with minimal SINR. If there are all SUs
and the QoS parameters are satisfied, then the is obtained the feasible solution.
It does not, it randomly removes SU in each iteration. In consequence, the set
of SUs will be updated by randomly removing in each iteration. As solution,
the proposed method finds the feasible solution from the set of SUs by given
power of PUs. By iterative calculation of given procedure for admitted PUs
with various values of power control, we can obtain suitable value of power of
each PU.
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Fig. 2. A procedure for QoS aware admission and power control in two-tier cognitive
femtocell network.

5 Simulation Results

In order to evaluate the performance of the proposed algorithm, we developed a
femtocell OFDM simulator. The core of this tool is based on a system radio net-
work simulator called the Rudimentory Network Simulator (RUNE) [20]. This
simulator has been extended to include numerous features of a two-tier cognitive
femtocell network, including channel models, the SIR and the outage probability,
QoS admission control, femto-BS location algorithm, etc. The simulator gener-
ates a Rayleigh fading map by filtering white noise through a Bessel function.
It allows to calculate the SINR estimation of the downlink channels. In the sim-
ulation a scenario was used with one Primary-BS located at the center of cell
with radius equal to 400 m. The number of PUs was varied from 1 to 10. The
distance between PUs and Primary-BS was settled as 200 m. Additionally, was
assumed that the bandwidth is set as 10 MHz. Ihe uplink data transmission was
chosen from the 32–128 kbps.

The main simulation parameters are summarized in Table 1.
In Fig. 3, we plot the obtained outage probability versus SIR and compare

it with the Monte Carlo simulation. It can be seen that at the low SIR values
and the high SIR values, the obtained outage probability and the simulated are
similar to each other.
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Table 1. Summary of main simulation parameters

Parameters Values

Maximum Primary BS 1W

Maximum Femto-BS 0.125 W

Femto SINR threshold 3.2 dB

Femtocell coverage radius 15m

Indoor pathloss exponent 2

Pathloss exponent α1 3

Pathloss exponent α2 5

Interference zone for Femto-BS 50m

FU shadowing standard deviation 3 dB

MU shadowing standard deviation 6 dB

Fig. 3. The outage probability as a function of SIR.

Figure 4 illustrates the outage probability as a function of SUs (FUs and MUs
taken together) spatial density for different number of PUs. The obtained curve
shows the number of active SUs that could be accepted to meet a desired value
of the outage probability. This curve is necessary for investigation of admission
control mechanism. For instance, in order to maintain the outage probability less
than 0.02, the spatial density of active SUs showed not exceed 0.04 for 4 PUs.
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Fig. 4. The outage probability as a function of SU spatial density for various number
of PUs.

Fig. 5. The revenue of secondary users in dependence of the number of PUs.
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Fig. 6. The revenue of secondary users in dependence of the number of SUs.

Fig. 7. Throughput of the secondary network versus the number of PUs.
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Fig. 8. Average-achievable rate for PUs and SUs versus the SINR.

In the simulation, the performance of the above presented algorithm of admis-
sion and power control algorithm is studied in two-tier cognitive femtocell net-
work and is compared with other such algorithms.

First, we studied the secondary user revenue in dependence of the number of
PUs for various admission and power control algorithms (MSRA [17], RSRA [6]).
As is shown in Fig. 5, the proposed algorithm has comparable properties with
the other admission algorithms. For a greater data transmission, the secondary
revenue is visit majority than for the normal data transferring rate. It is also
visible that the secondary users achieve more revenue especially by employing
the proposed algorithm by the same number of PUs.

Figure 6 shows the secondary revenue in dependence of the number of SUs. In
this case, the proposed algorithm achieves more significant results than others.
Thus, the secondary users can obtain more revenue using the proposed algorithm.
Additionally, for the greater uplink, data transmission is more evident there. In
summation, the proposed algorithm achieves a balance between the revenue of
secondary users and the uplink data transmission.

Figure 7 illustrates the throughput of the secondary network versus the num-
ber of PUs for various joint power allocation and admission control algorithms.
As expected, throughput of the secondary network decreases with increasing
number of PUs. This figure shows that the joint power allocation and admission
control algorithms can adapt to traffic load in the network.

Figure 8 shows the average-achievable rate for PUs and SUs versus the signal
interference noise ratio (SINR) for different joint power allocation and admission
control algorithms. It is to be noted that the proposed algorithm acts like the
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MSRA [17] and the RSRA [6] algorithms. As it was expected, the increase of
the SINR induces the growth of the average-achievable rate for PUs and SUs.

6 Conclusion

In this paper, the problem of maximizing the secondary revenue in terms of QoS
requirements in the two-tier cognitive femtocell networks has been investigated.
To solve this optimization problem, a methodology to search the subset of SUs
with defined constraints has been proposed. Using the presented admission con-
trol algorithm, the effective power control with required QoS and minimized
interference has been obtained. Finally, the simulation results showed that the
introduced admission control algorithm, in comparison to minimal SINR removal
algorithm (MSRA) and random SU removal algorithm (RSRA), possesses good
properties. Among others, the revenue of all secondary users is higher than in
the above-mentioned admission control algorithm.

Further work includes investigation with the increase in any of the follow-
ing cases: the number of PUs increases, the number of femto and macro users
increases, and the value of interference increases.
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Abstract. A heterogeneous wireless network consists of various devices
that generate different types of traffic with heterogeneous requirements
for bandwidth, maximal delay and energy consumption. An example
of such networks is a Wi-Fi HaLow network that serves a big number
of Machine Type Communication battery-powered devices and several
offloading client stations. The first type of devices requires an energy-
efficient data transmission protocol, while the second one demands high
throughput. In this paper, we consider a mechanism that allocates a
special time interval (Protected Interval) inside of which only battery
powered-powered devices can transmit. We show that appropriate selec-
tion of the Protected Interval duration allows battery-powered devices to
consume almost the minimal possible amount of energy on the one hand,
and to provide almost the maximal throughput for offloading stations on
the other hand. To find such duration, we develop a mathematical model
of data transmission in a heterogeneous Wi-Fi network.

Keywords: Internet of Things · Machine Type Communications ·
Restricted Access Window · Traffic Indication Map · Power save

1 Introduction

The number of devices connected to the Internet grows every day. According to
Cisco prognosis [1], the number of connected devices, both Human and Machine
Type Communications, will exceed 50 billion by 2020, most of them being wire-
less. Along with the number of devices, grows the variety of device and traffic
types, increasing the heterogeneity. Wi-Fi networks are perfectly fit for such a
challenge, which can be illustrated by the new amendment of the Wi-Fi stan-
dard, IEEE 802.11ah. On one hand, it is designed for the Internet of Things (IoT)
scenarios with a swarm of energy-limited sensors that rarely transmit data. On
the other hand, one of its use cases is cellular data offloading, which includes
user devices that transmit saturated data flows.
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Let us consider data transmission in an infrastructure heterogeneous Wi-Fi
network with two types of devices. The first type, active stations (STAs), trans-
mit or receive heavy data streams and are not sensitive to energy consumption.
The second type, power-saving (PS) STAs, rarely transmit or receive single data
frames from the Access Point (AP). To minimize energy consumption, the Wi-Fi
standard has a palette of methods which are based on the following idea.

In the PS mode, a STA switches between the awake and the doze states. In
the awake state, the STA can receive and transmit frames, while in the doze
state the STA consumes minimal energy and neither receives, nor transmits any
information. A PS STA is mainly in the doze state and awakes only to transmit
a message or to receive one from the AP. The latter works as follows. The
AP buffers data targeted for the PS STAs. To inform the STAs about buffered
data, the AP periodically includes a Traffic Indication Map (TIM) in broadcast
beacon frames. From time to time, the PS STA awakes to check the TIM in
the next beacon for the pending data. When a STA receives a beacon with a
TIM indicating that it has data to receive, the STA sends a PS-poll frame (after
contending for the channel), and the AP sends buffered data as a response to
the successfully received PS-poll frame.

Since STAs can sleep during some beacons, i.e., the period between two
consequent awakenings can be greater than the beacon period, the set of STAs
that are awake after a beacon is unknown to the AP. So the AP cannot schedule
transmissions for the PS STAs and they use random channel access to transmit
PS-polls. However the performance of random channel access degrades with the
increase of the number of contending STAs, and it is an important issue for
dense IoT networks. To limit the contention and to prioritize the PS STAs,
it is reasonable to protect their transmissions from the active STAs, dividing
each Beacon Interval (BI) into two parts: the Protected Interval (PI) and the
Shared Interval (SI). During the PI, only PS STAs are allowed to retrieve their
frames, while in the SI all STAs can transmit their data. The Wi-Fi standard
specifies several ways how to organize the PI, one of which is the new Restricted
Access Window mechanism introduced in 802.11ah [2,3]. However, at this point
a problem arises: how to choose a proper duration of the PI ? On one hand, it
shall be long enough to let the PS STAs receive the buffered data. On the other
hand, the longer is the PI, the less time the active STAs have to transmit their
data, therefore their throughput degrades. In addition, the PS STAs can finish
their transmissions during the SI, but the contention with active STAs increases
energy consumption.

In this paper, we study this problem and propose a solution based on a math-
ematical model of such heterogeneous data transmission. Our model takes into
account the fact that during the PI, devices operate in non-saturated mode, i.e.,
they simultaneously start contending for the channel to transmit a frame to the
AP, while in SI, we combine the transmission of non-saturated and saturated flows.

The rest of the paper is organized as follows. Section 3 reviews related papers.
Section 2 contains the formal problem statement. The developed analytical model
is described in Sect. 4. Section 5 shows the numerical results. The conclusion is
given in Sect. 6.
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2 Problem Statement

Consider a network with an AP, PS STAs and M − 1 active STAs (PS STAs
and active STAs are different devices) being in the transmission range of each
other. Active STAs work in saturated mode, i.e., they always have packets for
transmission. The AP queue of packets destined to active STAs is saturated too.
For shortness, considering saturated data transmission, we do not distinguish
the AP and M − 1 active STAs, assuming that we have M active STAs.

As for the PS STAs, they rarely receive single packets from the AP. Specif-
ically, the AP periodically broadcasts beacons containing TIM information ele-
ment, which indicates the STAs for which the AP has buffered data. We consider
a situation, when the AP has data for several, say, K, PS STAs. As PS STAs
do not need to awake before every beacon, not all K PS STAs receive the TIM.
For clarification, we introduce probability p that a PS STA awakes to receive a
particular beacon and receives the TIM.

When a PS STA receives a TIM which indicates that no data is buffered
for the STA, it switches to the doze state. Otherwise, the PS STA transmits
PS-poll frame to retrieve the buffered packet from the AP. To protect PS-poll
frames from collisions with active STAs’ packets, the AP establishes the PI of
duration τPI which should, obviously, depend on K and p. If some PS STAs do
not successfully retrieve the data from the AP during τPI , they can try again in
the SI, contending for the channel with M active STAs. After a successful data
reception from the AP, each PS STA turns to the doze state.

To contend for the channel, both PS STAs and active STAs use the default
Wi-Fi channel access — called the Distributed Coordination Function (DCF) —
which works in the following way. When a STA has a frame for transmission,
it waits random backoff time. Specifically, it initializes backoff counter with a
random integer value uniformly drawn from interval [0, CW − 1], where CW
is the contention window. It equals CWmin = 16 for the first packet transmis-
sion attempt and doubles after every unsuccessful transmission, until it reaches
CWmax = 1024 (we use the default CWmin and CWmax values for 802.11ah
STAs, provided in [2]). Being in the awake state, STAs continuously sense the
channel. While the channel is idle, STAs decrement the backoff counter every
Te seconds. A STA suspends its backoff counters when the channel is busy, and
resumes when the channel becomes idle and DCF InterFrame Space (DIFS)
passes. Finally, when the backoff counter reaches zero, the STA transmits a
packet.

If a transmission is successful, a Short InterFrame Space (SIFS) after that
the receiver sends an acknowledgement (ACK). If the STA does not receive the
ACK frame within TACK , it retries, unless the packet retry counter reaches retry
limit RL. In this case, the packet is dropped.

Depending on the channel state — idle, STA’s transmission or reception —
the STA consumes power NTX , NRX and NIDLE , respectively.

To achieve the best performance, the AP has to estimate the number of
active STAs each BI and to re-select the duration τ∗

PI of the PI in such manner
that (i) energy consumption by PS STAs is minimal while (ii) the active STAs’
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throughput is maximal. Note that generally speaking, such a value may not exist.
However in this paper, we show that there is a range of values which provide
suboptimal results for both performance indices.

To find such values, we need to develop a mathematical model of the
described transmission process. Specifically, given τPI , the model shall allow
obtaining

– the probability P that a chosen awaken PS STA retrieves its buffered data
from the AP till the next beacon (i.e. within BI);

– the average energy E that this PS STA consumes when retrieving its packet
from the AP;

– aggregated throughput S of M active STAs.

3 Related Work

A process of energy efficient transmission of single packets by a large number of
stations has been studied in many papers.

Specifically, in [4], the authors consider a system, where multiple RFID tags
transmit data to a single reader. The reader periodically allocates to the tags
a frame that consists of several slots. The tags use slotted Aloha to choose
the slots when they transmit data. The authors solve the problem of choosing
such a frame duration, that the ratio of the expected number of successful slots
duration to the total frame duration is maximal. This is done by estimating the
number of tags, initially unknown to the reader, using the Maximum Likelihood
approach. Unfortunately, the results of this paper cannot be applied to select
the PI duration in our case, for two reasons. First, the medium access used in
Wi-Fi is significantly different from the one used for RFID. Second, the number
of contending PS STAs may significantly vary from a BI to a BI, as well as inside
a BI.

In [5], similarly to our paper, the authors consider a 802.11ah network con-
sisting of an AP and several associated STAs. The AP periodically allocates a
Restricted Access Window to the STAs to protect their transmission, thus imple-
menting the PI. The authors devise a way for the AP to estimate the number
of STAs and describe a model of data transmission during the PI that can be
used to find the probability of the successful transmission. However, the authors
consider a case when the STAs transmit in saturated mode, i.e., in their case
the number of contending STAs does not decrease during the PI, therefore their
model is inapplicable in our case.

Non-saturated transmission is considered in [6], the authors of which model
a network of PS STAs connected to an AP. The STAs awake every BI to receive
their data from the AP. The authors develop a model that can be used to find the
average packet delay and the average energy consumption per packet. However,
this model is inapplicable to solve our problem, because it does not consider the
existence of active STAs that transmit their data along with the PS STAs.

To address the issues of modeling the transmission of non-saturated data
flows along with background saturated traffic, in our paper we develop a new
mathematical model, which is described in Sect. 4.
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4 Analytical Model

4.1 General Description

To estimate throughput of active STAs, we assume that the probability that a
PS STA succeeds to retrieve its data from the AP during the PI is close to 1.
With this assumption we, firstly, can consider each BI separately, i.e., there are
no PS STAs that had started to retrieve their data in the previous BI and did not
succeed until the considered BI. Secondly, the number of PS STAs that retrieve
their data during the SI is low and these PS STAs do not affect the probability
that an active STA transmits in a slot during the SI. Note that this assumption
likely holds in the range of suboptimal τPI values, as we show in Sect. 5. We also
assume that the duration of SI is much longer than the duration of a packet.
Under such assumptions the active STAs throughput in the SI can be estimated
with well-known Bianchi’s model [7]. Since active STAs cannot transmit outside
the SI, the average throughput can be found as follows:

S = SBianchi(1 − τPI

τBI
), (1)

where SBianchi is the throughput found with Bianchi’s model.
Let us find P and E. For that, we consider a BI. As a PS STA wakes up

with probability p, the total number k of awaken PS STAs among the K STAs
for which the AP has buffered data in the beginning of a BI is a binomially
distributed random number. In Sects. 4.2 and 4.3, we obtain probability P ′ that
a chosen PS STA succeeds to retrieve the data till the end of the BI and the
average energy E′ consumed by the PS STA to retrieve a data packet provided
that the number k of awaken PS STAs is given. Obviously, sought-for values of
P and E can be expressed as follows

P =
K−1∑

k=0

(
K − 1

k

)
pk(1 − p)K−k−1P ′(k,M), (2)

E =
K∑

k=1

(
K

k

)
pk(1 − p)K−kE

′
(k,M). (3)

4.2 Process of Retrieving Packets

Since all STAs and the AP are located within transmission range of each other,
they count their backoffs synchronously. Similar to [7], we denote a time inter-
val between two consequent backoff countdowns as a slot. We distinguish the
following types of slots.

– In an empty (e) slot, no STAs transmit.
– In a successful (s) slot, only one PS STA transmits its PS-poll and the AP

replies with a data frame. Then the PS STA acknowledges reception of the
frame.
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– In a collision (c) slot, more than one PS STAs transmit a PS-poll, while active
STAs do not transmit.

– In an active (a) slot, at least one active STA transmits. The transmission may
be successful or not, however we do not distinguish these cases. Note that
active slots can be present only in SI.

The durations of empty, successful, collision and active slots are Te, Ts, Tc

and Ta, respectively.
Let t be a slot number starting from the beginning of the BI. We choose an

arbitrary PS STA and describe the evolution of the network from the beginning
of the BI with a Markov process It with state I = (c, s, a, r), where c, s and a
are the numbers of collision, successful and active slots, respectively, and r is
the number of retries for the chosen PS STA. Note that unlike Bianchi’s model,
we consider not a steady-state distribution of the process It, but its evolution
during the BI.

In each state we can easily find the number of empty slots as t − c − s − a.
So the real time T can be obtained from the model time t and the process state
parameters as

T (t, I = (s, c, a, r)) = Te(t − c − s − a) + Tss + Tcc + Taa. (4)

For the defined process we introduce successful AS and unsuccessful AU

absorbing states. A transition to AS occurs when the chosen STA successfully
transmits its data. The process transits to AU when the chosen STA reaches its
retry limit RL or the end of the BI is reached.

Let Qa be the probability that at least one active STA transmits in a given
slot. Obviously, during the PI, i.e. when T < τPI , Qa(T ) = 0. In the SI Qa > 0
and under aforementioned assumption can be estimated with the Bianchi’s
model [7]:

Qa(T ) =

{
0, T < τPI ,

1 − (1 − π)M , otherwise,
(5)

where π is the probability that a given active STA transmits in a slot, obtained
using Bianchi’s model.

Figure 1 shows possible transitions from state (c, s, r, a). We denote a transi-
tion probability as PY

X , where X represents the type of slot t, i.e. X is e, s, c or
a, and Y is either + or − depending on whether the chosen PS STA transmits
or not. Since by definition, in an empty slot no STAs transmit, we simply write
Pe, omitting the upper index.

To find these probabilities, we introduce PTX|t,r which is the conditional
probability that the chosen PS STA transmits in slot t, provided that by
that time it has made r unsuccessful transmission attempts. We also introduce
Pe|−, Ps|−, Pc|− which are the conditional probabilities that the slot is empty, suc-
cessful or collision, respectively, provided that the chosen STA does not transmit,
and express transition probabilities as
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Fig. 1. Transitions for process It.

Pe =
(
1 − PTX|t,r

)
Pe|−,

P+
s = PTX|t,rPe|−,

P−
s = (1 − PTX|t,r)Ps|−,

P+
c = PTX|t,r(1 − Pe|− − Qa(T )),

P−
c = (1 − PTX|t,r)Pc|−,

P+
a = PTX|t,rQa(T ),

P−
a = (1 − PTX|t,r)Qa(T ).

Given PTX|t,I , the probability of a PS STA to transmit if the process is in
state I at time instant t, these probabilities can be found as follows:

Pe|− = (1 − PTX|t,I)k−s−1(1 − Qa(T )),

Ps|− = (k − s − 1)PTX|t,I(1 − PTX|t,I)k−s−2(1 − Qa(T )),
Pc|− = 1 − Pe|− − Ps|− − Qa(T ).

Using the approach from [8], we estimate PTX|t,r as follows:

PTX|t,r =
at,r

bt,r
,

where at,r and bt,r approximate the unconditional probability of the chosen STA
transmitting in slot t with retry counter r, and the probability of the STA having
retry counter r in time slot t, respectively:



188 D. Bankov et al.

at,r =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
CW0

, r = 0, 0 ≤ t < CW0,

0, r = 0, t ≥ CW0,

0, r ≥ RL,
t−1∑

i=t−CWr

ai,r−1
CWr

, 0 < r < RL,

and

bt,r =

⎧
⎪⎪⎨

⎪⎪⎩

1 −
t−1∑
i=0

bi,r, r = 0,

t−1∑
i=0

bi,r−1 −
t−1∑
t=0

bi,r, r > 0.

Having the approximation of PTX|t,r, we approximate the probability that
another STA transmits provided that the process is in state I as follows:

PTX|t,I=(s,c,a,r) =

min(c+a,RL−1)∑
r̂=0

PTX|t,r̂ Pr (t, I = (s, c, a, r̂))

min(c+a,RL−1)∑
r̂=0

Pr (t, I = (s, c, a, r̂))

Now we consider the evolution of the process. The process starts in time 0 in
state (0, 0, 0, 0). With the described transitions of the process, we can iteratively
find its state probability distribution Pr(t, I) at each time slot t. Moreover using
(4), we can find the probability that the chosen STA successfully retrieves its
data during the BI with given k:

P ′(τBI) =
∑

t,I:T (t,I)<τBI

Pr(t, I)P+
s . (6)

4.3 Calculating Average Energy E
′

Let E(I, t) be the average energy that the chosen STA has consumed by time
instant t when its state is I. It equals 0 for t = 0, otherwise it is calculated
according to the following equation:

E(I, t) =
∑

I′ X,Y→ I

Pr(I ′|t − 1)PY
X (E(I ′, t − 1) + EY

X), (7)

where we sum over all possible states I ′ at time t − 1 and corresponding tran-
sitions to state I at time t. Similar to transition probabilities, we denote the
energy consumed by such transitions as EY

X . This energy depends on Ntx, Nrx

and Nidle, which are the power consumed in transmission, reception or idle state,
as follows:
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Ee = Nidleσ,

E−
s = Nrx(TPS + TD + TACK) + Nidle(2SIFS + DIFS),

E+
s = Ntx(TPS + TACK) + NrxTD + Nidle(2SIFS + DIFS),

E−
c = NrxTPS + Nidle(SIFS + TACK + DIFS),

E+
c = NtxTPS + Nidle(SIFS + TACK + DIFS),

E−
a = Nrx(TAD + TACK) + Nidle(SIFS + DIFS),

E+
a = NtxTPS + Nrx(TAD − TPS) + Nidle(SIFS + TACK + DIFS).

where TPS , TACK , TD, TAD are the durations of PS-poll, ACK, data frames trans-
mitted for PS STAs and data frames transmitted by active STAs, respectively.

The average energy that the chosen STA consumes to successfully retrieve a
packet equals

E′ =

∑
t

E(AS , t) + E(AU , t)

P (τPI)
. (8)

5 Numerical Results

To validate our model, we consider an 802.11ah network with K PS STAs for
which the AP has buffered data at every BI and M active STAs, all STAs
being located 10 meters from the AP. Such a short distance guarantees that
transmission errors are caused only by collisions. Active STAs transmit and
receive data frames 1500 bytes long and PS STAs retrieve data frames 100 bytes
long. A PS STA awakes with probability p = 0.5. We assume that active STAs
and PS STAs operate in a 2 MHz channel. Active STAs use MCS5 while PS STAs
use the most reliable modulation coding scheme (MCS0)[2]. Table 1 shows the
scenario parameters. Transmit, receive and idle power are derived from voltage
and current values given in the IEEE simulation scenario recommendations [9].

Table 1. Scenario parameters

Parameter Value Parameter Value Parameter Value

Te 52 µs CWmin 16 TPS 320 µs

Ts 1560 µs RL 7 SIFS 160 µs

Tc 988 µs Transmit power NTX 308 mW DIFS 264 µs

Ta 3276 µs Receive power NRX 11 mW TACK 240 µs

τBI 100 ms Idle power NIDLE 5.5 mW ACKTimeout 400 µs

Although an 802.11ah AP can support up to 8191 connected STAs, we con-
sider only small numbers of simultaneously operating STAs, assuming that the
AP uses some standard mechanisms to decrease the contention between the
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STAs. One of such mechanisms — TIM segmentation — is described in 802.11ah
amendment [2]. It allows the AP to divide the TIM into several parts and broad-
cast only a single part of the TIM in a beacon. The AP thus divides the STAs
into groups, e.g. with a clusterization method from [10], and services each group
in a separate BI. Even if the total number of STAs is big, only a reasonable num-
ber of them will retrieve their data during the BI, while the rest of the STAs
will wait for a beacon containing their part of the TIM.

At first, we find the average energy E that the chosen PS STA consumes
to retrieve a packet from the AP. Figure 2 shows that the results obtained with
the developed analytical model almost coincide with those obtained with simu-
lation, except for short PIs. If the PI is short, the PS STAs mostly finish their

a) 5 active STAs, p = 0.5 b) 40 active STAs, p = 0.5

c) 5 active STAs, p = 1 d) 40 active STAs, p = 1

Fig. 2. Dependency of the chosen STA average energy consumption on the PI duration,
big markers indicate the τ∗ value.
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transmissions during the SI, contending for the channel with active STAs, so
only in this area our assumption that PS STAs do not affect the performance of
active STAs does not hold. Small PI duration yields high energy consumption,
and by increasing the PI duration we can manifold reduce it down to some value
at τ∗ (indicated with big markers), where it reaches a plateau that corresponds
to the case when the PI is long enough for PS STAs to receive their data during
it. More accurately, we can state that τ∗ is the minimal τPI for which power
consumption differs from the optimal one not more than by 10 %.

Increasing the PI duration beyond τ∗ does not significantly affect power
consumption, but reduces the time available for active STAs, decreasing their
throughput. In more detail, such an effect is shown in Fig. 3. An important result
is that initially, i.e. when PI is small, the throughput of active STAs grows with
the PI. It means that in addition to PS STAs, active STAs benefit from the
introduction of the PI, too, since they do not suffer from contention for the
channel with a high number of PS STAs. However, at some point the throughput
reaches the maximal value, after which it goes down, since the amount of the
time available for active STAs decreases.

An important fact is that although choosing τPI = τ∗ does not maximize
throughput, it provides suboptimal performance. Indeed, in the worst considered
case, with 40 active STAs and 20 PS STAs, the throughput at τ∗ differs from the
maximal one by less than 30 %, see Fig. 3, but for smaller number of STAs the
difference decreases. Note that the maximal throughput can only be achieved
with manifold increase of energy consumption.

Another important fact is that the throughput obtained analytically at this
point is close to the value obtained with simulation.

a) 5 active STAs, p = 0.5 b) 40 active STAs, p = 0.5

Fig. 3. Dependency of the active STA throughput on the PI duration, big markers
indicate the τ∗ value.
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6 Conclusion

In this paper, we have studied efficiency of the Wi-Fi power saving mechanism in
an heterogeneous Wi-Fi network with energy-limited devices. To improve perfor-
mance of the network, the AP protects transmission of PS-polls from collisions
with transmission of active STAs. To model operation of the network, we have
developed a mathematical model, which provides us such performance indices as
throughput and power consumption. With this model, we show that the duration
of the protection interval can be chosen in such a way that provides suboptimal
results for both the throughput and power consumption, which is important for
implementation.

The future research is connected with considering scenarios with hidden STAs
and TIM segmentation, a novel mechanism introduced in IEEE 802.11ah.
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Abstract. In Wi-Fi networks, preliminary channel reservation protects
transmissions in reserved time intervals from collisions with neighboring
stations. However, making changes in established reservations takes long
time spent on negotiating changes with neighboring stations and dissem-
ination of information about these changes. This complicates serving of
Variable Bit Rate (VBR) flows which intensity varies with time, what
leaves no choice but to reserve some additional time for handling data
bursts and packet retransmissions (caused by random noise and inter-
ference from remote stations). In the paper, we consider a more flexible
approach when bursts and retransmissions are handled by some random
access method while a constant part of an input flow is served in prelim-
inarily reserved intervals. We build a mathematical model of a VBR flow
transmission process with this heterogeneous access method and use the
model to find transmission parameters which guarantee that Quality of
Service requirements of the flow are satisfied at the minimal amount of
used channel time.

Keywords: Wi-Fi · VBR · QoS · Heterogeneous method · Mathemat-
ical model

1 Introduction

The users’ desire for better Quality of Service (QoS) drives development of
new QoS-aware protocols. In wireless technologies, special attention is paid to
channel access mechanisms which to a considerable degree influence the abil-
ity to provide QoS. A very good example is the Wi-Fi technology where the
IEEE 802.11e amendment, which was the first one to introduce QoS support
into Wi-Fi, defined two QoS-aware channel access mechanisms: Enhanced Dis-
tributed Channel Access (EDCA) and Hybrid coordination function Controlled
Channel Access (HCCA). The former is a random (contention-based) channel
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access mechanism providing prioritized QoS. The latter is a deterministic chan-
nel access mechanism providing parameterized QoS by means of contention-free
polling.

Both EDCA and HCCA were suitable for QoS provisioning at the moment
of their development. But constantly increasing density of Wi-Fi networks has
made these mechanisms barely applicable to QoS provisioning in modern scenar-
ios, where multiple Wi-Fi networks usually coexist in one area. Because of a low
number of available frequency channels, access points (APs) have to choose chan-
nels which are already occupied. It makes EDCA suffer from frequent collisions
and severe interference. Using HCCA, an AP can slightly relieve the situation
by protecting data transmissions from interference with its own stations (STAs),
but not from STAs of associated with other APs. Thus, both EDCA and HCCA
cannot be used to provide QoS in dense Wi-Fi networks.

Reliable data transmission in dense Wi-Fi networks requires some sort of
coordination between STAs in order to reduce interference. In recent Wi-Fi
amendments, such coordination has been provided by means of new determinis-
tic channel access mechanisms based on preliminarily channel time reservation.
For example, the IEEE 802.11aa amendment developed for robust audio and
video streaming has appended HCCA with the HCCA Negotiation mechanism,
which allows an AP to reserve time intervals during which this AP can serve
its STAs while the neighboring APs and their STAs do not transmit. This is
achieved through information dissemination about the reserved time intervals.
To reduce the overhead caused by such dissemination, time intervals are reserved
not individually but in sequences: an AP reserves a sequence of periodic time
intervals of equal duration. Next, we refer to such a sequence simply as a (peri-
odic) reservation. Thanks to the periodicity, a reservation can be described only
by three parameters: the period of the reserved time intervals, their duration
and the beginning of the first interval (see Fig. 1). The same approach is used
in the IEEE 802.11s amendment (Wi-Fi Mesh technology) where determinis-
tic Mesh coordination function Controlled Channel Access (MCCA) is defined.
Using MCCA, a STA can set up a periodic reservation in order to protect its
data transmissions from interference with neighboring STAs.

time
duration duration duration

period period

Fig. 1. Periodic reservation

Generally speaking, deterministic channel access mechanisms provide higher
reliability as compared with random access ones and, thus, seem to be more
desirable when serving data with strict QoS requirements. However, preliminar-
ily channel reservation requires some negotiation between neighboring STAs and
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dissemination of information about established reservations. On the one hand,
this ensures that reservations do not overlap, thus, increasing reliability. On the
other hand, the negotiation require both additional signaling and time to be per-
formed. As for the dissemination, it takes even longer time since it is performed
via special management frames — beacons — which are transmitted quite rarely.
Thus, quick changes in already established reservations are not possible. While
it is not a problem when serving Constant Bit Rate (CBR) flows [2–5], it comes
to the fore in case of Variable Bit Rate (VBR) flows, which intensity vary with
time. Along with packets retransmissions, caused by inevitable transmission fail-
ures, it turns the choice of appropriate reservation parameters into a non-trivial
problem, especially when a served VBR flow imposes strict QoS requirements.
One approach here consists in reserving a redundant amount of channel time,
accounting for the worst possible situation. In this case, the flow can be trans-
mitted with required QoS though at cost of overall network degradation since
too much time is reserved in anticipation of the flow bursts.

To improve the situation, a random access method (like EDCA) can be used
jointly with channel reservations. The idea is to handle flow bursts and retrans-
missions by means of the random access method while serving the constant
component of the flow intensity inside periodic intervals. Indeed, random access
mechanisms do not need to wait for the nearest reserved interval to transmit
data and can start to contend for the channel after it remains idle for a spec-
ified duration. Thus, though experiencing backoff-induced delays and frequent
collisions, such mechanisms are able to handle variations of a VBR flow intensity.

Standardization activity of Wi-Fi community has resulted in emergence of a
heterogeneous channel access method in Wi-Fi. This method based on EDCA and
HCCA is not described very well and only few studies [8–11] consider its usage
for QoS provisioning. In this paper, we propose how to use the heterogeneous
access method to transmit a VBR flow with QoS requirements and build a
mathematical model of this transmission process. The model can be used to find
such parameters of the method which guarantee QoS requirements satisfaction
at the minimal amount of used channel time. Moreover, we demonstrate gains
which the heterogeneous access method achieves over the deterministic one.

The rest of the paper is organized as follows. In Sect. 2, we briefly review the
existing studies on heterogeneous access methods. We formulate the problem of
the paper in Sect. 3. In Sect. 4, we develop the mathematical model of the con-
sidered transmission process. In Sect. 5, we use the model to select appropriate
transmission parameters and demonstrate gains of the heterogeneous channel
access. Finally, Sect. 6 concludes the paper.

2 Related Papers

A number of papers study how to share resources between random and deter-
ministic access methods in Wi-Fi networks. For example, [12] investigates how to
share time between EDCA and HCCA to achieve the maximum overall through-
put. [7] considers coexistence of EDCA and MCCA in Wi-Fi Mesh networks
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and shows how EDCA throughput depends on the percentage of time reserved
by MCCA. As for the heterogeneous access, a few existing studies like [8] and
[10] mainly consider a heterogeneous access method defined in the Wi-Fi stan-
dard. In [8], the authors consider streaming of saturated data and show that
the more data is transmitted with HCCA, the higher is ratio of successful
transmissions. The authors of [10] propose to use a Markov decision process
to coordinate simultaneous usage of HCCA and EDCA to achieve maximum
channel utilization. However, none of the mentioned papers consider streaming
of data with QoS requirements other than throughput. The usage of heteroge-
neous access for transmitting data with QoS requirements is considered in [11]
where a good description/analysis of EDCA, HCCA as well as the heterogeneous
access method is presented. [11] proposes an enhanced admission control algo-
rithm which can be used to improve performance of almost any HCCA scheduler
as shown by simulation. However, so far no papers have studied how to transmit
unsaturated data with QoS requirements by means of a heterogeneous access
method, i.e., how to choose its transmission parameters to satisfy QoS. In this
paper, we fill this gap by developing a mathematical model of a VBR flow trans-
mission in the presence of noise with such an access method. We exploit the
mathematical approach from [6], which considers transmission of a VBR flow
with QoS requirements (delivery delay and packet loss ratio) inside periodic
time intervals.

3 Problem Statement

We consider transmission of a VBR flow between two stations. Packets of the
flow arrive strictly periodically (with period Tin) in batches of random size (the
batch size takes value j with probability pin

j , j ∈ {1, . . . ,M}). Such structure of
an input flow corresponds to transmission of a video flow with RTP [1]. The QoS
requirements are represented by a) the bound on packet delivery time DQoS and
b) the bound on packet loss ratio PLRQoS , so that the sender drops any flow
packet standing in the queue longer than DQoS .

To transmit the flow, the sender uses a heterogeneous access method. For
that, the sender and receiver set up a periodic reservation with period Tres

and duration Ddet of the reserved intervals which is enough only for a single
packet transmission attempt. The sender transmits packets in the reserved time
intervals as well as outside them. The sender always transmits the oldest packet
in the queue. This packet is transmitted until it is successfully delivered or its
lifetime exceeds DQoS . In the latter case, the packet is discarded and the sender
starts serving the next packet in the queue. Additionally, to control the number
of transmission attempts of a packet, the sender maintains a retry counter: each
packet can be transmitted no more than R times.

The probability of unsuccessful packet transmission equals qdet in reserved
time intervals and qran outside them. Since generally qran > qdet, the sender
uses the random access only for packets which will become outdated before the
next reserved time interval and, thus, will be dropped. We assume that the time
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time

Tres

Ddet DdetDran Dran Dran

An exponential
variable with
mean 1/λ

Fig. 2. Time parameters

needed to get an access to the channel between two consecutive reserved time
intervals, i.e. in a contention-based interval, is an exponential random variable
with mean 1/λ. The duration of the contention-based interval equals Tres−Ddet,
while the time needed to transmit a packet with the random access equals Dran

(see Fig. 2).
In the described transmission process, we need to choose such Tres and R

that guarantee that the QoS requirements are satisfied while keeping the amount
of the used channel time as low as possible. To solve this problem, we develop
a mathematical model of the considered process which can be used to find PLR
as a function of Tres and R.

4 Mathematical Model

4.1 Markov Chain

Further we assume that Tres ≤ Tin ≤ DQoS . First, we split the time into slots
of duration τ = gcd(Tres, Tin), so that the beginnings of the reserved intervals
coincide with the beginnings of some slots. We express all time values in slots
(Fig. 3):

tres =
Tres

τ
, tin =

Tin

τ
, tres, tin ∈ N.

time

t t + 1 t + 2 t + 3 t + 4

tin · τ

τtres · τξ

VBR flow packets slots reserved intervals

Fig. 3. Packet arrivals and periodic reservation
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We model the transmission process as a discrete time Markov chain: we
observe the process at the beginnings of the reserved intervals and describe
the process state at some observation instant t with three integer values
(h(t),m(t), r(t)).

h(t) represents the time the oldest batch has spent in the queue. We denote
ξ as the duration of time interval between a batch arrival and the beginning of
the next slot (ξ is the same for all batches). Since nothing happens with batches
during time ξ after their arrivals, we virtually shift all batch arrivals up to the
beginnings of the next slots. To keep the process behavior unchanged, we decrease
the bound DQoS by ξ. We define the age of a batch as the difference between
the current time and the batch arrival time. This definition is valid even for a
batch which has not arrived yet, though in this case its age is negative. Next, we
define the Head of Line (HoL) batch as the batch with the highest age among
all batches which are currently in the queue and batches which have not arrived
yet. We refer to the first packet of the HoL batch as the HoL packet. Finally, h(t)
is the age of the HoL packet (batch) expressed in slots. Thanks to the time shift
we made above, the age of the HoL packet at any observation instant equals an
integer number of slots (h(t) ∈ Z). m(t) is the remaining number of packets in
the HoL batch and r(t) is the remaining number of transmission attempts of the
HoL packet.

Due to the definition of h(t), it is always higher than −tin since the next
batch arrives not later than (tin − 1) slots. Since the age of the HoL batch
cannot exceed DQoS , h ≤ d = �DQoS

τ �.
Let the system be in state (h(t),m(t), r(t)) at instance t. Further we describe

all possible transitions from this state.

h(t) < 0. In this case, the queue is empty and the next batch of size m(t) arrives
only |h(t)| slots later. By the next reserved interval the age of this batch simply
increases by tres slots. Thus, the process transits to state (h(t)+tres,m(t), r(t) =
R) with probability 1.

0 ≤ h ≤ d−tres. In this case, the queue is not empty and the sender transmits
the HoL packet in the current reserved interval. If not transmitted successfully,
the HoL packet remains in the queue since it does not become outdated by the
next reserved interval. Possible transitions from state (h(t),m(t), r(t)) depend
on values of m(t) and r(t):

– m(t) = 1 and r(t) > 1. If the only packet of the HoL batch is transmitted
successfully (with probability 1− qdet), then the HoL batch leaves the queue.
The next batch, which size is j with probability pin

j , is tin slots younger, what
makes the process eventually transit to state (h(t)−tin+tres, j,R) with proba-
bility (1−qdet)pin

j . Otherwise, if the HoL packet is not transmitted successfully
(with probability qdet), the process transits to state (h(t)+tres,m(t), r(t)−1).

– m(t) = 1 and r(t) = 1. In this case, the only packet of the HoL batch
anyway leaves the queue because of the retry limit. So, the process transits
to state (h(t) − tin + tres, j,R) with probability pin

j .
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– m(t) > 1 and r(t) > 1. The process transits to state (h(t),m(t)−1,R) with
probability 1 − qdet and to state (h(t),m(t), r(t) − 1) with probability qdet.

– m(t) > 1 and r(t) = 1. Since the HoL packet anyway leaves the queue
because of the retry limit, the process transits to state (h(t)+tres,m(t)−1,R)
with probability 1.

d − tres < h ≤ d. In this case, the HoL batch becomes outdated by the next
reserved time interval and leaves the queue by the beginning of the next interval.
Thus, the process transits to state (h(t) − tin + tres, j,R) with probability pin

j .
Having described all possible transitions, we are able to build the transition

matrix and find the steady-state distribution π(h,m, r) of the process states.

4.2 PLR Calculation

Given the average number of packets Iin arriving into the queue during one tran-
sition and the average number of packets Idis discarded during one transition,
we can find PLR as follows:

PLR =
Idis

Iin
. (1)

Iin can be easily found as

Iin =
Tres

∑
jpin

j

Tin
. (2)

The calculation of Idis is more complicated and presented below.
Packets can be discarded only during transitions from the following two types

of states: (a) states with r = 1 and 0 ≤ h ≤ d − tres and (b) states with
h > d−tres. Let Ndis(h,m, r) be the average number of packets discarded during
transition from state (h,m, r). If the state does not belong to the mentioned
types, then Ndis(h,m, r) = 0. If the state belongs to type (a), then only the HoL
packet can be discarded because of the retry limit if not transmitted successfully,
thus, Ndis(h,m, r) = qdet. In case (b), the entire HoL batch becomes outdated
before the next reserved interval. It occurs DQoS−h·τ s after the beginning of the
current one. Outdating packets are transmitted with the random access method
with all transmissions performed within DQoS − h · τ − Ddet + Dran s following
the end of the current interval (see Fig. 4). This time, which we denote as T (h),
cannot be higher than Tres − Ddet, thus, T (h) can be accurately calculated as
follows:

T (h) = min{DQoS − h · τ − Ddet + Dran, Tres − Ddet}. (3)

To find Ndis(h,m, r), we need to find the probability distribution of the
number of transmission attempts, which can be performed in an interval of
duration T (h). Let Λ(w;T ) be the probability of exactly w transmission attempts
being possible inside a contention-based interval of duration T . The number of
transmission in an interval of duration T cannot exceed W(T ) = �T/Dran� + 1.
Thus, if w > W(T ), then Λ(w, T ) = 0. Otherwise, let twait

i be the duration
of a time interval between the end of transmission i − 1 and the beginning of
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The last possi-

ble transmission

time

Tres − Ddet

Ddet Ddet

(h, m, r)
The last chance to

start transmission
DQoS − h · τ − Ddet

Dran

Fig. 4. Usage of random access

transmission i, 1 ≤ i ≤ W(T ). twait
i is an exponential random variable with

mean 1/λ. Thus, Λ(w;T ) can be calculated as follows:

Λ(w;T ) = P(
w∑

i=1

twait
i ≤ T − wDran,

w+1∑

i=1

twait
i > T − (w + 1)Dran) = (4)

= P(
w∑

i=1

twait
i ≤ T − wDran) − P(

w+1∑

i=1

twait
i ≤ T − (w + 1)Dran),

where

P(
w∑

i=1

twait
i ≤ X) = e−λX

+∞∑

i=w

λiXi

i!
= 1 − e−λX

w−1∑

i=0

λiXi

i!
.

Now, we are able to calculate Ndis(h,m, r) for transition from state with h >
d−tres. With probability 1−qdet the HoL packet is successfully transmitted and
m−1 remaining packets of the HoL batch are transmitted during the contention
interval. Since none of these packets has been transmitted before even once,
all of them have R transmission attempts. Otherwise, with probability qdet all
the m packets are transmitted with the random access where the remaining
number of transmission attempts of the first packet equals r−1 ≥ 0, while other
packets have R transmission attempts. Let the maximum number of transmission
attempts in the contention interval be equal to w (with probability Λ(w;T (h))).
We consider transmission of n ≥ 0 packets in a transmission window of size 0 ≤
w ≤ W(T (h)). Let U(r, n, w) be the average number of packets not transmitted
successfully in this window, where r ≥ 0 is the remaining number of transmission
attempts of the first packet. If n = 0, then U(r, n, w) = 0. For n ≥ 1, the values
of U(r, n, w) can be found recurrently:

U(r, n,w) =
min{w,r}∑

t=1

qt−1
ran(1 − qran)U(R, n − 1, w − t)+

qmin{w,r}
ran (1 + U(R, n − 1, w − min{w, r})). (5)

Combining (3), (4) and (5) we can calculate Ndis(h,m, r) for h > d − tres:

Ndis(h,m, r) =
W(T (h))∑

w=0

Λ(w;T (h)) (qdetU(r − 1,m,w) + (1 − qdet)U(R,m − 1, w)) .
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Finally, Idis can be calculated as follows:

Idis =
∑

h,m,r

π(h,m, r)Ndis(h,m, r). (6)

4.3 Channel Time Consumption

We define channel consumption C as the percentage of the channel time occu-
pied by a flow transmission with the heterogeneous channel access method. C is
composed of two components: C = Cdet + Cran. The former is the percentage of
the reserved channel time, and the latter is the percentage of the channel time
occupied by transmissions in contention-based intervals. Evidently,

Cdet(Tres) =
Ddet

Tres
. (7)

To find Cran, we denote Ntx(h,m, r) as the average number of transmis-
sion attempts performed with the random access during transition from state
(h,m, r). If h ≤ d − tres, then Ntx(h,m, r) = 0. For h > d − tres, values of
Ntx(h,m, r) can be calculated in a similar way as values of Ndis(h,m, r) are
calculated in Sect. 4.2. Let V (r, n, w) be the average number of transmission
attempts performed in a contention-based interval to transmit n ≥ 0 packets.
Here r ≥ 0 is the remaining number of transmission attempts of the first packet,
while other packets have R transmission attempts, and w ≥ 0 is the maxi-
mum possible number of transmission attempts in a contention-based interval.
If n = 0, then Ntx(r, n, w) = 0. For n ≥ 1, the following recurrent formula can
be used:

V (r,n, w) =
min{r,w}∑

t=1

qt−1
ran(1 − qran)(t + V (R, n − 1, w − t))+

qmin{r,w}
ran (min{r, w} + V (R, n − 1, w − min{r, w})).

Similar to (4.2), for Ntx(h,m, r) we obtain

Ntx(h,m, r) =
W(T (h))∑

w=0

Λ(w;T (h))(qdetV (r − 1,m,w) + (1 − qdet)V (R,m − 1, w)).

Finally, Cran can be calculated as follows:

Cran(Tres,R) =
Dran

Tres

∑

h,m,r

π(h,m, r)Ntx(h,m, r).

5 Numerical Results

Let us show how to use the model to find appropriate parameters in case of
a video flow transmission over a Wi-Fi network with IEEE 802.11a PHY. We
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Fig. 5. The batch size distribution of the VBR flow

consider a VBR flow which batches arrive each Tin = 40 ms and have the size
distribution shown in Fig. 5. The delay bound DQoS equals 150 ms. The sender
transmits data packets of size 1500 bytes at the rate of 54 Mbps and ACKs are
transmitted at the rate of 6 Mbps, so that Ddet = 312 µs and Dran = 346 µs.
The probabilities of unsuccessful transmissions are the following: qdet = 0.05
and qran = 0.2. The mean access time 1/λ equals 171 µs. This value is obtained
experimentally in a saturated Wi-Fi network with 10 stations all of which use
the EDCA random access mechanism and transmit best effort data at the rate
of 54 Mbps. Given all these parameters, we use the model to find PLR as a
function of R and Tres, which is shown in Fig. 6. The same function but obtained
by simulation negligibly differs from the analytical one, that is why it is not
explicitly shown in Fig. 6.
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Fig. 6. PLR as a function of Tres and R
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Function PLR(Tres,R) significantly drops at one points while raising at oth-
ers. To explain this, let us consider a reservation with period Tres = 20 ms. In
this case, packets can become outdated only in the middle between two con-
secutive reserved intervals, thus, having approximately Ddet mod Tres = 10 ms
to be transmitted with the random access method. Since 10 ms � 1/λ, multi-
ple transmissions in a contention-based interval are possible. That is why, the
higher is value of R, the lower is the value of PLR. Another situation can be
observed if Tres = 30 ms. In this case, outdating packets are never transmitted
with the random access since DQoS mod Tres = 0 ms, what increases PLR values
in comparison with neighboring values of Tres.

It is worth to mention, that the developed model can be used to analyze
transmission with the deterministic access method: PLR can be found as for the
heterogeneous method simply by putting qran = 1, while channel consumption
is given by (7). We use this ability of the model to compare the heterogeneous
and deterministic access methods in terms of the minimal amount of the channel
time needed to satisfy the QoS requirements. Given a value of PLRQoS , we find
such parameters T̃res and R̃, which guarantee that the QoS requirements are
satisfied at the minimal value of channel consumption C. We denote this value
as C̃(PLRQoS):

C̃(PLRQoS) = min
Tres,R :

PLR(Tres,R)≤PLRQoS

C(Tres,R) = C(T̃res, R̃)

Functions C̃(PLRQoS) for the both considered methods are demonstrated in
Fig. 7. It shows that the heterogeneous access method outperforms the determin-
istic one for all relevant values of PLRQoS (10−5 . . . 10−2) by reducing channel
consumption by 25–35 %. Though achieving this gains requires adjustment of
the method parameters, this task can be successfully solved by means of the
developed mathematical model, what finally turns the proposed heterogeneous
method intro a more preferable choice for serving VBR flows.
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Fig. 7. C̃(PLRQoS) for heterogeneous and deterministic access methods
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6 Conclusion

In the paper, we have considered transmission of a VBR flow with a hetero-
geneous channel access method being a combination of the random and deter-
ministic. With this method, packets of the flow are transmitted in preliminarily
reserved periodic time intervals as well as outside them, so that retransmissions
and data bursts can be handled by means of the random access, while a constant
component of the flow can be served in reserved interval. We have developed a
mathematical model of this transmission process which can be used to find such
parameters of the heterogeneous method, which guarantee that QoS require-
ments of the flow are satisfied at the minimal amount of the used channel time.
It is shown that the heterogeneous method generally occupies less channel time
to satisfy QoS requirements then the deterministic one. The future work includes
further improvement of the model to make it account for possibility of erroneous
estimation of the transmission failure probabilities.
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Abstract. The objective of mobility load balancing (MLB) is to intelli-
gently spread user traffic load out on a network in order to avoid degrada-
tion of end-user experience and performance due to overloaded or con-
gested cells. The load standard deviation (LSD) as a new key perfor-
mance indicator (KPI) for MLB performance evaluation has been pro-
posed in the paper. The paper aims to minimize the LSD over network
level for equally spreading cell load out on a network with low radio
resource control (RRC) signaling load. To support the MLB function
enhancement for self-organizing network (SON), the novel MLB algo-
rithm has been proposed in this paper. The performance of the algorithm
has been analyzed and compared through computer simulations as well.

According to the results, we found that the proposed MLB algorithm
can reduce the LSD from 7.48 % to 60.74 %. On the other hand, we
observed that the proposed MLB algorithm required 10.79 % more han-
dovers than the non-MLB operation.

Moreover, the overall number of RLF was produced as many as 140
from the proposed MLB algorithm operation. This information indicates
that MLB and mobility robustness optimization (MRO) coordination is
needed for reducing the number of RLF. Furthermore, looking at the
impacts of RLF, we can conclude that MRO should have higher priority
than MLB.

Keywords: LTE · Self-organizing networks · Mobility load balancing

1 Introduction

A small cell access point (AP) is a nomadic or mobile access point with small
size supporting cheap wired and wireless convergence services by connecting a
mobile phone with the Internet in indoor environments such as home and office.
Although it is similar to a Wi-Fi access point in a functional aspect point of
view, it is different that a primary role of a small cell access point is to relay a
mobile phone call unlike a Wi-Fi AP.
c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 205–216, 2016.
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Small cell deployments are expected to occur in different scenarios, such as
venues, enterprise, dense urban residential and business areas. These scenarios
include both uncoordinated deployments with customer and coordinated deploy-
ments with the operator, or small cell vendors.

The self-organizing network (SON) function includes both network self-
configuration and self-optimization functions. In a SON architecture aspect, SON
functionalities are divided into two types: a distributed SON (dSON) and a cen-
tralized SON (cSON).

The dSON algorithm is executed locally at the individual small cell to get
a fast interaction with the direct neighborhood. UE specific information and
rich input data sets are easier implemented locally by dSON. The dSON entities
autonomously adjust local parameter settings within each Home eNB (HeNB),
or interacting with neighbor HeNBs over X2 interface. On the other hand, the
cSON algorithm requiring wide area visibility and parameter settings, without
the need for fast response times is performed at a central server (a.k.a. SON
server).

Therefore, a hybrid architecture for SON combines with interacting cSON
and dSON components. A cSON entity collecting information like performance
counters retrieved from the small cell could be seen as a part of the network
manager (NM) and/or of the element manager (EM) and provides guidelines
and parameter ranges to dSON functions.

The mobility load balancing (MLB) by cell reselection in radio resource con-
trol (RRC) idle mode has been studied in [1], and the MLB for RRC connected
mode has been proposed in [2–4]. Although a few problems have been addressed
in these papers, the MLB problems when both serving cell and neighbor cell were
in overload status have not been addressed, yet. Moreover, the additional RRC
signaling load regarding early HO should be considered in MLB algorithm in
order to apply for a live LTE network. The objective of our MLB approach is to
intelligently spread a load of cells out on a network with low RRC signaling load
nevertheless in this severe overload status. The load standard deviation (LSD)
as a new key performance indicator (KPI) for MLB performance evaluation has
been proposed as well.

The rest of this paper is organized as follows. Section 2 describes the system
model and assumptions considered in this paper. Details of the proposed MLB
algorithm are presented in Sect. 3. We then provide the simulation environments
and results in Sect. 4, and offer some concluding remarks in Sect. 5.

2 System Model

There are two load balancing (LB) strategies to perform load balancing by SON
function over LTE system level. One is to modify downlink (DL) power such
as reference signal power or antenna tilt. However, degradation of coverage in
reduced power cells can be archived by this strategy, and over-provisioning of
power amplifiers in increased power cells can be required. This can be one of
the reasons that the cost of small cell AP is increased. The other is to modify
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handover (HO) parameter such as cell individual offset (CIO). The CIO is a
target parameter for mobility load balancing (MLB). Although this strategy can
overcome the cons of DL power modification, free resource of neighbor cell is
needed to archive the pros of load balancing.

With regard to MLB, early HO is needed in case of overloaded cell, and
delayed HO is needed in case of normal loaded cell for MLB optimization.

The handover procedure to provide mobility management is one of the main
features in the 3rd generation partnership project long term evolution (3GPP
LTE). The HO procedure in 3GPP LTE is started with measurement report
(MR) message transmission from a UE to its serving cell in a first stage. The UE
monitors the reference signal received power (RSRP) of reference symbols or ref-
erence signal received quality (RSRQ) on downlink channel based on cell-specific
reference signals (C-RS) periodically. If the conditions for MR transmission is
satisfied with the signal strength, the UE sends the corresponding MR indicating
the triggered event. In this paper, the event A3 and MR messages in [6] are used
for our MLB optimization. Equation (1) shows the entering condition of event
A3 in case that a neighbouring cell becomes offset better than PCell.

Mn + Ofn + Ocn − Hys > Mp + Ofp + Ocp + Off, (1)

where Mn is the RSRP(or RSRQ) of the neighbouring cell. Ofn is the frequency
specific offset of the frequency of the neighbour cell. Ocn is the cell specific offset
of the neighbour cell. Mp is the RSRP(or RSRQ) of the primary cell (PCell). Ofp

is the frequency specific offset of the primary frequency. Ocp is the cell specific
offset of the PCell. Hys is the hysteresis parameter for this event. Off is the
offset parameter for this event (i.e. a3-Offset).

In this paper Ofn and Ofp are ignored, since inter-frequency scenario is
excluded. Off is also removed, since target parameters for our MLB algorithm
are Ocn and Ocp only. If there are multiple neighbors along with a UE, a UE
has several Mns, Ofns, and Ocns. They are considered as candidate target cells
in this paper.

Equations (2) and (3) show the resource block utilization ratio (RBUR) over
a HeNB level and a network level respectively.

ρhk
(t) =

∑m
j=1 NUEj

(t)
C × B

, (2)

where ρhk
(t) indicates the RBUR on tth time slot over kth HeNB. NUEj

(t) indi-
cates the number of the physical resource block allocated to jth UE connected
to kth HeNB on tth time slot. m is the number of UE connected to kth HeNB.
C is the total number of carrier per a HeNB. B is the total number of physical
resource block (PRB) per carrier.

ρ(t) =
K∑

k=1

ρhk
(t) =

∑M
i=1 NUEi

(t)
C × B × K

, (3)
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where ρ(t) indicates the RBUR on tth time slot over overall network level.
NUEi

(t) indicates the number of the physical resource block allocated to ith
UE on tth time slot over overall network level. M is the total number of UE over
overall network level. K is the total number of HeNB over overall network level.

The LSD is defined as

σ =

√∑n
t=1(ρ(t) − ¯ρ(t))2

n
, (4)

where ¯ρ(t) =
∑n

t=1 ρ(t)

n and n is the total number of time slot t.
Our proposed MLB algorithm aims to minimize σ over network level in order

to spread their load equally out with low RRC signaling load.

3 Proposed MLB Algorithm

As stated before, the LSD in Eq. (4) is defined newly as a key performance indi-
cator (KPI) in terms of MLB algorithm performance evaluation. An appropriate
UE for early HO should be selected to satisfying this goal in the first stage, and
then CIO values of each UE should be adjusted within safty range to avoid a
radio link failure (RLF) for early HO.

Table 1 shows Q-OffsetRange (a.k.a. cell individual offset CIO), defined in [6].
The values are in dB. Value dB-24 corresponds to -24 dB, dB-22 corresponds to
-22 dB and so on. The Q-OffsetRange was used to indicate a cell specific offset
such as Ocn or Ocp to be applied when evaluating triggering conditions for event
A3 measurement reporting.

Table 1. Q-OffsetRange

Q-OffsetRange ::= ENUMERATED {dB-24, dB-22, dB-20, dB-18,
dB-16, dB-14, dB-12, dB-10, dB-8, dB-6, dB-5,
dB-4, dB-3, dB-2, dB-1, dB0, dB1, dB2, dB3, dB4,
dB5, dB6, dB8, dB10, dB12, dB14, dB16, dB18,
dB20, dB22, dB24}

Figure 1 explains the basic concept and procedure of the MLB algorithm.
Given that five UEs are connected to the HeNB1, three UEs are located at cell
edge area and two UEs are located at the center of cell area. When the RBUR
ρHeNB1 of HeNB1 is more than overload threshold THoverload, the proposed
MLB Algorithm 1 is performed over the HeNB1. If RRCConnectionReconfigura-
tion in order to adjust Ocn or Ocp of event A3 should be sent to all UEs, heavy
RRC signaling load is generated. To avoid this drawback, the appropriate user
equipment (UE) selection procedure located in cell edge by periodic MR was
added into our MLB algorithm. The UEs at cell edge are with RSRP values less
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Fig. 1. The proposed MLB algorithm concept

than THserving and more than THtarget. Moreover, if both the serving cell and
the neighboring cell are in a similar overloaded status, the conventional MLB
operation make unnecessary HO or ping-pong HO as well as signaling overload.
Therefore, we took THloadgap into account to resolve this defect. Ocn of event
A3 over the target cell is increased and Ocp of event A3 over the target cell is
decreased. Consequently early HO has been made forcibly.

Where H indicates the set of HeNBs. H = {h1, h2, ..., hK}, where K is the
number of the HeNBs. U indicates the set of UEs located at cell edge with RSRP
values less than THserving and more than THtarget. U = {u1, u2, ..., uM}, where
M is the number of the UEs. CT indicates the set of candidate target cells belong
to U. CT = {ct1, ct2, ..., ctL}, where L is the number of the candidate target cells
belong to U. ρs is the load of serving cell. ρctl is the load of lth candidate target
cell. THoverload is the threshold value with respect to overload. THloadgap is
the threshold value with respect to load differentiation between source cell and
target cell.



210 S. Oh et al.

Algorithm 1. The proposed MLB algorithm
1: Collecting the resource usage information of H;
2: for h1 to hK do
3: if ρhk > THoverload then
4: Finding current active U located at cell edge and belong to hk;
5: Finding CT belong to U;
6: for u1 to uM do
7: for ct1 to ctL do
8: if ctl = max. RSRP then
9: if (ρs − ρctl) > THloadgap then

10: Ocn += ΔQ-OffsetRange of A3 event over ctl;
11: Ocp –= ΔQ-OffsetRange of A3 event over ctl;
12: send RRCConnectionReconfiguration to um

13: end if
14: end if
15: end for
16: end for
17: end if
18: end for

4 Simulation

4.1 Simulation Environments

The simulations assume the small cell parameter values modified from scenario
#3 (dense) in [7] to consider practical smartphone test environment (LTE FDD
Band 3). This paper simulates an urban environment where the users are walking
at 1 m/sec with circular footprint. Table 2 describes the simulation environments
using the detailed parameters and assumptions in this paper. In this work, we
implemented the MLB algorithm with an LTE model of the NS-3 simulation
environment in [8]. Moreover, the RLF in [5] was implemented, since there was
no RLF implementation in current version of NS-3 simulation environment.

Figure 2 shows the cell layout topology for the simulation. The load status of
HeNBs is expressed by green (normal status) and red (overload status) colors.
The overload threshold was 0.7. This means that HeNB goes into the overload
status if it is spending PRB over 70 % comparing to total own PRB. The evolved
packet core (EPC) includes core network interfaces, protocols and entities such
as the mobility management entity (MME), the serving gateway (S-GW), and
the packet data network gateway (PDN-GW). the application server provide
UEs with LTE application service. Video service regarding QCI 2 (GBR video
call) is implemented in this simulation.

4.2 Simulation Results

Figure 3 presents RBUR ρ(t) per HeNB without an MLB algorithm. As we can
see in the figure, the fluctuation of RBUR per HeNB is kept on very low status,
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Table 2. Simulation Parameters and Assumptions

Parameters Settings

System bandwidth per carrier 20MHz,
Number of PRB (Physical Resource Block) = 100

Carrier frequency 1.8 GHz,
[Band 3 frequency (fc)]
DL = 1842.5 MHz
UL = 1747.5 MHz

[Band 3 EARFCN]
DL = 1575
UL = 19575

Carrier number 1

Total BS TX power 24 dBm

Number of cells 10

Inter-site distance (ISD) 30m

Antenna pattern Omni-directional

Number of UEs 80

Path loss (PL)
(non-line-of-sight (NLOS))

147.4 + 43.3 log10(R),
distance R in km

Shadowing standard deviation (σ) = 4 dB

UE mobility model circular way (radius = 10m, speed = 1 m/sec)

deployment scenario urban

MAC scheduler channel and qos aware (CQA)

UE dropping * 50 % mobile UE: Randomly and uniformly
distributed over whole area.

* 50 % fixed UE: Randomly and uniformly
distributed over limited handover available area
(cell edge) only.

THoverload 0.7

THloadgap 0.1

Hysteresis 2dB

time-to-trigger (TTT) 256msec

Simulation time 605 sec

since there is no MLB operation as well as identical UE circular mobility pattern
when time goes by.

However, we can see the big fluctuation of each RBUR in Fig. 4 due to the
effect of MLB operation. The overload compensation at network scope is per-
formed by the forced early HO depending on MLB algorithm.

Figure 5 describes average RBURs ¯ρ(t) per HeNB with MLB and without
MLB. The overall average values of RBUR with MLB operation and without
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Fig. 2. Simulation cell layout topology

Fig. 3. RBUR ρ(t) per HeNB without MLB
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Fig. 4. RBUR ρ(t) per HeNB with MLB

Fig. 5. Average RBUR ¯ρ(t) per HeNB
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MLB operation have 8.1 and 7.7. While, their standard deviation values are 0.05
and 0.12, respectively. This indicates we can get smaller deviation of average
RBUR by MLB operation. It means that MLB operation provides safety load
balancing on network scope, although MLB operation requires bigger average
value of RBUR.

Fig. 6. Load standard deviation (LSD) KPI for MLB gain

As mentioned in previous section, we defined the LSD for new KPI in terms
of MLB performance evaluation. Figure 6 shows we can reduce the LSD from
min. 7.48 % to max. 60.74 % by the MLB algorithm when time is increased.
This information indicates that we obtained safety load balancing performance
increase from min. 7.48 % to max. 60.74 % by the proposed MLB algorithm.

The MLB algorithm makes early HO by adjusting CIO parameters such as
Ocn and Ocp forcibly, so that more number of HO is need. We can call this MLB
cost for MLB operation. As can be seen in Fig. 7, we found that extra HOs are
needed more as much as 10.79 % for the MLB operation.

Figure 8 presents the RLF count per HeNB generated by early HO that is
the result of MLB operation. The overall number of RLFs is 140 and HeNB1 has
the greatest number of RLFs since there are most of UEs that are the targets
for early HO around HeNB1. This RLF count took a consideration into MLB
cost for normal MLB operation. This histogram shows us that MLB and MRO
coordination is needed for avoiding RLF increase prior to MLB operation. MRO
should have higher priority than MLB for the clean RLF.
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Fig. 7. Overall handover count for MLB cost

Fig. 8. RLF count for MLB cost

5 Conclusions

In this paper, we discussed important properties such as MLB gains and costs
that take place in the proposed MLB algorithm operation over LTE system.
The objective of this paper was to minimize LSD over network level in order
to spread their load equally out with low RRC signaling load. To analyze and
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evaluate the performance of the proposed MLB algorithm, LTE small cell urban
environments where users are walking at 1 m/sec with circular footprint were
simulated.

As we can see in the simulation results of Sect. 4.2, we found that the pro-
posed MLB algorithm can reduce LSD from min. 7.48 % to max. 60.74 %. On the
other hand, we observed that 10.79 % of handovers happened more for the pro-
posed MLB operations compared to the number of handovers without an MLB
algorithm. Moreover, the overall RLFs are produced as many as 140 times from
the proposed MLB algorithm operation. This information indicates that MLB
and MRO coordination is needed for reducing the number of RLF. Furthermore,
looking at the impacts of RLF, we can conclude that MRO should have higher
priority than MLB.

We leave the study of the performance evaluation with regard to RRC sig-
naling load impact and threshold of load gap THloadgap effect in the proposed
MLB algorithm for further research.
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Abstract. Cellular network assistance over unlicensed spectrum tech-
nologies is a promising approach to improve the average system through-
put and achieve better trade-off between latency and energy-efficiency
in Wireless Local Area Networks (WLANs). However, the extent of
ultimate user gains under network-assisted WLAN operation has not
been explored sufficiently. In this paper, an analytical model for user-
centric performance evaluation in such a system is presented. The model
captures the throughput, energy efficiency, and access delay assuming
aggressive WLAN channel utilization. In the second part of the paper,
our formulations are validated with system-level simulations. Finally, the
cases of possible unfair spectrum use are also discussed.

1 Introduction and Motivation

Today, modern Wireless Local Area Networks (WLANs) are widely utilized all
over the world. This is due to their low deployment and service costs, relatively
simple channel access protocols, and ubiquitous availability of radio interfaces
on most of the contemporary user devices. Being a major technology trend,
IEEE 802.11 (WiFi) took its niche as one of the most popular wireless com-
munication solutions [1]. It utilizes unlicensed bands (2.4, 5 GHz), thus allowing
for unrestricted high-speed connectivity between users and network infrastruc-
ture. Based on its previous editions, the current protocol version [2] introduces
advanced Medium Access Control (MAC) mechanisms built over a wide range
of Physical (PHY)-layer features that altogether support the steadily growing
numbers of networked devices1.

1 See Ericsson mobility report: On the pulse of the Networked Society, http://www.
ericsson.com/mobility-report.
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On the other hand, cellular network operators are increasingly willing to
offload their excess traffic demand onto unlicensed bands2 by e.g., leveraging
direct connectivity between user devices in license-exempt spectrum. With such
cellular network assistance, there exists an opportunity to manage and improve
performance of the conventional WLAN deployments [3,4]. Similar approaches
have been investigated from various perspectives and shown to offer throughput
and energy efficiency benefits [5]. However, we believe that the ultimate capabili-
ties of network-assisted WLAN operation have not been studied conclusively. For
instance, the potential of novel MAC algorithms and “adaptive scheduling” [6]
remains largely unexplored in this context.

Fig. 1. Topology of the considered scenario

More specifically, the tentative performance gains with network-assisted traf-
fic offloading have been considered in the past by relying on WiFi-Direct con-
nectivity [7], as well as employing anchor access points as part of the cellular
infrastructure [8]. We expect that the practical advantages of integrating the
WLAN connectivity with system-wide cellular network management would grow
further over the following years [9,10]. This should result in generally improved
levels of performance that current IEEE 802.11 system deployments would gain
with added cellular network assistance.

The above considerations call for revisiting the existing WiFi-specific perfor-
mance evaluation models to determine the optimal network-assisted operation of
real-life WLANs. In this work, a model for aggressive channel utilization based
on regenerative analysis is discussed. It allows to quantify system performance
with high scalability by operating with only a small number of parameters and
thus may be preferred over traditional Markov chain based approaches [11,12].

2 See Cisco Visual Networking Index: Global Mobile Data Traffic Forecast, http://
www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-
index-vni/mobile-white-paper-c11-520862.html.

http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/mobile-white-paper-c11-520862.html
http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/mobile-white-paper-c11-520862.html
http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/mobile-white-paper-c11-520862.html
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To illustrate its capabilities, we model the network operation for static and
dynamic user arrivals. Finally, we overview our developed technology prototype
that continues the authors’ previous work in [13]. The described demonstrator
features a conventional Linux laptop with a custom-compiled kernel WiFi module
and a traffic generation software in order to mimic the case of aggressive channel
utilization, as it is demonstrated in Fig. 1.

The rest of this text is organized as following. In the following section,
the WiFi-specific Binary Exponential Backoff protocol operation and the cor-
responding analytical model are briefly reviewed. The numerical results and the
model validation are elaborated in Sect. 3. The final section summarizes the
work-in-progress and concludes this paper.

2 Case Description and Analysis

In this work, we consider the conventional IEEE 802.11n MAC operation, which
utilizes the so-called Distributed Coordination Function (DCF) based on Binary
Exponential Backoff (BEB) protocol for collision resolution and Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) mechanism [14] operat-
ing in the Request-To-Send/Clear-To-Send (RTS/CTS) mode.

For the sake of simplicity, we consider a single Access Point (AP) in our
network together with M stationary devices connected to it. We also assume
that all of the WiFi devices are operating in the “aggressive” saturation mode,
that is, their traffic queues are always full whenever they initiate a transmission.
Another important assumption is that the co-located cellular network always
has an up-to-date knowledge on the number of devices connected to the AP or
residing in its range, since we only consider multi-radio devices with two radio
interfaces, WLAN and cellular.

The RTS/CTS based channel reservation mechanism – employed whenever a
particular device seizes a channel for transmission – operates as a four-way hand-
shake. The system in question is primarily controlled by three parameters: the
initial backoff window W0, the backoff stage m, and the retransmission counter
K. If the channel is not reserved during the Arbitration Inter-Frame Spacing
(AIFS) interval, the tagged device is applying a backoff procedure before com-
mencing its data transmission attempt.

Hence, the Backoff Counter (BC) value is selected uniformly from the interval
0 to W0−1, and the current contention window value is denoted as Wi. After each
idle slot, the BC value is decremented. Whenever it reaches zero, a transmission
attempt is initiated. In case there are two or more simultaneously transmitting
users, a collision is detected at the AP side. As long as the packet is not discarded
(K still allows to retransmit), the CW is doubled (Wi = 2Wi − 1) to reduce the
collision probability and the BC is generated again.

It is important to note that equipment vendors set the maximum limit for the
CW as CWmax = Wm

0 . However, if there have been more than K unsuccessful
transmissions of one packet, it is discarded and the corresponding data is lost.
A diversity of WiFi chipsets available on the market calls for harmonization of
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the utilized BEB parameters to achieve efficient and fair medium access. To this
end, our considered analytical model may be applied to select the corresponding
set of MAC parameters in a close-to-optimal manner.

Over the recent years, multiple research papers use Markov chain based tech-
niques to analyze the BEB scheme [15,16]. However, it may be difficult to scale
such models to study all the system parameters of interest due to the fast state
space growth. Fortunately, there are alternative analytical approaches to evaluate
the performance indicators in case of saturation, which are based on regenera-
tive analysis. We believe the latter may be scaled better and capture the system
behavior more efficiently [17,18].

In what follows, we discuss an analytical model to optimize the BEB parame-
ters for network-assisted WLAN operation with aggressive channel utilization.
First, we characterize the number of successful transmissions and the corre-
sponding transmission attempts. Accordingly, the well-known collision probabil-
ity expression can be written as follows

pc = 1 − (1 − pt)M−1, (1)

where M−1 is the number of contending devices that may collide with the tagged
user during a time slot and pt is the transmission probability for a device, i.e.,
the probability for a user to start its transmission in a randomly chosen time
slot. This value may be obtained as

pt = lim
n→∞

n∑
i=1

B(i)

n∑
i=1

D(i)

=
E[B]
E[D]

, (2)

where B(i) is the number of packet transmission attempts for a given regeneration
cycle ith related to the duration of the ith cycle in slots D(i).

Therefore, the probability of a successful transmission can be derived as

ps =
Mpt(1 − pt)M−1

1 − (1 − pt)M
. (3)

Further, we may develop the discussed analytical approach for a case when
some of the packets may be discarded based on the number of retransmission
attempts K and the backoff stage value m. In order to produce the respective
transmission probabilities, we need to evaluate the average number of transmis-
sion attempts E[B] during the ith cycle as

E[B] =
K+1∑
i=1

iPr{B = i} = (1 − pc)
K+1∑
i=1

ipi−1
c + (K + 1)pK+1

c = 1−pK+1
c

1−pc
. (4)

Additionally, we have to take into account the number of transmission
attempts E[D1,2] as
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E[D1] = (1 − pc)
[
K+1∑
i=1

(
2i−1W0 − W0−i

2

)
pi−1
c

]
+

+pK+1
c

(
2KW0 − W0−(K+1)

2

)
,

E[D2] = (1 − pc)

[
m+1∑
i=1

(
2i−1W0 − W0−i

2

)
pi−1
c +

+
K+1∑

i=m+2

(
2m−1W0(i − m + 1) − W0−i

2

)
pi−1
c

]
+

+pK+1
c

(
2m−1W0(K − m + 2) − W0−(K+1)

2

)
.

(5)

Finally, we determine the sought transmission probabilities by calculating (4)
for both (5) and (2). After straightforward technical transformations, we arrive at

⎧
⎨

⎩
p1t = 2(1−2pc)(1−pK+1

c )

W0(1−pc)(1−(2pc)K+1)+(1−2pc)(1−pK+1
c )

,

p2t = 2(1−2pc)(1−pK+1
c )

(1−2pc)(W0(1−2mpK+1
c )+(1−pK+1

c ))+pcW0(1−(2pc)m)
,

(6)

where p1t is for the case when K ≤ m and p2t stands for K > m. As the last
step, by taking into account the results from (6), we produce the probability of
a successful transmission with (3).

3 Numerical Results

In this section, we evaluate the considered analytical approach by utilizing a sim-
ple MAC-layer WiFi simulator. Correspondingly, the main operating parameters
are summarized in Table 1. Our subsequent results are divided into two groups:
the overview of possible BEB optimization opportunities for network-assisted
WLAN deployments; and the case when the number of saturated multi-radio
devices varies uniformly.

Table 1. Core system parameters

Parameter Value

Packet size 1500 bytes

PHY data rate 65.0 Mbps

Number of users 5 to 100

Initial backoff window W0 2 to 1024

Backoff stage R 2 to 14

Short retry limit K 7, ∞
Maximum simulation duration 30 min or 106 slots

Based on a live trial reported in [19] and executed in Mountain View, Cali-
fornia, the average number of devices connected to one AP is fluctuating below 5
during the day. In this work, as the worst case, we assume 5 times more devices
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that have an active saturated connection to a single AP. Along these lines, we
study a set of cases in order to obtain insights into the best initial Contention
Window and Retransmission Counter values based on the successful transmis-
sion probability. Accordingly, we estimate the probability that a packet has been
successfully delivered if its transmission is attempted by the tagged user.

The results for the actual average number of devices is shown in Fig. 2(a).
Here, the horizontal line represents a suboptimal algorithm based on the app-
roach from a well-known work in [20]. In this case, the system has knowledge of
the total number of users (via the cellular network assistance) and each of the
user devices is only allowed to utilize the corresponding channel access proba-
bility (which can be easily recalculated into the initial CW and RC values).

Further, our simulation tool was calibrated with the discussed analytical
framework and the example for W0 = 16, R = 6, and K = 7 is shown in Table 2.

However, Jain’s Fairness Index (J = (
n∑

i=1

xi)2/n
n∑

i=1

xj
2) [21] demonstrates that

the numbers of successful transmissions across the users are not equal. This cru-
cial BEB operation feature is related to the Channel Capture Effect issues [22].

Table 2. Calibration between simulation and analysis

Number of users ps, analysis ps, simulation Jain’s index

10 0.32792 0.32563 0.90665

20 0.35368 0.35822 0.94976

30 0.36366 0.36833 0.96009

50 0.37025 0.37706 0.97315

As shown in Fig. 2(a), there is only one optimal point (see the peak in the
plot) with the backoff parameters of W0 = 5 and R = 2. In order to optimize
the system operation, the values need to be updated accordingly for each of the
devices through the AP and in coordination with the cellular network assistance
function. The step-wise behavior in the right side of the plot is due to a decreased
saturation in the channel, i.e., the initial contention builds up as the channel
access time increases.

The corresponding results for 10 users are illustrated in Fig. 2(b). Clearly,
there is more than one peak, that is, the best successful transmission probability
may be achieved in a number of ways by selecting the alternative pairs of BEB
parameters. Here, to consider only one of those, the middle part of this cluster
of points may become an adequate option (W0 = 4, R = 4). This is due to a
lower influence of the capture effect, and the initial CW value does not affect
the operation in terms of the initial transmission delay either.

Finally, we increase the number of contending devices to a larger value of 100 in
Fig. 2(c). We see that the number of peaks also increases and make a similar deci-
sion as in the case for 10 users to choose the suboptimal operating point. Therefore,
for 100 devices, the BEB parameters may be chosen as W0 = 4 and R = 4.
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Fig. 2. Successful transmission probability for different numbers of users

We continue by modeling dynamic user arrivals and thus utilize the following
setup. The devices attempt to access the channel over an interval of time equal
to 5, 000 slots. The randomly chosen 10% of the maximum number of users
are inactive, while others keep transmitting or activate. If a user was applying
the backoff procedure in the previous operating interval, the BEB parameters
remain the same in the current one. In case a device has just activated, the BEB
parameters are set to the initial values.
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Fig. 3. System throughput

The BEB setup for this experiment was configured according to the widely-
used MadWifi driver3 as W0 = 16, R = 6, and K = 7. All of the users are
operating in the “lossy” mode [23], that is, packet drops are possible according
to the Short Retry Limit value. The results for the system throughput (Fig. 3)
fully support our previous discussion by indicating the same average throughput
value for all the algorithms, while fairness may be optimized for higher numbers
of devices.

The system operation from the delay perspective is illustrated in Fig. 4. The
optimized solution shows better results even for the small number of devices
(Fig. 4(a)). This is generally due to shorter channel access times. The standard

3 See ath9k, https://wireless.kernel.org/en/users/Drivers/ath9k/.

https://wireless.kernel.org/en/users/Drivers/ath9k/
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Fig. 4. Packet transmission delay

backoff procedure with the RTS/CTS mechanism requires each device to wait for
at least the first CW interval that may be significantly longer than the one with
the optimized BEB parameters. Additionally, the default parameters have more
impact on collision resolution time in case of higher numbers of users (Fig. 4(b)
and (c)).

The delay performance is directly connected to that of energy efficiency [24],
which is shown in Fig. 5. We quantify the energy efficiency based on 100 mW
idling power, 200 mW RX, and constant 100 mW + the transmit power for
TX [7]. The optimized solution enjoys faster collision resolution and thus the
users are attempting to transmit more frequently when their number is low
(Fig. 5(a)). On the contrary, as the number of devices grows, the optimized
parameters make users backoff for longer time intervals (Fig. 5(b) and (c)).
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Fig. 5. Energy efficiency

Due to a lower impact of idling and RX power, the reduced collision rate leads
to smaller energy consumption.

Summarizing the above, we verified our custom-made modeling tool with the
developed analytical model in the saturation regime. Further, we studied the
dynamics of user arrivals in the network-assisted WLAN system and can con-
clude that cellular assistance may bring significant benefits for all the considered
performance indicators.

4 Current Work and Conclusions

In this section, we briefly discuss the system prototype under development and
the available options for software-based traffic load generators. In a nutshell, our



Optimizing Network-Assisted WLAN Systems 227

prototype operates by utilizing a conventional Linux laptop equipped with an
open-source WiFi driver. It is running an iperf server4 in order to mimic the
intended aggressive channel utilization. The main feature of this testbed is in
its ability to generate artificial load, i.e., it is possible to emulate the needed
number of users by only modifying the BEB operation of one user. We note that
more expensive APs on the market can also update the MAC parameters on the
devices dynamically.

Importantly, as Linux systems allow their users to recompile the core mod-
ules, a malicious person may modify the BEB parameters in an offensive way,
e.g., by setting CW , BC, and K to near-zero values. Should such a person be
located in a public hot-spot (see Fig. 1), the attacker’s device would transmit
almost immediately without the initial channel sensing and/or waiting intervals
used by others. Said attacker would then achieve a better channel utilization,
while the remaining “fair” users would continue resolving their increased colli-
sions as it was shown in the previous section. Preventive measures may thus be
necessary to detect and protect from this and similar types of attacks.

Summarizing, in this work we studied the relations between the number of
devices, the backoff parameters, the access delay, and the energy efficiency for
cellular-assisted IEEE 802.11-based networks. Our results were obtained for both
static and dynamic user arrival models. The considered optimization procedure
was shown to provide improved system-wide fairness as well as generally better
performance. Finally, we presented a capable testbed that may be employed to
study more subtle real-world effects of network-assisted WLAN operation.
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Abstract. For queuing systems with two incoming flows and single channel
with randomized priority and push-out mechanism were obtained analytical
expressions of generating function and loss probabilities. As general parameters
for model control were used push-out probability 0� a� 1 and probability of
selecting service packets from first flow rather than second 0� b� 1. Theo-
retically and experimentally found that in certain combinations of incoming
flows load factors loss probabilities dependence may be linear. This behavior is
called “law of linear losses”. Areas where this effect is shown are called “areas
of linear behavior”. In article shown such areas for considered randomized
priorities system.

Keywords: Priority queuing � Randomized push-out mechanism � Randomized
priority

1 Introduction

Simplest queuing systems considered enough in details. These models are getting
complicated by increasing the amount of incoming flows or service channels and
limiting system buffer size. However, there are several ways more to change behavior
of queuing models. One of them is introduction of push-out mechanism. In classical
literature, considered cases of his absence and deterministic pushing out. In [1–3]
considered a generalization of these two cases as a randomized push-out mechanism.
This method of model characteristics control was shown to be effective and allowed to
change the loss probabilities in the tens of percent.

It is also possible to add a priority on service in the system, i.e. clearly indicate
which flow prevails over others. Such cases are considered for the preemptive and
relative priorities in [1–3]. In works related to priority queuing models also considered
two more kinds of priorities: alternating and randomized [4]. Alternating priority was
studied by authors of this article in [6]. Just switching priority between two type of
incoming packets had very strong influence on model behavior.

For classification of priority queuing models usually used Kendall’s notation [5]
with extension introduced by Basharin [4]. For a description of the priority system has
been used a symbol f ji . Originally, i takes the values: i = 0 (no priority), i = 1 o
(non-preemptive priority), i = 2 (preemptive priority). The superscript j chosen out of
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the two values: j = 0 (no push-out), j = 2 (deterministic push-out). Following
Vilchevsky recommendations, lets use j = 1 for randomized push-out. Value i = 3 was
used for alternating priorities [6]. Furthermore, in this paper we propose to reserve
i = 4 for randomized priority. Model which will be studied in this article can be
classified using described notation as where i = 4.

In this paper, proposed to investigate the combination of randomized priority and
randomized push-out mechanism when before every stage of requirements selection
out of storage takes place a random selection of requirements with specified probability
b. And proposed model can be described using extended notation as ~M2=M=1=k=f 14 :

2 Building Kolmogorov’s System of Linear Equations

Studying queuing systems starts with consideration of phase space. For model with two
incoming flows randomized push-out mechanism and randomized priority, where
before packet from each flow is taken for service with specified probability phase space
can be specified as

X ¼ Of g[ ðn1; n2Þ : n1 ¼ 0; k � 1; n2 ¼ 0; k � i� n1
� �

: ð1Þ

State Of g means totally empty system, when buffer and service channel are empty.
Other states n1; n2ð Þ mean that model has busy service channel and n1 packets from first
flow in buffer and n2 from second. Sum of them can’t be greater than buffer size
(k − 1).

According to phase space, probabilities of different model states expressed as

POðtÞ; Pn1n2ðtÞ ¼ P N1ðtÞ ¼ n;N2ðtÞ ¼ n2f g:

All these probabilities satisfy normalization condition

POðtÞþ
Xk�1

n1¼0

Xk�1�n1

n2¼0

Pn1;n2ðtÞ ¼ 1:

According to Markov’s theorem [5] process in this model is ergodic. So can be
introduced final probabilities for model states

PO ¼ lim
t!1POðtÞ;Pn1;n2 ¼ lim

t!1Pn1;n2ðtÞ; ðn1 ¼ 0; k � 1; n2 ¼ 0; k � 1� n1:Þ

In this model is used randomized priority. As a main parameter used β = æ1 as
probability of choosing packet from first flow on service rather than from second.
æ2 = 1 − β is probability of packet from second flow being chosen.

State graph of model with phase space (1) presented on Fig. 1. Using this graph
was built system of balance equations
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Balance equation for state Of g will have only two unknown probabilities

� k1 þ k2ð ÞPO þ lP0;0 ¼ 0:

Also probability PO will be in equation for state 0; 0ð Þ

�ðk1 þ k2 þ lÞP0;0 þðk1 þ k2ÞP0 þ lðP0;1 þP1;0Þ ¼ 0:

By substituting PO obtain following balance equation

�ðk1 þ k2ÞP0;0 þ lðP0;1 þP1;0Þ ¼ 0:

Then we can modify state graph (Fig. 1) and remove state Of g and use following
equation for getting Po.

PO ¼ 1
q
P0;0

Balance equations will not change for both state graphs and looks like

�ðk1þ k2ÞP0;0 þ lðP1;0 þP0;1Þ ¼ 0; ði ¼ 0; j ¼ 0Þ;
�lPk�1;0 þ k1Pk�2;1þ ak1Pk�2;0 ¼ 0; ði ¼ k � 1; j ¼ 0Þ;
�ðak1 þ lÞP0;k�1 þ k2P0;k�2 ¼ 0; ði ¼ 0; j ¼ k � 1Þ;
�ðk1þ k2þ lÞP0;j þ�1lP1;j þ lP0;jþ 1 þ k2P0;j�1 ¼ 0; ði ¼ 0; 1� j� k � 2Þ;
�ðk1þ k2þ lÞPi;0 þ lPiþ 1;0þ�2lPi;1 þ k1Pi�1;0 ¼ 0; ð1� i� k � 2; j ¼ 0Þ;
�ðak1 þ lÞPi;k�1�i þ k2Pi;k�i þ k1Pi�1;k�1�i þ ak1Pi�1;k�i ¼ 0; ð1� i� k � 2; iþ j ¼ k � 1Þ
�ðk1þ k2þ lÞPi;j þ�1lPiþ 1;j þ�2lPi;jþ 1 þ k1Pi�1;j þ k2Pi;j�1 ¼ 0; ð1� i� k � 2; 1� iþ j� k � 2Þ;

8
>>>>>>>><
>>>>>>>>:

ð2Þ

Fig. 1. State graph for system ~M2=M=1=k=f 14
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3 Generating Function Method Application

Application of method from [2, 3, 6] to any model starts from generalization of (2). It
can be generalized using Kronecker’s delta-symbol in following way:

ððk1 þ k2Þð1� diþ j;k�1Þþ ak1diþ j;k�1ð1� di;k�1Þþ lÞPi;j ¼ kdi;0dj;0P; þ
þ k1ð1� di;0ÞPi�1;j þ k2ð1� dj;0ÞPi;j�1 þ�1lð1� dj;0Þð1� diþ j;k�1ÞPiþ 1;j þ
þ�2lð1� di;0Þð1� diþ j;k�1ÞPi;jþ 1 þ ldj;0ð1� di;kÞPiþ 1;0 þ
ldi;0ð1� dj;k�1ÞP0;jþ 1 þ ak1diþ j;k�1ð1� di;0ÞPi�1;jþ 1

ð3Þ

For getting a solution for this system of equations will be used generating functions
method. Generating function of phase state (1) is:

Gðu; vÞ ¼
Xk

i¼0

Xk�i

j¼0

Pi;juiv j ð4Þ

Multiplying left and right part of (3) on uiv j and summarizing by all integer values
of ði; jÞ, satisfying iþ j� k � 1, obtain equation for generating function:

ððk1 þ k2 þ lÞ � ðk1uþ k2vÞ � ð�1l
u

þ �2l
v

ÞÞGðu; vÞ ¼

¼ kP; þ ððk1 þ k2Þ � ak1 � ðk1uþ k2vÞþ ak1
u
v
ÞR1 þ ak1Pk�1;0u

k�1ð1� u
v
Þþ

þGðu; 0Þðl
u
� �1l

u
� �1l

v
ÞþGð0; vÞðl

v
� �1l

u
� �2l

v
ÞþP0;0ð�1l

u
þ �2l

u
� l

u
� l

v
Þ

ð5Þ

We can check correctness of (5) by comparison with equation for model
~M2=M=1=k=f 11 from [1, 2], with �1 ¼ 1;�2 ¼ 0. Also we can check it by getting
distribution for total amount of all types packets in system buffer (like in model
M=M=1=k). This model has one Poisson incoming flow with intensity k ¼ k1 þ k2 and

service rate l, like in considered model M2
�!

=M=1=k=f 14 .
Well known fact that NR in M=M=1=k model is distributed as truncated geometric

law [3]:

P NR ¼ nf g ¼ 1� q
1� qkþ 1 q

n; ðn ¼ 0; k � 1Þ ð6Þ

So, according to (6) probabilities that model has n packets in buffer are equal to

rn ¼ P N ¼ nf g ¼ 1� q
1� qkþ 1 � qnþ 1; ðn ¼ 0; k � 1Þ;PO ¼ P NR ¼ 0f g ¼ rO

q

¼ 1� q
1� qkþ 1 :
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Generating function for total amount of packets in model is

GRðuÞ ¼ Gðu; uÞ;GRðuÞ ¼
Xk�1

n¼0

rnu
n;GRðuÞ ¼ qð1� qÞ

1� qkþ 1 �
1� ðquÞk
1� ðquÞ :

Then using geometric progression could be proven that this generating function
describes truncated geometric law distribution.

Applying technique from [2, 3, 6] to generating function Eq. (5) can be obtained
series expansion by degrees of u and v, which allows to get expression for probabilities
of all model states through two sets of probabilities: “diagonal” Pk�1�i;i; ði ¼ 0; k � 1Þ
and “boundary” Pk�1�i;0; ði ¼ 0; k � 1Þ:

Pk�1�j;l ¼ aPk�1;0ðhðþ Þ
jþ 1;lþ 1 � hðþ Þ

j;l Þþ �2

q1

Xj�2�l

i¼0

Pk�1�i;0ðhð þ Þ
j�i;lþ 1 � hðþ Þ

j�i�1;lÞþ

þ
Xl

i¼0

Pk�1�i;ih
ðþ Þ
j�iþ 1;l�i þ

Xjþ l
2

i¼lþ 1

Pk�1�i;ih
ð�Þ
j�iþ 1;�lþ i � a

Xlþ 1

i¼0

Pk�1�i;ih
ðþ Þ
j�iþ 1;lþ 1�i�

� a
Xjþ lþ 1

2

i¼lþ 2

hð�Þ
j�iþ 1;�l�1þ iPk�1�i;i þðða� 1Þ � eÞ

Xl

i¼0

Pk�1�i;ih
ð�Þ
j�l;�lþ i þ e

Xl�1

i¼0

Pk�1�i;ih
ðþ Þ
j�l:l�i�1 þ

þ e
Xjþ l�2

2

i¼l

hð�Þ
j�i;�lþ iþ 1Pk�1�i;i

where

hðþ Þ
j;l ¼ ðq1

�1
Þ1�j

�
2
Xj�1þ l

2

m¼l

qm2�
m�l
2 ð�1Þl

22m�lðq1�1Þ
2m�l
2 m!ðm� lÞ!

Pð2m�lÞ
j�1 ðcÞ

hð�Þ
j;l ¼ ðq1

�1
Þ1�j

�
2
Xj�1�l

m¼0

qm2�
mþ l
2 ð�1Þl

22mþ lðq1�1Þ
2mþ l

2 m!ðmþ lÞ!
Pð2mþ lÞ
j�1 ðcÞ

So, all probabilities for model M2
�!

=M=1=k=f 14 can be calculated using only 2k − 1
unknown probability.

To complete studying considered model we have to build smaller system of linear
equation only for «diagonal» and «boundary» probabilities. First set of equations can
be obtained by summation all the diagonals of the graph, in the same manner as it was
done in [2]. The second set of equations is obtained using analyticity conditions for
generating function at the origin in the same manner as was done for a system with
alternating priority [6]. To do this, go to the limit v ! 0 in the expression for the
generating function (5) and using L’Hopital’s rule and equating to zero coefficients of
series expansion obtain k more equations:
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Pk�1;0 � q1Pk�2;0 � aq1Pk�2;1 ¼ 0; ðj ¼ k � 1Þ
ðqþ 1ÞPi;0 � q1Pi�1;0 � Piþ 1;0 � �2Pi;1 ¼ 0; ðj ¼ 1; k � 2Þ

ðqþ 1ÞP0;0 � P1;0 � P0;0 � P0;1 ¼ 0; ðj ¼ 0Þ

4 Computational Results

In [3] were defined areas of linear behavior and closing. Using results from previous
section these areas could be found for model with randomized priority and presented on
Figs. 2, 3, 4, 5, 6.

One of the special cases in randomized priority model is system with
non-preemptive priority when �1 ¼ 1 and �2 ¼ 0, considered in [1, 2]. Obtained areas
of linear behavior and closing for this case coincided with the results of [2] and weren’t
included in this article. Figure 2 shows a case of equiprobable packets selection from

Fig. 2. Areas of linear behavior for randomized priority model with �1 ¼ �2 ¼ 0:5: (a) first
flow; (b) second flow packets.

Fig. 3. Areas of linear behavior for reversed priority model where �1 ¼ 0 and �2 ¼ 1: (a) first
flow; (b) second flow packets.
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Fig. 4. Areas of closing for preemptive priority model

Fig. 5. Areas of closing for randomized priority model �1 ¼ �2 ¼ 0:5.

Fig. 6. Areas of closing for reversed priority model
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model buffer for service with �1 ¼ �2 ¼ 0:5. Figure 3 shows areas for case of
opposing priorities when flow with priority for the pushing out of the buffer has lower
priority for queuing than another flow (the case of �1 ¼ 0 and �2 ¼ 1).

Figures 4, 5, 6 show closing areas (when changing probability of pushing out
makes possible to achieve the loss probability of non-priority requirements close to 1)
for the same cases, as discussed above.

5 Conclusion

In this article was considered model with two Poisson incoming flows, one service
channel, randomized priorities and randomized push-out mechanism. Was shown
application of generating functions method to obtain simplifies system of balance linear
equations and shown method of getting loss probabilities for such models. Also were
build areas of linear behavior and closing for three cases: non-preemptive, equiprobable
and reversed priorities. In all considered cases, it is clear that a change of parameters �1

and �2 significantly change areas of linear behavior and closing in wide range. Using
these parameters in combination with changing probability of pushing out allows at
first make raw model configuration, and then more accurate with the push of
probability.
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No. 15-29-07131 ofi_m.
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Abstract. Saving energy is considered one of the main challenges in wireless
sensor networks (WSNs), being radio activities such as message transmission/
reception and idle listening the main factors of energy consumption in the nodes.
These activities increase with the increase of reliability level required, which is
usually achieved through flooding strategies. Procedures such as remote WSNs
reprogramming require high-level of reliability leading to an increase in radio
activity and, consequently, waste of energy. This energy waste is magnified
when dealing with selective reprogramming where only few nodes need to
receive the code updates. The main focus of this paper is on improving energy
efficiency during selective reprogramming of WSNs, taking advantage of wise
routing, decreasing the nodes’ idle listening periods and using multiple coop-
erative senders instead of a single one. The proposed strategies are a contri-
bution toward deploying energy-aware selective reprogramming in WSNs.

Keywords: WSNs � Selective reprogramming � Energy-aware strategies

1 Introduction

Wireless sensors networks consist of large numbers of small, resource-constrained,
self-organizing, low cost, computing motes. Nowadays, these networks are considered
ideal candidates for a wide range of applications such as monitoring environmental
issues, military operations and other application fields where it is hard to maintain a
continuous presence of human beings [1].

After deploying these networks, it might be necessary to update the code running on
nodes due to factors such as changes in the environment, software updates or changes in
the application goals. However, this type of networks is often deployed in environments
with harsh conditions where reprogramming the nodes manually may be a cumbersome
or even an impossible task. Therefore, remote reprogramming is suggested as the best
solution to achieve such modifications on the nodes [1]. Remote reprogramming can be
applied to the whole network or just to some specific nodes (selective reprogramming),
either way, it is crucial to provide reliability for such procedure. Unfortunately, most of
the approaches oriented to remote WSNs reprogramming resort to network flooding,
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leading to a major waste of energy in network nodes. When dealing with selective
reprogramming, the waste of energy increases steeply specially when just a small
number of nodes need to get update messages, as these messages may still be received
and retransmitted from all network nodes.

This work is focused on considering multiple scenarios of selective reprogramming
and proposing an effective energy-aware approach for each one. The proposed
approaches aim at reducing energy consumption in the network by taking advantage of
multiple and complementary solutions such as wise routing, clustering and the ability
to manage nodes sleeping time instead of using typical flooding approaches. In this
paper, we also propose enhancements to the Deluge [2] extension proposed in [3] in
order to reduce the overhead of selective reprogramming in WSNs, making this process
more energy efficient.

This paper is structured as follows: related work on WSNs remote reprogramming
is discussed in Sect. 2; different scenarios for selective reprogramming and the pro-
posals for improving it are debated in Sect. 3; the obtained results are included as
proof-of-concept in Sect. 4; and the final conclusions are presented in Sect. 5.

2 Related Work

Designing and implementing a protocol for remote reprogramming of WSNs faces
many challenges due to tight constraints in network nodes regarding processing and
communication activities, directly impacting energy consumption. The main concern in
this paper is related to energy consumption in remote reprogramming, especially in
selective reprogramming. This section presents an overview of the most popular remote
reprogramming protocols and the mechanisms proposed in the literature to reduce
energy consumption during the reprogramming process.

2.1 Remote Reprogramming in WSNs

Many remote reprogramming approaches were proposed having reliability of code
dissemination as main concern, leading to solutions that still evince limitations
regarding energy efficiency. Deluge [2] uses a three-stage handshaking protocol con-
sisting of advertisement, request and data, where updated nodes advertise their code
version and outdated nodes request these nodes for the new code version. Deluge
provides reliability, robustness, and support for multi-hop network reprogramming
while being simple to implement. However, it requires the nodes to be always in idle
listening mode during the reprogramming process, increasing considerably the amount
of energy waste, since idle listening is one of the major sources of energy consumption
in WSNs [4]. MDeluge [5] tries to reduce energy consumption by disseminating the
code image to a designated subnet of the WSN using a distribution tree, which is
formed when the sensor nodes send code request messages. A micro server keeps the
code and sends it based on the requests received. In [5], simulations results show that
MDeluge performs better than Deluge when disseminating the new code to designated
sensor nodes. However, MDeluge is not suitable for many real network scenarios, as
the authors establish excessive operational assumptions.
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Other reprogramming protocols, such as Stream [6], try to conserve energy by
reducing the size of transmitted code. This is accomplished by installing the repro-
gramming protocol on each node beforehand through the segmentation of the flash
memory. Therefore, unlike Deluge where both the code image and the reprogramming
protocol are disseminated, Stream only sends the code image and the information about
the reprogramming protocol to be used. This reduces the amount of data sent during the
reprogramming process. However, the dissemination process is the same as in Deluge;
thus, suffering from the same problems of energy waste due to long periods of idle
listening. Other protocols also try to reduce the amount of data transmitted by sending
the differences between code versions (delta). The receiving nodes use this delta to
rebuild the new code image before reprogramming. Zephyr [7] is presented as an
incremental reprogramming protocol where a delta is sent to each node whenever an
update is required. Hermes [8], an improvement of Zephyr, reduces the delta using
techniques to mitigate the effect of changes in functions and global variables caused by
differences in the code. However, these two protocols, being based on Stream regarding
the dissemination process, have the same problems concerning long idle listening
periods.

Some remote reprogramming protocols try to reduce the idle listening periods to
preserve energy, such as MNP [9]. This protocol attempts to guarantee that in a
neighborhood there is at most one source transmitting the new code at a time and tries
to select the sender that is expected to have the most impact. MNP reduces the
problems of collision, hidden nodes and long periods of idle listening by putting the
node into a “sleep” state whenever its neighbors are transmitting an uninteresting
segment. Although MNP saves energy, the dissemination process takes long [10].
Freshet [11] also conserves energy by putting nodes to sleep. It operates in three phases
for each new code image: blitzkrieg, distribution, and quiescent. Nodes are put to sleep
between the blitzkrieg and the distribution phases as well as in the quiescent phase.
Infuse [12] disseminates data in an energy-efficient. Since Infuse uses a TDMA-based
MAC protocol, sensors only need to listen to the radio in the slots assigned to their
neighbors. In the remaining slots, sensors can turn their radio off.

2.2 Selective Remote Reprogramming in WSNs

Despite the undeniable relevance of performing selective reprogramming in WSNs,
only few protocols were proposed covering this facility.

The first protocol is the Socially-aware Dissemination of Code Updates [13], which
was applied in a real-world scenario with animals and humans taking advantage of their
social behavior. Code updates are relayed opportunistically from one animal to another
upon contact. Unlike existing approaches that propagate updates to the entire network,
the authors limit dissemination as much as possible to the target nodes, taking
advantage of a characteristic common to many mobile WSNs scenarios, namely, the
fact that the monitored individuals exhibit social behavior. The implicit structure of
social interactions, once elicited, provides an effective tool for steering efficient routing
decisions. This approach is able to reduce the network overhead but it is only applied in
limited scenarios.
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The second protocol is a Deluge extension for selective reprogramming of WSNs
[3], which allows reprogramming the network in two modes: (i) reprogramming the
entire network (as in Deluge); and (ii) reprogramming nodes selectively according to
the type of platform in use or to a list of node identifiers. The protocol extension is fully
compatible with the default Deluge operations [2], has minimal impact on network
traffic and offers a high-degree of reliability. Despite the new features the protocol
extension brings in, the dissemination process is still based on Deluge, therefore,
reducing overhead and optimizing energy are still open design issues. As an example,
the packets used in reprogramming (DE and DF packets) introduce an additional
overhead, which leads to additional power consumption.

3 Strategies for Enhancing Selective Reprogramming

When performing selective reprogramming in WSNs, two scenarios can be considered
depending on the location in the network of the new code image to be disseminated.
The first scenario is when the user wants to reprogram a subset of nodes for the first
time, so it is necessary to send the new code image from the base station (BS) to the
selected nodes. In this scenario, flooding the whole network with code messages should
be avoided. Instead, the code image should be routed from the BS to the selected nodes
through the path with the highest energy levels. During this process, other nodes not
involved in routing should turn their radios off to save their energy.

The second scenario is when some nodes in the network already have the new code
image. In this case, the code image needs to be routed from these nodes to the selected
nodes for reprogramming. In this scenario, we discuss two approaches: (i) when
clustering is used in the wireless sensor network; and (ii) when the network is flat.

3.1 Revisiting Selective Reprogramming Within Deluge

For the strategies discussed in this section, we will take advantage of Deluge extension
for selective reprogramming [3]. In this protocol, the authors propose two types of
packets (DE, DF) in order to combine the normal operation of Deluge [2] with selective
reprogramming. A DE packet corresponds to the packet originally sent in repro-
gramming, including minor changes to specify the type of reprogramming, the cardi-
nality of the set of nodes to be reprogrammed using that packet, and the corresponding
Node IDs. A DF packet, oriented to selective reprogramming, is designed to carry
Nodes IDs in excess, i.e., Node IDs that cannot be transported in a DE packet.

As shown in Fig. 1, the field Reprogram Type in DE packets determines whether
the selective reprogramming is carried out through Node ID or platform type. Although
these features increase the flexibility of selective reprogramming, the format of DE and
DF packets do not optimize the way node IDs are handled. In fact, the protocol reserves
two bytes to identify each node ID, which leads to an increase in packet overhead and,
consequently, to an increase in the number of DE and DF packets required for selective
reprogramming. This increase is more significant when the list of node IDs to repro-
gram is long, urging for a more efficient handling of node IDs.
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In order to make this procedure more energy-efficient, we suggest making the
number of bits reserved to represent a node ID adjustable. This is accomplished by
defining a 4-bit long packet field called BPN (bits per node), allowing a maximum
length of 16 bits to represent node IDs. This allows reducing DE and DF packets
overhead in scenarios where only a small number of nodes with limited range of IDs is
present. In practice, the number of DE and DF packets exchanged in the network will
be reduced. The structure of the modified version of a DE packet is illustrated in Fig. 2.

In WSNs several metrics are commonly matter of concern, namely, the energy
consumption in the nodes, the network lifetime, and the number of messages received
and transmitted per node. The following subsections will detail the two reprogramming
scenarios mentioned above, assuming the use of Deluge extension for Selective
Reprogramming [3] due to the flexibility it brings to Deluge.

3.2 Selective Reprogramming Using the BS

In this scenario, we assume that the selected node (SN) might be several hops away
from the base station (BS) and the network is flat (no hierarchy). During the process of
forwarding the code image from the BS to the SN, we propose an energy-aware
algorithm for performing selective reprogramming divided into three phases: (i) Dis-
covering possible paths; (ii) Choosing the best path; and (iii) Disseminating code, as
shown in Fig. 3.

Fig. 1. Structure of DE and DF packets [3].

Fig. 2. DE packet modified structure.
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Discovering Possible Paths (Phase 1) - In the first phase, the BS will sense the
network to discover possible delivery paths up to the selected node. For this, each node
in a path shall report its current energy to assist the routing decision. Thus, initially, the
BS sends a specific message type named CP (Check Path), with the structure illustrated
in Fig. 4. CP messages, apart from allowing sensor nodes to perform energy and route
pinning, allow the BS to inform the network on the number of packets required to send
the new code image (code packets). This information is relevant to evaluate the
sleeping time that some nodes may undergo for saving energy.

As shown in Fig. 4, the first two bytes in a CP message are used to define the
message identifier. The NOH field is used to specify the maximum allowed number of
hops that a path may have. This allows controlling the dissemination scope, i.e., any
path exceeding NOH will be ignored. As mentioned before, the RepType field iden-
tifies the type of reprogramming, namely, if reprogramming will be based on the node
identifier or on the platform type. When the BS sends a CP message, both the list of
hops in the path and corresponding list of energy levels are empty. One byte is reserved
for each element in these lists, allowing a total of ten NodeIDs as hops in the path. The
number of CodePackets identifies the number of code packets that the BS should send
to reprogram the node, while the TimeStamp field indicates when the CP message was
originated. These fields are used in the second phase of the algorithm.

The first phase involves checking all possible paths in the network; thus, CP
messages are flooded. When a node receives a CP message, it checks if it matches

Fig. 3. Disseminating the code from the BS to the selected node.

Fig. 4. CP and BP message structure.
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either the SelectedNode field containing the NodeID of the node to be reprogrammed
or the platform type. If the node is not the selected one, then it checks the list of
NodeIDs to verify if its NodeID is already in the list of hops in the path, before
inserting it. The node also inserts its residual energy in the list of NodesEnergy field
(Path energy) to allow for subsequent path decision. After that, the node will broadcast
the modified CP message to its neighbors, which will handle the message in the same
way. This procedure will be repeated in every hop so that nodes in the path to the
selected node indicate their NodeIDs and residual energy. A node will drop a CP
message if its own NodeID is already in the path to the selected node.

Choosing the Best Path (Phase 2) - The selected node will receive multiple CP
messages reporting different paths and corresponding energy status. Several
decision-making rules can be defined for helping the selected node to choose the best
path. A straightforward approach is to establish a minimum energy threshold, below
which a path is not eligible. For instance, the selected node may eliminate paths
containing at least a hop with residual energy below 20 %, and then choose the path
with the maximum percentage of energy, on average. This avoids the selection of a
path including energy-constrained nodes. After choosing the best path, the selected
node is expected to send a BP message (Best Path message) reporting that choice, see
Fig. 4. A BP message is also designed to convey relevant timing information so that
nodes outside the best path enter into sleeping mode for a correct amount of time.

In more detail, as shown in Fig. 4, the first two bytes of a BP message are used to
identify the message type. The selected node can then set the sleeping time (TTS field)
for the nodes outside the best path. This value is evaluated based on the number of code
packets that the BS is expected to send, previously announced in the CP message.
Thus, the nodes are able to turn their radio off for a period of time that corresponds to
the number of code packets sent by the BS times the time a message takes to reach the
selected node. This amount of time is calculated using TimeStamp value in the CP
message, and corresponds to the time elapsed from sending a CP message and
receiving it in the selected node.

When a node receives a BP message it checks if its NodeID is in the list of NodeIDs
of the message. If this is the case, the node knows it is in the best path, therefore, it will
forward the BP message to its neighbors and will keep its radio on to forward the code
packets to the SN. Nodes that do not belong to the chosen path will forward the
message and immediately turn their radio off according to TTS.

Disseminating Code (Phase 3) - This phase starts as soon as the BS receives the
BP message. Although the code dissemination can be performed using any dissemi-
nation protocol such as Deluge, the energy costs will be significantly reduced as the
nodes that do not belong to the best path do not receive or transmit any messages.

3.3 Selective Reprogramming Using Updated Nodes

Selective Reprogramming with Clustering. In large scale WSNs, some level of
hierarchy is expected to be present, being data aggregation the most common mech-
anism used for this purpose. In data aggregation, the network is divided into groups or
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clusters, and instead of making each node forward its data to the BS, data is sent to a
group leader node, usually named the cluster head (CH). The selection of a CH is
dependent on the clustering protocol that is being used. Clustering protocols such as
HEED [14] and Dynamic Multi Level Hierarchical Clustering [15] choose a CH
depending on its residual energy and number of neighbors. In our approach, these
protocols are preferable due to their efficiency, although, choosing any other clustering
protocol is also acceptable. Our objective is to take advantage of clustering to enhance
selective reprogramming. In the clustering scenario, we assume that the code to be
disseminated already resides in other nodes within the same cluster as the SN. This
assumption reflects a scenario which may well occur in practice, therefore, selective
reprogramming should take advantage of existing up-to-date code versions distributed
in the WSN. We advocate the use of multiple senders instead of only one to perform
code dissemination so that each sender can contribute by sending a number of code
messages according to its residual energy. The proposed algorithm is divided into three
phases: (i) Selective Reprogramming Setup; (ii) Selection of Senders; and (iii) Code
Dissemination, as illustrated in Fig. 5.

Selective Reprogramming Setup (Phase 1) - In this phase, the BS sends packets to
the CH in order to identify in which clusters the selected nodes for reprogramming are
located. This can be accomplished resorting to DE and DF packets [3].

Selection of Senders (Phase 2) - When a CH receives a DE or DF packet it will
send a Query message to the nodes in its cluster asking for their identifiers, residual
energy and the version of code image they are running. This control message has a
minimal structure, as only a message type, and packet identifier are required. In
response to Query messages, each node will send an Info message to the CH. Based on
the received messages; the CH determines which nodes in the cluster require repro-
gramming and which nodes can be selected as senders. If reprogramming is needed
inside the cluster, the CH will divide the cost of updating the selected node by multiple
senders. For this process, we propose a mechanism where the CH starts to eliminate
potential senders with energy less than a specific threshold if better candidate senders
are in place. This extends the lifetime of nodes that have a small amount of energy, as
they will not be involved in the updating process. Then, the CH calculates the number

Fig. 5. Code dissemination in a WSN with clustering.
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of packets containing the new image that each sender is expected to send during the
updating process. For this calculation the CH takes in consideration the energy of each
sender and the number of packets that each sender should sent, i.e.:

Sender residual energy � Number of code packets needed for reprogramming
Summation of the potential senders energy

The total number of code packets that need to be sent for updating a selected node can
be taken from the DE packet, where the field “DefaultDeluge” (see Fig. 1) contains
information concerning the structure of the code image. Using the proposed mechanism,
the number of code packets that each sender has to send is proportional to its remaining
energy. Figure 6 depicts the structure of Info and Sleep or Send (SOS) messages that are
used by the CH to control the updating process of the selected node.

The TTS (Time To Sleep) field in SOS messages is used to inform passive nodes,
i.e., nodes neither being selected as senders nor undergoing update, about the amount
of time they should turn their radio off. The CH can determine this time by multiplying
the number of code packets needed to update the node by their delivery time to the
selected node (an approximation of the time between sending the Query message and
receiving the last Info message). Each sender knows the number and order of packets to
be sent depending of its NodeID position in the List of SenderIDs of the SOS message.
For instance, if the first NodeID in the List of SenderIDs is 23 and the number of
packets in the first position of the List of PacketsToSend is 10, then node 23 must send
the first 10 packets of the code image, i.e. both lists are co-indexed.

Code Dissemination (Phase 3) - In the third and last phase, the designated senders
will start using default Deluge [2] to disseminate the code image while the nodes that
are not participating in the updating process will be in sleeping mode.

In presence of WSN clustering, the strategy proposed above is expected to improve
the energy efficiency during selective reprogramming. The proposed solution takes
advantage of: (i) using multiple collaborative senders, allowing the nodes to share the
energy cost of updating a selected node; and (ii) putting the nodes that are not involved
in reprogramming in sleeping mode during selective reprogramming.

Selective Reprogramming in Flat Networks. In the previous scenario, we handled
selective reprogramming in presence of clustering, assuming that the update code

Fig. 6. Info and SOS message structure.
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version resides in other nodes of the same cluster as of the SN. A similar approach can
be used when the SNs in need of reprogramming are in a flat network, i.e., without
clustering. In this case, the SN can play the same role as the CH in the previous
scenario. When the SN node receives the modified version of a DE or DF packet, it will
send a Query message to its neighbors, and waits for Info responses. The SN can then
determine the best senders and the number of packets each one is expected to send, and
will send SOS messages to its neighbors asking them for either turning their radio off or
playing the role of senders.

4 Proof-of-Concept: Simulation Results

To evaluate the performance of the proposed strategies, they were implemented and
compared with both flooding and Deluge using OMNeT++ [16]. In order to facilitate
the comparison among these different approaches, the sensor nodes used in the sim-
ulations are static. The metric considered is related to the radio activity in a node,
expressing the number of messages received and sent in that node.

4.1 Results on Selective Reprogramming Using the BS

For the first strategy - selective reprogramming using BS - the network is flat, and the
code is transmitted for the first time from the BS to the SN. A multihop scenario was
considered including fifteen static sensor nodes with different percentages of residual
energy. The nodes were programmed to forward only three CP messages with a
maximum number of hops (NOH) set to six hops. Note that these values vary exten-
sively according to the type of application where the WSN is used.

The radio activity in nodes was analyzed for: the selected node (SN); a neighboring
node that is outside the estimated best path (NPN); and finally, a node that belongs to
the best path (PN). We studied the radio activity in these nodes while varying the
number of code packets needed to be transferred to the selected node. The mean values
resulting from ten simulation runs were considered in order to obtain accurate results.
The number of messages sent and received in the SN, NPN and PN are illustrated
respectively in Figs. 7a, b, c. The simulation results show a significant improvement
when applying our strategy over both flooding and Deluge in terms of reducing radio
activity in all three nodes, thus, reducing power consumption in them. This improve-
ment is mostly evident in the node that is not included in the best path (NPN) node. As
illustrated in Fig. 7b, the radio activity in NPN node increases rapidly with the
increasing number of code packets in both flooding and Deluge, whereas it is put to
sleep in our approach, so its energy is saved.

As expected, for the SN and PN nodes, the activity increases with the increase of
code packets, however, the increase is still smaller in comparison to flooding and
Deluge.
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4.2 Results on Selective Reprogramming Using Updated Nodes

For the second strategy - selective reprogramming using update nodes - the network is
clustered and some neighboring nodes already have the code to be transferred to the
SN. The initial simulation scenario includes one network cluster, comprising five
cluster members and one CH. These nodes are in bidirectional communication with
each other. The results below are for two cluster nodes, the selected node SN and a
cluster member node (CN) with residual energy of 25 %, making of it a potential
sender. Figure 8 illustrates the number of messages sent and received at both SN and
CN while varying the number of code packets.

The results show that when applying the strategy based on cooperative senders, the
radio activity of SN, in terms of the number of messages sent and received, is similar to
the radio activity of this node in Deluge. However, the radio activity in other cluster
nodes is reduced sizably when this strategy is implemented. It must be also noted that
using our approach, where the code packets are sent via multiple senders, the

Fig. 8. Messages sent and received at SN (left) and CN (right)

Fig. 7. (a) Messages sent and received at SN. (b) Messages sent and received at NPN.
(c) Messages sent and received at PN
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corresponding power consumption is distributed among multiple nodes instead of
draining a specific single node. The approach of having a single sender is adopted in all
previous remote reprogramming protocols, where transmitting all code packets is
assigned to only one specific node, leading to a rapid depletion of this node and
creating a hotspot problem.

5 Conclusions and Future Work

In this paper, we have proposed new strategies to improve selective reprogramming of
WSNs in order to make the process more energy-efficient. Reducing energy con-
sumption can be achieved avoiding blind flooding throughout the network and turning
the radio off in specific nodes. Two scenarios were analyzed and discussed: (i) trans-
mitting the code image from the BS to the SN; and (ii) reusing an existing code image
located in nearby nodes. In the first scenario, the proposal is to choose the path with the
highest energy levels to transfer the code, putting nodes that do not belong to this path
into sleep for the whole reprogramming period. The second scenario is analyzed both
for cluster-based and flat WSNs. We proposed the use of multiple senders to transmit
the code to the SN eliminating single sender exhaustion, while forcing other nodes to
sleep during the reprogramming process, thus, avoiding unnecessary reception of code
messages in these nodes. We tested these two approaches and compared them with
typical flooding and Deluge solutions. The results show a significant reduction in the
number of messages received and sent in the nodes, leading to reduction of the power
consumption and making selective reprogramming more energy-efficient.

Although Deluge [2] has become a standard reprogramming protocol for WSNs,
the presented proposals can be understood as contributions toward an energy-aware
deployment of Deluge or Deluge extension for selective reprogramming [3].

As future work, we plan to extend the study to networks with larger number of
nodes, and to analyze the impact of applying these strategies on the time needed to
accomplish the reprogramming process.
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Abstract. This paper presents improvements for the geographic routing pro-
tocol Elastic so to support the different sink mobility characteristics. We have
proposed a strategy to support multiple mobile sinks; tested Elastic under high
speeds of the mobile sink; proposed two strategies in case of the sink temporary
absence and finally proposed to predict the sink location by the source node and
then by all the nodes. Simulation results show that our propositions improve
much the delivery ratio and reduce the delivery delay.

Keywords: Elastic protocol � Geographic routing � Sink mobility � Mobility
management � Wireless Sensor Networks

1 Introduction

Geographic protocols are currently being thoroughly studied due to their application
potential in networks. They are very efficient in wireless networks for several reasons.
First, nodes need to know only the location information of their direct neighbors in order
to forward packets and hence the stored state is minimal. Therefore they can achieve
high scalability with reasonable memory requirements [1, 2]. Second, such protocols
conserve energy and bandwidth since discovery floods and state propagation are not
required beyond a single hop. Third, in mobile networks with frequent topology
changes, geographic routing has fast response and can find new routes quickly by using
only local topology information [3, 4]. Therefore, geographic routing is generally
considered as an attractive routing method for both mobile wireless ad-hoc and sensor
networks [5].

It is well known that in the case of a static sink the energy consumption of
individual nodes varies strongly across the WSN, since the nodes close to the sink are
much more heavily burdened than those farther away from the sink due to relay
operations [6]. Also, many applications such as target tracking, emergency response
and smart cities need the design of a routing protocol that considers mobile elements as
part of the design. Some geographic routing protocols with mobile sinks [2, 7, 19] have
been proposed in order to respond to some specific applications as well as for
improving the network performance.
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In this paper, we study the sink mobility characteristics and propose improvements
for one the geographic routing protocols namely Elastic protocol. We call the new
protocol M-Elastic for Modified-Elastic. The paper is organized as follows: Sect. 2
presents some related work. Section 3 highlights the main characteristics of sink
mobility. A brief presentation of Elastic routing is presented in Sect. 4. Our improve-
ment propositions are detailed in Sect. 5. Simulation assumptions and results are dis-
cussed in Sect. 6. Finally we conclude with a conclusion and future work in Sect. 7.

2 Related Work

In [8], authors evaluated the ability of data transmission and reception of WSN to a
mobile sink on the basis of its speed; they conclude that the maximum data delivery
depends upon this parameter. However, authors didn’t mention which routing protocol
was used; hence, the results cannot give a clear conclusion.

Stojmenovic et al. in [9] discussed the sink mobility in WSNs focusing on
delay-tolerant networks and real-time networks. They investigated the theoretical
aspects of the uneven energy depletion phenomenon around static sinks and addressed
the problem of energy-efficient data gathering by mobile sinks.

Authors in [10] highlighted the importance of multiple mobile sinks in WSNs and
proposed a new geo-casting protocol that allows the dissemination to multiple mobile
sinks.

In [11], authors observed though simulation the impact of a single mobile sink in
WSN. They employed a mobile sink to a multi-hop routing platform namely the
connected K-neighbors (CKN) sleep algorithm. The first scenario considers a mobile
sink that moves randomly within a rectangular area and then another within a restricted
circular area and finally, an event-driven sink. These scenarios were compared with the
results obtained when considering a stationary sink. Authors concluded that mobility
maximizes the network lifetime especially in the case of event-driven where the sink
moves towards the source to get the packet.

Authors of [12] identified and highlighted the interactions between the controlled
mobility and the layers of the control stack in self-organizing wireless networks and
came up with a case study in which they show how controlled mobility can be
exploited practically. Their advantages and limitations were also presented.

In the following section, we will discuss the sink mobility characteristics and their
impact on the network.

3 Mobile Sinks

The sink mobility assumption can be imposed by the application nature. For example,
in security constrained scenario, if a static sink is located, it can be easily compromised
and damaged by malicious users, causing disconnection between sensors and the
end-user [13]. Hence, the use of a mobile sink makes harder the damage of such
component.
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It is commonly agreed that a sink node is a powerful device with unconstrained
supply energy and computing capacity. In addition, the following characteristics of the
sink can critically influence the communication operations in sensor networks.

The Number. Even though the typical number of sinks is “one”, in most practical
applications such as Emergency Response, the increase in the number of sinks provides
more robust data collection and helps to increase the network lifetime and reduces the
communication overhead within the network. In addition, it alleviates the uneven
energy depletion problem of a single-sink deployment and can bring more uniform
energy dissipation, therefore, the possibility of energy hole will be reduced and net-
work coverage will be improved [14].

The Mobility. During the lifetime of the network, the sink can be stationary or mobile.
In some cases, the mobility is derived by the application. For example, sinks are
integrated in mobile devices such as mobile phones carried by mobile users or attached
to animals or vehicles equipped with radio devices. The mobile sink could provide the
ability to closely monitor the objects that we want to guard in the WSN and to look at
the events as smaller granularity than static sinks [15]. For delay tolerant applications,
single mobile sink in fact equals virtually multiple static sinks at different positions
[14]. To support the mobility of sink, it is essential to manage the relationship between
the moving speed of the sink and the tolerable delay associated with data transmission.

A mobile sink can either move at fixed or variable speed and can be considered as
slow (up to 1 m/s), moderate (1 to 20 m/s), or fast (greater than 20 m/s) [21].

As frequent updates of the position of the mobile sink can generate excessive
energy consumption of sensors, routing strategies manipulating mobile sinks should
provide effective means for monitoring sinks to keep all (or some) sensor nodes
updated for further data reports.

The Presence. The sink can be continuously or partially present during the lifetime of
the network. In the latter case, the routing protocol must support the temporary absence
of a sink. Instead of dropping messages during the absence of the sink, messages can be
buffered in source nodes or other predefined locations (i.e. a set of sensors near the
sink) to send them to the sink when it is available again.

The Trajectory. When considering a mobile sink, the sink trajectory can be arbitrary
or predefined by the network administrator in order to cover the whole network. For
example, the sink can be mounted on a helicopter or on a fire truck monitoring a disaster
area. In the case where the sink moves arbitrary, some sensor nodes may never be visited
or the sink may go always far from the events, hence, not all events will be reported. In
addition, if the sensors can predict the mobile sink’s movement, the energy consumption
would be greatly reduced and data packets handoff would be smoother [16].

4 Geographic Routing – Case Elastic

The geographic routing assumes that the sensor node has information about its location
in the network. The packets contain the locations of the source node and the destination
node. With the use of intermediate nodes, routing decisions are taken. In general, the
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node holding a packet chooses the closest node to the destination as the next hop. This
forwarding process is called Greedy Forwarding [17] and is repeated until the packet
reaches its destination. Some geographic protocols consider other network metrics,
such as the available energy, the level of congestion, load balancing or time constraints.

If the sink is mobile, it is constantly in motion; its location information must be
regularly updated to the source node [18]. Further, since a rate of communication
overhead is created during the update location information of the Sink node, the power
consumption increases. Therefore, it is necessary to find an efficient method to update
the location information of the mobile sink. Among the protocols that consider the
mobility of sink and the efficiency of location updates, we are interested in Elastic
Protocol.

In Elastic [19], a source node uses the Greedy forwarding before transmitting data
to a mobile sink, and the location information update of the mobile sink is transmitted
to the source node in the opposite direction along the same path used for data trans-
mission. Data are transmitted to the new location of the mobile sink when its location
information is found in the way of the data transmission, i.e. one the nodes in the route
knows the current location of the sink.

The location service is executed in the order A–B–C, as shown in Fig. 1 (a).
However, when the Sink node approaches to node B, as shown in Fig. 1(b), the service
is performed in the order Sink-B–C since B is a neighbor of the sink and can directly
know the sink position. When the sink node escapes the transmission limit of A, as
indicated in Fig. 1(c), the sink node transmits the location information to A (its last hop
forwarder) via unicast. Then, A backups information for the new location of Sink and
expects the new package and changes the destination of the packet with the new
position and sends the next packet to the sink via Greedy Forwarding. In Fig. 1(d–f),
while node A is sending this packet to the sink, node B can overhear this transmission
and derives the new position of the sink and finds another route via Greedy forwarding
to send the next packet. This process is repeated for each packet until the source knows
the new position of the sink.

Fig. 1. Location process in Elastic (Yu et al. [19]).
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5 Modified Elastic to Support Sink Mobility Characteristics

To support applications such as emergency response or smart cities where there is a
great need to deploy multiple sinks, each one has its own mobility model with different
speeds and trajectories, we propose in this section, improvements and modifications to
Elastic to support such sink mobility characteristics.

5.1 The Number

We suppose that multiple sinks are deployed. At the beginning the source node
determines to whom the message is destined. This information is included in the packet
with an additional list of the other sinks in the case where the first sink is not available.
This list is considered as a reserve list. The order of this list is determined by the source
node. If the last forwarder notices the absence of the main sink or fails to transmit the
message to this sink, it checks the sinks list and changes the packet destination with the
first sink of the list. This strategy allows avoiding discarding messages in the case of
the sink’s failure and even avoiding using face routing [17]. Indeed, if the last for-
warder is faced to the local minima problem, and instead of using the planarization, it
simply chooses another sink from the reserve list and then sends the message to this
new destination (sink 2 in Fig. 2).

5.2 The Mobility

The original Elastic routing was tested under few scenarios. In fact, authors have tested
the protocol only when the sink follows a random way point model where the sink
moves with a random speed between two bounds. Namely between 1 m/s and 10 m/s
which are considered as slow speeds. Also, taking a random value in this interval may
not be informative since the random value may be always close to the minimal bound.
In order to get a clearer conclusion about how Elastic deals with sink’ high speeds and
when the sink is continuously moving, we propose to test it under a controlled mobility
model and with more high speeds for the sink (See Sect. 6.3).

Fig. 2. Managing multiple sinks.
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5.3 The Presence

During the lifetime of the network, a sink can be temporary absent. For example, a sink
mounted on a helicopter. When the helicopter goes far away from the sensor area,
nodes cannot transmit their messages. An efficient routing protocol has to support such
kind of situation. However, the original Elastic protocol does not treat this problem at
all. For that, we propose to improve Elastic routing so to support the temporary absence
of the sink.

The deployment of multiple sinks can be of a huge benefit in the case of the
absence of one sink (as proposed in Sect. 5.1), because there is a high probability to
find another sink to receive messages, even with longer routes.

The real problem occurs when there is only one sink deployed in the sensor area. In
the following, we explain our proposition to improve Elastic so to support the sink
absence.

Note that the last hop forwarder is the first who notices the sink absence.

– When the sink is absent, the last forwarder (node A in Fig. 3) buffers the received
messages. If its buffer is full, it asks its neighbors (neighbors of A) to buffer the next
received messages.

– If all the buffers of all the neighbors (neighbors of A) become full, the last forwarder
delegates its last forwarder (node B in Fig. 3) to receive and buffer new messages.
Remark: If the buffer of an intermediate node is empty, this means that the node still
believes that the sink is available. At the contrary, if the node buffer is not empty,
the node concludes that the sink is not available and it’s its task to ensure the
buffering process.

– Then, in turn, the second last forwarder (node B in Fig. 3) executes the same
process with its neighbors following the reverse path of the geographic routing
during the data delivery, until arriving at the source node. From there, the source
node understands that the sink is not available and all the buffers of the route nodes
are full and can no longer transmit messages. We propose two solutions to face this
problem at the level of the source node:
• Not sending messages anymore until the sink becomes available again. But,

what if there are more important messages than previous ones to be sent? The
source node has to find another solution. We propose to prioritize messages.
When an intermediate node receives a message with higher priority than the

Fig. 3. Buffering messages during the sink’s absence.
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priority of the message it holds, it discards the old message and buffers the new
one. Note that prioritized messages will replace old messages beginning from
the last hop forwarder following the reverse path of greedy forwarding. That is
A–B–C in Fig. 3.

• Finding another route. However, if the absence period is very long, there is a
high risk that the entire network faces the congestion problem because whenever
a route is full, the source looks for another until exhausting all its neighbors.
Since managing congestion is out of our scope, we omit this solution.

Note that nodes buffer packets for a known period of time (buffering-time). If the
buffering-time is finished and yet the sink is absent, nodes are then obliged to discard
the packet to save their memory and energy. Diagram in Fig. 4 explains the algorithm
managing the temporary absence of the sink by buffering messages in intermediate
nodes.

Message received  

No 

Intermediate node A

Yes No 

Send to sink via 
geographic routing 

Yes 

Buffer messages 
in neighbors 

No 

Delegate my last 
forwarder B

Buffer 
in A

Yes 

A B

No 

Prioritize 
messages in 
geographic 

routing 

Sink is 
available 

A can 
buffer

If neighbors 
of A can 
buffer

B is the 
source node 

Yes 

Fig. 4. Diagram for managing the sink’s absence.
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When the sink comes back, we use the same strategy as the sink location service,
which is the overhearing concept. The sink informs by unicast its last hop forwarder
(node A in Fig. 3) about its availability and its new location if it has changed. Node A
begins to send its buffered messages to the sink. Neighbors of A overhear these
transmissions (including node B) and notice the availability of the sink and its location.
In turn, they transmit their buffered messages via greedy forwarding. Neighbors of B do
the same thing and so forth until transmitting all the buffered messages and reaching the
source node. From now onwards, the source is aware about the availability of the sink
and transmit messages normally.

5.4 The Trajectory

In the original Elastic, before obtaining the new location of a mobile sink, the source still
encapsulates the known original location of the sink in each data packet, and this invalid
location information may lead to unsuccessful data delivery [19]. If the source can
predict the new location of the sink, the delay of finding a shorter route can be highly
reduced. However, authors didn’t mention whether the sink path is arbitrary or prede-
fined, but in their tests, they supposed that the sink follows the random way point model,
which leads us to deduce that the sink trajectory is arbitrary. This makes it hard to predict.

First Improvement. We suppose that the sink trajectory is predefined and the source
knows the sink’s trajectory and speed. This allows the source to predict easily the sink
location at any time. Before sending a packet, the source encapsulates its belief about
the sink location (the predicted location) on the data packet. This allows finding a
shorter route to the sink’s new location instead of sending the packet through the old
path until arriving at a node that knows the new location of the sink. The predicted
location by the source may not be the exact location of the sink but at least the packet
will be sent in the right direction towards the sink and will meet surly one of the sink’
neighbors since anyway the sink communicates its current location to its nearby sensors
periodically. Despite this, we keep the overhearing principle so that the source node can
update the sink real location since the location got by overhearing is more credible that
the predicted one.

Second Improvement. In the original Elastic, with a higher moving speed, the sink
may move out of the radio range of the last hop forwarding node with a higher
probability. In this case, the sink has to inform its location to the last hop forwarding
node by unicasting, and the data packets forwarded by the last hop forwarding node
during this period are all dropped [19]. If the last hop forwarder can predict the new
location of the sink, the number of dropped messages can be reduced. However, the last
forwarder is not always the same, so we propose that all nodes know the sink’s
trajectory and speed. This allows nodes to predict easily the sink location at any time.
While waiting the unicat message from the sink, the last forwarder encapsulates their
belief about the sink’s new location. Now, the sink location extracted from overhearing
messages is no longer the only information about the new location of the sink but it is
considered as a trusted update helping as a basic reference for nodes to predict the sink
location after certain time.
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6 Performance Evaluation

In this paper, our goal is to observe the impact of sink characteristics on Elastic
geographic routing protocol and to improve it so to support these mobility character-
istics. Simulating our improvement proposals using NS2 simulator, we analyze the
performance results by means of calculating the delivery ratio of the transmitted
packets, as well as the mean delay of transmission and the number of hops necessary to
transmit successfully a packet from the source to the sink.

We generate a sensor network with 100 nodes distributed uniformly in an area of
200 × 200 m2 with a transmission range of 30 m. This gives a density of 7.07 fol-
lowing the formula (1):

D ¼ pNR2

A
ð1Þ

Where N is the total number of nodes, A is the sensor area and R is the transmission
range.

The sink (s) is (are) continuously moving without pause time, In Elastic routing, the
sink sends location announcement messages once it moves 1 m away from its previous
location. Each second, the source node (which is determined beforehand) sends 10
packets to the sinks (at the position that it holds about the sinks). Note that the
simulation results are averaged over 10 runs. Table 1 summarizes the default simula-
tion parameters. We suppose that all the nodes except sinks have fixed positions during
all the simulation time and have the same energy of transmission and reception. Note
that the rate packet loss is not due to collision but to the different scenarios of sink
mobility.

We compare M-Elastic with Elastic [19] and GPSR [17] as it is considered a
reference for geographic routing in Ad Hoc networks and sensor networks.

Table 1. Simulation parameters.

Parameter Default value

Number of nodes 100
Area size 200 × 200 m2

Mac layer 800.11
Communication range 30 m
Antenna Omni Antenna
Propagation TwoRayGround
Packet size 512 bytes
Sink speed 20 m/s
Sink trajectory arbitrary
Simulation time 200 s
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6.1 M-Elastic Considering Multiple Mobile Sinks

To support multiple sinks, we have proposed that the source node determines to whom
the packet is destined with a reserve list. In this test, we vary the number of mobile sinks
and we study its effect on the delivery ratio and the average delay of transmission. After
50 % of simulation time, we provoke intentionally the failure of the main sink and after
70 % of simulation time; we provoke the failure of the first sink in the reserve list.

As shown in Fig. 5(a), with the increase of the number of the mobile sinks, the
success delivery ratio increases too. Indeed, the more the number of sinks increases, the
more a packet has the chance to be received by one of the sinks of the reserve list in
case of delivery failure to some sinks.

Now, we measure the average delivery delay. We notice according to Fig. 5(b) that
the delay increases when the number of sinks increases. This can be explained by two
factors: first, the deployment strategy where in order to have a good coverage; sinks are
deployed initially in relatively distant areas (otherwise, no significant advantage can be
derived) while the source remains static. Then, they move arbitrary and may become
more and more distant from the source. The number of hops increases and so the delay.
The second factor is the failure of some sinks. This obliged the last hop forwarder to
choose a sink from the reserve list and begin another route discovery towards this new
sink which needs additional time. Note that the transmission delay is proportional to the
number of hops. Indeed, whenever, the path length increases, the delivery delay
increases too.

6.2 M-Elastic Considering Sink High Speeds

In the original paper of Elastic [19], authors tested their protocol under low speeds
(maximum speed is from 1 m/s to 10 m/s) and the sink moves with a random speed
between 1 m/s and 10 m/s. However, authors did not mention if there is a pause time or
not. In addition, the real speed of the sink is not known. The scope of this paper is to

Fig. 5. (a): Delivery ratio with multiple mobile sinks; (b): delivery delay with multiple mobile
sinks.
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test Elastic under more different sink characteristics. To do so, we consider, in this test,
one single mobile sink and we vary its speed between 5 m/s and 35 m/s. the sink’s
speed is known and constant during a test. The choice of this interval is motivated by
the different applications that can benefit from mobile sinks. For example, in the case of
an emergency situation, the sink can be mounted on a fire truck or even a civil
helicopter (The speed can be higher than 20 m/s). In smart cities, the sink can be
attached to persons or vehicles (the speed can vary between 5 m/s and 20 m/s). Fig-
ure 6(a) shows the success delivery ratio and Fig. 6(b) shows the mean number of
hops. For M-Elastic, with a higher moving speed, the sink may move quickly out of the
radio range of the last hop forwarding node with a higher probability. In this case, the
sink has to inform its location to the last hop forwarding node by unicast, and the data
packets forwarded by the last hop forwarding node during this period are all dropped,
this leads to degradation in the delivery ratio. In the other hand, when the sink speed is
high, the sink may move towards source node quickly. This reduces the path length and
so the number of hops while for GPSR, the number of hops is always above those of
M-Elastic since GPSR does not rely on the overhearing concept, thus knowing the sink
locations is harder especially with higher moving speed of the sink which explains its
degradation of the delivery ratio.

6.3 M-Elastic Considering Sink Absence

In this test, we vary the sink absence duration between 10 % and 50 % of the simu-
lation time. We assume that each node can buffer up to 2 packets. The sink speed was
set to 20 m/s and the buffering-time was set to 5 s. The packet generation rate was set
to 10 packets/s. We suppose that during the absence of the sink, generated packets have
more and more priority.

Figure 7(a) shows the percentage of the packets delivered successfully with respect
to packets transmitted during the absence of the sink. For M-Elastic, the results reveal
that the delivery ratio remains constant until 20 %. Indeed, during the absence of the
sink, intermediate nodes buffer the packets, each one up to 2 packets in our case. If their
buffers become full, packets will be buffered in their neighbors. When the sink is

Fig. 6. (a) Delivery ratio vs sink speed; (b) number of hops vs sink speed.
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available again, nodes holding packets send them to the sink via geographic routing
along the initial path. All packets reach the destination; packets were just blocked for
moments. In our case, the density is 7, meaning that each intermediate node has around
7 neighbors. After 20 % of absence, the route path becomes full (all intermediate nodes
and their neighbors are buffering packets) because the average path length is 7–8 hops
as deduced from Fig. 6(b), source node begins to prioritize packets and old packets will
be dropped. In addition, after 25 % absence, nodes begin to discard packets to save
their energy and memory. All these factors explain the degradation of the delivery ratio
but still it is a gain instead of dropping them all with the original Elastic and GPSR.
Figure 7(b) shows the average interrupt latency of a packet. That is, the transmission
time from the comeback of the sink until arriving at destination. Obviously the
end-to-end delay is calculated following this formula:

End-to-End Delay ¼ greedy forwarding Timeþ sink absence Timeþ Interrupt Latency ð2Þ

Note that we applied the same buffering strategy to GPSR to compare it with
M-Elastic.

From Fig. 7(b), we notice that the interrupt latency increases gradually until 20 %
of absence. This is explained by the fact that when the sink is back, buffered packets
will be released in their order of arrival to be sent to the sink. Thus, newest packets will
wait the transmission of oldest ones. After 25 % of sink absence, the route becomes full
(intermediate nodes and their neighbors are all buffering packets) and prioritized
packets will replace oldest ones. When the sink is back again, packets will be sent in
the same order as before prioritization. Note that after prioritization, the number of
buffered packets is the same since the route is full. What happened is only replacement
of packets, this explained the almost stability in interrupt latency. We notice from
Fig. 7 that the degradations follow Exponential Distribution for both M-Elastic and
GPSR.

Fig. 7. (a) Impact of the sink absence time on delivery ratio; (b) delivery delay vs sink absence
time.
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6.4 M-Elastic Considering Sink Trajectory

In the last test, we evaluate the M-Elastic protocol with first, an arbitrary trajectory of
the mobile sink without any prediction and then with a predefined trajectory namely
SCAN [20], SCAN1 means that we have used our first improvement, that is only the
source node that knows the sink trajectory and can predict its location. SCAN2 means
that we have used our second improvement, that it, all the nodes know the sink
trajectory, thus can predict its location. We fixed the sink velocity to 20 m/s. Figure 8
shows the impact of our strategy on the success delivery ratio and the delivery delay.

Clearly, Fig. 8 shows that a mobile sink following a predefined trajectory gives
better results in terms of packet delivery and average delay compared to an arbitrary
one. In fact, with a predefined trajectory, source node can predict the new location of
the sink and encapsulates this information on the packet. This allows finding quickly a
shorter route to the sink’s new location. With the second improvement, all nodes can
predict the sink location, and while waiting the sink unicast, packets will not be
dropped but sent to the predicted location. This will reduce the number of dropped
packets as well as reducing finding another route, thus reducing the transmission delay.

7 Conclusion

In this paper, we have proposed improvements for the geographic routing protocol
Elastic to support different sink mobility characteristics namely the multiplicity of
mobile sinks, the temporary absence of the sink and higher speeds of the mobile sink.
The results reveal that with multiple mobile sinks and thanks to our strategy of reserve
list, M-Elastic gives better results in terms of success delivery ratio. However, when-
ever the sink speed is high, the delivery ratio becomes lower but with the advantage of
having less number of hops, that means less delivery delay. Thus in real-time appli-
cations we suggest to deploy a mobile sink with high speed. The major improvement

Fig. 8. (a) Impact of the sink trajectory with location prediction on delivery ratio; (b) on
delivery delay.
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we have done is modifying Elastic so to support the absence of the sink. Instead of
dropping packets during the absence time and thanks to our strategy of buffering and
prioritizing packets, M-Elastic saves up to 25 % of packets sent and important packets
will be sent even after the fullness of the route. Finally, predicting the sink location
improves the delivery ratio and reduces the delivery delay.

Still remain some challenges to complete this work. For example, what is the
adequate percentage of mobile sinks that should be deployed? Even if we believe it is a
NP-hard problem. What is the best trajectory that should be taken by the sink? What it
the best trade-off between the buffer size, the buffering-time and the packet generation
rate? All these questions and others are under consideration in our ongoing work.
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Abstract. The connectivity of a wireless sensor network is one of the most
important indicators of the network capabilities. This article describes the
characteristics of connectivity and proposed a method of its estimation for
wireless sensor networks. We use the Erdos-Renyi’s model for random graphs
as the connectivity model. The applicability of this model to connectivity esti-
mation of the network with different number of nodes was investigated.
A possibility of using UAVs for improving the connectivity in wireless sensor
network was also considered.

Keywords: WSN � Connectivity � Random graphs � Erdos-Renyi model �
Flying sensor networks � Energy efficiency � UAV

1 Introduction

Number of the applications for the wireless sensor network (WSN) is continuously
expanding [1–3]. Currently, these technologies have been used in household, transport,
logistics, housing and utilities, security, military affairs, medicine and many other areas.
With their help, and their interaction with other networks, the monitoring and control
tasks are solved. Using wireless technology and self-organization functions in many
cases they allow obtaining quick and efficient solutions of information delivering tasks,
which their decision using traditional techniques is impossible, ineffective or requires a
significant investment of time [4–6]. As a continuation of the evolution of wireless
sensor networks the development of the concepts of ubiquitous sensor networks and the
Internet of Things (IoT) can be considered. The variety of applications of these tech-
nologies requires the determination of the main indicators of their performance, and
evaluation methods. The various of target destination of wireless sensor networks have
different requirements for certain qualities, for which methods and models is necessary
that establish their connection with the technical parameters of the network and its
elements [7–9]. In this paper we study the connectivity of network, as one of the main
indicators of performance. The choice of this indicator for the study is due to the fact
that namely connectivity is characterized the possibility of the service delivery of
information, i.e. the availability of service.
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2 Formulation of the Problem

The main function, which performs the WSN, is a data delivery. Depending on the final
service, received by the user, it can be telemetry data or transfer the data of streaming
services. Telemetry services cover a wide range of applications such as the control of
environmental parameters, processes, geographical coordinates, meter of testimony
electricity consumption or heat, state of the human or animal body and many others. By
streaming data transmission services include sound and video, which can also be real-
ized on the basis of wireless sensor networks, at the choice of appropriate technologies
of organization of radio channels, providing the required bandwidth. Depending on the
purpose and services, requirements to the network can vary significantly. In terms of
probability-time performance is accepted to allocate network tolerant to delays and a
network tolerant to losses. Tolerance to the size of a network indicator says that it is not
of paramount importance for a particular purpose. Basic quality indicators of the WSN,
as well as other networks indicators can be divided into three main groups: the avail-
ability indicators, reliability and time indices. By the time indices should include data
delivery time, variation time and delivery (jitter), bandwidth. For reliability parameters -
probability of data loss (loss coefficient), the probability of errors in the data delivered.
For availability indices should include the probability of availability of data delivery
services, which in WSN is largely determined by the relative position of nodes and is
characterized by connectivity (the probability of connectivity) [10]. Also, to the last
group of indicators should include the time of life, which in many cases is limited due to
the use of non-renewable energy sources. Depending on the purpose, some of the above
indicators of network quality becomes dominant. For example, to monitoring of the fire
safety a message delivery time is critical, and for the transmission data of electricity
consumption (hot and cold water), the delivery time is not critical. If the network is used
to monitor a certain area, than covering should be a paramount component.

For almost all the applications, connectivity plays a significant role. Connectivity is
the property of network which does mean to be able to establish a connection between
network elements such as gateway and any of the network nodes. In sensor networks is
often meets heterogeneous connectivity, i.e., sensor node may be have multiple inde-
pendent pathways connecting it to the gateway. Network connectivity is an important
parameter which largely determines the vitality of the network. When the network
connectivity is lost, the nodes cease to perform its functions. Calculate the connectivity
parameter of a real network with a large number of nodes is difficult. For estimation of
connectivity certain models can be used.

Since variants of the network design may be different, then it is advisable to
characterize the connectivity by probability of connectivity. The probability of con-
nectivity is equal to one, when any node on the network can be connected with any
other nodes on the network.

3 Selecting the Model of Connectivity

To represent the network structure model graph is frequently used, in which the nodes
are represented by vertices and connection lines (channels) by edges. In the wireless
network model, existence an edge between vertices determined by the location of nodes
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and characteristics of their radio zones. In the simulation of WSN, we use a circle of
radius R centered at the node location as a radio zone model. Because of the random
location of network nodes, the link between pairs of vertices is also random and can be
described by a probability of falling of vertex to the circle of radius R. The random
character of existence of the link between the nodes of WSN allows assuming a choice
a random graph as its model.

There are various models to describe of random graphs [11]. In graph theory, the
Erdos–Renyi model is one of main models for generating random graphs. They are
named after Paul Erdos and Alfred Renyi, who first introduced one of the models in
1959. This model is described as follows. Given a set Vn = {1,. . . , n}, whose elements
are called vertices and on this set constructed random graph with random edges.
Potential edges of the graph no more than C2

n pieces. Any two vertices i and j are
connected by an edge with some probability p ϵ [0, 1] which does not depend from
other C2

n pairs of vertices. In other words, the edges appear in accordance with a
standard Bernoulli scheme in which C2

n trials and “the probability of success” p. Denote
by E a random set of edges that occurs as a result of the implementation of such
scheme. The random graph we denote by G = (Vn, E). This is a random graph in
Erdos - Renyi model [12, 16].

There are several theorems for this model. One of them exactly describes a method
which estimates a connectivity of the graph.

Theorem: Consider the model G(n, p). Let the p ¼ c ln(nÞn . If c > 1, it is almost
always a random graph is connected. If c < 1, it is almost always a random graph is not
connected. The main purpose of this theorem in our case is that when c = 1, the
probability of connectivity Pc of the graph is equal to a threshold value. At c < 1, the
probability of connectivity of graph less than this value, and for c > 1, the probability
of connectivity over it. There are many publications dedicated to using of random
graph model for wireless networks [17–24]. From the point of view of the tasks of
constructing WSN, by largest of c one can judge on what extent the problem of
connectivity is solved. In this model, there are no restrictions related to the length of the
edges, while in the WSN maximum possible length of the edges is limited by the R. For
example, for the most common building technology of sensor networks, such as
ZigBee (IEEE 802.15.4) and Bluetooth (IEEE 802.15.1) radius of the nodes is from 10
to 100 m. And for the technology Wi-Fi (IEEE 802.11b) it is from 20 to 300 m. Along
with the restriction to length of edges in WSN model there is a limitation to field of
nodes location.

4 The Simulation Model and Modeling Results

To study the connectivity of the considered network and check of this theorem
applicability we create the simulation model. It generates the given number of nodes
with random coordinates in the restricted 3D area, and then searches the shortest paths
between all pairs of nodes using Floyd algorithm and then estimates the part of founded
paths from all possible paths. This estimation represents the connectivity probability.
The considered area of nodes placement is cubic (V = 250 × 250 × 250 m3), and the
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nodes are distributed randomly, i.e., form the Poisson field. We changed the amount of
nodes in the cube from 20 to 100. Taking into account the characteristics of ZigBee and
Bluetooth we selected the communication range from 50 to 100 m. The results of
simulation are shown in Fig. 1.

Since the network nodes form a Poisson field, then probability of existence of
communication (the existence of an edge) is described by the probability of falling a
random point (node) in the area limited by a ball of radius R (Fig. 2).

Fig. 1. The dependence of probability of connectivity from the radius (R) and number of nodes
(n) in the cube

Fig. 2. Communication zone of node in the three-dimensional space
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p ¼ Vballq
n

ð1Þ

Where p the probability of falling a nodes in the node action radius,
ρ – the density of the network nodes (nodes/m3);
n - the total number of nodes in the network;

Vball ¼ 4pR3

3
m3;

R - radius of the node connection.
Comparing the p value with threshold probability that from theorem of Erdos-Renyi

can be defined as

p0 ¼ ln n=n ð2Þ
It is possible to estimate the probability of network connectivity under given

parameters R and n.
Approximate value of connectivity probability may be obtained by [16]

pC ¼ e�e�C ð3Þ

Were c – is the constant value from the equation p0 ¼ ln nþ c0
n . For

c0 ¼ 0 pC ¼ e�1 � 0:37.
We estimate dependence of the network connectivity from radius of the nodes for a

fixed number of nodes. Figure 3 shows the dependence of probability of network

Fig. 3. The dependence of the probability of connectivity from radius of nodes (R) in a cube at
V = 2503 m3, n = 100 m.
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connectivity, which is calculated by simulation, from radius of the network nodes for
n = 100. According to the results of simulation the probability of connectivity is equal
0.34 at R = 52 and 0.55 at R = 54. At a linear extrapolation for probability of con-
nectivity 0.37 R = 52.4. According to (2) the threshold probability p0 = 0.046 and the
probability of falling to ball for this radius by the formula (1) is equal to 0.039. Dif-
ference between these values is 15 %. Simulation results was approximated by S-curve

~pC Rð Þ ¼ 1

1þ e�
R�r0
b

ð4Þ

where R and r0 are parameters, obtained by numerical feting of the curve to the
simulation data. In this picture the upper and lower bounds of the confidence interval
also given for significance level of 5 %. The confidence interval covers theoretical
point p0 given by theorem and approximation (3).

Thus, these results show that the random graph model and Erdos-Renyi theorem
may be used to estimate parameters of the network for given requirements of con-
nectivity or for connectivity estimation for given network parameters.

It is obvious that the use of a random graph model for WSN is expedient in case the
number of nodes is large enough. When a small number of nodes is considered, in most
cases the network structure can be described geometrically and for it is not required use
of probabilistic methods. For the study of the applicability of random graph model to
describe the connectivity of network simulation was conducted in which standard
deviation of connectivity was estimated. Figure 4 shows the standard deviation of the
probability of network connectivity from amounts of nodes in the network.

Fig. 4. The dependence of the standard deviation in the evaluation of the probability of network
connectivity on the number of network nodes
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As can be seen from the Fig. 4 the standard deviation, and hence the error of
connectivity estimation decreases as 1/n. It is the maximum for a small n, and stabilized
at values n > 50 at 20 % of the estimated quantity. Thus, at a relatively small number
of network nodes a connectivity estimation error using the model of a random graph
may be too great. If the number of nodes is 50 or more, error is small enough (less than
20 %) for practical calculations.

When the network connectivity probability p is less than the threshold probability
p0, network is divided into clusters. To ensure the connectivity of clusters, we need to
increase the communication range R of the nodes; this sometimes cannot be done. In
this case, it is advisable to use unmanned aerial vehicles (UAVs), for which R is more
because of the fact that it is located high above the ground (greater area of the line of
sight, better antenna and more energy) [13–15]. Thus it is possible to provide network
connectivity.

5 Conclusion

1. When organizing wireless sensor network on a set of randomly positioned nodes, it
is advisable to apply the model of a random graph.

2. When simulating WSN in a random graph, the probability of the existence of edges
is defined as the probability of falling a node in a communication range and depends
on characteristic of nodes placement in a service zone.

3. Results of the WSN simulation with random placement of nodes (Poisson field)
showed that the probability of network connectivity depends on the number of
nodes and communication range and can be described by theorem of Erdos-Renyi.

4. Study of a dependence of connectivity probability of the WSN in three-dimensional
space from a communication range and number of nodes showed statistical equality
to the results obtained from the Erdos-Renyi model.

5. A study of the applicability of a random graph model from the number of nodes in
the network showed that the error of connectivity estimation decreases with
increasing n by law that is closed to 1/n. At n > 50 error of connectivity estimation
is less than 20 %, which is acceptable in most practical cases.

6. To ensure network connectivity when the probability of connectivity is less than p0
it is advisable to use the UAV.
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Abstract. Intrusion detection system, IDS, traditionally inspects the payload
information of packets. This approach is not valid in encrypted traffic as the
payload information is not available. There are two approaches, with different
detection capabilities, to overcome the challenges of encryption: traffic
decryption or traffic analysis. This paper presents a comprehensive survey of the
research related to the IDSs in encrypted traffic. The focus is on traffic analysis,
which does not need traffic decryption. One of the major limitations of the
surveyed researches is that most of them are concentrating in detecting the same
limited type of attacks, such as brute force or scanning attacks. Both the security
enhancements to be derived from using the IDS and the security challenges
introduced by the encrypted traffic are discussed. By categorizing the existing
work, a set of conclusions and proposals for future research directions are
presented.

Keywords: Intrusion detection system � Encrypted traffic � Traffic analysis

1 Basics of Intrusion Detection Systems

Intrusion detection system, IDS, is used to examine network traffic and to detect
malicious activities. One classification basis of IDSs is the location of the sensor. It can
be local on the protected machine or reside at some point in the network protecting a
larger group of machines. The local IDS is known as Host-based Intrusion Detection
System, HIDS, and the one residing in the network is Network Intrusion Detection
System, NIDS. As for encrypted traffic IDS, it is easier for a HIDS to have the
encryption keys and thus be able to analyze decrypted data. On the other hand, HIDS is
unable to detect attacks that spread in the network as the HIDS is limited to the local
view. Another security tool to be noted is application firewall which has similar
detection capabilities as an IDS. Encryption is a challenge that is often dealt with by
sharing decryption keys.

Another way to classify IDS is based on the attack detection methodology. Usually
IDSs are separated into two different categories, signature based or anomaly detection
based (see e.g. [1]). Signature based detection is done by inspecting the payload and
comparing the findings to known attacks. This method is generic since the same
signatures should apply to any known network. Signature based method is accurate for
known attacks, but is unable to handle new threats. Anomaly detection based method
compares the traffic to known normal traffic patterns and if big enough deviation is
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detected, the traffic is classified as malicious. This method is less generic since it adapts
the normal traffic model to the learnt network, thus providing an adaptive model that
captures the actual behavior. Anomaly detection based methods are less accurate than
signature based methods but they are able to detect new types of attacks also called as
zero-day attacks.

Koch [1] stated that the rise of encrypted traffic is one of the challenges that future
IDS have to be able to cope with. As encrypted traffic comes more and more common,
the payload inspection becomes less valid approach. Nonetheless malicious activities
are still in the networks and need to be detected. There are three different approaches in
handling encrypted traffic inspection and all of them have their unique disadvantages
[1, 2]. The first one is protocol based detection, but it only detects misuse of encryption
protocol itself. Attacks done using an encrypted channel remain unnoticed. The second
option modifies network infrastructure and needs decryption. Last option is based on
traffic analysis, which extracts information from the traffic flow. In this survey the
protocol based detection is included in traffic analysis category if it does not require
decryption. This leaves us two categories that are separated by the need for decryption.

As most IDS detection methods rely on inspecting the payload of the messages,
traffic decryption becomes a natural solution for encrypted data. This reduces the
problems of encrypted traffic IDS back to the traditional challenges of any IDS.
Accessing decrypted data can be done by several different methods varying from
shared encryption keys to reverse engineering applications. However, requiring
decryption has several drawbacks. The first one is obvious, decryption is not possible
nor allowed in all network environments. The second one is ethical and has to do with
user privacy. The third one is the concern for security. As end-to-end encryption is
broken, this gives malicious adversaries another attack point. The third concern is
addressed in some publications but none of them can render the first concern obsolete.
Thus we have to take a look at what traffic analysis methods can provide.

Traffic analysis methods have the advantage that they do not require decryption.
This allows their implementation in all the same places as traditional IDSs. Traffic
analysis methods aim to define characteristics of normal network traffic and often focus
on the network flow. Different aspects are taken into consideration such as timing and
size of the packets. After the features are extracted different anomaly detection and
machine learning methods are applied. The major drawback of this approach is a lower
detection accuracy than a traditional IDS. This is due to the fact that payload data is
encrypted, hence less information is available for the analysis.

Dyer et al. [3] report that encryption protocols such as TLS, SSH and IPsec were all
susceptible to traffic analysis attacks. This means that information can be extracted
from different kinds of encrypted traffic.

2 Attacks

Encryption of traffic limits heavily the availability of different features in data.
Therefore, it is tempting to focus on attacks that presumably are visible through
increased traffic. These attacks include scanning, brute force and dictionary attacks and
DoS/DDoS. It is shown in many articles that such attacks are visible from network

282 T. Kovanen et al.



flows [4]. However, detection of other types of attacks in encrypted traffic using
methods that do not require decryption is much less studied. To be visible without
decryption, the attack needs to fulfill few requirements. Firstly, the detection of attacks
is only possible if the traffic goes through the IDS. Some attacks can be locally
executed or use alternative route to target. In these cases, IDS cannot detect the direct
attack but might detect side effects of the attack. One example of this type of an attack
is virus on a USB drive, where the virus activates locally on the machine. On the other
hand, some more advanced IDSs are able to detect further stages of the attack such as
contacting C&C server and possible exfiltration of files. Secondly, the attack has to
change some of the network traffic features. Detection of zero-days attacks and targeted
attacks is possible by focusing on the network traffic behavior by modelling various
detectable attack features, without relying on known attack signatures. We present a set
of detectable attack features in Table 1.

IDS has to identify malicious activities that have varying features depending on the
phase and type of the attack. According to Engen [5] the phases of the attack can be
divided into four sections: surveillance, exploitation, mark and masquerade. The first
phase includes scanning and probing activities to gather information of the target
system. This phase includes possible password cracking by brute force or dictionary
attacks. The second phase includes using suitable exploit to the system to gain access
with administrator privileges. This phase may contain Denial of Service (DoS) attacks,
which usually try to flood the system with requests so that it is unable to respond. The
third phase includes the malicious activity of the attacker in the system. This phase may
consist of stealing or destroying data, planting malicious software on the system or
using it for other attacks. The last phase involves hiding evidence of successful
intrusion. This may be done by deleting activity log entries and removing executed
malware files.

Table 1. Detectable attack features.

Detectable attack features
1. Frequency of sent packets
2. Frequency of received packets
3. Ratios between sent / received packets
4. Ratios between sent / received packet 

sizes
5. Time between sent / received packets
6. Number of packets
7. Size of packets
8. Session duration
9. Changed request – reply sequences
10. Endpoint identity
11. Connection hour and day
12. Response time
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Table 2 presents the four phases of an attack according to Engen [5], with corre-
sponding types of attacks and examples. By using a taxonomy for attacks it is easier to
cover more different types of attacks. All the attacks that have detectable features might
be detectable with traffic analysis. Many of the attack types can belong to several
phases depending on the motivation of the attacker. For example, DoS can be seen as
an exploitation phase action, where it enables other attack vectors to succeed. It can
also be seen as the actual attack belonging to the mark phase. In this case the moti-
vation is just to shut down the target system with no further intentions. Also most of the
Mark phase attacks are exploits too but are here seen as the end goal of an attack and
thus categorized to Mark phase.

Another aspect is the location of the IDS. This affects, for example, the endpoint
identity feature’s usability. If the protected machine is a web server, all the connections
are accepted unless black listing is used. This means that every endpoint is regarded
benign unless an attack is discovered by other means. On the other hand, if the
protected machine is in limited network, the approach adds a valuable feature in the
case when not all of the machines are allowed to contact each other. This also requires
identification of endpoints. If NAT connections are used, simple identification based on
IP addresses fails. Also spoofing IP addresses and port information is possible.

Table 2. Attack phases, corresponding attack types and examples.

Phase Attack type Examples
Surveillance Scanning (Targeted) Targeted against a specific com-

puter or vulnerability
Scanning (Mass) Large scale scanning to find any 

target
Password cracking Dictionary or brute force attack

Exploitation DoS / DDoS
flooding type

Server resources are depleted by 
numerous requests

DoS / DDoS
vulnerability type

Server resources are depleted by 
targeting known vulnerability

Remote-to-Local SQL injection
User-to-Root Buffer overflow
Zero-day attacks Previously unknown attacks

Mark Data exfiltration / dele-
tion / alteration

Insider action or after a breach

Spyware Keylogger
Other malware execution Spying or causing harm

Masquerade Log entry, malware trace 
etc. deletion

Possible backdoor left open
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3 Literature

During recent years, the percentage of encrypted traffic is constantly increasing, and the
number of articles discussing the encrypted traffic IDS domain is increasing respec-
tively. In this survey, we selected research papers that discuss the detection of attacks
from encrypted traffic. Snowball search is technique which searches more publications
from the citations of referred publications [6]. This was used to retrieve the central
citations of the found publications. These citing articles were reviewed by title. The
number of found articles was limited but more insight was found from articles dis-
cussing traffic analysis attacks and encrypted traffic classification. Also most of the
encrypted traffic IDS papers refer to these near field topics as the basis of their own
research. The approaches in traffic analysis attacks and encrypted traffic classification
research are slightly different than in encrypted traffic IDS but the methods can be
useful in all of these research activities.

Traffic analysis attack studies discuss different methods of extracting information
from encrypted traffic based on information available without decryption [3], [7–9].
The aim is not to the detect intruders but rather to point out that encryption has
limitation in hiding sensitive information. For example, revealing the identity of visited
web pages in encrypted web traffic is possible without decryption [9]. Encryption
protocols use packet padding to obfuscate packet size information and thus attempt to
prevent traffic analysis attacks. It is shown that padding encrypted traffic is not enough
to prevent traffic analysis attacks [3, 10, 11]. In encrypted traffic IDS the ideas of traffic
analysis attacks are used to reveal malicious activities rather than gaining sensitive
information from encrypted traffic.

Encrypted traffic classification aims to identify applications sending the encrypted
traffic. The research question is not focused in finding malicious activities but aims to
produce viable information for quality of service decisions. For example, VoIP calls or
SSH connections are identifiable without decryption [12–21]. Deep packet inspection
and port numbers are not needed to identify various application and protocols. This
enables the creation of normal traffic pattern from which the deviations can be detected.
However, the results are often too coarse to meet the expectations of traffic managers
[19]. The publication on encrypted traffic classification enforce the view that encryption
does not hide the typical features of an application. The more information it is possible
to gather from encrypted traffic without decryption, the more possible it becomes to
detect attacks from the features they have.

3.1 Encrypted Traffic IDS

Some of the articles discussing encrypted traffic IDS use an approach that requires
decrypting the traffic before IDS analysis is done. Decrypted traffic can be obtained
from target’s protocol stack [22] or by reverse engineering applications [23]. Cen-
tral IDS, CIDS, approach was presented by Goh et al. [24–26]. Their solution mirrored
the traffic to a CIDS, which was able to decrypt the traffic and perform deep packet
inspection to the decrypted traffic. They used Shamir’s secret sharing scheme and VPN.
The compromised host problem is addressed. However, this solution required

Survey: Intrusion Detection Systems in Encrypted Traffic 285



decryption and therefore is only suitable to limited range of network configurations.
The encrypted traffic IDS solutions, which require decrypting can use the same
detection approaches as traditional IDS. Therefore, the accuracy of their solutions is not
the main interest here as the accuracy of the IDS is not related to encryption.

From the literature discussed so far it is shown that different types of actions and
patterns can be identified from encrypted traffic without decryption. The solutions that
do not require decryption are more interesting as they could use the methods used in
traffic analysis attacks and encrypted traffic classification. The suitability of traffic
analysis methods for detection operations in high speed networks have been addressed
by Hellemons et al. [27] and Amoli et al. [28, 29].

One of the earliest publications on encrypted traffic IDS was made by Joglekar and
Tate [30]. Their solution ProtoMon was based on detection of protocol misuse. Even
though this approach is limited to detection of protocol violations only, it formed a
basis for many of the other studies discussed in this survey.

Yamada et al. [31] proposed an approach, which only uses data size and timing
information without decrypting the traffic. By comparing client’s access frequency to
the characteristic of normal accesses it was determined whether the access was mali-
cious or not. They tested the method by using an actual dataset gathered at a network
gateway and DARPA dataset. For DARPA dataset they added random padding for
each data size to simulate the encryption. They tested three different attack classes:
Scanning attacks, scripting vulnerabilities and buffer overflows. The results for the
actual dataset were good with low false alarm and low false negative rates. Different
types of attacks were distinguished from normal accesses. However, they were not able
to detect all attacks from the DARPA dataset mainly because some of the attacks did
not include a scanning phase before the intrusion. They state that this situation differs
from an actual network attack scenario and therefore future work should focus on
different datasets.

Foroushani, Adibnia, and Hojati [32] also used traffic analysis methods to detect
intrusions without decrypting the traffic. They focused on detecting the attacks from
accesses with SSH2 protocol to network public servers. The method was implemented
on Snort IDS and evaluated using DARPA dataset. In scanning attacks, the requests are
similar to normal requests but responses are smaller than normal. Script language
attacks are similar to normal HTTP traffic when the attack is successful (small request,
large response). However, when the attacker is looking for vulnerable applications, the
attack evokes small responses with error messages. This pattern can be used to detect
abnormal activities. Buffer overflow attacks send large requests in order to overflow the
vulnerable buffer. They show that their method is able to detect intrusions with false
alarm rate of about 15 % and scanning, script and buffer overflow attacks are detected
with high accuracy. Numerical results for accuracy are not given. The reasoning for
detecting different types of attacks is clearly stated but the results for different types of
attacks are not separated in the analysis. Therefore, it is impossible to tell if the
presented approach is working as intended.

Koch and Rodosek [33, 34] explored a security system for encrypted environments.
Their solution was based on multiple analysis blocks, namely: Command evaluation,
Strategy analysis, User identification and Policy conformity. They were able to identify
limited range of commands such as ‘ls–l’ and login sequences from SSH-traffic. The
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analysis was based on the sizes of input packet series, size of answer packet series,
divergences in packet sizes, server delays arising from system access and split answer
packet series. The analysis is based on both the sender packets and the server answers.

Augustin and Balaz [10] proposed IDS architecture that combined encrypted
application recognition to the anomaly detection based pattern identification in SSL
traffic. This dual approach gives more accurate information for threat classification.
One of the most cited result was that encryption does not hide size information
completely. No numerical test results were given.

In 2012, Hellemons et al. [27] published a flow-based SSH intrusion detection
system SSHCure. It was based on a three phase state machine, which monitored
packets-per-flow and minimum number of flow records. The three phases were scan-
ning, brute force and die-off phase. Every attack had to include either scanning or brute
force phase. Each phase had different threshold values for monitored features. The
method was evaluated with two datasets recorded at University of Twente’s campus in
2008 and 2012. They manually inspected the dataset and found 29 (in year 2008) and
101 (in year 2012) incident in the scanning phase. Their method found correctly 28 and
100 incidents respectively and had 1 false positive in both sets. No false positives were
recorded. They used to their algorithm to see how many of these attacks progressed to
further phases. From the 2008 dataset, 17 attacks reached brute-force phase and 16
reached die-off phase. From the 2012 dataset, 58 attacks reached brute-force phase and
25 reached die-off phase. Correctness of these later classifications was not presented.

In 2013, Barati et al. [2] proposed a data mining solution for the encrypted traffic
IDS problem and used flow-based features instead of packet features. They presented a
hybrid model of Genetic Algorithm and Bayesian Network classifier for finding the
best subset of features. The model was tested by trying to detect brute force attacks
from SSH traffic. Their model extracted 12 most efficient features from the original 42.
In classification phase, with the selected features, they received average ROC area
value of 0.983 and false positive rate of 0.015. The results were promising but they
state that different types of attacks need to be tested with larger dataset. In 2014, Barati,
Abdullah, Udzir, Behzadi, Mahmod and Mustapha [35] published an article on
SSH IDS in cloud environment. The method extracted most representative features and
classified them by using the Multi-Layer Perceptron model of Artificial Neural Net-
work. It was evaluated against brute force attacks. Their method was able to classify
correctly 94 % of the instances. The ROC area value was 0.978 and False Positive Rate
was 1.6 %.

Amoli and Hämäläinen published in 2013 [28] an article on detecting zero-days
attacks and encrypted network attacks in high speed networks. High speed network
requires too much resources that a deep packet inspection based IDS would be feasible.
Amoli’s and Hämäläinen’s work is suitable for both normal and encrypted networks as
it only uses network flows for analysis. The real-time detection model they suggest is
based on two engines. The first engine is aimed to find attacks that increase network
traffic (e.g. DoS and scanning). The second engine is designed to find out botnet’s
master in DDoS attack. Implementation and testing the model was presented later [29].
For evaluating the first engine they extracted fast network intrusions in DoS, probes
and DDoS from DARPA dataset. They received 100 % Recall, 98.39 % Accuracy and
False Positive Rate of 3.61 %.
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In 2014, Koch et al. [36] wrote a more comprehensive article on their ideas. Their
solution is based on multiple modules. They aim to detect attacks from network traffic
and to identify insider threat and extrusion activities. In the case of network attacks the
detection is done based on a similarity measure. This method assumes that there are
more normal events than malicious. Therefore, a normal connection has high corre-
lation to the majority of connections. Malicious connections are rare and have lower
correlation to the other connection. The more similar the event is to the majority of
events, the more likely it is normal. If attacker tries to influence the detection system by
flooding malicious traffic, the correlations of normal connections drop. However, this
behavior can be detected as well. In the case of small amounts of connections, this
similarity measure is not applicable. Their proposed method uses intra-session corre-
lation, which uses segments of one connection for correlations. Extrusion- and insider
detection uses command identification and attack trees to identify possible attacks.
Sequence evaluator is used to analyze if the used sequence of commands is a part of
known attacks. Personal typing characteristics are used to confirm the identity of the
user. Then the authorization verification module verifies if the action is allowed for this
user. Once all the evaluation results are accomplished the Action Selection can form
automatic firewall rules when needed. The evaluation was done on a HTTPS web-
shop. Users and normal traffic were simulated using Tsung benchmarking tool. Brute
force login attempts and SQL injections were added to the traffic. Up to 63 parallel user
connections were simulated and malicious traffic varied between 1 % and 2.7 % of the
connections. Network attacks were identified with accuracy of 72.05–74.39 % with
false alarm rates of 27.80–25.92 %. The article combines the detection results of both
SQL injections and brute force attempts, therefore it is not possible to evaluate the
detection performance for each attack by itself.

In 2015, Zolotukhin et al. [37] presented data mining based solution to detect DoS
attacks. They implemented DBSCAN algorithm and compared it to other well-known
algorithms: K-means, K-Nearest Neighbors, Support Vector Data Description (SVDD)
and Self-Organizing Map. All but SVDD performed with accuracy over 99.99 %.
SVDD achieved an accuracy of 99.94 %. The false alarm rate for the DBSCAN
approach was lowest being 0.0697 %. This confirms that detection of DoS attack is
relatively accurate even in encrypted traffic.

Most of the encrypted traffic IDS papers using the traffic analysis approach focus on
relatively small amount of different attacks. The most frequent ones are different DoS
attack scenarios and scanning attacks. Traffic analysis fares well against this type of
threats but only few articles state the performance against more difficult types of attacks
such as SQL injection. Another common feature is that only successful detections are
reported. Articles do not evaluate detections methods across various scenarios but focus
on few relatively easy use cases. In Table 3 are presented the articles discussing
possible solutions for encrypted traffic IDS. The solutions are based on either protocol
analysis or traffic analysis and do not require decryption.

The majority of articles presented in Table 3 do only limited testing on mass attack
types such as scanning, brute force and DoS. Few list other types of attacks in their test
sets but the results have limitations. First limitation is that attacks have to have some
sort of mass attack component. Either scanning or brute force phase is required before
subtler attacks can be detected. Another type of limitation is in presenting the results.
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Table 3. Intrusion detection solutions that do not require decryption.

Article Method Attack types Cons
[30] Protocol misuse detec-

tion
Protocol misuse Only proto-

col misuse de-
tection

[31] Data size, timing. Da-
tasets: Darpa and live 
recording

Scanning, script-
ing language vulner-
abilities, buffer over-
flow

Attacks must 
contain scan-
ning phase

[32] Data size, time inter-
val. Dataset: Darpa

Scanning, script, 
buffer overflow

Attacks are 
not separated in 
analysis

[33] Statistical command 
evaluation

Identifies com-
mands

[34] Command evaluation, 
Strategy analysis, User 
identification and policy 
conformity. No testing.

[36] Similarity measure-
ments

Brute force,
SQL injection

Attacks are 
not separated in 
analysis

[10] Application identifica-
tion. No testing.

DoS

[27] 3 state machine, Pack-
ets-per-flow and mini-
mum number of flow 
records

SSH: Scanning, 
brute-force, exploit

Attacks must 
contain scan-
ning or brute 
force phase

[28] DBSCAN
No testing.

DoS, DDoS, scan-
ning, zero days, bot-
master

[2] Choosing most effec-
tive features with Genet-
ic Algorithm

Brute force

[35] Artificial Neural Net-
work (Multi-Layer Per-
ceptron)

Brute force

[37] DBSCAN DDoS
[29] DBSCAN DoS, DDoS, scan-

ning, zero days, bot-
master
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The attack traffic contains subtler attacks but results are only reported for the whole
attack data. This leaves the possibility that the detection rate is based on the noisier
attacks alone.

4 Discussion and Conclusions

Although several papers discussing encrypted traffic IDSs have been published, only
few of them challenge the current detection boundaries. Even negative results would
increase the valid information available. Currently it seems that attacks that distinctly
change the normal traffic pattern, can be distinguished with relatively high accuracy.
This is enough to detect various DoS/DDoS, brute force and scanning attacks that are
based on the amount of messages.

Future research should be made systematically. Detection features and attacks in
Tables 1 and 2 give a basis for creating test sets. Testing should be conducted with
large dataset consisting of multiple types of attacks. Thorough consideration should be
used while choosing the dataset. For example, the DARPA dataset might give too
promising results if both the training and testing are done only using it because the
DARPA dataset has documented disadvantages (see e.g. [38, 39]). To some extent,
using the same dataset for both training and testing can cause problems, such as
overfitting, in all datasets.

The reporting of results should also be made systematically and the results should
include negative findings when the approach is unable to detect certain types of attacks.
Using clear numerical results instead of descriptions makes comparison possible.
Recommended values include at least accuracy and false alarm rate. For more detailed
analysis, true positive, false positive, true negative and false negative values, Receiver
Operating Characteristic curve (ROC) and area under curve (AUC) should be pre-
sented. By testing attack types that at first seem hard to detect and reporting even the
negative results, it is possible to realistically evaluate the limits of detection.

We acknowledge wholeheartedly that this research is far from trivial. The envi-
ronment is complex and changing from scenario to other. Still we see that the detection
of subtler attacks than scanning, brute force and DoS is possible. This is based on
detection results on near field research on traffic analysis attacks and encrypted traffic
classification. In this article, we have analyzed encrypted traffic security challenges and
presented a comprehensive review of the research work on encrypted traffic IDSs. Our
analysis identifies that regardless of the way encrypted traffic is analyzed, there is yet
more to be done; more untapped potential and more unresolved challenges.
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Abstract. Networked software systems have a remarkable and critical role in
the modern society. There are critical software systems in every business area.
At the same time, the amount of cyber-attacks against those critical networked
software systems has increased in large measures. Because of that, the cyber
security situational awareness of the own assets plays an important role in the
business continuity. It should be known what is the current status of the cyber
security infrastructure and own assets and what it will be in the near future. For
achieving such cyber security situational awareness there is need for the Cyber
Security Situational Awareness System. This study presents the novel archi-
tecture of the Cyber Security Situational Awareness System. The study also
presents the use case of threat mitigation process for such Cyber Security Sit-
uational Awareness System.

Keywords: Cyber security � Situational awareness � Multi sensor data fusion �
Situational awareness information sharing � Early warning

1 Introduction

Situational awareness and early warning capability is extremely important for com-
mand and control of the own assets or making decisions related to the mission or
business. Military aviation has a long history of using command and control systems
with situational awareness generated by multi sensor information that could also be
shared from the systems of other organisations. There are similar requirements for
situational awareness in the cyber domain. Sensor feed from multiple different sensors
should be fused automatically and visualised for the decision maker. Additionally, the
information of known cyber threats should be shared with other organisations.

The terms situational awareness and situation awareness are mixed in the literature
and used for describing the same phenomenon. In this paper the term situational
awareness is used because situational awareness is considered to describe the phe-
nomenon more accurately.

As stated in [1] real time cyber security situational awareness and data exchange are
required in several strategic guidelines of different countries, for example in Finland’s
Cyber Security Strategy [1, 2]. A systematic literature review [1] indicates that there are
several studies related to situational awareness in cyber domain; however, it is still
stated in [3] that there is no solution for Cyber Common Operating Picture (CCOP).
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This paper proposes state of the art architecture for the Cyber Security Situational
Awareness System including a multi sensor data fusion component and data exchange
with trusted partner organisations. The paper also presents the use case process for the
Cyber Security Situational Awareness System and threat mitigation. The paper consists
of a comprehensive set of reference literature and research papers as the background of
the study. First, the Cyber Security Situational Awareness is discussed and the Data
Fusion process is described. Also, the interfaces are presented, and the requirements for
Human Machine Interface and data visualisation are analysed, followed by the
description of the proposed architecture and finally, the conclusion with proposed items
for further work is presented.

2 Cyber Security Situational Awareness

Endsley specifies one of the most used definitions of situational awareness (or as stated
in the original reference situation awareness) as in the volume of time and space gath-
ering information and elaborating understanding of what is happening and prediction of
what will happen in the near future [1, 4]. From the point of view of Cyber Security
Situational Awareness System, it means that there is multi sensor information available
indicating what is happening, there is the capability for analysing such information, and
there is also capability for making predictions what will happen in the near future.

As stated in [5] there are three types of information needed for situational aware-
ness in cyber security: information of computing and network components (own
assets), threat information, and information of mission dependencies. According to [6]
there are four components of situational awareness: Identity (organisation’s goals,
structure, decisions making processes and capabilities), Inventory (hardware and
software components), Activity (past and present activity of own cyber assets), and
Sharing (both inbound and outbound). Paper [7] proposes a framework that consists of
real-time monitoring, anomaly detection, impact analysis, and mitigation strategies
(RAIM). The U. S. Army Innovation Challenge for Cyber Situational Awareness
covers analytics, data storage, and visualisation of networks, assets, open-source
information, user activity, and threats [8].

It is important to notice that there is a large and increasing number of systems,
devices and cyber security applications or sensors in the organisation network pro-
viding data to be analysed. Analysing that increasing amount of information requires
high computational power [9]. Data fusion is a recognised technique in surveillance
and the security systems used for merging the scattered surveillance and status infor-
mation as integrated totality. For example, paper [10] introduces data fusion for
intrusion detection information.

3 Multi Sensor Data Fusion

The data fusion is defined as “the process of combining data to refine state estimates
and predictions” [11]. The dominant data fusion model is JDL model by the US Joint
Directors of Laboratories Data Fusion Sub-Group. In the JDL model the fusion process
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is divided into different levels. Originally, there were levels 0–4. Nowadays, there are
levels 0–6 which can be described for the cyber domain as follows [11–16]:

• Level 0 (Data Assessment). Cyber security sensor feed to the system.
• Level 1 (Object Assessment). Identification of cyber entities for example services,

devices, physical network connections or information flows and the properties of
those entities.

• Level 2 (Situation Assessment). State of the systems in cyber domain. Combining,
for example information of software versions, vulnerabilities or patches installed.

• Level 3 (Impact Assessment). Information related to an ongoing attack or threat,
indicating the damage and mitigation actions or incident response required or
already done.

• Level 4 (Process Refinement/Resource Management). Management of cyber sen-
sors. Selection of used sensors, configuration of sensor settings and definition of the
reliability score of each sensor.

• Level 5 (User Refinement/Knowledge Management). Human Machine Interface
(HMI) providing access to control each layer of fusion. An important part of that
level is effective visualisation of information to the user.

• Level 6 (Mission Management). Determination of mission objectives and policy for
supporting decision making.

Giacobe presents an application of the JDL data fusion process model for cyber
security utilising JDL levels 0–5 [14], and paper [15] introduces adapted national level
JDL data fusion model for levels 0–5.

Paper [16] divides multi sensor data fusion algorithms under four main categories:
Fusion of imperfect data, Fusion of correlated data, Fusion of inconsistent data, and
Fusion of disparate data. There are several mathematical algorithms under those four
categories. For example, [17] utilises Support Vector Machines (SVMs) as the fusion
algorithm for network security situational awareness, and paper [18] proposes a
Hierarchical Network Security Situation Assessment Model (HNSSAM) with DS data
fusion for cyber security. Spatiotemporal event correlation is used for anomaly
detection and for network forensics in study [19].

4 Interfaces

The proposed architecture includes several types of input information for data fusion
supporting all the levels of JDL Data Fusion process. Because of that, the data fusion
engine should implement several different data fusion algorithms chosen to support
data fusion of such data. Following interfaces are proposed for the architecture.

4.1 Sensor Information

Input interfaces for the information from the cyber security sensor feeds such as
information from anomaly based or signature based Intrusion Detection Systems (IDS),
Intrusion Prevention Systems (IPS), firewalls, antivirus systems, log file analyser,
authentication alarms etc.
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4.2 Own Assets Status Information

Input interfaces for the information of the systems in the cyber domain. All the entities
and their properties should be identified as well as their status and configuration
information. Includes also the information of the sensors with their status and con-
figuration information. Some of the systems are able to automatically inform their
status and configuration information. Otherwise, the user will update the status infor-
mation using HMI. If the service is under attack, the impact assessment status infor-
mation is most likely input to the system by user. Additionally, the spare parts of the
physical devices should be input to the system.

4.3 Analysis Information

The analysed impact assessment information about an ongoing attack or threat; caused
damage, information of attacker, what are the used attack methods, what are the
countermeasures, present and past mitigation activities or incident response activities,
and the result of those activities. The analysis information also consists of Indicators Of
Compromise (IOC) information and open source intelligence information originated,
for example from social media, news or CERT-bulletins concerning systems in the use
or the business area represented. Such open source intelligence information might offer
early warning information about incoming threats or information needed for incident
response. Paper [20] states that pure technical data is just a part of bigger situational
awareness fused with intelligence information.

Certain policies or objectives that should be noticed as part of the Situational
Awareness and decision-making information are input as part of the analysis informa-
tion. The analysis information is input to the system both automatically and using HMI.

4.4 Sharing the Information

Information sharing is one of the most critical elements in cyber security. If there is a
trusted network of other organisations and there is the capability to share information
with those organisations, there is much more information available for the data fusion.
With shared information there are requirements for filtering the information before
sharing it according to the company policy. All the information cannot be shared
because of the confidentiality of the security information. Inbound data should also be
analysed and the reliability score assigned.

In the case of simultaneously ongoing data fusion and data sharing processed the
origin of the information should be indicated because of the data-loops. If the infor-
mation is shared (outbound) to any organisation of the information sharing community
and after while the same information is shared back (inbound) from any organisation of
the information sharing community, there is a data-loop. Data-loops produce problems
with the data fusion algorithms. If the origin of the information is indicated and data
fusion algorithm notices that inbound information originates from itself, such infor-
mation should be perceived in the fusion process.

There are standards called Structured Threat Information eXpression (STIX™) [21]
and Trusted Automated eXchange of Indicator Information (TAXII™) [22] for
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exchanging cyber threat information. The information sharing community using such
standards could be formed as described in paper [23].

5 HMI and Visualisation Layer

HMI should propose access to modify and add information for all the layers of fused
data as described earlier in 3 and 4. It should also visualise the information efficiently
for the user to obtain the scattered information more understandable format.

The visualisation part of the Cyber Security Situational Awareness System offers
the Cyber Common Operating Picture to the user. The required data is in the system,
the question is how to visualise that data to the user, especially for the decision maker
who might not have deep technical background and knowhow. Many tools in cyber
security are only for special purpose and certain data, not for integration of several
types of data and without interoperability with other tools [24]. The authors of paper
[25] used attack graphs for visualisation and ArcSight was used for visualisation in
[26]. The paper [27] focuses on visualisation of threat and impact assessment.

The cyber domain is complex and there is plenty of different information available.
The main conclusion for the visualisation problem is that there should be different
visualisation tools and techniques for different purposes and for different user roles.
Visualisation tools for high level decision makers are totally different to the tools for
the analyst. Using case studies, the authors of paper [28] emphasise the potential for
several different visualisation tools.

A solution for visualisation problem would be the usage of common symbols.
Paper [29] suggests usage of military symbols, for example defined in standard
MIL-STD-2525 [30]. Such standards should be extended for cyber domain, for
example a military symbol for pending identity could mean a new incident in cyber
domain. The common symbols should be defined and adopted as global standard for
cyber security.

6 Proposed Architecture

The proposed novel architecture for the Cyber Security Situational Awareness System
includes data fusion engine according to 3, interfaces described in 4, as well as HMI
and Visualisation layer described in 5. Because there is plenty of different information
from different sources the information needs to be normalised. The blog diagram of the
proposed architecture is presented in Fig. 1.

The ultimate goal for such systems is that described functionalities are as automatic
as possible; however, there is analyst operator required for controlling the data fusion,
controlling the sensors, and adding analysis information to the system. For example,
cyber security sensors might produce false alarms and the data fusion might help with
the false alarms by fusing the information from multiple sources; however, the analyst
operator is required to analyse the sensor feed and maybe configure the sensors or
indicating to the system that false alarms are occurring. Also, if there is a real incident
ongoing, the analyst operator is capable of inputting the case related additional
information to the system. The possible process for situational awareness and threat
mitigation using the proposed architecture is presented in Fig. 2.
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Fig. 1. Blog diagram of proposed architecture

Fig. 2. Use case process for the cyber security situational awareness system
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The proposed architecture represents the state of the art system in the domain of
cyber security situational awareness systems utilising both data fusion engine and data
exchange mechanisms at the same time. It also provides capability for implementation
of all the levels of JDL data fusion process. Even the highest levels could be imple-
mented and input to the system as a part of the Situational Awareness. The Visuali-
sation could be deployed in layers for supporting the totally different requirements of
different user roles, for example decision maker compared to analyst.

Detailed system requirements for the Cyber Security Situational Awareness System
can be derived using proposed architecture. There are requirements for the data fusion
engine according to 3, interfaces according to 4, HMI and Visualisation layer according
to 5 and use case process presented in Fig. 2.

Developing such a system as product for the operational use requires detailed
design and a great deal of software development. There are plenty of technical diffi-
culties for developing such a system. Data models of the input information might be
one of those. Some devices and sensors use standardised data models and protocols and
some might use proprietary models. Some information is human made and some is
automatically generated, the problem comes with the human made information, is it
always without errors and structured correctly. Similar problems exist with many other
integrated systems and can be solved using standardisation and structured data formats.
Initial versions should be implemented with certain sensors and data feeds and
extended gradually.

Processing a large amount of data could require lot of computational power;
however, during the exact design of the system it could be divided into different nodes.
The visualisation should be tested deeply with different user roles. There is a global
requirement for common standardisation of visualisation symbols in cyber domain.
Visualisation should be implemented layer by layer for different users and use cases.

7 Conclusion

The study proposes novel architecture for the Cyber Security Situational Awareness
System. It includes the process for using such a system for achieving the cyber resi-
lience of the business or mission. The proposed architecture includes both multi sensor
fusion process and information exchange process which both are required for achieving
proper situational awareness of the cyber security infrastructure and own assets. The
architecture utilises all the levels of JDL data fusion model. Pure technical situational
awareness could be enriched, for example using open source intelligence information,
impact analysis information, information of incident response actions and certain
polices of the organisation. The proposed architecture could be used both in govern-
ment and industry organisations for state of the art Cyber Security Situational
Awareness System.

The next steps for the study are developing a proof of concept system using the
proposed architecture, testing different multi sensor data fusion algorithms for the
proposed architecture and visualising the situational awareness of a complex distributed
network system. Developed proof of concept system could be used for functional
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evaluation of the theoretical architecture proposed in this study. Additionally, auto-
matic threat mitigation based on situational awareness would be an interesting domain
of research and development.
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Abstract. The paper presents the results of the design and implementation of
detection system against DDoS attacks for OpenStack cloud computing plat-
form. Proposed system uses data mining techniques to detect malicious traffic.
Formal models of detecting components are described. To train data mining
models real legitimate traffic was combined with modelled malicious one. Paper
presents results of detecting the origin of DDoS attacks on cloud instances.
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mining

1 Introduction

Cloud computing systems are rapidly developing. 30 years ago there was nothing
comparable to a cloud. However, according to [1], 47 billion dollars have been globally
spent on clouds only in 2013. And the sum is expected to be doubled by 2017, as
companies invest in cloud services to create new competitive services.

The international scientific group in the cloud computing security field published
2013 a “threats report” [2]. Accordingly, cloud infrastructure attacks are placed 5th in
the list of threats to clouds. Infrastructure attacks, such as “distributed denial of service”
(DDoS attacks) represent a huge threat to any representative of the cloud computing
service standard model (Infrastructure as a Service - IaaS, Platform as a Service - PaaS,
Software as a Service - SaaS). Interestingly, in the 2010 s report [3] these attacks were
not mentioned in the list of notable threats to clouds.

DDoS attacks are especially harmful to the companies, which provide cloud services
for customers. It is essential for service providers to protect themselves against DDoS
attacks, since successful attacks can cause to an essential economical damage [4].
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In this paper, the authors present a novel approach to protect cloud computing
systems against DDoS attacks. We distinguish external and internal DDoS attacks,
depending on the location of the attacking source relative to the cloud infrastructure.
Such an attack classification allows us to select correct counter measures.

For example, rigorously blocking all network traffic from an internal virtual node
can affect business services. In case, the detection module detects that the attack
originates from within the cloud, the countermeasure module will try to block network
traffic coming from the specific ports of the suspicious node only. We also propose a
security module architecture that is able to detect both kinds of attacks. The architecture
does not require the installation of any sensors on the client-side and thus all processes
in the cloud are kept confidential. At the same time it analyzes not only incoming
external traffic, like it is done in some commercial tools [5], but also internal traffic.

We also created detection techniques that are based on data mining and machine
learning methods, including self-learning models. We use supervised learning models
in order to classify network traffic. Experiments showed, that the developed algorithms
are fast and malicious traffic is noticed within five seconds after the attack starts. We
collected and analyzed traffic to train the data mining models using the Netflow [6]
protocol. In addition, the usage of self-learning algorithms makes it easier to maintain
cloud security, because models are learning to adapt to new types and scenarios of
DDoS attacks.

All modules of the security module are flexible and can be deployed on those
nodes, where the cloud platform is installed. The module prototype was implemented
in the OpenStack cloud computing platform.

2 Related Work

Nowadays, researchers are developing and implementing different defensive techniques
to detect malicious traffic and protect cloud computing platforms against DDoS attacks.

Security Solutions for Clouds. Elastic Cloud Security System (ECS2) [7] provides
complex security methods against malicious traffic. ECS2 has antibot IP reputation
tables and antivirus engines. Firewalls are rule-based and working in real time. The
disadvantage of using this approach is the required time to update the filter tables and
antivirus signatures. Delayed table updating can cause the acceptance of malicious
traffic from new, unlabeled IP addresses.

In [8], the authors propose a defense method that places detection processes in
virtual machines (VMs). The authors tested their security methods on 108 services,
which were launched on different VMs. Those methods are based on data mining
techniques and the launched applications were analyzed on VMs. The drawback is the
placement of the detection system. Some customers do not want to have background
security processes inside their VMs due to specific security regulations.

A confidence-based filtering method is presented in [9]. This method monitors the
transport and network layers and creates correlation characteristics of attributes in the
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IP- and TCP header. Fewer attack types were tested. The authors conclude that the
model has a high efficiency and low storage requirements, when operating within
high-workload networks.

In [10] the authors present a neural network model for malicious traffic detection in
cloud networks. Their model searches anomalies in traffic flows and creates alerts for
administrators to prevent damage. The authors note, that increasing the sample period
improves the results. Therefore, higher accuracy forces an increase of the reaction time
and therefore minors the defenses effectiveness.

Paper [4] presents a new, flow-based anomaly detection scheme using the K-mean
clustering algorithm. Training data, containing unlabeled flow records, are separated
into clusters of normal and anomalous traffic. The corresponding cluster centroids are
used as patterns to efficiently detect anomalies in real-time data. The authors state that
applying the clustering algorithm separately for different services improves the
detection quality.

The authors of [11] propose an algorithm to detect Denial of Service attacks that
utilizes the SSL/TLS protocol. The algorithm is based on filtering noise data. Clus-
tering detects malicious traffic. They trained models on the data obtained from realistic
environments. The authors conclude, that the proposed model allows detecting all
intrusive flows with a very small number of alarms.

In this paper, a novel approach is described. To understand the differences between
existing defense solutions Table 1 is presented.

Table 1 presents three different most often used defense approaches. Among
hardware solutions are Arbor Pravail, NSFOCUS, DefensePro. QRator and Kaspersky
DDoS Protection are using redirecting traffic approach to filter malicious traffic. Snort,
Suricata are host-based solutions. All of them except host-based defense solution
provides automatic defense against DDoS attacks. Sometimes traffic redirection does
not meet policy requirements of companies, using the cloud. That happens, because
redirecting traffic can be analyzed, so data and process in the cloud can be compro-
mised. The same issue has host-based solution, when defense process is situated inside
virtual machines.

Table 1. Solutions comparison

Hardware
solutions

Redirecting
traffic

Host-based
solutions

Authors
approach

Automatic defense + + – +
Traffic redirection – + – –

Capability to detect new attack scenarios – ± ± +
Keeping data in cloud confidential + ? ? +
Possibility to detect internal malicious
traffic

– – + +

Possibility to organize defense for concrete
virtual machines in cloud computing
platform

– – + +
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Ability to automatically reflect new attack scenarios and sources is a significant
advantage of defense systems. Hardware solutions are not able to defend against new
attacks. Host-based and redirecting traffic approaches are not able to reflect zero-day
attacks, but companies, providing this defense, try to update system to be able to reflect
new malicious patterns as fast as possible. Sometimes it can take a couple days to
update defense system.

Cloud computing technology provides the ability to perform attacks inside the
cloud. Hardware and redirecting traffic approaches are not able to deal with these
attacks. In addition, they cannot provide defense for concrete virtual machine in cloud.

To summarize, presented in this paper approach has significant advantages com-
paring to other solutions. Organizing automatic defense of internal and external DDoS
attacks will make it easier to cloud administrators to keep cloud resources online
without compromising data and processes in cloud computing platforms.

3 Cloud Security Component Architecture

The analysis of the common security problems in cloud computing infrastructures
showed that a security system should meet the following requirements: (1) be capable
to serve high-workload networks; (2) mitigate attacks with high accuracy as soon as
possible, preferable in real-time; (3) meet the requirements of the customer’s security
policies; (4) should not consume notable resources of the cloud platforms performance.

According to these requirements, the following security architecture is proposed.
The key parts of the security module are the gate sensor and the security controller that
consists of a collector, and analyzer and a countermeasure module. They are shown on
the Fig. 1. All external and internal traffic passes through the gate. This means that
every instance communicates with every other inside the cloud network through the
gate.

Fig. 1. Defense system architecture
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The proposed architecture consists of the following modules: sensor, collector,
analyzer, countermeasure, and firewall.

The sensor collects data about the traffic flow values and sends it to the collector. It
stores information in the database and sends data to the data-processing module, that
prepares vectors for the analyzer. This module consists of two layers. The first layer
searches for malicious traffic inside the cloud network.

The second layer uses five steps to find victims as well as malicious source and
their ports. The sources can be detected as in- or external. As a result the module
generates data and sends it to the countermeasure module to choose the optimal way to
block malicious activities.

We now consider the main models and algorithms of the proposed defense system.
The sensor probe works based on the Netflow protocol. In the OpenStack envi-

ronment, the Open Virtual Switch uses a Netflow probe v5. We configured it to send
data to the collector.

The collector receives raw data and stores it in the database. The collector’s model
will be represented as follows:

NetflowCollector ¼ NetflowPort; MessageHandler; DataBaseh i; where:

NetflowPort — listening port for sensor’s data; MessageHandler — packet handler to
store them in database; DataBase — connection settings to database.

The MessageHandler’s algorithm:

While TRUE:
Data = Receive(Netflow_packet);
Prepair(Data, Time);
SendToDatabase(Data);
Each 5 seconds do:
SendAllDataToAnalyzator();

The collector can be implemented in any cloud- or external node. The Netflow
sensor sends data about the traffic every five seconds. The collector receives this data
and sends it to the database, adding a timestamp to the received packet. This enables
deep time analysis. In addition, every five seconds, the collector prepares a data vector
and sends it to the first layer of the analyzer module.

Analyzer ¼ CollectorPort; FirstLayer; SecondLayer; Database; CAPorth i; where:

CollectorPort — listening port for collector’s data; FirstLayer — first layer compo-
nent; SecondLayer — second layer component; Database — connection settings to
database; CAPort — settings to countermeasure module connection.

The analyzer is divided into two layers to reduce resource consumption. In 48 h,
the first layer processes about 31500 vectors. During the same time, the second layer
processes over 600 million vectors. The prediction models are based on a supervised
learning classification. Data vectors are composed of the following attributes: the
amount of packets, the amount of bytes and the amount of unique pairs of IP addresses
and ports. If the first layer predicts malicious traffic it generates an alert for the second
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layer. When the second layer receives the alert, it requests data from the database and
groups data using the following filters: destination IP addresses, source and destination
IP addresses, source IP address and the port with the destination IP address, and both IP
addresses and ports. Such a composition allows the correct prediction of the traffic type.
Moreover, it allows the defense systems to defend specific cloud instances instead of
blocking all instances at once.

The second layer writes an information table about the ports of the malicious
sources and their IP addresses, which are sorted regarding to the victims’ addresses.
The table is structured as follows:

Answer ¼ Victim1�n : Ip1�n : ScType; VctAddr1�m; MalSrcPort0�k; SrcDstPort0::lf gf g

The table stores information about every attacked instance Victim. Every Victim has
a table with lists of IP addresses, which are suspected to generate malicious data Ip.

That list contains information about the predicted attack scenario type ScType, the
victims addresses list VctAddr, its malicious ports list MalSrcPort and the source and
destination ports list SrcDstPort. The last one is needed to measure the attack power
using vital necessity ports that are required to be active according to the clients’
requirements. In case of an internal attack, the countermeasure module will decide if it
is able to close those ports or not.

Figure 2 shows the second layer of the algorithm. Every time when the second
layer module receives an alert from the first layer, it executes all five steps. Malicious
sources and victims are detected using Data Mining classification models.

The countermeasure component receives the table from the analyzer component
and chooses the optimal reaction to block malicious traffic.

Fig. 2. Second layer working algorithm.

308 K. Borisenko et al.



4 Data Mining Process and Experiment Results

Dataset Collection. To test the first and second layer we used the previously devel-
oped frameworks RSVNET [12] and IDACF [13]. They were used to model DDoS
attacks on cloud instances.

Flow data was collected using the collector and afterwards used to train the data mining
models. It has proven difficult to simulate legitimate traffic, since a vast amount of
uncertainties takes place here. A frequently used approach to generate traffic is to use
low power settings of attack scenarios. Such an approach can lead to a loss of accuracy
due to disparities between legitimate traffic characteristics and scenarios. Therefore, we
created an approach of combining data of real legitimate traffic with generic, malicious
traffic using our frameworks.

To create legitimate datasets, the proposed modules were installed on the gateway
of the Second Saint Petersburg Gymnasium. Its corporate network consists of 200
computers. A sensor was installed to mirror traffic from the WAN port to the collector
component. The connection scheme is shown in Fig. 3:

The gateway router has a WAN port (3), which connects all computers to the
Internet. The gateway has also several ports connected to local area routers, spread over
the school. Our collector node is connected to the gateway port using port (2). All
traffic goes through the WAN port and is mirrored to port (2). The sensor is set up to
sniff data coming through port (2). The collector module stores the raw Netflow packets
in the database. The results are presented in Fig. 4.

Fig. 3. Connection scheme to collect real legitimate data
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Figure 4b shows power dependencies in relation to the traffic in the WAN port.
Half of the time the traffic was below 1 Mbit/s. This is due to the schools timetables
peculiarities. Figure 4a shows the amount of unique pairs and ports. About half of the
time, the amount of such pairs fell below 100. During a working day the average
amount of unique pairs was about 100–200. This attribute (rate of unique pairs) is a
crucial information to detect many DDoS attack types and its low value indicates that
there are no DDoS attacks currently launched in the school’s network. Plot c shows,
that the amount of packets during non-working hours was less than 200 packets per
second. During high load periods, more than 4000 packets per second with a peak of
100 000 packets per second we measured. Those peaks were observed between lessons
and before the first lesson. The implemented modules revealed some of the schools
problems, which can be solved by increasing the schools network bandwidth.

The collected raw traffic data was combined with generated malicious data. They
were processed to data vectors for the first layer module and each following step of
second layer. As a result this approach increases the data mining models accuracy in
comparison with simulated legitimate data (Fig. 5).

We trained two Decision Tree models. The first model was trained using a simu-
lated dataset of legitimate traffic. The second model was trained using real legitimate
data. For the malicious traffic generation we used RSVNET [16]. The experiment lasted
10 h. The amount of malicious nodes was increased from 25 to 400.

The next plot shows the accuracy values of the models, using our generic-traffic-
approach and without using it (Fig. 5).

For a high amount of attacking nodes, the accuracy is almost at 100 %. With a
smaller amount of attackers, the accuracy of the simulated approach declines. That is
due to the legitimate modeling scenario and becomes similar to the attacking scenarios.
However, using our approach, the model trained on real legitimate traffic showed very
high accuracy results. Which legitimates its use in the subsequent experiments.

Experiment Results. The experiments were conducted using a framework for mod-
eling internal attacks on cloud instances (IDACF). Training and testing datasets were
produced using 65 different scenarios of malicious client’s behavior. Five victims were

Fig. 4. Real legitimate traffic analysis

310 K. Borisenko et al.



attacked by 104 instances. The experiment lasted 48 h in total: 20 h were used to
collect the training dataset, 28 h to collect the testing dataset. We used the restriction,
that certain attack types can only be executed one at a time: SYN Flooding or HTTP
Flooding. The dataset, that we collected from Second Saint Petersburg School was
added to the generated datasets. All in all 6.5 GB Netflow data were collected. The
dataset was divided into training and testing subsets: 46 % for training and 54 % were
used for testing.

After finishing the collection phase, the data processing module used the data to
create data vectors for every data-mining model of the first and the second layer. The
Number of vectors for each model is shown in Table 2.

Each step in the second layer of the data processing model generates a lot more data
than the previous step. Lots of resources are needed to process the amount of data.
That’s why, the second layer will only start to work, if the first layer sends an alert. In
online testing for each 5 s the input dataset will contain around 25000 vectors. This is
an average value estimated during legitimate traffic monitoring.

Previous articles were devoted to the comparison of different data mining models
for first layer malicious traffic detection. We measured Naive Bayes, SVM, kNN and
Decision Tree models.

Fig. 5. Accuracy value comparison between the proposed approach and simulated legitimate
traffic

Table 2. Number of vectors for every data mining model (training dataset)

1st layer 2nd layer
1 step 2 step 3 step 4 step

Number of vectors 31500 1.75
million

5.67
million

283.82 million 454.23 million
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According to the experiments results, the best model was the Decision Tree. Further
research uses that model. To analyze the results, we calculated the F1-score for each
type of traffic. In this paper, a traditional F1-score was chosen. The next tables show the
results of precision, recall and F1-score metrics for the first layer and for each step of
second layer detection (Table 3).

The false positive rate equals 0 %. The false negative rate is 0.03 %. The use of real
legitimate traffic data significantly increases the effectiveness of the predicting model.
The precision of detecting benign traffic is 100 %. Therefore, all legitimate traffic was
predict correctly. Little amount of SYN Flooding traffic was predicted as benign. That
happened only for traffic at the beginning of the attack. The attacks impact is not
enough to cause damage at this time.

In case that malicious traffic is detected by the first layer, the first step in the second
layer searches for victims. The results are shown in Table 4.

In the 1 step the amount of false positive errors slightly increases. This happens due
to peculiarities of the captured legitimate traffic. During breaks between lessons the
network load that can be interpreted similar to DDoS attacks. All metrics have high

Table 3. First layer model results

Precision Recall F1-score

Benign 1 0.9901 0.9950
HTTP 1 1 1
SYN 0.995 1 0.9975

Table 4. Second layer model results

Precision Recall F1-score

1 step results
Benign 0.9791 0.9936 0.9863
HTTP 0.9946 0.9905 0.9926
SYN 0.9932 0.9896 0.9914

2 step results
Benign 0.9632 0.9646 0.9639
HTTP 0.9832 0.9797 0.9814
SYN 0.9967 0.9984 0.9975

3 step results
Benign 0.9757 0.9493 0.9623
HTTP 0.9986 0.9990 0.9988
SYN 0.9999 1 0.9999

4 step results
Benign 0.9796 0.9528 0.966
HTTP 0.9992 0.9991 0.9991
SYN 0.9998 1 0.9999
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values. After identifying the victim nodes, the second step finds the malicious sources.
Vectors are grouped by source and destination IP addresses. In the 2 step the results of
this step are similar to the first step. After finding malicious sources, the 2 step finds
malicious ports, which generate attacks. In the 3 step the amount of false positives
errors slightly increased. However, the amount of false negative errors significantly
reduced. Also the percentage of correctly predicted HTTP and SYN Flooding reaches
almost 100 %. So, most of malicious ports were predicted correctly. The step detects if
malicious traffic impacts vital necessary victim ports. In the 4 step the amount of false
positive errors slightly reduced. The accuracy of the predicted attack scenarios is
almost 100 %.

In the experiments the effectiveness of five data mining models was measured. The
false positive rate is less than 6 % for all of them. The smaller this value, the less
amount of traffic will be interpreted as malicious and therefore blocked. To reduce the
value of its metric we made a hypothesis: not considering the type of attack reduces the
amount of false positives errors. The experiments were repeated with the possibility to
execute both attack types at one time. The attack traffic was marked as “malicious”.
The same models were trained on new data. The results are shown in Table 5.

We chose the metric to be the main measure for the effectiveness of models to be
the false positive rate (FPR). The smaller it is, the better the model works. For the first
layer model, the hypothesis could not be proved. For the second layers steps 1, 2 and 3,
the results were better using the hypothesis. The error-rate was reduced by 25 %. The
hypothesis improved the outcome in 3 out of 5 times.

5 Conclusion

In this paper, we presented an approach to detect internal and external DDoS attacks in
cloud computing services using data mining techniques. We also proposed an archi-
tecture of a cloud security system to detect DDoS attacks. The architecture consists of a
sensor, a controller storing information about traffic flow, an analyzer processing data
for the data mining model and a countermeasure module sending commands to the
firewall to hamstring attacks. The proposed architecture does not affect the customer’s
data and therefore is not in conflict with the requirements of the company’s security
policies and can be used to protect services in the cloud computing platforms from

Table 5. Comparison between results of models with separate attacks types and with attacks
marked malicious.

1st layer 2nd layer
1 step 2 step 3 step 4 step

SYN, HTTP, Benign FPR, % 0 3.78 3.77 5.45 4.95
FNR, % 0.03 0.87 0.86 0.01 0.007

MALICIOUS, Benign FPR, % 2.04 1.11 3.99 4.49 3.98
FNR, % 0 0.54 0.802 0.01 0.007
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DDoS attacks. This paper presents formal models of a defense system. The authors
implemented the prototype within an OpenStack cloud computing system and carried
out a set of experiments towards DDoS attacks.

In addition, the authors presented an approach to combine real legitimate and
generated malicious traffic. This approach was used to increase the effectiveness of the
data mining models. To collect real legitimate traffic we implemented the sensor and
collector modules in the corporate network of the Second Saint Petersburg School. We
merged legitimate and generated traffic into one dataset to train and test our data mining
models.

The first layer’s prediction component predicts legitimate traffic with 100 %
accuracy. Previous researches outlined models with a significantly smaller effective-
ness. The second layer’s detecting component is divided into five steps. Each of the
first four steps uses different data mining models. However, the false positive rate
raised to 6 %. To improve the precision, all attack types were named as “malicious”. In
result, the new models showed a reduction of the false positive rate by 25 %.

Future works will be devoted to test the detection system online in order to measure
the response time of the models and the whole system. Also we are planning to
improve the second layer data mining models.
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Abstract. Nowadays, permanent availability is crucial for a growing number of
computer services. An increasing quantity and power of DoS attacks frequently
disrupts online network communication. Therefore it is important to create new
effective defense methods for networks. In this paper we outline a programming
library for the simulation of distributed reflected denial of service attacks and
security mechanisms against them. Using this framework, a protection mecha-
nism to detect and mitigate DRDoS attacks based on DNS and NTP protocols is
developed. To evaluate the effectiveness of the proposed protection mechanism,
a series of experiments was conducted. Also a comparison between the proposed
protection mechanism and the protection mechanisms proposed by other
researchers was carried out.

Keywords: DDoS reflection � DDoS amplification � DRDoS detection �
DRDoS protection

1 Introduction

Lately, computer networks have been exposed to powerful DDoS attacks based on
network traffic reflection and amplification – so called Distributed reflection DoS
(DRDoS attacks) [1].

Those kind of attacks are executed as follows. The attacking nodes generate some
requests where the source IP address is replaced by the IP address of the attacked host.
These requests are sent to servers or other devices that may be used to reflect network
traffic. The replies to these requests are sent to the target node. The mechanism of traffic
reflection increases the complexity to identify the real source of the attack.

Therefore, common protection mechanisms against traditional DDoS attacks are
unable to detect or even to identify the source of this attack. Usually traffic reflection
does not provide the high power of attacks, but some vulnerabilities of protocols allow
to amplify the reflected traffic, thereby significantly increasing the attack power [2].

The size of some types of replies is several times larger than the requests [3]. Thus,
attackers do not need to send a large amount of traffic to successfully execute the
attack. That is why, the strongest observed attacks were DRDoS attacks [1].
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2 Related Work

Nowadays, many groups are doing research related to the investigation of DRDoS
attacks and protection mechanisms against them.

After reviewing a number of publications devoted to DRDoS attacks, we concluded
that today there is no clear consence how DRDoS attacks are defined. Therefore, in this
article we distinguish reflected attack, amplification attack and its combination that we
call DRDoS attack.

As a reflected attack, we define the use of legitimate nodes to execute DoS or DDoS
attacks by sending them a large number of requests, specifying the IP address of the
victim, which will function as the sender of these requests. As a result, when a node
receives the requests it will send all replies to the IP address of the victim. Amplifi-
cation attacks aim to overload the victim node. The attack is based on sending large
numbers of special requests to obtain a very large response. That leads to the overload
of the output of the DNS server and eventually to the denial of service.

Next, we consider the scientific works that are devoted to the protection against
DRDoS like attacks. In [4] the authors describe existing methods of protection against
DRDoS attacks and identify their strengths and weaknesses. The survey shows that most
of the protection mechanisms against DRDoS attacks have been developed for the DNS
protocol.

In [5] the authors propose a protection method, that is based on the fact that the
victim receives more replies than requests were sent. Their protection mechanism is
called DNS Amplification Attacks Detector (DAAD). The authors propose to monitor to
which DNS servers the requests were sent from each node and store the information in a
database. All replies from a DNS server are checked and if the incoming packet is really
a reply to the request it will be accepted. If the node did not send the DNS request, the
response is rejected.

The authors of [6] propose to install a preliminary DNS resolver and create a tunnel
using IPSec or the SSL protocol between the preliminary resolver and the DNS resolver
on the client side. All external DNS requests arrive at the preliminary DNS resolver and
cannot directly enter the client’s DNS server from external sources.

In [7] a mechanism called Response Rate Limiting (RRL) is outlined. It is designed
to limit the number of unique responses from the DNS server. This protection mech-
anism is used on the DNS server side and analyzes outgoing traffic only. It completely
ignores the incoming traffic. The method bases on the fact that the addresses to which
the replies were sent are recorded. The number of replies from the server to each
address is limited. If this limit is exceeded, no answers will be sent.

In [8] a method based on the detection of traffic deviation with respect to a template
is proposed. The authors analyzed the number of incoming packets of the DNS pro-
tocol as well as their size. If the number and size of the packets exceed a predetermined
value, the situation is recognized as an attack.

In this paper, we compare the performance of some of the protection mechanisms
against DRDoS attacks using the developed simulation library. We also offer a pro-
tection mechanism against DRDoS attacks which has been designed using our simu-
lation library. Experiments have shown that the developed protection mechanism is
quite versatile and an effective method to protect against DRDoS like attacks.
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3 Simulation Environment

To execute the experiments we used a simulation system, developed by us and
described in [9]. This simulation system is based on the discrete-event simulation
platform OMNeT++ as well as the INET library. We designed the DRDoS library for
different DRDoS attack simulations and to test corresponding protection mechanisms.
The DRDoS library contains models for the attacking nodes, models of legitimate
nodes that are used as traffic reflectors and models of routers that allow to install
different protection mechanisms on them. Models of legitimate traffic were based on
monitoring our university’s network. Our library allows to configure and simulate
different DRDoS attack scenarios.

Modeling the attack as well as the reflected and amplified traffic is more compli-
cated than modeling direct DDoS attacks [2]. Models of malicious traffic include
models of malicious requests as well as reflected traffic models. Depending on the
vulnerability, the reflected traffic can be similar to malicious requests or reinforced by
varying degrees. Amplification can be determined in two ways: the ratio of response
and the request size in bytes or the number of packets. These parameters are taken into
account when creating models.

The developed system allows to connect real nodes to the simulated network. We
have created a model of the router, which has specific parameters: the number of
external connections and configuration of network interfaces. Each external connection
is represented as a sub-module of the router and has a set of parameters characterizing
this connection. Within the simulated system, the external connection is represented by
a network router interface. Thus the interface can be connected to any simulated node.
In this simulation, the system converts the transmitted packets of the models into real
packages, and also performs reverse transformations.

The software tcpdump is used to debug experiments for monitoring network
activity in real time. To record all network packets to the real server and real nodes
during the experiments, the software tshark is used.

4 Proposed Protection Mechanism and Its Realization

In this section, a new mechanism for DRDoS attack detection is described. It is based
on the fact that the protocols and their vulnerabilities, which are used for reflection are
well known. Usually a packet’s characteristics of legitimate and malicious traffic differ
from each other. If an attacker uses a vulnerability, he uses some specific mode or
commands with specific code. Usually such fields in the packet header are different for
legitimate and malicious traffic.

It is important to know that malicious, reflected traffic always is a response to a
request. The attack prevention mechanism is based on traffic symmetry.

Our approach is based on traffic symmetry and some differences in the packet’s
headers.

Since legitimate requests may have some deviations from the pattern, they can be
recognized as an attack and blocked, which is not desirable. Therefore, legitimate
requests coming from the same local network, must be analyzed and stored until a
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response is received in order to avoid blocking legitimate answers. The proposed
method analyzes outgoing requests and incoming responses. For each vulnerable
protocol a count is created (Count).

The algorithm of outgoing traffic analysis is shown in Fig. 1.

If any outgoing packet is sent by a vulnerable protocol, the mechanism checks if it
is a standard request or not. If it is a non-standard request, the information about the
source and destination is stored. Any outgoing packet increases the Count.

For incoming packets the analysis algorithm is shown in Fig. 2.

Outgoing packet

Is protocol = RAProt?

Send to 
destination host

Check request type

Count=Count+1

Is it standard request?

Save

Yes

No

No

Yes

Fig. 1. Algorithm of outgoing traffic analysis for proposed mechanism

Incoming packet

Is protocol = RAProt?

Send to destination 
host

Count>0?

Is this response on
 standard request?

Any non standard
 requests before?

To block

Yes

Yes

Yes

No

No

No

Count=Count-1 Yes

Yes

Fig. 2. Algorithm of incoming traffic analysis for proposed mechanism
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If an incoming packet is sent by a vulnerable protocol, our algorithm checks if
Count > 0. If Count = 0, there were no requests sent by this protocol from this local
network and this packet should be blocked. This is the first step and it helps to detect
the attacks in this network.

If Count > 0, there were some requests based on this protocol. The next step is to
analyze the response type. If the incoming packet is a response to a standard request it
is legitimate. If the incoming packet is a response to a non-standard request, the
algorithm looks for corresponding stored information about source and destination. If
such an information is found, the packet is legitimate. If there is no stored information
about non-standard requests from this local network the incoming packet is blocked.
Any allowed packet reduces the Count by 1.

5 Experiments

In this section we discuss experiments on reflection attacks and protection mechanisms
against them.

At first, we describe a reflection attack without amplification. The protection
mechanisms against such attacks, namely DAAD and RRL, as well as our protection
mechanism were run. Exemplary for a reflection attack with amplification a NTP attack
has been chosen. The option to apply DAAD, RRL and our protection mechanism
against NTP attacks were evaluated. Since we used real servers for our experiments, the
attack was comparably small.

5.1 Experiments with DNS Attacks and Protection Mechanisms
Against Them

One of the classic reflection attacks is the DNS attack. There are known vulnerabilities
of the DNS protocol, each of them can be used for reflection attacks [2]. Requests with
spoofed source IP-addresses are sent to DNS servers. In response, the server sends a
package to the victim. In some cases the responses to such requests are larger than the
request itself. In this section we describe our experiments with DNS attacks and several
protection mechanisms (DAAD [5], RRL [7] and the proposed new mechanism). We
executed a DNS attack only with reflection and without amplification.

For these experiments we used a simulated network of 250 hosts, 150 of them
generated malicious traffic, the rest generated only legitimate traffic. The frequency of
the legitimate packet generation was 0.5 packages per second; the frequency of
malicious packets was set to 2 packages per second. Figures 3 and 4 show false
positives (FP) and false negatives (FN) over the attacking time.

We will now analyze the outcome of the experiments.

DAAD: As mentioned before, DAAD stores the destination addresses of outgoing
packets and compares them with the source addresses of incoming packets. During our
experiments we came across some flaws in this process. The DAAD method does not
analyze the request type or the packet’s data, it only notes the event of outgoing

320 Y. Bekeneva et al.



requests. It also does not analyze incoming packets regarding to their the response type
and allows any packet from source IP-addresses to be stored in the database.

This method leads to false positive and false negative errors and the error rate
increases proportionally with the traffic intensity. If the victim node sends some
requests to a server and the attackers use the same server to reflect malicious responses,
those could pass through the filter and some legitimate responses could be blocked.

RRL: This method is used on the server side and analyzes only outgoing traffic. The
destination addresses are stored and a threshold prevents uncontrolled outgoing

Fig. 3. Amount of FP for DAAD, RRL and proposed approach against DNS based reflected
attack

Fig. 4. Amount of FN for DAAD, RRL and proposed approach against DNS based reflected
attack
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requests to the same node. If this threshold is met, the responses are no longer available
for a certain time frame. In our experiments, we set the threshold to 1000 packets and
the time frame to 5 s.

Figures 3 and 4 show that the amount of allowed malicious packets is rather big; in
some cases all malign packets were allowed. As aforementioned, the disadvantage of
this method is the lack of packet inspection and therefore the method is limited by the
threshold. If legitimate responses are sent during the “timeout”, they are blocked by this
filter.

Our Approach: Figures 3 and 4 show that for our approach FP is close to 0. Therefore
almost all legitimate packets reached their destination node because the proposed
mechanism analyses not only the event of sending packets by vulnerable protocol but
the type of request. It helps to differ packets by the type and to reject amplified
responses to pass instead of responses to standard requests. We put some attacking
nodes in the same network as the victim server, the spoofed requests of such nodes
were rated as legitimate and the responses to them were rated legitimate as well.
Therefore it caused the FN error.

5.2 Experiments with NTP Attacks and Protection Mechanisms
Against Them

As an example for DRDoS attacks with traffic amplification, we implemented a NTP
attack. The most powerful attack, registered in security reports was an attack based on
NTP vulnerabilities [1]. To perform such an attack, the attacker sends a spoofed request
with a defined command to the NTP server. In response to these request the NTP server
sends a package to the victim. The responses to such a request are much larger than the
requests, the amplification factor of this attack can be up to 500.

We assumed that the protection mechanisms for all reflection attacks could be the
same since all these attacks are performed the same way. They only differ by some
specific features of the protocols.

We simulated DAAD and RRL methods for NTP attacks to evaluate their effec-
tiveness towards other reflection attacks. Our protection mechanism was tested as well.

For our experiments we used 250 hosts and 1 NTP server. The victim node gen-
erated only legitimate HTTP requests with 1 request every 6 s. The victim node starts
to send packets at random points in time between 0 to 170 s. Each other host sends a
legitimate NTP request once at a random point of time between 0 to 170 s. 125 hosts
are generating legitimate HTTP requests starting between 0 and 5 s and finishing
between 185 and 190 s. The interval between the requests is randomly distributed
within 10 to 20 s.

We now discuss the results of our experiments with NTP attacks.
Figures 5 and 6 show FP and FN for each protection mechanism.

DAAD: This method has proven to be also suitable to deflect NTP based reflection
attacks. Since legitimate NTP traffic usually comes in a rather small amount of packets,
the number of allowed incoming packets is also supposed to be small. However, there
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were some false positives and false negative errors. The reason is that the method does
not pay attention to the type of request.

RRL: This protection mechanism has been implemented on the router on the NTP
server side. As for DNS attacks, this method does not analyze the packets type nor
content. All malicious packets were rated “legitimate” and passed the filter until the
threshold was met. During the timeout also legitimate traffic has been blocked.

Our Approach: The false positive rate was also marginal. Almost all packets reached
the destination node. The method counted standard requests and did not allow any
malicious packets to pass through.

Fig. 5. Amount of FP for DAAD, RRL and proposed approach against NTP reflection attack

Fig. 6. Amount of FN for DAAD, RRL and proposed approach against NTP reflection attack
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5.3 Comparison of Protection Mechanisms Against DRDoS Attacks

We now compare the false positive rate (FPR) and false negative rate (FNR) for the
proposed mechanism, DAAD and RRL.

As seen from Table 1, our approach had almost the same FNR as DAAD, since
malicious requests, which were outgoing from the victim’s local network were rated
legitimate by both methods. Responses to them were labeled as legitimate. But for
these attack scenarios our approach had the smallest FPR. Our approach counted
standard and non-standard requests and responses separately and the legitimate packets
reached the destination hosts. While DAAD deleted an entry from the database after
receiving a packet from the stored address, our approach reduced Count only after
receiving a response to standard request.

We now discuss the results for NTP attacks.
As seen in Table 2, our approach has almost the same FNR as DAAD but the FNR

result is better. In this attack scenario the nodes received legitimate packets in normal
mode.

6 Conclusion

We introduced experiments devoted to the simulation of DDoS attacks based on traffic
reflection and amplification as well as protection methods against them. Experiments
devoted to the simulation of methods, designed for DNS attacks were executed as well
as evaluation of their effectiveness towards different types of attacks (NTP). We
designed a new attack detection mechanism for attacks based on traffic reflection and
amplification. We assume it is possible to apply this detection mechanism to any type
of attacks based on traffic reflection and amplification. Experiments devoted to eval-
uation of our method’s effectiveness were executed, errors of all protection mecha-
nisms, which were discussed in this paper, were compared.

In future we plan to test these protection mechanisms in other attack scenarios to
evaluate the effectiveness of the proposed method. We plan as well to improve our
detection algorithm to reduce the false negative rate.

Table 1. Comparison of FPR and FNR for protection mechanisms against DNS attacks

FPR, % FNR, %

DAAD 40,3 7,5
RRL 33 43
Our approach 0,7 8

Table 2. Comparison of FPR and FNR for protection mechanisms against NTP attacks

FPR, % FNR, %

DAAD 1,1 0,02
RRL 0,77 26
Our approach 0,07 0,03
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Abstract. Distributed denial-of-service (DDoS) attacks are one of the
most serious threats to today’s high-speed networks. These attacks
can quickly incapacitate a targeted business, costing victims millions
of dollars in lost revenue and productivity. In this paper, we present a
novel method which allows us to timely detect application-layer DDoS
attacks that utilize encrypted protocols by applying an anomaly-based
approach to statistics extracted from network packets. The method
involves construction of a model of normal user behavior with the help
of weighted fuzzy clustering. The construction algorithm is self-adaptive
and allows one to update the model every time when a new portion of
network traffic data is available for the analysis. The proposed technique
is tested with realistic end user network traffic generated in the RGCE
Cyber Range.

Keywords: Network security · Intrusion detection · Denial-of-service ·
Anomaly detection · Fuzzy clustering

1 Introduction

Distributed denial-of-service (DDoS) attacks have become frighteningly common
in modern high-speed networks. These attacks can force the victim to signif-
icantly downgrade its service performance or even stop delivering any service
by using lots of messages which need responses consuming the bandwidth or
other resources of the system [1]. Since it is difficult for an attacker to overload
the target’s resources from a single computer, DDoS attacks are launched via a
large number of attacking hosts distributed in the Internet. Although traditional
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network-based DDoS attacks have been well studied recently [2–4], there is an
emerging issue of detection of DDoS attacks that are carried out on the applica-
tion layer [5–9]. Unlike network-layer DDoS attacks, application-layer attacks can
be performed by using legitimate requests from legitimately connected network
machines which makes these attacks undetectable for signature-based intrusion
detection systems (IDSs). Moreover, DDoS attacks may utilize protocols that
encrypt the data of network connections in the application layer. In this case, it
is hard to detect attacker’s activity without decrypting web users network traffic
and, therefore, violating their privacy.

Anomaly-based approach is probably the most promising solution for detect-
ing and preventing application-layer DDoS attacks because this approach is
based on discovering normal user behavioral patterns and allows one to detect
even zero-day attacks. Attacks that involve the use of HTTP protocol is the
most prevalent application-layer DDoS attack type nowadays [7] due to the pro-
tocol popularity and high number of vulnerabilities in this protocol. For these
reasons, many recent studies have been devoted to the problem of anomaly-
based detection of application-layer DDoS attacks that utilize HTTP protocol.
For example, paper [5] analyzes application-layer DDoS attacks against a HTTP
server with the help of hierarchical clustering of user sessions. Study [6] shows
a novel detection technique against HTTP-GET attacks, based on Bayes factor
analysis and using entropy-minimization for clustering. In [7], authors propose
the next-generation application-layer DDoS defense system based on modeling
network traffic to dynamic web-domains as a data stream with concept drift.
In [8], authors detect application-layer DDoS attacks by constructing a random
walk graph based on sequences of web pages requested by each user. In [13],
we propose an algorithm for detection of trivial and intermediate application-
layer DoS attacks in encrypted network traffic based on clustering conversations
between a web server and its clients and analysis of how conversations initi-
ated by one client during some short time interval are distributed among these
clusters.

In this study, we improve our technique for anomaly-based detection of
application-layer DDoS attacks that utilize encrypted protocols proposed in [13].
The technique relies on the extraction of normal behavioral patterns and detec-
tion of samples that significantly deviate from these patterns. For this purpose,
we analyze the traffic captured in the network under inspection. It is assumed
that the most part of the traffic captured during the system training is legitimate.
This can be achieved by filtering the traffic with the help of a signature-based
intrusion detection system. Unfortunately, the method presented in [13] requires
the entire training dataset to be stored in memory, and, therefore, it cannot be
applied when the amount of network traffic is really huge. The improvement pro-
posed in this study allows one to update the normal user behavior model every
time when a new portion of network traffic is available for the analysis. As a
result, it requires significantly less amounts of computing and memory resources
and can be successfully employed for prevention of DDoS attacks in high-speed
networks.
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The rest of the paper is organized as follows. Extraction of the most relevant
feature vectors from network traffic is considered in Sect. 2. Fuzzy clustering
algorithms are presented in Sect. 3. Section 4 describes the DDoS attack detec-
tion technique based on weighted fuzzy clustering. In Sect. 5, we evaluate the
performance of the technique proposed. Finally, Sect. 6 draws the conclusions
and outlines future work.

2 Feature Extraction

We concentrate on the analysis of network traffic flows in SSl/TLS traffic trans-
ferred over TCP protocol as the most popular reliable stream transport protocol.
A flow is a group of IP packets with some common properties passing a monitor-
ing point in a specified time interval. In this study, we assume that these common
properties include IP address and port of the source and IP address and port
of the destination. The length of each such time interval should be picked in
such a way that allows one to detect attacks timely. When analyzing a traffic
flow extracted in some time interval, we also take into account all packets of
this flow transfered during previous time intervals. Resulting flow measurements
provide us an aggregated view of traffic information and drastically reduce the
amount of data to be analyzed. After that, two flows such as the source socket
of one of these flows is equal to the destination socket of another flow and vice
versa are found and combined together. This combination is considered as one
conversation between a client and a server.

A conversation can be characterized by following four parameters: source IP
address, source port, destination IP address and destination port. For each such
conversation at each time interval, we extract the following information:

1. duration of the conversation
2. number of packets sent in 1 second
3. number of bytes sent in 1 second
4. maximal, minimal and average packet size
5. maximal, minimal and average size of TCP window
6. maximal, minimal and average time to live (TTL)
7. percentage of packets with different TCP flags: FIN, SYN, RST, etc.

Features of types 2–7 are extracted separately for packets sent from the client
to the server and from the server to the client. It is worth to mention that here
we do not take into account time intervals between subsequent packets of the
same flow. Despite the fact, that increasing of these time intervals is a good
sign of a DDoS attack, taking them into consideration leads to the significant
increasing of the number of false alarms. It is caused by the fact, that when the
server is under attack it cannot reply to legitimate clients timely as well, and,
therefore, legitimate clients look like attackers from this point of view.
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Values of the extracted feature vectors can have different scales. In order
to standardize the feature vectors, max-min normalization is used. Extracted
feature vectors are recalculated as follows:

xij =
xij − min

1≤i≤n
xij

max
1≤i≤n

xij − min
1≤i≤n

xij
. (1)

As a result, new value of feature xij is in range [0, 1]. We denote vectors that
contain minimum and maximum feature values as xmin and xmax respectively.

3 Theoretical Background

In this section, we present theoretical background for the DDoS attack detection
algorithm presented in the next section.

3.1 Fuzzy C-Means

Let us consider data set X = {x1, x2, . . . , xn} where xj is a feature vector of
length d. We are aiming to divide these vectors into c clusters. Fuzzy c-means
is a method of clustering which allows one vector xj to belong to two or more
clusters [10]. It is based on minimization of the following objective function:

J =
c∑

i=1

n∑

j=1

um
ij ||vi − xj ||2, (2)

where m > 1 is a fuzzification coefficient, uij is the degree of membership of
the j-th feature vector xj to the i-th cluster and vi is the center of this cluster.
This objective function can be minimized by iteratively calculating the cluster
centers as follows:

vi =

∑n
j=1 um

ijxj∑n
j=1 um

ij

, (3)

where
uij =

1
∑c

k=1

( ||vi−xj ||
||vk−xj ||

)2/(m−1)
. (4)

The clustering algorithm can be described as follows:

1. Initialize the membership matrix U = {uij} in such a way that uij ∈ (0, 1)
for ∀i ∈ {1, . . . , c} and ∀j ∈ {1, . . . , n} and

∑c
i=1 uij = 1.

2. Calculate fuzzy cluster centers vi for i ∈ {1, . . . , c} using (3).
3. Compute the objective function with (2).
4. Compute new U using (4) and go back to step 2.

The algorithm stops if at some iteration the improvement of the objective
function over previous iteration is below a certain threshold, or the maximum
number of iterations is reached.
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3.2 Weighted Fuzzy C-Means

One of the biggest drawbacks of the fuzzy c-means algorithm is that it requires
to store all feature vectors in memory before the clustering algorithm starts. For
this reason, this algorithm cannot be applied in the case when the dataset to
be clustered is huge. One solution of this problem is dividing the dataset into
subsets of data so that the size of each subset does not exceed the amount of
memory resources of the processing system. In this case, the clustering result
of the first subset can be summarized as weighted centroids. These centroids
can be then used as weighted points when clustering vectors of the second and
subsequent subsets. This technique is often used for clustering data streams. In
this case, each subset consists of data vectors that have arrived for processing
at the recent time window.

Weighted fuzzy c-means [11,12] relies on the principle described above. Let
us consider data set X = {x1, x2, . . . , xn}. In addition, there is a set of weighted
centroids {v1, . . . , vc} defined based on previous subsets. We are aiming to update
these centroids based on vectors of subset X. The objective function minimized
by the weighted fuzzy c-means can be defined as follows:

J =
c∑

i=1

c+n∑

j=1

um
ijwj ||vi − xj ||2. (5)

where wj is the weight of the j-th point. Cluster centers can be found as

vi =

∑c+n
j=1 wju

m
ijxj

∑c+n
j=1 wjum

ij

. (6)

Thus, the weighted fuzzy c-means algorithm for clustering a dataset that
consists of T subsets Xt, t ∈ {1, . . . , T} can be formulated as follows:

1. Apply fuzzy c-means to vectors of the first subset X1 to find centroids vi and
calculate weights for the resulting centroids:

wi =
n∑

j=1

uij (7)

2. Import vectors of the next subset and calculate membership matrix U = {uij}
where i ∈ {1, . . . , c} and j ∈ {1, . . . , c + n} as follows:

uij =

⎧
⎪⎪⎨

⎪⎪⎩

1, if i = j,

0, if i �= j and j ∈ {1, . . . , c},
1

∑c
k=1

( ||vi−xj ||
||vk−xj ||

)2/(m−1) , if j ∈ {c + 1, . . . , c + n}.
(8)

3. For each vector xj of the new subset, assign weight equal to 1 and recalculate
centroid weights as follows:

w′
i =

{∑c+n
j=1uijwj , if i ∈ {1, . . . , c},

1, if i ∈ {c + 1, . . . , c + n}.
(9)

where wj = 1, ∀j ∈ {c + 1, . . . , n}.
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4. Update cluster centroids vi, i ∈ {1, . . . , c} by substituting weight values wi

in (6) with new weights w′
i.

5. Compute the objective function by substituting new weights and centroids in
(5).

6. Compute new U using (4) and go back to step 3.
7. If, at some iteration, the improvement of the objective function (5) over pre-

vious iteration is below a certain threshold, or the maximum number of iter-
ations is reached, stop modifying centroids and move to step 2.

The algorithm stops once all subsets have been imported and analyzed.

4 DDoS Attack Detection Algorithm

In this section, we formulate our DDoS attack anomaly-based detection algo-
rithm. The algorithm relies on constructing a normal user behavior model and
detecting patterns that deviate from the expected norms. We consider two ver-
sions of obtaining the normal user behavior model: offline and online. Offline
training algorithm can only be applied to a small training dataset that can be
stored in memory with the resulting model that cannot be modified afterwards.
Online version of the training algorithm allows one to rebuild the normal user
behavior model based on feature vectors arrived in the recent time interval. As
a result, it requires significantly less amounts of memory since there is no need
to store all feature vectors extracted.

4.1 Offline Training Algorithm

In study [13], we presented the general description of our DDoS attack detec-
tion approach. This approach relies on the training stage that can be divided
into two main parts. First, all conversations extracted from the network traffic
are clustered. After that, for each particular user, distributions of conversations
among the resulting clusters are analyzed. In this subsection, we formulate the
training algorithm for the case of fuzzy clustering in more details.

Let us consider the set of standardized feature vectors X = {x1, . . . , xn}
extracted from a training set of network traffic conversations. We apply fuzzy
c-means clustering algorithm to obtain cluster centroids V x = {vx

1 , . . . , vxc } and
partition matrix Ux = {ux

ij}. Clustering allows us to discover hidden patterns
presented in the dataset to represent a data structure in a unsupervised way.
Each cluster centroid calculated represents a specific class of traffic in the net-
work system under inspection. For example, one such class can include conver-
sations between a web server and clients which request some web page of this
server. Since the traffic may be encrypted it is not always possible to define what
web page these clients request. However, since it is assumed that traffic being
clustered is mostly legitimate, we can state that each cluster centroid describes
a normal user behavior pattern.
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To evaluate how much a feature vector is similar to the revealed normal
patterns or their combination a reconstruction criterion can be considered [14].
The reconstruction of xj is defined as follows:

x̄j =

∑c
i=1(u

x
ij)

mvx
i∑c

i=1(u
x
ij)m

. (10)

We can calculate the reconstruction error E of this vector as

E(xj) = ||xj − x̄j ||2. (11)

For the detection purposes, we store the average value μx of reconstruction
errors calculated for feature vectors contained in the training set X as well as
the standard deviation of these error values σx.

After that, we group all conversations which are extracted in certain time
interval and have the same source IP address, destination IP address and destina-
tion port together and analyze each such group separately. Such approach is in-
line with other studies devoted to the problem of application-based DDoS attacks
detection [5,6,8]. Those studies analyze sequences of conversations (requests)
belonging to one HTTP session. In our case, since the session ID cannot be
extracted from encrypted payload, we focus on conversations initiated by one
client to the destination socket during some short time interval. We can interpret
a group of such conversations as a rough approximation of the user session.

Let us consider these user session approximations S = {s1, . . . , sN} found
in the training set. In [13], we introduced histogram vectors each element of
which was equal to the percentage of feature vectors contained in each partic-
ular conversation cluster. In this study, we extend this approach for the case
of fuzzy clustering by introducing session membership matrix A = {aij} with
i ∈ {1, . . . , N} and j ∈ {1, . . . , n} such that

aij =

{
1, if xj ∈ si,

0, if xj �∈ si
(12)

We consider new feature matrix

Y = A(Ux)T . (13)

Element yij of this matrix is directly proportional to the average probability that
a conversation from the i-th “session” belongs to the j-th cluster of conversations.

Once new feature vectors have been extracted, fuzzy c-means clustering algo-
rithm is applied to obtain cluster centroids V y = {vy

1 , . . . , vyC} and partition
matrix Uy = {uy

ij}. Similarly to the clusters of conversations, each new cluster
centroid represents a specific class of traffic in the network under inspection. For
example, one such centroid can relate to clients that use some web service in
similar manner. As previously, we consider each resulting cluster centroid as a
normal user behavior pattern, because it is assumed that traffic captured dur-
ing the training is mostly legitimate. We calculate the reconstruction error for
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each of these new feature vectors and store its average value μy and standard
deviation σy.

As a result, once the training has been completed, the following model of
normal user behavior is obtained:

Moffline = {xmin, xmax, V
x, μx, σx, V y, μy, σy}. (14)

4.2 Online Training Algorithm

The biggest drawback of the algorithm described above is that it requires to
store all feature vectors X and Y in memory until the moment the clustering is
completed. In this subsection, we improve our technique by proposing an online
training algorithm that allows to rebuild the model of normal user behavior
every time when a new portion of network traffic is available for the analysis.

Let us assume that the network traffic is captured during several short time
intervals and, for each time interval, there is a set of feature vectors extracted
from conversations between users. We are aiming to build the model of normal
user behavior under the condition that there is only room for storing one such
set of vectors in memory. For this purpose, we consider feature vectors extracted
during the first time interval. The offline version of the training algorithm can
be applied to these vectors to obtain xmin, xmax, V x, μx, σx, V y, μy and σy.
In addition, we calculate weights wx = (wx

1 , . . . , wx
c ) and wy = (wy

1 , . . . , wy
C) of

cluster centroids V x and V y by using partition matrices Ux and Uy respectively
as shown in (7). Moreover, we calculate the following matrix H:

H = V y(eTwx)−1, (15)

where e is vector of length c each element of which is equal to 1. The following
model of normal user behavior is obtained after the traffic captured during the
first time interval is analyzed:

Monline = {xmin, xmax, V
x, wx, νx, μx, σx,H, V y, wy, νy, μy, σy}, (16)

where νx and νy are correspondingly the total number of conversations and the
total number of user sessions analyzed.

Once a new portion of network traffic has been captured, we extract necessary
features from conversations to form new set X = {x1, . . . , xn}. Let us denote
vectors xmin and xmax obtained during the previous training iteration as xold

min

and xold
max. New vectors xmin and xmax can be found as follows:

xmin,j = min {xold
min,j , min

1≤i≤n
xij},

xmax,j = max {xold
max,j , max

1≤i≤n
xij}.

(17)

After that, cluster centroids V x are recalculated:

vx
ij =

(xold
max,j − xold

min,j)v
x
ij + xold

min,j − xmin,j

xmax,j − xmin,j
. (18)
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Next, we apply weighted fuzzy c-means (starting from step 2) to vectors from
X taking into consideration recalculated cluster centroids V x and their weights
wx. Once new cluster centroids and their weights have been defined, we calculate
reconstruction error for each vector in X as shown in (11) and find its mean value
μ̄x and standard deviation σ̄x. New values of μx and σx can be found as follows:

μx =
νxμ̄x + nμx,old

νx + n
,

σx =

√
νx(σ̄x)2 + n(σx,old)2 + νx(μx,old − μx)2 + n(μx,old − μx)2

νx + n
.

(19)

After that, new value νx is recalculated as

νx = νx,old + n. (20)

The second part of the model is also updated. First, new cluster centroids
V y are obtained as

V y = Hwx. (21)

After that, feature matrix Y = {y1, . . . , yN} for user session approximations is
found (13). Weighted fuzzy c-means is applied to matrix Y taking into account
recalculated centroids V y and their weights wy. As a result, new cluster centroids
with updated weights are obtained. Average value μy and standard deviation σy

of reconstruction errors for vectors in Y are recalculated in the same manner as
it is shown in (19). The total number of user sessions is updated as

νy = νy,old + N. (22)

Finally, new matrix H is calculated as shown in (15).
As a result, the entire model of normal user behavior is updated based on

new vectors from X. The training is finished, once the traffic captured during
each time interval has been taken into account.

4.3 Attack Detection

To detect a trivial DoS attack we extract necessary features from a new conver-
sation and calculate the reconstruction error ex for the resulting feature vector
x according to centroids V x. We classify this conversation as an intrusion if

ex > μx + αxσx, (23)

where αx is the parameter that is configured during tunning the detection
system.

If a client initiates several connections during the recent time interval, we
calculate a partition matrix for these connections and find the corresponding
vector y. After that, the reconstruction error ey is defined based on centroids
V y. This client is classified as an attacker if

ey > μy + αyσy. (24)
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As previously, parameter αy is supposed to be configured during the system
validation. Although, in this case, we cannot define which connections of the
client are normal and which connections have bad intent, we are able to find the
attacker and what web service he attempts to attack. Moreover, this technique
allows one to detect more sophisticated types of DDoS attacks.

5 Numerical Simulations

The proposed technique is tested with network traffic generated in Realistic
Global Cyber Environment (RGCE) [15]. A web shop server is implemented
in RGCE to serve as a target of three different DDoS attacks carried out by
several attackers. Communication between the server and its clients is carried out
with encrypted HTTPS protocol. An IDS prototype that relies on the proposed
technique is implemented in Python. The resulting program analyzes arriving
raw packets, combines them to conversations, extracts necessary features from
them, adds the resulting feature vectors to the model in the training mode and
classifies those vectors in the detection mode. The IDS is trained with the traffic
that does not contain attacks by using offline and online training algorithms
proposed. Once the training has been completed, several attacks are performed
to evaluate true positive rate (TPR), false positive rate (FPR) and accuracy of
the algorithms.
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Fig. 1. ROC curves for detection of different DDoS attacks.

First DDoS attack tested is Slowloris that is usually classified as a trivial
application-layer DDoS attack. During this attack, each attacker tries to hold
its connections with the server open as long as possible by periodically sending
subsequent HTTP headers, adding to-but never completing-the requests. As a
result, the web server keeps these connections open, filling its maximum concur-
rent connection pool, eventually denying additional connection attempts from
clients. Figure 1(a) shows how TPR depends on FPR when detecting Slowloris
for different values of parameter αx. As one can notice, for low values of FPR
both variants of the algorithm are able to detect almost all conversations related
to Slowloris (TPR ≈ 99%).
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However, if conversations related to a DDoS attack are close enough to the
cluster centroids V x of the normal behavior model, they will remain undetected.
In this case, vectors of feature matrix Y should be taken into consideration. In
order to test the second part of the model, Sslsqueeze attack is performed. In
this case, attackers send some bogus data to the server instead of encrypted
client key exchange messages. By the moment the server completes the decryp-
tion of the bogus data and understands that the data decrypted is not a valid
key exchange message, the purpose of overloading the server with the crypto-
graphically expensive decryption has been already achieved. As can be seen at
Fig. 1(b) this attack is detected with 100% accuracy.

Finally, we carry out a more advanced DDoS attack with the attackers that
try to mimic the browsing behavior of a regular human user. During this attack
several bots request a random sequence of web resources from the server. Since
all those requests are legitimate, the corresponding conversations are classified
as normal. However, the analysis of feature vectors Y calculated for user sessions
allow us to detect the most part of the attacking attempts. Figure 1(c) shows
how TPR depends on FPR for different values of parameter αy when we try to
detect this advanced DDoS attack. As one can see, for low values of FPR about
70% of attacking attempts can be detected.

Table 1 shows the accuracy of detection of these three DDoS attacks for the
cases when parameters αx and αy are selected in an optimal way, i.e. when the
detection accuracy is maximal. As one can see, almost all attacks can be properly
detected, while the number of false alarms remains very low.

Table 1. Detection accuracy

Training algorithm Slowloris Sslsqueeze Advanced DDoS

Offline 99.113 % 100 % 68.619%

Online 99.223 % 100 % 71.837%

6 Conclusion

In this research, we aimed to timely detect different sorts of application-layer
DDoS attacks in encrypted network traffic by applying an anomaly-detection-
based approach to statistics extracted from network packets. Our method relies
on the construction of the normal user behavior model by applying weighted
fuzzy clustering. The proposed online training algorithm allows one to rebuild
this model every time when a new portion of network traffic is available for
the analysis. Moreover, it does not require a lot of computing and memory
resources to be able to work even in the case of high-speed networks. We tested
our technique on the data obtained with the help of RGCE Cyber Range that
generated realistic traffic patterns of end users. As a result, almost all DDoS
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attacks were properly detected, while the number of false alarms remained very
low. In the future, we are planning to improve the algorithm in terms of the
detection accuracy, and test it with a bigger dataset which contains real end user
traffic captured during several days. In addition, we will focus on the simulation
of more advanced DDoS attacks and detection of these attacks by applying our
anomaly-based approach.
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Abstract. A lot of research attention has recently been dedicated to
multi-agent systems, such as autonomous robots that demonstrate proac-
tive and dynamic problem-solving behavior. Over the recent decades,
there has been enormous development in various agent technologies,
which enabled efficient provisioning of useful and convenient services
across a multitude of fields. In many of these services, it is required that
information security is guaranteed reliably. Unless there are certain guar-
antees, such services might observe significant deployment issues. In this
paper, a novel trust management framework for multi-agent systems is
developed that focuses on access control and node reputation manage-
ment. It is further analyzed by utilizing a compromised device attack,
which proves its suitability for practical utilization.

Keywords: Multi-agent systems · Information security · Access
control · Trust management

1 Introduction

Today, swarm multi-agent robotics is one of the most significant and complex
fields of research, especially in light of the fact that only under 5 % of our planet,
both land and oceanic, has been explored so far1. Modern robots employed for
surface research, protection, and monitoring are extremely complicated devices
equipped with a variety of sensing mechanisms [1]. Therefore, it is important to
keep them operational autonomously for as long as possible2.

For example, wildfire fighting remains one of the most physically challenging
tasks faced by human-workers today. Autonomous machines can contribute sig-
nificantly to facilitate this hard, dirty, exhausting, and dangerous job [2]. Robotic
devices can often operate faster and more efficiently while keeping people away
1 See: NOAA National Ocean Service: How much of the ocean have we explored? 2014.

http://oceanservice.noaa.gov/facts/exploration.html.
2 See: Autonomous Fire Guard (AFG) concept. 2009. http://www.yankodesign.com/

2009/08/21/firefighters-best-friend/.
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from unsafe locations3. Conventionally, such devices are expected to cooperate
with each other in order to reach common “targets” in remote locations [3].

Such distributed coordination has many advantages in reaching common
group goals, lower operating costs, control system requirements, improve robust-
ness, and achieve better scalability [4,5]. The related aspects have been widely
recognized and well-studied over past years [6,7]. In multi-agent systems, the
actual network topology connecting all the devices in operation plays a crucial
role in determining consensus. Typically, the objective is to explicitly identify
necessary and sufficient conditions for a particular network topology, such that
a common agreement could be reached under specifically designed algorithms.

One of the most promising trends in modern robotics is the development of
management tools that allow for intelligent Multi-Agent System (MAS) group
control. In particular, considerable research attention has been paid to the col-
laborative planning frameworks, which operate in decentralized, “ad hoc” regime
by forming a coalition [8]. This is to achieve better scalability, operational cover-
age, and network availability in cases of weak connectivity to the control unit. A
significant body of research literature in this field has been dedicated to dynamic
redistribution of goals between the operating nodes in case of their unpredictable
breakdowns [9].

Due to the “ad hoc” nature of the considered networks, which often operate in
a dynamic mesh fashion, the MAS becomes an attractive field for a wide range of
attacks, such as: message capture and retransmission, violation of integrity, unau-
thorized data access, denial of service, etc. [10,11]. Hence, the currently utilized
trust management schemes may be very limited due to discretionary distinction
and mandate-based behavior [12,13]. We subdivide the possible attacks on a
MAS into the following main categories [14]: (i) network-layer related attacks;
(ii) attacks on identification and authentication of agents in the system [15];
and (iii) compromised device intrusion [16]. The main goal of this work is thus
to develop a trust management framework suitable for resisting the harmful
compromised device attack.

This paper is organized as follows. In Sect. 2, we review the decentralized
MASs and the corresponding attacks. Further, in Sect. 3, we introduce a trust
model resistant to the discussed type of attacks. Then, in Sect. 4, the compro-
mised device intrusion attack detection in detailed. The last section describes
our future work and offers some conclusions.

2 Modeling Background

In this section, we consider a MAS operating in a decentralized fashion [17,18].
We focus on a group of N robots targeting a common collaborative goal. During
the initialization phase, each of the devices receives its utility function (goal)
related data. The overall framework operation model is captured in Fig. 1.

3 See: The National Interagency Fire Center (NIFC): Incident Management Situation
Report. 2016. http://www.nifc.gov/nicc/sitreprt.pdf.

http://www.nifc.gov/nicc/sitreprt.pdf
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Fig. 1. Simplified decentralized MAS management framework.

2.1 Preliminary Assumptions and Definitions

Each processing unit Pi, (i = 1, N) of every device Ri consists of the correspond-
ing computing unit CUi, the data transmitting unit DTi, the data receiving unit
DRi, the current state determination unit CSi, and a set of sensing modules SDi.
The CUi is communicating with other CUj by transmitting the system state
information S0

i and the respective operating decisions Ak+1
i , (k = 0, 1, 2, . . . , N).

In addition, each CUi has the knowledge of the environmental data E0
i and its

own state S0
i to continuously update the utility function ΔY for any possible

operating decisions in the current state. We select max(ΔY ) to be our utility
function.

As an attack, we consider any malicious activity of the compromised device
on the kth iteration of the system operation [19]. As a result, the following
device decision Ak+1

i might not be selected according to the utility function.
We also consider the attack with message capture and retransmission, as well as
the attack on the environment estimation and the attacks targeted to affect the
group decision making protocols [20].

Conventionally, a MAS utilizes the following techniques to enable secure
“ad hoc” communication: a state-estimation function [21]; the lightweight cryp-
tography solutions [22]; the time-limiting techniques [23]; and the Buddy Security
Model (BSM) [24,25], among others. Interestingly, the neighboring nodes in e.g.,
BSM are responsible for each other’s security by monitoring their environment
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continuously. This is reached by means of exchanging specialized tokens between
the BSM users that contain confidential state information, as well as monitor-
ing any potential security threats from the surrounding devices. By informing
the neighboring nodes about anomalous behavior of a new device, each agent
contributes its share of stability to the overall system security.

Today, the BSM is receiving increased attention primarily due to its decen-
tralized nature. On the other hand, utilization of this model in the robotic sys-
tems could still be affected by a compromised robot. Our scenario of interest
relates to the “ad hoc” network operation in remote areas, where providing reli-
able connection to the centralized control unit may be a challenging task. There-
fore, physical capture of a device and compromising a token become possible. In
this work, we develop an improved BSM formulation by introducing a device’s
trust level that makes it more difficult to perform the known attacks [26].

2.2 Multi-Agent Trust Model for Robotic Systems

In what follows, we describe the MAS operation in a steady-state regime i.e., past
the initialization phase. In the current state S0

i , each ith robot Ri, (i = 1, N)
collects the data from CUj , (i �= j, j = 1, N) of other robots in the group.
After this phase, the robot in question selects Ak+1

j according to the util-
ity function ΔY and reports the corresponding decision to other devices with
w(Ak+1

i ) to CUj , (i �= j, j = 1, N). This message is based on the received
information S0

1 , S0
2 , . . . , S0

i − 1, S0
i +1, . . . , S0

N and the possible current decisions
Ak+1

1 , Ak+1
2 , . . . , Ak+1

i −1, Ak+1
i +1, . . . , Ak+1

N . After receiving the message, other
agents are validating the data with respect to the decision made by the ith node.

In case the above check by the jth device resulted in ΔYj , (i �= j) �= ΔYi, the
trust level of the ith device is increased. We define the trust level as willingness
of a particular node to report valid information to others. Alternatively, if a
device has reported a faulty ΔYi, its level of trust is decreased. As a result, we
may now define a new parameter, which is a set of “steps” l required to estimate
the long-term level of trust per device Al+1

i . Therefore, when calculating ΔY l
i at

the following system iteration, the devices would rely more on nodes with higher
trust levels.

In summary, the lower levels of trust would not allow the compromised robots
affect the system operation in a destructive way even when sending a valid-like
token. Thereby, potential malicious nodes will have to behave similar to the
trusted ones for the interval of time that is necessary to build sufficient trust,
which improves system robustness to the considered type of attacks.

3 Trust Model Development

In this section, we first discuss the notation related to our security mechanism
formulation and then outline its implementation possibilities. Our developed
trust model is illustrated in Fig. 2, where arrows represent multi-agent connec-
tions over alternative channels, such as visual, NFC, etc. Further, the wireless
radio links are indicated with the dashed lines.
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To ease the exposition, we introduce the notation used in this section as
follows: A = {A1, A2, . . . , AN} are the operations that may be performed by
an agent; S = {s1, s2, . . . , sN} is the set of states during the communication
phase; V = {F, T} is the set of results given by the report validation, where F
corresponds to a faulty reply and T stands for a valid one; and rml is the trust
level determined by the mth agent for the lth device (l �= m). There are different
options to implement this model according to Fig. 2.

Fig. 2. Proposed trust model for interacting agents.

As an example, we assume that the system is in the state k and focus on
the 2nd device in the network. It has reported the message 2Ai to the rest of
the users. As shown in the figure, the 2nd robot has a wireless connection to
the devices 1, 3, and 8, and all of these users have received the corresponding
message. Further, the devices 3 and 8 have a visual proof that the 2nd device
has indeed performed the reported action. The set of possible system states S
could then be represented as follows:

– s1: the object is in the line-of-sight conditions and can be reached via a radio
link (for devices 3 and 8);

– s2: the object is not in the line-of-sight conditions and can be reached via a
radio link (for device 1).

If the 2nd device is acting normally, its actual operation A2 is the same as
the reported one i.e., the devices 3 and 8 should increase their levels of trust for
the 2nd robot by Δr32 = Δr82 due to having a visual confirmation of the action.
The device 1 has also received the report from the 2nd device, but it is only
utilizing a wireless channel. In this case, the corresponding level of trust should
be updated less significantly than for other nodes Δr12 < Δr3,82 . Here, only the
devices having a direct connection to the robot in question are evaluating its
level of trust, but for the rest it remains unchanged.
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Second, the devices having a direct connection to the robot in question may
forward their knowledge to the neighbors. They would then transmit a message
of type i : Ais

j
kv, where i is the identifier of a reporting device, Ai is the value

reported by the ith device, sjk is the jth device’s state, and v is the validation
result (either true or false). For our example, the corresponding messages should
be: from the robot 1, 2 : Ais

1
2T ; from the robot 3, 2 : Ais

3
1T ; from the robot

8, 2 : Ais
8
1T . These messages are delivered to the agents 4, 5, 6, 7, 9. Note that

for different “ad hoc” topologies and depending on the network dynamics, the
results of such message distribution may vary. Hence, the set of states S for this
case could be represented as:

– s1: the object is in the line-of-sight conditions and can be reached via a radio
link (for devices 3 and 8);

– s2: the object is not in the line-of-sight conditions and can be reached via a
radio link (for device 1);

– s3: the subject s1 is in the line-of-sight conditions and can be reached via a
radio link (for device 6 and 7);

– s4: the subject s1 is not in the line-of-sight conditions and can be reached via
a radio link (for device 9);

– s5: the subject s2 is in the line-of-sight conditions and can be reached via a
radio link (for device 1);

– s6: the subject s2 is not in the line-of-sight conditions and can be reached via
a radio link (for device 1).

The subjects with different states s1, s2, . . . , s6 would obtain different trust
levels towards the same subject based on the possibility to evaluate the device
by themselves. An increment-based trust scale for the ith object may then be
introduced as:

Δris1 > Δris2 > · · · > Δris6 . (1)

The main target of the indirectly connected agents is to determine their own
state and select the objective level of trust based on it. Correspondingly, if the
value of v = T , the level of trust is increased by Δrnsi . Similarly, if v = F ,
the level of trust is decreased by the same value. Importantly, the reception of
faulty data from different nodes may be caused by a variety of factors, including
uncontrollable interference, severe weather conditions, and deliberate distortion
of the message by one of the relaying devices. In the latter case, the collective goal
may be achieved by utilizing the discussed MAS information security framework.

In summary, the second implementation option for the proposed trust model
should be more efficient in practice. It allows delivering the actual trust infor-
mation to a higher number of agents, but at the same time may lead to the
increased amounts of signaling.

4 Detecting Attacks on a MAS

The trust level management mechanism proposed in the previous section allows
controlling such threats as: capture, modification, and retransmission of messages
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Ai and Si, as well as compromising the system operation by an attacker node,
which may attempt to influence the utility function ΔY . On the other hand,
some MAS management protocols enable to select a leading device from within
the group, which becomes responsible for handling system-wide decision-making
functionality [27,28]. To achieve this, said device updates the utility function for
the entire network.

As in any deployment with a single-node failure possibility, should an attacker
seize this role, it may disrupt the operation of the entire system. Such an attack
may also be executed by a set of devices within the group. In this case, the only
way to detect the malicious behavior is by monitoring ΔY by all the system
agents, and at each iteration of the network operation. In order to perform this
monitoring, all the agents (except for the reporting one) need to recalculate
the potential ΔYt+1 of the ith node at the lth step. In case ΔYt+1 < ΔYt, the
receiving device decreases the level of trust for the reporting robot by ΔriYl

and
vice versa. The resulting level of trust for the ith device could be calculated as:

Δμi > αΔrisi + βΔriYl
, (2)

where α and β are the weights corresponding to the reported agent, and the
utility of its decision is selected according to the information security policy of
the MAS.

5 Selected Numerical Results

In order to validate the usability of our proposed model, we conduct a set of
simulation runs utilizing the V-REP robotics framework4. To prove the effec-
tiveness, we compare the changes of ΔY l

i throughout the framework operation
according to Sect. 3.

The initial system setup is described as follows. Each agent has a complete
knowledge of the MAS goals, the corresponding distances between the agents,
and the number required to reach the goal per each target. After all the agents
have exchanged the relevant data, each of them is selecting the closest target
by comparing its R and the corresponding other agents’ Rmin distances to it. If
ΔY l

i = Ai(min) − Ai is positive, the agent in question reports on its decision to
proceed with the current target; otherwise, it waits.

For the sake of our experiment, we employ 50 agents uniformly distributed
across the circular area with the radius of 50 m. The number of targets is three,
with 5, 3, and 2 required agents, respectively. Each agent has the radio coverage
of 30 m and the line-of-sight distance of 7 m. We vary the number of compromised
nodes in the system to validate our framework operation.

Regardless of the system type, the utilization of the proposed trust model
reduces the impact of attacks on the system efficiency (see Figs. 3 and 4). For
the second option, where each agent has at least one neighboring node with the
visual contact, the benefits are even more significant (Fig. 4). The developed

4 See: V-REP http://www.k-team.com/mobile-robotics-products/v-rep.

http://www.k-team.com/mobile-robotics-products/v-rep
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Fig. 3. Dependence of utility function on the number of compromised devices (uniform
distribution of agents).

Fig. 4. Dependence of utility function on the number of compromised devices (each
agent has at least one visual neighbor).

model may, however, have a negative impact on the system efficiency e.g., when
the compromised node has been the best possible selection for the target.
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6 Conclusions

In this work, we developed a trust model for the decentralized robotic MAS net-
works. Our framework provides group access based on the device-centric level
of trust, which is selected and dynamically updated over time. Our formulation
was successfully evaluated with simulations and may be utilized in modern MAS
deployments. The main advantage of the proposed approach is in that it allows for
continuous and secure communication in the robotic “ad hoc” networks that face
the lack of reliable connectivity to the centralized control unit. The second bene-
fit is in the time-driven dynamic trust level updates that determine the trust level
actuality i.e., a newly-joined device would have to operate trustfully for a consid-
erably long time in order to achieve any significant decision-making privileges.
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Abstract. This paper is dedicated to the study of the functions of the terrestrial
segment of flying ubiquitous sensor network under intentional electromagnetic
interference conditions. The main feature of this influence is the violation of the
integrity of the WSN and a temporary failure of nodes located in the influence
zone. The aim of the study is to prove that, under IEMI conditions, there is a
supernodes-based solution to ensure the functioning of the WSN. The obtained
results can be used in selecting models of changing network functionality under
the influence of interference so as to maintain the network stability.

Keywords: Flying ubiquitous sensor network � Terrestrial segment �
Intentional electromagnetic interference � Supernode � Model reaction �
Functionality � Network stability

1 Introduction

One of the most cited terms in IT publications today is the Internet of Things (IoT) [1].
Internet of Things is new technology civilization, allowing you to create real intelligent
network binding billions of objects and devices and providing status information and
changing commuting facilities. In the transition from the study of the characteristics on
the plane to the models in three-dimensional space a new IoT- direction has been
formed - Flying Ubiquitous Sensor Network (FUSN) [2]. FUSN include two network
segments: terrestrial and flying. Technological base of the terrestrial segment are
Wireless Sensor Networks (WSN), which belong to the class of Ubiquitous Sensor
Networks (USN) [3–5]. Wireless sensor networks have a number of distinctive features
compared to existing networks, the key of which are self-organization and low power
consumption [6]. Great interest to the study of such networks caused first wide pos-
sibilities of their application: environment monitoring, industrial plant monitoring,
transport monitoring, intrusion detection and target tracking, fire security, automobile
production, medicine and others. Since the terrestrial segment is responsible for the
collection, storage and transmission of data in the flying segment of the FUSN, it is
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necessary to provide the ability to perform specified functions USN in various con-
ditions, including the presence of external destabilizing factors, otherwise the practical
application of the FUSN would be impossible.

In the field of network security, as determined in accordance with the recom-
mendations ITU-T X.1311 “Network security structure for pervasive sensor networks”
[7], there is a significant role of attacks on differences types of relationships in the
USN. It is necessary to bear in mind that in the world today there is a real threat of the
impact on WSN various destructive electromagnetic impacts, one of which is inten-
tional electromagnetic interference (IEMI) [8]. There are many works devoted to this
type of impact affecting on different types of networks [9–14]. Studies have been
conducted to identify the sustainability and development of new standards [15], but
they do not fully address the problem of protection WSN from IEMI [16, 17]. In [18]
the author analyzed the influence of intentional electromagnetic effects on the func-
tioning of the WSN. It is proved that the diagnosis of intentional electromagnetic
effects on the WSN can be performed by analysis data on the network connectivity and
confirmed that if there is the data on the coordinates of the nodes, the connectivity
analysis allows locating the influence source.

However, the impact of IEMI in the operating channel bandwidth and out of band
interference generally leads to an increase of the number of transmission errors of
packets up to 100 %, i.e. inability to transfer a certain amount of nodes. At the same
time the functionality of the network level can be achieved by alternative route packets
through the nodes which are not subjected to (largely) destructive impact. It is obvious
that, in a homogeneous network structure, when all nodes have the same functionality
opportunities, the degree of influence on the network will be characterized by shares
underwent the influence of nodes, and will not depend on the location exposure. In
practice, WSN often has heterogeneous structure [19]. For example, if the data col-
lection network has only one coordinator through which the data is transmitted to the
user, the network routes will form a star or a tree structure, in which the amount of
traffic served by different nodes is not the same. Transit nodes located in the route
“closer” to the gateway will serve a greater volume of traffic than the nodes by
arranging position on the periphery. Consequently, the degree of influence will depend
on its localization in the service area. With the localization of impaction in the gateway
area, in this example, the operation of the network is impossible. Thus, the heteroge-
neous network resistance to electromagnetic interference depends on the selection of
the structural parameters.

2 Intentional Electromagnetic Interference

To date, almost all resources in broadband communications (Wi-Fi, Bluetooth, ZigBee,
6LoWPan, etc.) are operating in the frequency, which ranges from 300 MHz to 3 GHz.

Along with the development of wireless data transmission technology is the
development of equipment, which creates electromagnetic impacts on them. Such
agents in a number of cases can be used legally in order to ensure information security,
as well as illegally to commit destructive actions (illegal methods of competition,
cyber-terrorism and et al.). One of the common methods is the use of such effects
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generators of short pulses to interfere the broadband communications equipment’s in
the frequency range from 300 MHz to 12 GHz. Then we consider intentional elec-
tromagnetic interference as electromagnetic effect, which is accomplished by the use of
portable generators moat of the electromagnetic field and leads to destruction, distor-
tion and blocks transmitted information.

Distortion in the transmitted data structure occurs in the physical level resulting
from interference generated in the transmission medium. As a result of impaction,
signals with parameters comparable with the parameters of useful transmission signals
leads to the violation of the normal functioning of the communication network and the
distortion of the transmitted information. The main feature of IEMI is that the impulse
spectrum is similar to the spectrum broadband signal. Therefore, such effects are dif-
ficult to detect with conventional methods. In addition, they can be created by using
social generators from a great distance and masquerade as usual electromagnetic
interference. As a result of such exposure, it violates not only the functioning of the
individual sensor nodes, but also the integrity of the wireless sensor network situated in
the electromagnetic impact zone.

3 Statement of the Research Problem

WSN network parameters (the number of nodes, communication range, capacity) may
have different values, depending on the purpose of the network. The impact on the
network parameters can also be quite varied. Therefore, the choice of model for
describing the operation of the network in terms of IEMI. It presents some difficulties.
If the network is composed of a small number of narrow fishing (e.g., less than a dozen)
and the service area is limited to tens of meters and the exposure parameters of the
same order as the transmission device node that will be exposed to nearly all the
network nodes and we should expect the full network functionality loss. In the case
where the number of nodes in hundreds and hundreds of service area dimensions -
thousands of meters, at the same parameters impact the network can save a significant
proportion of the functionality.

Considering a network consisting of three types of nodes: sensor nodes – nodes
capable of performing the functions of collection, data transmission and transit;
coordination – nodes - the focal point, as well as gateway network and supernodes -
nodes that can perform the functions of their coordinator (gateway) if needed, we
assume that for network operation we only need one coordinator (gateway). We esti-
mate the functional relationship of network parameters by influencing it.

4 The Response Model of Wireless Sensor Networks Under
Intentional Electromagnetic Interference Conditions

As noted above, there are two main scenarios for the IEMI attack on the network,
which will be considered in this article (Fig. 1):
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1. We assume, that IEMI affects only part of the sensor nodes network that performs
the function of collecting and transferring data, does not affect the coordinator
(gateway) of the network. At the same time, the functionality of the network much
can be achieved by alternative route packets through the nodes which are not
subjected to (largely) destructive impact.

2. We assume, that IEMI affects the coordinator (gateway) wherein the network
functionality provided in such a way that supernode will be the coordinate (gate-
way), and performs its function.

Assuming that the service zone is a flat surface, and the coordinator is located in a
random point, then the probability of getting the coordinates in the target area can be
defined geometrically as the ratio of the area of influence zone to the area of the service
zone:

pG ¼
sE
S at 0� sE\S
1 at sE � S

�
ð1Þ

where sE is the area of the influence zone;
S is the area of the service zone.
Probability functioning of coordinator can be defined as:

pn ¼ 1� pG ð2Þ

It should be noted that the expression (2) represents a resistance network in terms of
the coordinator function. Assume that the network has a large number of supernodes,
which are capable to do the role of coordinator, and then a complete loss of func-
tionality would be the case when they all fall into the impact zone. For k these nodes,
this probability will be determined as:

Fig. 1. The model reaction of wireless sensor networks under intentional electromagnetic
interference conditions.
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pnk ¼ 1� pkG ð3Þ

Probability (3) describes the operation of at least one of the supernodes (coordi-
nator). The functionality of the network also depends on the connectivity of the existing
coordinators with other nodes in this network.

When random distribution network nodes can be conveniently described by a
Poisson model of the field [20], in which the probability of getting k nodes in the region
the impact of a Poisson distribution and depends on the area of impaction Se and the
density of supernodes qs. Then the probability that no more than k − 1 supernodes will
be in the target area can be defined as:

~pnk ¼
Xk�1

i¼1

qSSEð Þi
i!

e�qSSE ð4Þ

Figure 2 shows a comparison of the probabilities of dependencies (3) and (4) of the
area of influence zone. The figure shows that the probability of operation at least one of
k supernodes determined according to (3) decreases with increasing the area of influ-
ence zone affected from 1 to 0. When the area of influence zone equals the area of
service zone, the probability of network operation is 0, which is consistent with this
model. According to (4) the probability network operation is also reduced, but does not
become equal to 0. This is due to the fact that the Poisson field model number of
supernodes and the area of service zone is not limited to (tends to infinity).

Therefore, the smaller difference between the probability values (3) and (4) is, the
bigger k is, and the ratio between the area of the influence zone and the service zone is

Fig. 2. The hitting probability of coordinators into the interference zone.

Supernodes-Based Solution for Terrestrial Segment of FUSN Under IEMI 355



also smaller. From dependency analysis (Fig. 1) it can be seen that error does not
exceed 10 %, with k = 4 or more, a square exposure region is less than 50 % of the
area of service zone.

It should be noted that in the general case, the impact on the network may cause total
failure due to a part of the nodes of the degradation of the quality of communication
channels, maintaining the functionality of the network nodes. In this case, the model is
equivalent to the loss of the components, that means decrease n. Degraded channel
quality does not always result in a complete loss of their functionality [23]. Quality
degradation leads to a reduction in channel resources and the appearance of changes in
the settings such as the achievable data rate, error rate and communication range. If the
description of the network model can be assumed, the degradation of connection chan-
nels can be the result of the impact on the network, which is equivalent to a decrease of
communication range (radius connection R) of sensor nodes. Thus it can be assumed that
the number of nodes in the network is large enough, and the zone area of impaction is
considerably less than the area of the service zone sE << S. In these conditions, it might
be convenient to use the model of a Poisson field. It provides an opportunity to describe
the probability of the existence of links between network nodes via the density of nodes
or the ratio of the area of the node connection to a common area of the service zone:

pr ¼ 1
n
q � SC ¼ SC

S
ð5Þ

where ρ is density of nodes;
SC is the area of the node connection;
S is the area of the service zone;
n is a number of nodes in the network.
This in turn makes it possible to describe the network model of random graph, which

is known by theorem that describes the probability of connectivity pC in a graph [21, 22,
24], that means supernodes probability of availability of network nodes (gateways).
According to (4), is usually considered the threshold probability of connection between
nodes p0 ¼ ln n=n, the excess of which leads to an increase in the probability of con-
nectivity to 1, and a lower value, respectively to decrease the connection from 1 to 0.
Also from the theory of random graphs [21], the threshold is known for p� ¼ 1=n;.
According to (3), if p� � pr\p0, then the graph contains one giant component size cn
and a number of disconnected vertices (nodes). If pr\p�, then the graph contains
components, the size of which does not exceed b ln n. Where γ и β are positive numbers
between 0 and 1, (Fig. 2). More stringent formula of these theorems can be found in
[24–26]. In practice this means that in the first the case, a significant proportion of
network nodes will be connected, and in the second case, the distribution network breaks
up into disconnected fragments, the size of which does not exceed ln n. Precise defi-
nition of γ and β coefficients is very difficult [25, 26]. Moreover, a relatively small
change pC near the values p0 и p� leads to a sharp change connectivity, which is called a
phase transition [24, 26]. Therefore, with practical tasks, it makes sense to conduct a
qualitative assessment of the network status at change of connections probability among
nodes, which means the changing of the network status under influence conditions leads
to a change in the probability of communication pC (Fig. 3).
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In other words, if p� � pr\p0, then a significant part of the network nodes (giant
component) is connected and the network can save a significant share functionality.
The functionality of the network in this case is saved if when at least one coordinator or
supernode is included in the set of connected nodes. When pr\p0 the probability of
connectivity pC is\0; 5. The probability of connectivity is, in fact, equal to the
probability that a node comes in a variety of connected nodes. Then the probability of
operation of the network can be described as the probability of maintaining connec-
tivity with a variety of connected nodes:

P̂nk ¼ 1� PCð Þk ð6Þ
For sufficiently large n the connectivity probability can be estimated as it is shown

in [20]

PC ¼ e�e�C ð7Þ
where C defined from Pr ¼ ln nþCþ 0ð1Þ

n .
If pC\p� the network elements remain only as a connectivity insulating Rowan

fragments, the number of nodes that is of the order of ln n, Fig. 3b. To preserve the
functionality of a particular fragment of the network, it is necessary that at least one of
its nodes was supernodes (performing the function of coordinator). Then the required
number of supernodes, at least, should not be less than the number of isolated frag-
ments of the network, that means k[ n= ln n.

To determine the probability of connection between the nodes pC we can use (5).
To calculate the area SC we can select corresponding model of the communication
channel. In the simplest case, the model the node connection may be described as a
circle with a radius R, т.e. SC ¼ pR2. In describing the impaction through the channel
parameters, communication range can be described as some function of the impact

a) b)

Fig. 3. The network fragments with the size of n (giant component) and ln n in the network with
different probabilities of connection between nodes.

Supernodes-Based Solution for Terrestrial Segment of FUSN Under IEMI 357



parameter R ¼ RðPEÞ. As such a function should choose the function that establishes a
connection between the channel parameters and noise (interference) parameters.

5 Conclusion

In the study, the following results were obtained:

1. The selection of model of changing network functionality under the influence of
interference depends on the network parameters and noise. For a small number of
nodes or significant area of the disturbance (more than 50 % service zone) geo-
metric probability should be used to evaluate the probability of functioning.

2. Network stability to interference depends on the structure of the network parameters
and it can be increased by the introduction of nodes, which are capable to do the
role of coordinator (supernodes).

3. When a sufficiently large number of nodes and a sufficiently small area of influence
zone, for modeling the stability of the network we may use the model of random
graphs.

4. The exposure model on the network can be described as the loss of the nodes, which
falls within the influence zone or the decrease of the resource of connection
channels.

5. The required number of supernodes can be defined from considerations of adequacy
needed when changing network structure as a result of the impact.
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Abstract. Industrial wireless sensor networks require high reliability, low
power usage, and timely exchange of information. To meet these requirements,
the IEEE 802.15.4e time slotted channel hopping (TSCH) medium access
control (MAC) protocol was developed. The recently created IETF 6TiSCH
working group (WG) is implementing a protocol stack based on the Internet of
Things (IoT) standard, such as the RPL routing protocol, 6LoWPAN, and
CoAP, in order to enable IPv6 on IEEE 802.15.4e TSCH. This paper presents a
new Centralized Link Scheduling (CLS) algorithm for operation in 6TiSCH
networks. The CLS algorithm constructs efficient multi-hop schedules using a
minimal number of centralized control messages, because it allocates and
deallocates slots without rescheduling the entire schedule. Simulation results
show that our CLS algorithm requires smaller control messages for scheduling
formation than the Decentralized Traffic Aware Scheduling (DeTAS) algorithm,
implemented in 6TiSCH networks, does.

Keywords: 6TiSCH � IEEE 802.15.4e � TSCH scheduling � Industrial wireless
sensor network � Internet of Things

1 Introduction

The Internet of Things (IoT) is a world-wide network of interconnected, uniquely
addressable objects based on standard communication protocols [1]. It is expected that
the number of devices connected to the internet will reach 24 billion by 2020 [2]. The
IPv4 address system is limited to uniquely assigning addresses to billions of devices, so
IP version 6 (IPv6) [3] is the de-facto standard for the IoT. The IETF has defined the
MAC layer of IoT protocol stacks, such as 6LoWPAN [4] for IPv6 header compres-
sion, IPv6 routing protocol for low-power and lossy networks (RPL) [5], and the
constrained application protocol (CoAP) [6]. Recently, in industrial wireless sensor
network devices have adopted the IoT stack to combine information technology
(IT) and operational technology (OT) [7]. However, the IETF does not define the MAC
layer for industrial networks. In 2012, IEEE published the IEEE 802.15.4e [8] standard,
an enhanced version of IEEE 802.15.4, for industrial wireless sensor networks. TSCH
mode of IEEE 802.15.4e [8] operates similarly to the Time Synchronized Mesh Pro-
tocol (TSMP) [9], which communicates according to a schedule while frequency
hopping. TSCH is a MAC protocol that ensures high reliability and low power con-
sumption to meet the needs of industrial networks. In October 2013, the IETF 6TiSCH
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WG was created to link IEEE 802.15.4e TSCH MAC and the IETF IoT protocol stack.
Since TSCH is a TDMA-based MAC protocol, it should do the scheduling. The IEEE
802.15.4e [8] standard describes how to operate a schedule in the MAC layer, but it
does not specify how to build a schedule. To solve this problem, several scheduling
algorithms have been proposed. The Traffic Aware Scheduling Algorithm (TASA) [10]
and Decentralized Traffic Aware Scheduling (DeTAS) [11, 12] are representative
examples of centralized and distributed scheduling, respectively. We propose a new
Centralized Link Scheduling algorithm that minimizes the number of control packet for
scheduling through allocating and deallocating slots without rescheduling the entire
schedule. Section 2 briefly introduces 6TiSCH networks, and then explains not only
TSCH and RPL [5] of 6TiSCH architecture [13], but also DeTAS, which is a com-
parison target of CLS. Section 3 describes the details of CLS. Section 4 evaluates CLS
compared with DeTAS and shows that it performs better. Finally, in Sect. 5, we derive
conclusions and discuss future work.

2 Related Work

2.1 6TiSCH Networks

Industrial sensor networks have long used wired networks for their high reliability,
durability, and safety. However, it is very difficult to add new sensor nodes and the
installation and maintenance of wired networks are expensive. To solve this problem,
industrial wireless sensor network have emerged, such as WirelessHart [14],
ISA100.11a [15], and IEEE 802.15.4e [8]. Unlike WirelessHart and ISA100.11a,
which provide the entire communication stack, IEEE 802.15.4e [8] defined only the
MAC layer. The IETF 6TiSCH WG has been working to link the IPv6-enabled [3] IoT
protocol stack to the IEEE 802.15.4e TSCH MAC layer. In 6TiSCH networks, each
node uses 6LowPAN header compression to transmit IPv6 packets and 6LowPAN
Neighbor Discovery to search for neighbors. 6TiSCH uses the Routing Protocol for
Low power and Lossy Networks (RPL) [5], so that each node adjusts its synchro-
nization time based on the RPL root and sets a route path through the Destination
Oriented Directed Acyclic Graph (DODAG).

2.2 IEEE 802.15.4e TSCH

IEEE 802.15.4e [8] is a standard that improves the MAC layer of the IEEE 802.15.4
standard to meet industrial wireless sensor network needs. The IEEE 802.15.4e [8]
standard added three MAC modes, DSME (Distributed Synchronous Multi-channel
Extension), LL (Low Latency), and TSCH (Time Slotted Channel Hopping), in order to
guarantee low-delay, real-time transmission. IEEE 802.15.4e TSCH mode operates
with high reliability and low power usage and is suitable for industrial wireless sensor
networks. All nodes on the IEEE 802.15.4e TSCH network are synchronized.
In TSCH, time is split into slots and a slotframe consists of a group of time slots. Each
node repeats the scheduled slotframe and operates one action (transmit, receive, or
sleep) in the time slot. The channel-hopping feature of TSCH reduces the problem of
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external interference and multi-path fading. Since TSCH is a TDMA-based MAC
protocol, it should schedule when a node will communicate with another and in which
time slot. The schedule is represented as a two-dimensional matrix in the form
(slotOffset, channelOffset); these matrix elements are referred to as a cell. If the cell is
scheduled to transmit or receive, the node communicates with a neighbor node. The
IEEE802.15.4e [8] standard specifies how to execute a schedule, but has not defined
the scheduling method. In this paper, we bridge this gap by proposing Centralized Link
Scheduling (CLS) built to use a minimal number of control messages.

2.3 Routing Protocol for Low Power and Lossy Networks (RPL)

In 6TiSCH networks, the role of RPL is to form the network. RPL [5] is a routing
protocol to find a path to the sink through a Destination Oriented Directed Acyclic
Graph (DODAG), which is formed using one or more routing metrics. Each node
receives a DODAG Information Object (DIO) message that is periodically broadcast
from neighbors. Through DIO messages, each node selects its preferred parent. If a
node receives a DIO message, it calculates its rank through an objective function (OF).
Rank indicates the relative distance from the sink, so a node selects a preferred parent
with the lowest rank among neighbor nodes.

2.4 Decentralized Traffic Aware Scheduling (DeTAS)

Accettura et al. proposed Traffic Aware Scheduling Algorithm (TASA) that is an
optimal time/frequency scheduling in a centralized manner. TASA is a greedy algorithm
for allocating cells, so that it does not take into account queue congestion. To solve this
problem, Accettura et al. proposed the Decentralized Traffic Aware Scheduling
(DeTAS) algorithm for 6TiSCH networks. DeTAS is able to construct optimum
multi-hop schedules like TASA, in a distributed fashion. In DeTAS, to set up the
schedule, each node needs to know the amount of traffic for transmission to its parent
and for reception to its children. Each node sends traffic information to its parent. If the
parent node receives it, it updates the traffic information, and then forwards the infor-
mation to its parent to reach the sink node. The sink node running DeTAS must divide
its children into even- or odd-scheduled. If a node is even-scheduled, its transmit slot is
allocated an even slotOffset and its receive slot is allocated an odd slotOffset. If a node is
odd-scheduled, its transmit slot is allocated an odd slotOffset and receive slot is allocated
an even slotOffset. Consequently, in the same DODAG rank, even-scheduled nodes and
odd-scheduled nodes are completely independent. If the sink properly divides its chil-
dren into even- or odd-scheduled, DeTAS is able to perform optimal scheduling. One of
the features of DeTAS is that no buffer overflow occurs because the transmit and receive
slots are allocated alternately. Another feature of DeTAS is that interference does not
occur. DeTAS does not allow nodes of the same DODAG rank to transmit packets in the
same time slot. DeTAS calculates channel offset by [ DODAGrank � 2ð Þmod W
W � 3ð Þ] in transmit slots and ½ DODAGrank � 1ð Þmod W ðW � 3Þ� in receive slots.
Through this mechanism, DeTAS achieves collision-free scheduling. However,
although DeTAS performs distributed scheduling, each node updates its traffic
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information and transmits it to the sink node for optimal scheduling, which requires
significant overhead. Additionally, when a new node joins the network, the preferred
parent change, or the traffic load of a node changes, DeTAS requires rescheduling for
optimal performance.

3 Scheduling Description

In this section, we detail the CLS (Centralized Link Scheduling) algorithm in 6TiSCH
networks based on IEEE 802.15.4e [8]. CLS is a traffic-aware algorithm that guarantees
that data generated by each source node reaches the sink in a slotframe. CLS computes
the scheduling in a centralized manner to avoid collision. CLS operates 6TiSCH net-
works organized by RPL. When a new node joins a network, CLS assigns it a proper
slot. When a node’s preferred parent is changed, CLS deletes the relevant slot and
assigns a proper slot. CLS is the following operations: CLS Allocation Processing and
CLS Deallocation Processing. CLS is designed to meet the following three goals.

(1) In order to reach the sink in the same slotframe, CLS assigns proper slots to
transmit its own packets and to forward packets received from its children.

(2) CLS is built to ensure that no collision occurs in the network, resulting in high
reliability and low latency.

(3) CLS allocates and deallocates slots without rescheduling the entire schedule when
a new node joins the network, a preferred parent has changed, or the traffic load of
a node has changed. Consequently, the number of control messages needed for
scheduling is minimized.

3.1 CLS Allocation Processing

If a node is synchronized, it selects a preferred parent among the neighbors based on
RPL DIO messages received from the neighbors. When a node selects a preferred
parent, it sends a CLS allocation request message to its parent. A node also sends this
message when its traffic load has changed. This message includes a linkQueue: the
queue of links, which is consist of its address, its parent’s address, its DODAG rank,
and a demand slot for transmission data. When a node receives a CLS allocation
request message, if it is not the sink node, it sends a linkQueue by adding a new link
that consists of its address, its parent’s address, its DODAG rank, and the child’s
demand slot. Consequently, slots are assigned to forward data generated by child nodes
to the sink in a slotframe. If the sink node receives the message, Centralized Link
Scheduling is initialized. Scheduling proceeds until the linkQueue is empty. First, a
link is obtained from the linkQueue. If the link’s DODAGrank ¼ 1, the start time
slotOffset is 0. If link’s DODAGrank[ 1, the start time slotOffset ¼ last assignedð
time slot of the link's parentÞþ 1. The channelOffset is the link’s DODAGrank � 1, so
that a node uses a channelOffset different from that of its parent, to avoid collision
between node of different DODAG ranks. Second, if the cell (slotOffset, channelOffset)
does not incur a collision, the schedule table is inserted. Finally, if linkQueue is empty,
the slot assign message is transmitted to the requesting nodes. The algorithm for the
CLS allocation request process is given in Algorithm 1.
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3.2 CLS Allocation Illustrative Example

Figure 1 shows a routing graph and Fig. 2 shows the schedule result of CLS Allocation
processing. In Fig. 1a, when node n1 joins the network, it sends a CLS Allocation
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Fig. 1. CLS allocation processing example: routing graph

Fig. 2. CLS allocation processing example: schedule table

request message that includes the link (n1; n0;DODAGrank ¼ 1;Demand Slot ¼ 1Þ to
its parent. If the sink node n0 receives the message, it assigns a link in the schedule
table. The link’s DODAGrank ¼ 1; therefore, the start time slotOffset is 0 and chan-
nelOffset is also 0. The sink node n0 assigns a link in the cell (0, 0) and then sends the
assigned link information to n1. Figure 1b shows node n2 joining the network, similar
to node n1. In Fig. 1c, when node n3 joins the network, it sends a CLS Allocation
request message including the link ðn3; n1;DODAGrank ¼ 2;Demand Slot ¼ 1Þ to its
parent n1. If node n1 receives the message, it inserts the link (n1; n0;DODAGrank ¼ 1;
Demand Slot ¼ 1) into the linkQueue, and then sends it to the parent node n0. The sink
node n0 assigns two links in schedule table, because the linkQueue’s size is 2. First,
take the link ðn3; n1;DODAGrank ¼ 2;Demand Slot ¼ 1Þ in the linkQueue. The link’s
DODAGrank ¼ 2, so the start time slotOffset is the last assigned time slot
n1ð Þþ 1 ¼ 1, and the channelOffset is 1. If the cell (1, 1) is available, the sink node n0
assigns the link in the schedule table. Secondly, the Sink node takes the link
(n1; n0;DODAGrank ¼ 1;Demand Slot ¼ 1) in the linkQueue, and then assigns it in
the same way as in Fig. 1a.

3.3 CLS Deallocation Processing

In 6TiSCH networks, the nodes update their neighbors’ rank information through the
receiving RPL DIO messages. If a node has a neighbor node with a smaller rank value
than its preferred parent’s rank, it changes preferred parent to that neighbor node. If a
node changes its preferred parent, it should deallocate cells that are allocated to
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transmit its parent. Additionally, it needs to allocate cells for transmitting packets to the
new parent node. Thus, when a parent node is changed, a node sends a CLS Deallo-
cation request message to the former parent node, and transmits a CLS Allocation
request message, described above, to the new parent node. The CLS Deallocation
request message includes cellList, which is list of allocated tx cells. In order to reduce
the need for control packets for maintaining a schedule, the CLS Deallocation process
proceeds locally. Thus, the node that has changed its parent deallocates tx cells for
itself, and then sends the cellList consisting of the deallocated tx cells to its parent. If a
node receives this message, it deallocates the rx cells of the child node that sent the
message in cellList, and then deallocates tx cells located next to the released rx cell.
The node inserts additional deallocated cells into the cellList, sends it to its parent.
Similarly, the sink node deallocates the rx cells of the child node that sent the message.
In order to update the entire schedule, the cells of the cellList are removed from the
schedule table. Consequently, the number of control messages for deallocating cells is
consistent with the DODAG rank of the node that changed its parent. Algorithm 2
describes the process of CLS Deallocation.
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3.4 CLS Deallocation Illustrative Example

Figure 4 shows an example of CLS Deallocation processing as the routing graph
changes from Fig. 3a to 3b. When node n3 receives an RPL DIO message from the sink
node n0, it changes its preferred parent, node n1, to the sink node n0. Node n3 deal-
locates its tx cell (1, 1) and inserts the cell into cellList. Node n3 sends a CLS Deal-
location request message, including cellist, to previous parent n1 and a CLS Allocation
request message to new preferred parent n0. If node n1 receives the message, it deal-
locates the cell (1, 1), which is the rx cell of node n3, and then deallocates tx cell (2, 0),
which has a larger slotOffset than the released rx cell (1, 1). Deallocated cells are
inserted into cellList and then node n1 sends them to the sink node n0. The sink
deallocates rx cell (2, 0), deletes all cells on the cellList that are on the schedule table,
and then allocates cell (2, 0) through processing the CLS allocation request received
from the node in the manner described in Sect. 3.1. Sink nodes should handle the
allocation request after the deallocation request is processed. In this way, when a parent
node is changed, nodes not related to this path maintain their schedules, so that there is
no need to reschedule an entire node. Therefore, CLS can provide a flexible and
efficient scheduling a change for a routing graph.

Fig. 3. CLS deallocation processing example: routing graph

Fig. 4. CLS deallocation processing example: schedule table
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4 Performance Evaluation

In this section, we evaluate the performance of CLS using a 6TiSCH simulator, which
is written in the Python language and is an open-source project developed by members
of the 6TiSCH WG. In the 6TiSCH simulator, the IEEE 802.15.4e TSCH MAC layer
and RPL protocols have been implemented. The 6TiSCH simulator can measure the
number of scheduled cells, end-to-end latency, end-to-end reliability, power consumed
by adjusting various parameters such as the number of nodes, packet period, slotframe
length, and deployment area. We have implemented the well-known distributed
scheduling algorithm DeTAS and CLS, which we suggest in this paper. We compared
the number of control packets necessary for scheduling before the routing graph sta-
bilized to a static network. In addition, when a parent node is changed, we compared
the number of control packets required to reschedule. Finally, the scheduling is com-
pleted and end-to-end latency is compared. The simulation setup is as follows: the
number of nodes varies from 20 to 80, the location of the node is randomly arranged in
the center of the sink within 2 km × 2 km, each node generates a packet at 1 s
intervals, the available channels are 16 IEEE 802.15.4 channels. Each result was
obtained through the average of 10 simulation runs in various topologies.

Figure 5 shows the number of control packets necessary for scheduling in four
different networks consisting of 20, 40, 60, or 80 source nodes. When a node joins a
network through synchronization from around the sink, it sends a request message for
scheduling, and then we measured the number of control packets for this process. As a
result, we can be sure that the number of control packets for scheduling with CLS is
lower than with DeTAS. In DeTAS, when a new node is added, the DeTAS request
message should arrive at the sink in order to update traffic information. The sink should
redistribute its child nodes to even-scheduling or odd-scheduling, considering the
amount of traffic, in order to optimize scheduling. DeTAS requires a number of control

Fig. 5. The number of control packets necessary for scheduling before the routing graph
stabilized with source nodes [20, 80]
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packets because of the need to reschedule all nodes in the network. On the other hand,
CLS requires a small number of control packets because it maintains the schedule of
nodes that exist in the path from the newly joined node to the sink. In DeTAS, the more
nodes there are, the more control packets are required; but in CLS, the number of
control packets increases linearly because CLS does not require rescheduling. When
the number of nodes is 80, CLS shows 275 % better performance than DeTAS. Also,
the schedule of CLS is completed in 2.3 s, while the schedule of DeTAS is completed
in 6.4 s.

Figure 6 shows the average number of control packets necessary for scheduling
when a parent node is changed. Although the number of nodes increases, CLS requires
a nearly constant number of control packets. Industrial wireless sensor networks are
dense; most of nodes are connected in 3-hops from the sink even if the number of
nodes increases. CLS deallocates cells or allocates cells without rescheduling, so that
the number of control messages is measured as previous DODAGrankþ present
DODAGrank � 2. On the other hand, DeTAS requires many control messages for
rescheduling when a parent node is changed. When the number of nodes is 80, CLS
shows 351 % better performance than DeTAS. Also, the schedule of CLS is completed
in 55.2 ms, while the schedule of DeTAS is completed in 193.9 ms.

Figure 7 shows a comparison of end-to-end latencies of CLS and DeTAS in a
network with 50 source nodes. Each node begins to transmit the packet at 1 s intervals
from the 10th cycle. Latency values between cycles differ due to stochastic transmission
failures based on the PDR between nodes. In general, DeTAS and CLS end-to-end
latencies are similar, but DeTAS seems to have a lower latency than CLS. Because
DeTAS scheduling minimizes the active slot length to an optimum value, packets can

Fig. 6. The number of control packets for scheduling when a parent node is changed with the
source node [20, 80]
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reach the sink slightly faster. CLS is scheduling that minimizes the number of control
packets, so it does not guarantee that the active slot length is kept to a minimum, but it
is close to the minimum. When test with a network with 50 nodes, the average active
slot length of DeTAS was 49; in the case of CLS, the lengths was 53.

5 Conclusion

In this paper, we have studied an implementation for centralized multi-hop scheduling
in 6TiSCH networks. We have proposed a new Centralized Link Scheduling
(CLS) algorithm that minimizes the number of control packets required for scheduling.
CLS consists of CLS Allocation Processing and CLS Deallocation Processing. When a
node joins a network or the amount of traffic increases, the sink assigns proper slot
through CLS Allocation Processing. If a parent node is changed, cells are released
locally through CLS Deallocation Processing. CLS is suited to many DODAG changes
in a network because it does not require rescheduling. Simulation results show that
CLS requires about three times as few control packets compared with DeTAS in an
80-node network. Future work will improve the active slot length of CLS to an optimal
value. Additionally, we will evaluate the performance of CLS implemented in the
OpenWSN [16] project, which is an open-source implementation of an IoT stack, using
multiple hardware platforms.
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Abstract. Over the last decade aural and visual monitoring of massive
people gatherings has become a critical problem of national security.
Whenever possible a fixed infrastructure is used for this purpose. How-
ever, in case of spontaneous gatherings the infrastructure may not be
available. In this paper, we propose the system for spontaneous “flash
crowd” monitoring in areas with no fixed infrastructure. The basic con-
cept is to engage users with their mobile devices to participate in the
monitoring process. The system takes on characteristics of “big data”
generators. We analyze the proposed system for coverage metrics and
estimate the rate imposed on the wireless network. Our results show
that given a certain level of participation the LTE network can support
aural monitoring with prescribed guarantees. However, the modern LTE
system cannot fully support visual monitoring as much more capacity
is required. This capacity may potentially be provided by forthcoming
millimeter wave and terahertz communications systems.

Keywords: Flash crowds · Monitoring · Visual and aural information

1 Introduction

The question of real-time monitoring of massive people gatherings has always
been of critical nature for national security. Conventionally, aural and visual
information monitoring is performed using pre-installed infrastructure, e.g., via
cameras mounted on lampposts, buildings’ walls, etc., connected to the Internet
access points using wired or wireless technology. The advantages of this app-
roach include feasibility of optimal coverage planning for both visual and aural
information. On of the other side, it brings additional costs of infrastructure
and requires apriori knowledge of areas of interest making it not suitable for
monitoring of spontaneous gatherings, so-called “flash crowds”.

In those areas, where no fixed infrastructure is available and/or in case of
spontaneous gatherings, helicopters are conventionally used for crowd monitor-
ing [13]. Such an approach is limited to visual information only and due to rather
c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 372–382, 2016.
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high flying altitudes may not provide detailed information even when advanced
cameras are used. To alleviate this shortcoming, recently, unmanned aerial vehi-
cles (UAV), particularly, quadrocopters, have been proposed for flash crowds
monitoring [5]. In spite of much lower cost of use compared to helicopters and
potentially lower altitude allowing to achieve better resolution, such systems are
still not suitable for aural information monitoring even though the generated
noise is much lower than that of helicopters. The limited flying time requir-
ing frequent and automatic recharge as well as the need for manual navigation
adding to the operational costs are additional shortcomings of the system.

Neither pre-installed media capturing infrastructure nor UAV- or helicopter-
based units are able to capture minor details of events at micro-scales, especially,
in highly-dense environments. Furthermore, these systems are not capable of
aural monitoring of the environment without the use of highly expensive direc-
tional detectors. In this paper we propose a new monitoring system for both
aural and visual information for spontaneous flash-crowd environments in areas
having no fixed infrastructure. Recalling that most modern handheld devices are
equipped with relatively sensitive microphones and high-resolution cameras, the
idea behind the proposed system is to explicitly or implicitly engage the users
to participate in the monitoring process with their user devices. By downloading
and installing an application a user may explicitly engage himself to the monitor-
ing process. Assuming the uniform distribution of users over the monitored area,
the coverage metrics are obtained including the cumulative distribution function
(CDF) of the covered area, mean and quantiles for both aural and visual infor-
mation. For visual information we explicitly take into account blocking of camera
view by humans located in the area. We then translate these metrics into the
rate required from the network for various audio and video codecs and com-
pare the proposed system to that optimal infrastructure-based deployment. Our
numerical results allow to make the following conclusions:

– the capacity of modern LTE system is sufficient to provide audio monitoring
of the areas of interest with prescribed coverage metrics;

– novel wireless communications systems, such as those operating in millimeter
wave or terahertz frequency bands, are needed for visual monitoring.

The rest of the paper is organized as follows. First, in Sect. 2, we describe
the system concept, introduce the metrics of interest and review the related
work. The system model and performance modeling environment is introduced
next in Sect. 3. The numerical results for both coverage metrics and network
requirements are provided in Sect. 4. Conclusions are drawn in the last section.

2 System Design

In this section we first present the concept of the proposed flash crowds moni-
toring system. We then proceed defining the metrics of interest including both
coverage and network rate requirements. Finally, we formalize the problem and
review the related work pertaining to the subject of interest.
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2.1 The Concept

Nowadays, a high percentage of handheld mobile devices are equipped with inte-
grated media capturing equipment including microphones and cameras. We pro-
pose to use these devices for flash crowd monitoring. Depending on implemen-
tation users can be explicitly or implicitly engaged into the monitoring process.
Explicit engagement presumes an application that users download and run on
their mobile devices. In implicit engagement scenario users are not notified about
their involvement in the monitoring process. For obvious ethical reasons we will
not consider the latter as a viable solution in this paper.

The benefits of the proposed system compared to infrastructure-, helicopter-,
or UAV-based monitoring systems are that media is captured at much closer
distances inside the flash crowds and that there are potentially a large number
of devices providing the coverage. In addition to aural and visual information,
modern smartphones equipped with numerous advanced sensing capabilities can
also provide other types of information including remote sensing and telemetry.
The same principle can be used for environmental monitoring applications.

There are two ways of gathering information from devices participating in
environment monitoring. A smartphone-based application could itself provide
the logic for information analysis gathered by the audio and video sensors. There
are a number of shortcomings associated with this approach. First, the devices
shall be extremely powerful as in most case the information need to be processed
in real-time. The question of the use of resources not only concerns the process-
ing power and memory but also be related to the high battery usage by applica-
tions performing real-time data processing. Although there might be additional
incentives to participate in the monitoring campaign except for the “good will”
of a user, the aggressive use of limited resources may prohibit the widespread
use of the application. Further, there are security concerns as smartphone-cased
information processing requires that the knowledge of the monitoring task to be
available at user devices. Finally, local information processing may not be use-
ful as a single node may not have enough of data to make conclusive decisions.
Indeed, the strength of the proposed system is in the ability to get information
from many sources located nearby. Thus, the information shall be delivered first
to the certain remote server for further centralized data processing.

The devices participating in the monitoring process are expected to use the
resources of cellular system uploading the data to the remote server. For spe-
cific applications such as flash crowd monitoring the density of nodes willing
to simultaneously use the cellular connectivity can be extremely high and may
easily overload the network not only preventing it from handling the data of
security application but serving normal connections too. At the same time, in
certain cases we do not need more than few nodes to monitor a certain point
in space simultaneously. As a result, the external monitoring system shall be
capable to turn off remote sensing capability of some nodes.

In this paper we concentrate on the flash crowd monitoring systems. In this
context the problem is formalized as following: for a random placement of users
on the landscape what should be the density of nodes providing coverage for a
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certain type of media such that a percentage of area is covered with probability
of x. Once this question is answered we are interested in the amount of wireless
network resources needed to monitor the area of certain dimensions.

2.2 Related Work

Based on the description of the system and metrics of interest one could notice
that the problem at hand reduces to finding coverage of a space in �2 by sets of
special configuration. This problem has been extensively studied in the literature.
Recent advances in this area are mostly associated with coverage of wireless
sensor networks (WSN), where the set of interest is a communications range
of a node having circular form. Several advanced results has been reported so
far, including simple and elegant solution proposed by Lazos and Poovendran in
[12], where they use the integral geometry, particularly, the notion of kinematic
density, to provide simple closed-form results for k-coverage problem in WSNs
under any distributions of audio sensors. Recalling the system model one may
observe that this methodology is directly applicable for aural information.

Assessing performance of visual coverage in stochastic deployments is much
more complicated. The reason is that individual objects (humans) block the
viewing field of cameras. Figure 1 provides a simple illustration of the complex
region visible from three cameras in presence of a single blocker. It also highlights
the redundancy associated with the monitoring process. The problem of visibility
in the random field of blockers has been addressed in the context of search in
forests and, more recently, in context of extremely/tremendous high frequency
electromagnetic wave propagation (EHF/THF) in crowded environments [2,8].
However, in all those studies the metric of interest was the probability that a
certain point in a field of blockers is visible, not the total visible area.

Fig. 1. An illustration of the complex visibility region in presence of a blocker.
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3 Performance Modeling

In this section we first introduce the system model using visual information are
the media of interest. Further, we describe the proposed simulation environment
for performance analysis of the considered monitoring process.

3.1 System Model

Consider the process of visual flash crowd monitoring system. Since the height of
user devices is assumed to be comparable with the height of blockers (humans) we
can limit our interest to two-dimensional scenario. Fixing a certain time instant
t we have a snapshot of a system as illustrated in Fig. 2. The area being covered
is assumed to be 100 by 100 m. The humans are represented by circles on the
landscape of diameter d. There are overall N +M humans in the area comprising
a crowd to be monitored. N humans are assumed to follow a conditional Mattern
process with parameter d in the area [6,18]. In other words, no two users could
be closer than at the distance 2d to each other as in practice human bodies do
not overlap. M additional humans participate in the monitoring process and
they also follow conditional Mattern process with parameter d. Thus, the overall
number of potential blockers for viewing field of cameras is M + N .

participating users

not participating

2-coverage zones

3-coverage zones

Fig. 2. The illustration of visibility in the dense crowd.

The type of a sensor affects the coverage area of a single node. We concentrate
on two types of sensors, aural and visual. For audio sensors, such as microphones,
the assumption of circular coverage with radius rA around a users is taken as
humans do not block acoustic waves propagation significantly [17]. For visual
sensors, such as cameras capturing video or still images, the field view is by
default of sectoral shape with radius rV . For convenience we model it as an
isosceles triangle with the height to the base rV and apex angle α. To include
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a random orientation of cameras we assume that the bisect of the apex angle is
uniformly distributed in (0, 2π). Humans that fall into coverage field including
those participating in the monitoring process block view as shown in Fig. 1.

3.2 Simulation Environment

To analyze the formalized problem we have used our own custom-build simu-
lation environment written in C. The choice of high-performance programming
language is dictated by the complexity of the coverage area estimation.

Modeling stochastic patterns of humans in the monitored area is critical for
accurate performance assessment. To construct a conditional Mattern process
with N + M users we first checked the condition N + M < N�, where N� is
the number of humans corresponding to dense circle packing [11]. Further, for
each individual human we first generated its (x, y) coordinates and checked the
condition of non-overlapping. If a newly generated human overlaps with already
existing ones coordinates are re-drawn and the process continues up until all
the humans are generated. Once M + N humans are generated, M of those are
chosen as the ones participating in the monitoring process. They are further
assigned audio or video sensor coverage.

Coverage analysis is the most time-consuming procedure. We use the grid
method consisting in division of the area of interest into the lattice grid and
checking whether nodes of a grid are covered or not [4,14,15,19]. The step of
the grid is the parameter severely affecting the trade-off between accuracy of
analysis and performance of the simulation framework. In our simulations it was
set to 0.1 of a meter.

4 Numerical Results

In this section we first present coverage metrics including CDF, mean and quan-
tile of the coverage process. We then demonstrate the wireless network rate
requirements associated with certain coverages. The area of interest for all exper-
iments is set to 100 × 100 m.

4.1 Coverage Metrics

Coverage CDFs for different number of participating users and different cover-
age radius of a single user are show in Fig. 3. The number of non-participating
humans was kept constant and equal to 1000. Note that instead of the absolute
values we plot the percentage of the covered area in OX axis. Expectedly, for
the same number of participating users better coverage is provided for larger
coverage radius of a single node. Furthermore, increasing the number of partic-
ipating users provides better coverage. However, as one may observe, even for
extremely large number of participating users (e.g., 1000 nodes) full coverage
is provided with negligible probability for aural information. Thus, to reliably



378 A. Nguyen et al.

0 5 10 15 20 25 30 35
Coverage of microphones, percentage

0

0.2

0.4

0.6

0.8

1
C

D
F

100 nodes
300 nodes
500 nodes
1000 nodes

(a) Microphones, r = 1m

0 10 20 30 40 50 60 70
Coverage of microphones, percentage

0

0.2

0.4

0.6

0.8

1

C
D

F

10 nodes
50 nodes
100 nodes
300 nodes

(b) Microphones, r = 3m

0 10 20 30 40 50
Coverage of cameras, percentage

0

0.2

0.4

0.6

0.8

1

C
D

F

100 nodes
300 nodes
500 nodes
1000 nodes

(c) Cameras, r = 5m

0 20 40 60 80 100
Coverage of cameras, percentage

0

0.2

0.4

0.6

0.8

1

C
D

F

10 nodes
50 nodes
100 nodes
300 nodes

(d) Cameras, r = 15m

Fig. 3. Cumulative distribution functions of coverage for microphones and cameras.

cover 100 × 100 m area one needs to significantly more users than 1000 which
might be problematic.

Cameras are characterized by significantly larger coverage radius. Thus, as
one may observe already 300 participating users each with coverage radius of
15 m provide non-negligible probability of 80 % coverage of the considered area.
We also highlight that the form of CDFs for both visual and aural information
are highly-peaked (see, e.g., visual information for 500 nodes) meaning that they
should provide rather strict guaranteed of coverage in the considered random
deployment scenario. Finally, we stress that blocking of visibility field in visual
information scenario does not qualitatively affect the form of CDFs compared
to non-blocked aural information scenarios.

The mean values of the area coverage percentage as a function of the number
of participating users and different coverage radii of a single user are shown
in Fig. 4. The number of non-participating users is set to 1000. One important
behavior of this metric is that it does not approach 100 % even for extremely
high number of users and rather large coverage of a single users (e.g., 25 m for
visual information). This behavior is attributed to completely random choice of
the participating users (uniform distribution over the area). Thus, to provide the
mean coverage with close to 100 % value is almost impossible for the proposed
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Fig. 4. Mean coverage by microphones and cameras.

system and can only be achieved using either infrastructure nodes placed in
predefined places or drones/helicopters. Another option is to provide a wise
choice of participating users selecting those that are located in favorable places.

4.2 Network Requirements

Let us now consider the rate requirements imposed on the wireless networks by
the proposed monitoring system. Note that depending on the quality of the codec
the coverage area may in generally vary for both aural and visual information.
However, this effect is expected to be of minor importance and thus neglected
here. Further, parameters such as resolution and compression rate may affect
the performance of the automated signal processing algorithms applied to the
received information and thus, smaller compression rates and higher resolution
are generally preferable. Audio and video codecs we use and their parameters
are listed in Table 1 [9,10,20], where MOS stands for mean opinion score.

Table 1. Parameters of audio and video codecs.

Audio codecs Video codecs

Type MOS Raw rate LTE rate Type Resolution Raw rate LTE rate

G.732.1 3.8 5.3 kbps 6.625 kbps H.264 LD 360p 0.7 Mbps 0.875 Mbps

G.726 3.85 32 kbps 40 kbps H.264 SD 480p 1.2 Mbps 1.5 Mbps

G.711.1 4.1 64 kbps 80 kbps H.264 HD 720p 2.5 Mbps 3.125 Mbps

The network requirements in terms of the bitrate needed from the network
as well as 0.7 and 0.9 quantiles of the coverage process are plotted in Fig. 5
as a function of the number of participating users for different types of codecs
and different coverage radius of a single node. As one may observe, the network
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Fig. 5. Coverage quantiles and network requirements.

requirements for aural information approaches the value of 60 Mbps for G.711.1
codec (raw rate 64 Kbps). For G.723.1 type of a codec the aggregated rate from
the nodes is just 5 Mbps which can be easily handled by the modern LTE systems.
Note that even 60 Mbps can be supported by the LTE system.

Expectedly, the bitrates required by the video information are much higher.
Even the lowest considered quality LD 360p requires the rate of 500 Mbps to
satisfy the 0.7-quantile of the area coverage. Such rate cannot be supported by
the modern mobile systems [1,7,16]. The millimeter wave systems operating at
28, 60 and 72 GHz and offering the effective rate of up to 7 Gbps are sufficient for
visual monitoring even with HD 720p quality. Sub-terahertz systems operating
even higher in the frequency band can also be considered as a way for heavy
traffic traffic offloading from flash-crowds monitoring systems [3].

5 Conclusions

In this paper we proposed and analyzed the flash crowd monitoring system. The
basic principle is to engage a subset of users in the crowd explicitly or implicitly
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to participate in the monitoring process. Assuming random positions of partic-
ipating users we analyzed the system for coverage metrics of interest for both
aural and visual information. We further derived wireless network requirements
in terms of the bitrate for different type of codecs imposed by the proposed
monitoring system.

Our numerical results indicate that the required density of the participating
users needs to be exceptionally high to achieve “almost full” coverage (e.g., 0.9
quantile) for both audio and video sensors. Although the associated network
requirements are exceptionally high they can be supported by the forthcoming
millimeter wave or terahertz systems offering substantial rate boost at the air
interface. In spite of these pessimistic conclusions we would like to note that the
proposed system is the only viable option for detailed monitoring of in-crowd
events. Taken altogether, we claim that the proposed system can be effectively
used in conjunction with infrastructure-, helicopter- or UAV-based monitoring
systems providing detailed information about the area of interest inside a flash
crowd in either manual or unmanned manner.
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Abstract. 5G Technologies and network development requires all players in
the mobile market to participate in the formation of long-term strategy. This
includes regulatory authorities, network equipment manufacturers, manufac-
turers of user equipment, application developers and operators. At the current
stage of development of 5G technologies and service applications, a compre-
hensive analysis of the innovative solutions already offered by major world
vendors, research branches of telecom operators, universities and start-up
companies should form the basis for long-term strategy. This paper considers an
approach to the analysis of innovation by the creation of an information pro-
duct - 5G Innovation Radar. The product includes the results of a global
scouting of 5G innovations, selection and international expertise of the most
promising solutions, ranking of 5G innovations by selected criteria of impor-
tance and the formation of individual development scenarios, taking into
account the activity of each player on the national telecom market. The paper
submitted also includes a comparative analysis of innovation assessment results
at various stages of the development of 5G Innovation radar.

Keywords: 5G � Innovation � Radar � Mobile communications � Life cycle

1 Introduction

One major task facing the development of a strategy for 5G technologies and services
is the systematization of innovative solutions already present on the world market. This
will provide evidence of their priority and ranking for a national innovation strategy for
5G. It can be done by the systematization of information available on 5G innovation
solutions and built by an information product able to estimate the readiness of inno-
vations for market and the potential economic effect of implementation of such inno-
vative solutions.

Thus, the designing of a new information product such as «5G Innovation Radar»
and the solving of such tasks as those listed above can provide for the dynamic
development of future 5G networks and the strengthening of competitive mobile
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operator positions, as well as rapidly growing demand for 5G equipment and services.
This is important at the present stage of national telecom market development.

“5G Innovation Radar” is intended to provide information support for a company’s
development strategy (vendors and operators) that form the 5G ecosystem at national
level. It is also intended for information support of Telecommunication Authorities (the
Regulator) that will form 5G national regulatory frameworks. Innovative superiority in
5G has been announced as one of the main objectives of the European Union [1] in
implementing the Horizon 2020 program [2].

2 Methodic Approach to the Creation of 5G Innovation
Radar

A methodic approach selected for the creation of 5G Innovation Radar is the approach
used by one of the largest European telecommunication operators [3, 4]. This approach
is called “The Technology Radar” and it includes five major stages of creating an
information product and its promotion (Fig. 1):

• Searching and gathering information about the innovative solutions;
• Selection of the most important innovations;
• Ranking of innovation for the selected criteria;
• Identifying of trends and design of innovative scenarios;
• Transferring of the results (Diffusion of innovation) at the level of company

management.

Stage of searching and collection of 5G innovation solutions that appeared on
telecom and related markets in 2014–2016 (the study period) has included:

• The use of the international expert network providing information files with new
themes and new solutions descriptions for 5G which appear in the field of view of
experts;

• Formation of a complete list of innovation solutions of 5G Innovation Radar
(so-called “long list”), including both technology and services for the preliminary
evaluation stage for international experts.

Fig. 1. Methodic approach to the creation of the information product
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At this stage sources of innovative solutions were not only the international net-
work of experts, but also the information materials of numerous telecommunications
5G exhibitions, conferences, symposia, etc. [5–9].

Stage of selection of the most important innovations for 5G Innovation Radar
includes:

• assessment of full list of innovations on the scale of importance by the working
group of experts;

• selection of 60–70 most important 5G innovations (so-called “short list”) as result
of expert assessment which used for generating the demo-visual model for 5G
Innovation Radar.

This stage also includes the formation of an expert group, which provides qualified
expertise of the “long list” of innovation solutions generated on the first stage that is
based on development strategy and the level of development of national telecom
market as a whole. The international expert group involving in to 5G Innovation Radar
project is composed of experts from five countries, representing Russia, Kazakhstan,
France, Finland and Germany, working in the international standardization organiza-
tions, universities, mobile carrier and vendor companies and consulting companies.
Stage of ranking for 5G innovations by selected criteria includes:

• Preparing a summary for each innovation included in the “short list”;
• Ranking of innovations based on experts’ opinion about their importance for

telecom market at the national level;
• Identifying innovations on the screen of 5G Innovation radar with the color indi-

cation of innovation importance.

Stage of determination of trends and design of innovative scenarios includes:

• Preparation of the descriptions of innovation profiles;
• Identifying trends in the considered segments of the telecommunications market on

the basis of the analysis of innovation;
• Clustering and determination of basic trends in the innovative development of 5G

technologies and services on telecom market;
• Design of actual innovative scenarios.

The last stage of 5G Innovation Radar implementation is the most difficult, since it
involves a transfer of the achieved research results on levels: Telecom Authorities,
National mobile operators and vendors of 5G solutions.

5G Innovation radar methods used to solve the tasks of concerned research stages
are:

• Selection and justification of clusters for the classification of several innovative
solutions in: technological segment of business, stages of life cycle for innovative
solutions, economic feasibility of innovative solutions implementing;

• Formation of the maintenance of inquiry for expert interviews on selected clusters
of innovative solution;

• Procedure selection, and then smoothing procedure of survey results of experts;

Innovation Radar as a Tool of 5G Development Analysis 385



• Analysis of the survey’s results of experts by type of innovational solutions in the
telecommunications market;

• Developing the criteria for classification (ranking) of innovation solutions based on
technological business segment, the lifecycle of solutions, the economic feasibility
of introducing of selected solutions;

• Selection justification of experts and analysis of the reliability of the classification
of technological solutions in accordance with the level of experts’ qualification.

3 The Choice of Clusters for Classification of 5G Innovations

Classification and further positioning of innovative solutions on a demo-visual model
of 5G Innovation Radar are required for a selection and justification of appropriate
clusters, which will identify the segments of the telecommunications business.

Three planes for displaying of innovations evaluation were proposed during the
designing of a demo-visual model:

• Technological segments of business;
• Life cycle stages of innovation;
• economic feasibility of implementing innovative solutions.

More detailed justification of necessity of these planes is given below.

The Plane “Technological Segment of the Business”. Analysis of international
experience in the development of information products in the form of “Technological
Radar” shows that the clustering is covered by business activities of telecommunica-
tions operators on national market. Also the objectives and tasks of the implementation
of such information products [3, 4] are covered.

Therefore, clusters in the plane “technological segment of the business” cover all the
innovative solutions that are relevant to the national telecom market and have an
importance in a particular segment of the telecommunications business. In general
cases, an innovation must meet to one of the following segments of its application on
national telecom market: services, Radio network and core network, technological
aspects of network entities, user equipment. Some clusters for classification of inno-
vative solutions in the plane “technological segment of the business” can be identified
by analyzing the activities of the mobile operator.

The Plane “Life Cycle Stages of Innovation”. The life cycle of innovation is a
certain period of time from the moment of basic research to the moment of decrease of
its relevance (replacement an old innovation by new innovation), during of which the
innovation has a “vital force” and generates income or other tangible benefits [3, 4].
The life cycles of innovation are different. Primarily these differences consist of the
total duration of the cycle, duration of each stage of the cycle, features of the cycle
development, and quantities of stages.

Analysis of typical stages of the life cycles of innovations analysis has revealed that
5G Innovation radar should reflect the following stages of the life cycle:
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• Research - modeling, design studies (beginning of applied research);
• Conceptual - iron bird tests and field tests (ending of applied research);
• Pre-Market - creation of the prototype (ending of applied research);
• Market Ready - pre-series production, refinement, production testing.

The Plane “Economic Feasibility of Innovative Solutions”. The economic feasi-
bility of the introduction of innovation should take into account the following factors:

• Business - factor (market aspect);
• Technological factor (technological complexity of innovations’ implementation).

Market aspect is a complex assessment which reflecting the potential market volume
(revenue from the introduction of innovations), the receipt of income due to reducing
the cost of services, developing potential (the ability to move to a new and perspective
technologies/services).

The technological complexity of implementation of innovation is also a complex
assessment reflecting the implementation complexity, the execution risk, the economic
cost of implementation.

Group of international experts involved in 5G Innovation Radar design has classi-
fied all innovations in depends on the market aspect and technological implementation
complexity based on three gradations: high, medium, low.

The economic feasibility of innovations was conditioned by the predominance of
market aspect vs. relative implementation complexity. At the same time, the economic
feasibility is ranked as “high - very high”, “medium - high” and “low - medium” based
on building an innovative matrix shown in Fig. 2 [3].

Fig. 2. Innovative matrix for ranking
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When an innovation corresponds to the top area of innovation matrix, it has been
classified on economic viability as a “high - very high”, if an innovation corresponds
average part of innovation matrix - the “medium - high” and in last case an economic
viability has classified as “low - average”.

4 The Structure of Processes for the Development of 5G
Innovation Radar

Development of 5G Innovation radar includes a series of related processes that provide
collecting of information, questioning of experts and calculation statistical metrics of
the expertise, such as sample representativeness, reliability, consistency of expert
opinions, assessing the quality of the selected expert.

Generalized process structure of 5G Innovation radar development is shown on
Fig. 3. It includes the following stages of research and expertise:

• formation of innovative themes;
• formation graphic demonstration model;
• formation of rank estimations for the stages and business segments;
• assessment of the estimates reliability;
• assessment of the expert opinions consistency;
• formation of innovation annotations;
• formation of innovation profiles;
• economic evaluation of innovations;
• formation of innovative scenarios.

The interaction of these stages is realized on the basis of flexible web interfaces that
can be adapted when the flow of information, experts and their qualifications are
changing.

Fig. 3. The structure of processes in the information expert-analytical system
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5 The Demo-Visual Model of 5G Innovation Radar

5G Innovation Radar should allow to analyze a very broad range of innovative tech-
nologies and services in the telecommunications sector that can be perspective for the
National telecommunications authorities, operators and vendors at the national level.
Since 5G Innovation radar can be used in different organizations and at different levels
of the organization it is important to provide visualization and clarity presentation of
analysis materials.

Positioning of innovations is performed on a flat demo-visual model which has a
form of traditional radar screen divided into sectors. The sectors are chosen according
to the segments that characterize innovative products, technologies and services in the
network infrastructure and business in general, namely: user equipment, radio access
network, core network, services, related technologies (Fig. 4).

The proposed classification for the “technological business segments” is sufficiently
broad and covers all possible innovative technologies and services related to mobile
networks.

The development of innovation is characterized by stages of its life cycle, from the
moment of birth (studies in research organizations) until its implementation and use in
operator network. The life cycle stages of innovations are positioned on the screen of
demo-visual model of 5G Innovation Radar in the form of oval segments. They
include: research & development, concept, market prototype, market presence (Fig. 5).

Thus, the demo-visual model of 5G Innovation Radar has up to 20 (5 × 4) different
segments for the graphic classification of differences and features 5G innovations. Each
displayed innovation can be characterized by three parameters: market significance for
the national market, stage of the life cycle and business segment.

As a rule, high visual obviousness on the demo-visual model is achieved when the
number of innovations equals 60–70 innovations that are the most relevant for the
development of 5G in the national market.

1. User equipment 
2. Radio access network 
3. Services 
4. Core network 
5. Related technologies 

Fig. 4. Segmentation of innovations on business segments
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The results of the research of 5G innovations ranked by their significance degree
are shown in Fig. 6.

The following icons for different relevance of innovations are used:

- «high to very high»,
- «medium to high»,
- «low to medium».

Demo-visual form of presentation of research results on positioning 5G innovations
allows professionals effectively use these results as an information resource for plan-
ning company’s development strategy or innovative strategy.

Fig. 6. Demo-visual model of 5G Innovation Radar

1. Research & development  
2. Concept  
3. Market prototype  
4. Market presence 

Fig. 5. Segmentation of innovations on life cycle stages
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Results of 5G innovations analysis presented in Fig. 6 show:

• 23 innovations have a “high to very high” relevance, 32 innovations have a
“medium to high” relevance, 13 innovations have a “low to medium” relevance;

• Most of innovations selected for consideration have not yet represented in the
telecommunications market, 10 are in the «Market presence» stage, 15 are in the
«Market prototype» stage, 18 are in «Concept» stage and 25 are in «Research &
Development» stage;

• 27 innovations are in segment of Radio access network, 16 are in the segment of
Services, 10 are in the segment of User equipment, 9 are in the segment of Core
network, 6 are in the segment Related technologies.

Sector of Radio access network includes the largest number of innovations (40 %),
underlining the importance of creating a competitive air-interface at this 5G develop-
ment stage, which will be capable to implement the basic technical requirements
specified by ITU and 5G PPP for ITM-2020 technology (Fig. 7) [5].

The conducted studies have shown that the number of innovations in 5G sphere,
pre-selected by scouters for primary research is more than 250 titles.

Figure 8 shows the distribution of innovations in the full list of innovations before
the stage of innovations ranking on segments.

Most of all 5G innovations relates to radio access network (31 %), services (21 %)
and related technologies (22 %). This distribution of innovations is due to high com-
petition of different solutions for radio access networks, due to the integration of
communication networks and ICT and emergence of related technologies, as well as
the desire of operators to increase ARPU through new services in existing and new
market segments like M2M, IoT and Mobile Internet.

Accounting of expert opinions at the stage of ranking of innovations allows to
select the most relevant innovations which leads to a change in the distribution of
innovations (Figs. 9 and 10).

Fig. 7. Enhancement of key capabilities from IMT-Advanced to IMT-2020 (Source: ITU)
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Fig. 8. An example of the distribution of pre-selected innovations

Fig. 9. An example of the distribution of innovation in clusters

Fig. 10. An example of the distribution of innovations on the stages of the life cycle

Analysis of the distribution of innovations in Figs. 9 and 10 shows that most
innovations are located on «Research & Development» and «Concept» stages, in seg-
ment “Radio access network”. This is due to the current stage of 5G infrastructure
development and specificity of telecommunication venders activities who receive
income from the sale of such products and who are the main generators of such
innovations.
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Innovations that are in the stage of “Research and development”, have less interest
for investors. This is due to the large time interval between the step of “research and
development” and “market presence” step, during which the innovation may lose its
relevance given the high dynamics of development of the telecommunications market.

Most of the 5G innovations with the relevance of “high - very high” involve the
utilization of cloud computing, network virtualization and realization of «All IP»
concept in all network elements.

Innovations with “medium to high” relevance reflect the degree of development of
advanced technological solutions are already implemented in the 3GPP technical
specifications for generation 4, 5G (Release 13 and beyond). Innovations having “low
to medium” relevance according to experts’ opinion, have not ability to significantly
increase the income of the operators, but can maintain steady growth in these revenues.
These innovations have either indirectly related to the activities of operators, or are
innovation, the utilization of which cannot be controlled by the telecom operator (for
example, IoT/M2M, licensed spectrum sharing, augmented and virtual reality). The
introduction of these innovations can stimulate the growth of traffic in mobile
networks.

6 Conclusion

Information product such as Innovation radar 5G can be one of the tools of innovation
management used by Communications Administration, operators and venders for 5G
development at the national and corporative levels.

This product can provide the timely establishment of the regulatory framework for
implementation of 5G communications, the formation of investment and technology
policies of venders, development and strengthening of the competitive position of
operators in order to achieve innovation excellence of the company.

Research at development of 5G Innovation Radar allowed to select the most
important innovations from more than 250 innovative technologies and services on the
market of 5G. These innovative solutions have been positioned at a flat demo-visual
model of 5G Innovative radar which allows positioning and analyzing of the innova-
tions based on their importance, their life cycle stage and their economic efficiency. 5G
Innovation Radar is a good tool for early stage prioritization of 5G innovations to give
an approximate value judgment even without detailed return on investment
justifications.

International experts from 5 countries were involved in research for the creation of
5G Innovation Radar to improve its validity and reliability. These experts represent
different research organizations from various segments of the telecommunications
market.

Reached results reflect the period of 5G innovative activities from 2014 to 2016 and
can help in decision-making at the level of the Administration of communications,
national operators and 5G equipment developers.

Analysis of 5G innovations conducted for the Russian telecom market and can be
applied to other national markets, with a similar level of market development.
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Abstract. Constantly growing number of wireless devices leads to the
increasing complexity of maintenance and requirements of mobile access ser-
vices. Following this, the paper discusses perspectives, challenges and services
of 5th generation wireless systems, as well as direct device-to-device commu-
nication technology, which can provide energy efficient, high throughput and
low latency transmission services between end-users. Due to these expected
benefits, the part of network traffic between mobile terminals can be transmitted
directly between the terminals via established D2D connection without utilizing
an infrastructure link. In order to analyse how frequently can be such direct
connectivity implemented, it is important to estimate the probability of D2D
communication for arbitrary pair of mobile nodes. In this paper, we present the
results of the network modelling when the random graph model is used. The
model was implemented as a simulation program in C# which generates random
graph with a given number of vertexes and creates the minimal spanning tree
(mst) by using the Prime’s algorithm. All our result and practical findings are
summarized at the end of this manuscript.

Keywords: 5G � Connectivity � D2D communication � Minimal spanning
tree � Traffic modelling

1 Introduction

Mobile operators [1, 2] are accepting D2D (Device-to-Device) as a part of the fourth
generation (4G) Long Term Evolution (LTE)-Advanced [3] standard described in 3rd
Generation Partnership Project (3GPP) Release 12 [4]. As 4G wireless systems are
reaching their maturity and getting to be massively deployed [10], the future fifth
generation (5G) cellular networks have drawn great attention from researchers and
engineers around the world. 5G networks are envisioned to attain 1.000 times higher
mobile data volume per unit area, 10–100 times higher number of connecting devices
and user data rate, 10 times longer battery life, and 5 times reduced latency. As a vital
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component of future wireless networks, D2D communication refers to a radio tech-
nology that enables devices to communicate directly with each other, that is without
routing the data paths through a network infrastructure. Potential application scenarios
include, among others, proximity-based services where devices detect their proximity
and subsequently trigger different services (such as social applications triggered by user
proximity, advertisements, local exchange of information, smart communication
between vehicles, etc.). Other applications include public safety support, where devices
provide at least local connectivity even in case of damage to the radio infrastructure [14].

During the last several years, we have been witnessing dramatic growth of wireless
network traffic and as well as a number of communicating devices. This progression is
expected to continue even with faster pace in the near future. In 2020 traffic volumes
are envisioned to be 1000 times higher than traffic volumes of today. As declared by
many, the layout of 5G cellular system will be denser with many small cells supporting
large amount of devices while the energy efficiency will be higher compared to current
systems [2].

D2D communication, as one of promising answers to aforementioned significant
escalation of mobile traffic, plays an increasingly important role for whole community.
It facilitates the discovery of geographically close devices, and enables direct com-
munications between these proximate nodes, which improves communication capa-
bility and reduces communication latency and power consumption. Currently, there are
two main operation modes of D2D communication – with network assistance or
without (e.g. when a user is out-of-coverage) [3]. It is expected that D2D will (re)use
the same licensed spectrum as the cellular links.

The rest of the paper is organized as follows. Section 2 provides the description of
different direct communication scenarios. Further, in Sect. 3 we discuss in detail traffic
pattern expected in 5G networks showing that a part of traffic between mobile terminals
(MT) can be served without network infrastructure. Created simulation model and
results are provided in Sect. 4. Finally, the conclusions and future work are summa-
rized in Sect. 5.

2 D2D Communication Scenarios

Based on the considered business models, operator can have different levels of control
of D2D communication link or prefers not to have any [11, 12]. When having control,
the operator can either exercise full/partial control over the resource allocation among
source, destination, and relaying devices [9, 15, 16]. D2D is a communication between
two or more MTs in proximity that is enabled by means of user plane (U-plane)
transmission using E-UTRA technology via a path not traversing any network node,
see Fig. 1. The scenarios for device discovery and direct communication within net-
work coverage and outside are depicted in Fig. 2. There can be different situations
when MT is out-of-coverage, however, we consider it when the average SINR is less
than-6 dB [11].

There are multiple different D2D communication scenarios when the registered
Public Land Mobile Network (PLMN), direct communication path and coverage status
(in coverage or out of coverage) are taken into the account [5].
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3 Communication Service Types in 5G Network

As we mentioned before, 5G network concept includes D2D communication princi-
ples. It means that a part of traffic between mobile terminals (users) can be served
without utilizing whole network infrastructure (base stations, switching centers, etc.),
but only by means of mobile terminals (with or without partial participation of a
network, see Fig. 2).
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In Fig. 2(a), a device at the edge of a cell or in a poor coverage area can com-
municate with the BS by relaying its information via other devices. This allows the
device to achieve a higher QoS or more battery life. The operator communicates with
the relaying devices for partial or full link control. In the next scenario (Fig. 2b), the
source and destination devices talk and exchange data with each other without the need
for a BS, though they are assisted by the operator only for link establishment.

Figure 2(c) shows the situation when an operator is not involved in the process of
link establishment. Therefore, source and destination devices are responsible for
coordinating communication while using relays between each other. The most
straightforward scenario is shown in Fig. 2(d), where the source and destination
devices have direct communication with each other without any operator control. As
such, both nodes use the resource in such a way as to ensure limited interference with
other devices in the same tier and the macro-cell tier.

In principle, the part of traffic served by D2D depends on possibility to establish
this type of communication between source and destination terminals. To analyse it, we
have to estimate the probability of D2D communication for arbitrary pair of mobile
terminals. There are many interpretations for D2D in 5G network including the pos-
sibility of ad hoc network structure [2, 13], i.e. source and destination terminals may be
connected through a number of relay nodes (mobile terminals). For today we cannot
propose the maximal number of hops in the path between S and T.

In order to estimate theoretical probability of D2D, we assume that the number of
hops is not limited. Additionally we assume that mobile terminals are randomly dis-
tributed on the flat surface, so they may be considered as a Poisson field. The number
of terminals on the unit area is considered as a terminal density ρ (terminals per square
meter). If we assume that the communication area of a terminal can be described by a
circle with radius R, the number of terminals in the communication range may be
obtained as k ¼ q � pR2 (in case of 3D space we have to use 3D metrics for ρ and
volume). The probability of direct communication between two nodes may be esti-
mated as pR ¼ k=n pR ¼ k=n, where n is a total number of nodes in the area of network.

The considered network model may be described by random graph [6], where
nodes represented by vertexes connected each to other by edges with probability p. The
probability pij may be considered as a probability that link (channel) between nodes
i and j exists. For this model, we can use known Erdős–Rényi model [7]. It helps to
express the probability of arbitrary nodes communication through the network pC from
the number of nodes n. Following the theorem [8] we can mean that pC greater then 0.5
if p grate then ln nð Þ=n. In our model pC greater then 0.5 if pR [ ln nð Þ=n. We can
consider p0 ¼ ln nð Þ=n as the threshold probability of phase transition from not con-
nected phase to connected phase. To illustrate this model we have done simulation of
the network structure including the above described assumptions.

4 Created Model and Simulation Results

In Fig. 3, we present the results of simulation of the network structure with 300 nodes
(terminals) for two communication ranges: R = 60 m (Fig. 4a) and R = 35 m (Fig. 4b).
It is evident from these pictures, that in the first case the network is fully connected,
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Fig. 3. Network connectivity with (a) R = 60 m, (b) R = 30 m

Fig. 4. Network connectivity for (a) St. Petersburg (b) Prague and (c) Paris

Analytical Evaluation of D2D Connectivity Potential in 5G Wireless Systems 399



but in the second case the network falls to pieces (clusters) which are not connected to
each other.

The simulation model, developed in C#, implements the generation of a given
number nodes in random coordinates service area. In the simulation, we assumed that
the radius of the node connection is a given value of r. If the distance between the
nodes is less than r, these nodes are considered connected. On the set of data nodes, we
applied the minimum spanning tree (mst), from which the fins longer than r are
removed. The resulting graph shows the overall network connectivity.

To show the model performance and overall potential of this approach on some
real-world scenarios, we considered three big cities (Paris, Prague, and St. Petersburg)
as an application areas, see Table 1.

Analysis of the potential of D2D connectivity in the cities such as St. Petersburg,
Prague and Paris showed that such environment provides relatively high probability of
connectivity (90 %) can be maintained at 50 % penetration of D2D devices. Paris is
significantly different from St. Petersburg and Prague because of a much higher pop-
ulation density, which provides a 100 % connectivity even with a smaller radius of the
node connection (see Fig. 4).

Of course, this model does not include non-uniformity of distribution of users
according territory of the city, complex buildings, water areas, as well as limits on
length of the route. However, in this example we can see that a city with a sufficiently
large number of users has the potential to achieve very high probability to establish
D2D connection.

The simulation model was implemented as C# program which generates random
graph with a given number of vertexes and creates the minimal spanning tree (mst) by
using of Prime’s algorithm, after that it removes edges with length bigger then R.

Impact of the probability p on the connectivity probability pC is shown in the
Fig. 5. It was obtained by simulation of the network of 100 nodes (terminals) on a flat
area 200 × 200 meters with variable communication range. The pC probability was
estimated as a ratio of a number of existing routes to a number of possible routes in the
network. In order to find the existing routes, we used Floyd’s algorithm.

We are aware that the given example is significantly far from real conditions such as
irregularity of terminals distribution, not flat area of service, obstructions for radio
waves propagation, interferences and so on. However, it shows that in the area with high
density of terminals, an ad-hoc network theoretically can provide very high connec-
tivity. Therefore, this approach can be useful to show connectivity of the network in any
restricted area such as apartment houses, office buildings, stadiums, cafes, etc.

Table 1. Connectivity by D2D communication for different cities

Square/km2 Population [million citizens] p0 ¼ lnðnÞ=n pR ¼ pR2=n

Paris 105.4 2.2 1.27 * 10−5 2.68 * 10−5

Prague 496 1.2 2.1 * 10−5 3.1 * 10−5

St. Petersburg 1439 5.8 3.8 * 10−6 5.9 * 10−6
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We have been also analysing the network connectivity level for different densities
(see the results in Fig. 6). It is clear that as the network becomes more densified, the
connectivity rate grows as well. As a consequence, significant part of traffic may be
served by D2D communications potentially.

In practice, to establish connection in an ad hoc network it is very important to
implement self-organizing protocols. However, complex self-organizing network with
a big number of terminals and not stable structure becomes difficult to control and
moreover, it generates a lot of signalling which negatively impacts the channel capacity
distributed between the terminals. So, in general, increasing the number of terminals
leads to an increase in D2D probability, but also to decrease in overall network
efficiency.

This example illustrates the network structure for different densities of communi-
cation nodes. While connectivity with high-density holds close to 100 % (Fig. 6d), for
the low density, network graph is divided into a set of disconnected clusters (Fig. 6a).
If the potential link between nodes is more than 1/n, the network comprises a gigantic
component with the number of nodes around n (Fig. 6b). If the probability of con-
nection between the nodes is less than 1/n, the network contains disconnected clusters
with number of nodes around ln(n) (Fig. 6a).

While analysing Fig. 6a we can propose using of any additional nodes which can
increase the connectivity potential between different unconnected groups. Additional
nodes may be temporary located in the area between groups by using of Unmanned
Aerial Vehicles (UAVs) for example.

Fig. 5. Impact of the p on the connectivity probability.
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5 Conclusion and Future Work

Future traffic development brings new requirements and challenges to future mobile
systems, so 5G networks will be a combination of different enabling technologies and
D2D, as one of these technologies, will play mean role in future wireless networks. In
this work, we analysed the potential scenarios of D2D communications in 5G network.
Using the simulation model, we have been estimating the probability of D2D connec-
tivity under different conditions. As first, these initial results confirm our theoretical
presumption that the area with high density of terminals can provide very high
connectivity.

Moreover, we also identified the potential issues of low-densified areas which can
be solved by adding temporary nodes located in the area between groups by using of
UAVs. Our approach can be also applied to investigate the D2D potential in specific
use cases which is highly required by network operators to evaluate their intended
investments into the D2D technologies.

Acknowledgement. Research described in this paper was financed by the National Sustain-
ability Program under grant L01401 of Brno University of Technology. For the research,
infrastructure of the SIX Center was used. The reported study was funded within the Agreement

Fig. 6. Network connectivity for density: (a) 100, (b) 200, (c) 300, (d) 700

402 A. Muthanna et al.



№ 02.a03.21.0008 dated 24.11.2016 between the Ministry of Education and Science of the
Russian Federation and RUDN University.

References

1. Ericsson: 5G RADIO ACCESS, Ericsson Paper White, June 2013
2. NSN: White Paper, Looking ahead to 5G, NSN White Paper, December 2013
3. Andreev, S., Pyattaev, A., Johnsson, K., Galinina, O., Koucheryavy, Y.: Cellular traffic

offloading onto network-assisted device-to-device connections. IEEE Commun. Mag. 52(4),
20–31 (2014)

4. 3GPP: 3GPP Release 12 (2015). www.3gpp.org/specifications/releases/68-release-12.
Accessed 8 Feb 2015

5. 3GPP: TR 23.703 v12.0.0, Study on architecture enhancements to support Proximity-based
Services (ProSe) (Release 12), February 2014

6. Erdős, P., Rényi, A.: On random graphs I. Publ. Math. Debrecen 6, 290–297 (1959)
7. Erdős, P., Rényi, A.: On the evolution of random graphs. Publ. Math. Inst. Hungar. Acad.

Sci. 5, 17–61 (1960)
8. Erdős, P., Rényi, A.: On the evolution of random graphs. Bull. Inst. Int. Statist. Tokyo 38,

343–347 (1961)
9. Masek, P., Muthanna, A., Hosek, J.: Suitability of MANET routing protocols for the

next-generation national security and public safety systems. In: Balandin, S., Andreev, S.,
Koucheryavy, Y. (eds.) NEW2AN/ruSMART 2015. LNCS, vol. 9247, pp. 242–253.
Springer, Heidelberg (2015)

10. Masek, P., Zeman, K., Hosek, J., Tinka, Z., Makhlouf, N., Muthanna, A., Novotny, V.: User
Performance gains by data offloading of LTE mobile traffic onto unlicensed IEEE 802.
11 links. In: Proceedings of the 38th International Conference on Telecommunication and
Signal Processing, TSP 2015, 1 Prague, Czech Republic, s. 1–5. Asszisztencia Szervezo Kft
(2015). ISBN 978-1-4799-8497

11. 3GPP: TR 36.843, v12.0.1, Study on LTE Device to Device Proximity Services; Radio
Aspects (Release 12), March 2014

12. Fodor, G., et al.: Design aspects of network assisted device-to-device communications. IEEE
Commun. Mag. 50(3), 170–177 (2012)

13. Bettstetter, C.: On the connectivity of ad hoc networks. Comput. J. 47(4), 432–447 (2004).
doi:10.1093/comjnl/47.4.432

14. Pitsiladis, G.T., Panagopoulos, A.D., Constantinou, P.: A spanning-tree-based connectivity
model in finite wireless networks and performance under correlated shadowing. IEEE
Commun. Lett. 16, 842–845 (2012)

15. Andreev, S., Moltchanov, D., Galinina, O., Pyattaev, A., Ometov, A., Koucheryavy, Y.:
Network-assisted device-to-device connectivity: contemporary vision and open challenges.
In: Proceedings of 21th European Wireless Conference European Wireless (2015)

16. Pyattaev, A., Hosek, J., Johnsson, K., Krkos, R., Gerasimenko, M., Masek, P., Ometov, A.,
Andreev, S., Sedy, J., Novotny, V., Koucheryavy, Y.: 3GPP LTE-assisted Wi-Fi-direct: trial
implementation of Live D2D technology. ETRI J. 37(5), 877–887 (2015). ISSN 1225-6463

Analytical Evaluation of D2D Connectivity Potential in 5G Wireless Systems 403

http://www.3gpp.org/specifications/releases/68-release-12
http://dx.doi.org/10.1093/comjnl/47.4.432


Queuing Model with Unreliable Servers
for Limit Power Policy Within Licensed

Shared Access Framework

Konstantin Samouylov1, Irina Gudkova1,2(&), Ekaterina Markova1,
and Natalia Yarkina1

1 RUDN University, 6 Miklukho-Maklaya St., Moscow 117198, Russia
{samuylov_ke,gudkova_ia,markova_ev}@pfur.ru,

nat.yarkina@mail.ru
2 Institute of Informatics Problems, Federal Research Center “Computer Science

and Control” of Russian Academy of Sciences (IPI FRC CSC RAS),
44-2 Vavilova Str., Moscow 119333, Russia

Abstract. Shared access to spectrum by several parties seems to become one of
the most promising approaches to solve the problem of radio spectrum shortage.
The framework proposed by ETSI, licensed shared access (LSA), gives the
owner absolute priority in spectrum access, to the detriment of the secondary
user, LSA licensee. The latter can access the spectrum only if the owner’s QoS
is not violated. If the users of both parties need continuous service without
interruptions, the rules of shared access should guarantee the possibility of
simultaneous access. Balancing the radio resource occupation between parties
could take quite a long time compared to the dynamics of the system due to the
coordination process by the national regulation authority (NRA). We examine a
scheme of the simultaneous access to spectrum by the owner and the LSA
licensee that minimizes the coordination activities via NRA. According to this
scheme, when the owner needs the spectrum, the power of the LSA licensee’s
eNB/UEs is limited. From the LSA licensee’s perspective, the scheme is
described in the form of a queuing system with reliable (single-tenant band) and
unreliable (multi-tenant band) servers. We show that the infinitesimal generator
of the system has a block tridiagonal form. The results are illustrated numeri-
cally by estimating the average bit rate of viral videos, which varies due to
aeronautical telemetry corresponding to the owner’s traffic.
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1 Introduction

The demand for mobile broadband services as well as the volume of traffic increases
every year [1, 2]. A considerable amount of frequency resources is needed to provide to
users services with a required level of quality of service (QoS) [3, 4]. The problem of
resource shortage can be solved by means of the shared access to spectrum by several
entities, implemented, for instance, by using the licensed shared access (LSA) frame-
work [5, 6]. LSA framework [7] can improve the efficiency of resource usage and
ensure the access to a spectrum which otherwise would be underused. The spectrum is
shared between the owners (incumbents) and a limited number of LSA licensees (e.g.,
mobile network operators). The LSA licensee has access to both bands – the
single-tenant band assigned only to it and the multi-tenant band assigned also to the
incumbent. The LSA implementation is required to guarantee the QoS for all users, the
strictest requirement being not to interrupt users in service due to the incumbent
accessing spectrum.

For the shared access, ETSI [8] proposes to use the spectrum allocated for aero-
nautical and terrestrial telemetry or specific applications including cordless cameras,
portable video links, and mobile video links. Various policies of interference coordi-
nation between two entities could be considered. The authors of [3] propose three of
them: the so-called ignore policy [8, 9], shutdown policy, and limit power policy. The
latter implies managing the user equipment (UE) power in uplink and eNodeB
(eNB) power in downlink.

In the paper, we consider the case described in [3, 9, 10]. The airport (incumbent)
has a frequency band for telemetry with airplanes (air traffic control, ATC). The mobile
operator (LSA licensee) also has access to it, thus having its own single-tenant band
and the incumbent’s multi-tenant band. We assume the users of the mobile operator to
watch short videos (e.g., viral) [11] in high quality. At the time when the airplane is
communicating with ATC, ATC asks the mobile operator to limit the interference
around the airplane. The interference threshold is achieved by reducing the downlink
power of the eNB creating interference with the airplane (limit power policy). This
results in a bit rate decrease [12] on the multi-tenant band so that the users continue
watching video (but in a lower quality). Note that the users will continue to get service
at a degraded bit rate after the release of the multi-tenant band by the airport. This is
due to the fact that any changes require additional signaling procedures and potential
coordination with the national regulation authority (NRA), which could lead to intol-
erable delays. We also assume that, on the multi-tenant band, new requests are accepted
at the maximum bit rate only when all users at the degraded bit rate have finished
watching videos.

The paper is organized as follows. In Sect. 2, we propose a mathematical model of
the LSA framework with the limit power policy. In Sect. 3, we analyze numerically the
performance measures: the blocking probability, the average bit rate, and the utilization
factor. Section 4 concludes the paper.
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2 Mathematical Model

2.1 General Assumptions and Parameters

We consider a single cell of mobile network with an overlaid LSA framework and one
service that generates streaming traffic. We suppose that the single-tenant band has the
total capacity of C1 bandwidth units (b.u.) whereas the multi-tenant band has the total
capacity of C2 b.u. Each request processed on the single-tenant band is served at the
guaranteed bit rate (GBR) dmax. The number of resources allocated to the request on the
multi-tenant band equals to dmax or dmin depending on the state of the multi-tenant band
– operational or unavailable.

Let the arrival rate k be Poisson distributed and let the service time be exponentially
distributed with mean l�1. Then, we denote the corresponding offered load as q ¼ k=l.
We assume that the multi-tenant band goes into unavailable mode with rate a and
recovers into operational mode with rate b. Recovery and failure intervals follow the
exponential distribution. Let us introduce the following notation:

• n1 – the number of single-tenant band users;
• nmax

2
– the number of multi-tenant band users when the multi-tenant band is

operational;
• nmin

2
– the number of multi-tenant band users when the multi-tenant band is

unavailable;
• s – the state of the multi-tenant band, s equals to 1 if the band is operational and s

equals to 0 if the band is unavailable;

• N1 ¼ C1
dmax

j k
– the maximum number of single-tenant band users;

• N2 ¼ C2
dmax

j k
– the maximum number of multi-tenant band users.

2.2 Limit Power Policy

Let us consider in more detail the policy of reducing the corresponding UE’s uplink
power by the eNB in order to meet the interference constraints. First of all, we
determine the rules for accepting requests for service, provided that the UE’s uplink
power is not yet limited and is at its maximum.

Given the above considerations, when a new request arrives, four scenarios are
possible:

• The request will be accepted for service on the single-tenant band, if the request
finds the single-tenant band having not less than dmax free b.u.

• The request will be accepted for service on the multi-tenant band, if the request
finds the single-tenant band having less than dmax b.u. free, the multi-tenant band is
operational, i.e. s ¼ 1, and having not less than dmax b.u. free.

• Otherwise, the request will be blocked without any after-effect on the corresponding
Poisson process.
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If the power is limited due to the incumbent’s need for resources and the
single-tenant band is totally occupied, then QoS on the multi-tenant band is degraded.
In this case, the multi-tenant band goes into “unavailable” mode and the bit rates of all
requests in service on the multi-tenant band switch from the maximum dmax to the
minimum dmin value. When the multi-tenant band recovers, the bit rates are not
switched back and all users that have been degraded continue to receive service at bit
rate dmin. It should be noted that the multi-tenant band has the following property:
requests can be served at the maximum bit rate, i.e. the multi-tenant band goes into
operational mode, only when the service of all requests at the minimum bit rate is
completed.

2.3 System of Equilibrium Equations

According to the above considerations, we can describe the LSA operation by a

Markov process X tð Þ ¼ N1 tð Þ;Nmax
2

tð Þ;Nmin
2

tð Þ; S tð Þ
� �

; t� 0
n o

on the state space

X ¼ n1 ¼ 0; . . .;N1; nmax
2

¼ 0; . . .;N2; nmin
2

¼ 0; s ¼ 1
n

_ n1 ¼ 0; . . .;N1; nmax
2

¼ 0; nmin
2

¼ 0; . . .;N2; s ¼ 0
o
:

ð1Þ

State space (1) can be subdivided into two subspaces: n1 ¼ 0; . . .;N1; nmax
2

¼
n

0; . . .;N2; nmin
2

¼ 0; s ¼ 1g if the multi-tenant band is operational and requests can
be served at the maximum bit rate, and fn1 ¼ 0; . . .;N1; nmax

2
¼ 0; nmin

2
¼

0; . . .;N1; s ¼ 0g if the multi-tenant band is unavailable and requests continue their
service at the minimum bit rate. Figure 1 shows the structure of the state space,
considering the two subspaces.

The corresponding Markov process X tð Þ, which representing the system’s states, is
described by the system of equilibrium equations

p n1; n
max
2 ; nmin

2 ; s
� �

k � 1 n1\N1ð Þ½ þ k � 1 n1 ¼ N1; n
max
2 \N2; s ¼ 1

� �

þ b � 1 s ¼ 0; nmin
2 ¼ 0

� �þ n2l � 1 nmin
2 [ 0

� �þ n1l � 1 n1 [ 0ð Þþ nmax
2 l � 1 nmax

2 [ 0
� �

þ a � 1 s ¼ 1ð Þ ¼ p n1 þ 1; nmax
2 ; nmin

2 ; s
� �

n1 þ 1ð Þl � 1 n1\N1ð Þ½ �
þ p n1; n

max
2 þ 1; 0; 1

� �
nmax
2 þ 1

� �
l � 1 n1 ¼ N1; n

max
2 \N2; s ¼ 1

� �� �

þ p n1 � 1; nmax
2 ; nmin

2 ; s
� �

k � 1 n1 [ 0ð Þ½ �
þ p n1; n

max
2 � 1; 0; 1

� �
k � 1 nmax

2 [ 0; n1 ¼ N1
� �� �

; n1; n
max
2

; nmin
2

; s
� �

2 X;

ð2Þ

where p n1; nmax
2

; nmin
2

; s
� �� �

n1;nmax
2

;nmin
2

;sð Þ2X¼ p is the stationary probability

distribution.
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2.4 Infinitesimal Generator

The system probability distribution is numerically computed as the solution of the
system of equilibrium equations p � A ¼ 0, p � 1T ¼ 1, where A is the infinitesimal
generator of Markov process X tð Þ. Let us denote n ¼ 0; . . .;N1 þN2 the number of
users. If the lexicographical order on state space X is defined as

n1; n
max
2 ; nmin2 ; s

� �
\ n01; n

0max
2 ; n

0min
2 ; s0

� �
if and only if n1 þ nmax

2 þ nmin
2 \n01 þ n

0max
2 þ n

0min
2

or n1 þ n2 þm ¼ n01 þ n
0max
2 þ n

0min
2 and n1 [ n01 and n1 ¼ n01 or s[ s0

��
; then

(1) Infinitesimal generator A is a block tridiagonal matrix and has the form

A ¼

N0 K0 0 � � � 0

M1 N1
. .
. � � � ..

.

0 . .
. . .

. . .
.

0
..
. ..

. . .
. . .

.
KN1 þN2�1

0 � � � 0 MN1 þN2 NN1 þN2

2
6666664

3
7777775
:

(2) Blocks Kn, n ¼ 0; . . .;N1 þN2 � 1 of the upper diagonal have the sizes

dimKn ¼
2nþ 2ð Þ � 2nþ 4ð Þ; n ¼ 0; . . .;N2 � 1;
2N2 þ 2ð Þ � 2N2 þ 2ð Þ; n ¼ N2; . . .;N1 � 1;
2 N1 þN2 � nð Þþ 2ð Þ � 2 N1 þN2 � nð Þð Þ; n ¼ N1; . . .;N1 þN2 � 1;

8
<
:

Fig. 1. The state space.
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and the following form:

Kn n1; n
max
2 ; nmin2 ; s

� �
; n01; n

0max
2 ; n

0min
2 ; s0

� �� �

¼
k; n01 ¼ n1 þ 1; n

0max
2 ¼ nmax

2 ; n
0min
2 ¼ nmin

2 ; s0 ¼ s or

n01 ¼ n1 ¼ N1; n
0max
2 ¼ nmax

2 þ 1; n
0min
2 ¼ nmin

2 ¼ 0; s0 ¼ s ¼ 1;

0; otherwise:

8
><
>:

(3) Blocks Mn, n ¼ 1; . . .;N1 þN2 of the lower diagonal have the sizes

dimMn ¼
2nþ 2ð Þ � 2n; n ¼ 1; . . .;N2;
2N2 þ 2ð Þ � 2N2 þ 2ð Þ; n ¼ N2 þ 1; . . .;N1;
2 N1 þN2 � nð Þþ 2ð Þ � 2 N1 þN2 � nð Þþ 4ð Þ; n ¼ N1 þ 1; . . .;N1 þN2;

8
<
:

and the following form:

Mn n1; n
max
2 ; nmin

2 ; s
� �

; n01; n
0max
2 ; n

0min
2 ; s0

� �� �

¼

n1l; n01 ¼ n1 � 1; n
0max
2 ¼ nmax

2 ; n
0min
2 ¼ nmin

2 ; s0 ¼ s;

nmax
2 l; n01 ¼ n1; n

0max
2 ¼ nmax

2 � 1; n
0min
2 ¼ nmin

2 ¼ 0; s0 ¼ s ¼ 1;

nmin
2 l; n01 ¼ n1; n

0max
2 ¼ nmax

2 ¼ 0; n
0min
2 ¼ nmin

2 � 1; s0 ¼ s ¼ 0;

0; otherwise:

8
>>><
>>>:

(4) Blocks Nn, n ¼ 0; . . .;N1 þN2 of the main diagonal have the sizes:

dimNn ¼
2nþ 2ð Þ � 2nþ 2ð Þ; n ¼ 0; . . .;N2 � 1;
2N2 þ 2ð Þ � 2N2 þ 2ð Þ; n ¼ N2; . . .;N1;
2 N1 þN2 � nð Þþ 2ð Þ � 2 N1 þN2 � nð Þþ 2ð Þ; n ¼ N1 þ 1; . . .;N1 þN2:

8
<
:

and the following form:

Nn n1; n
max
2 ; nmin

2 ; s
� �

; n01; n
0max
2 ; n

0min
2 ; s0

� �� �

¼

a; n01 ¼ n1; n
0max
2 ¼ nmax

2 ¼ 0; n
0min
2 ¼ nmin

2 ¼ 0; s0 ¼ s� 1 or

n01 ¼ n1; n
0max
2 ¼ 0; n

0min
2 ¼ nmax

2 ; s0 ¼ s� 1;

b; n01 ¼ n1; n
0max
2 ¼ nmax

2 ¼ 0; n
0min
2 ¼ nmin

2 ; s0 ¼ sþ 1;

�; n01 ¼ n1; n
0max
2 ¼ nmax

2 ; n
0min
2 ¼ nmin

2 ; s0 ¼ s;

0; otherwise,

8
>>>>>><
>>>>>>:
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where � ¼ �ðk � 1 n1\N1f gþ n1l � 1 n1 [ 0f gþ k � 1 n1 ¼ N1; nmax
2

\N2; s ¼ 1
n o

þ
þ nmax

2
l � 1 nmax

2
[ 0

n o
þ nmin

2
l � 1 nmin

2
[ 0

n o
þ saþ 1� sð Þb

�
:

3 Numerical Analysis

3.1 Performance Measures

Having found the probability distribution p n1; nmax
2

; nmin
2

; s
� �

; n1; nmax
2

; nmin
2

; s
� �

2 X,

one can compute the performance measures of the considered scheme: the probability B
that a request is blocked, the average bit rate d, the average bit rate d C2ð Þ on the
multi-tenant band, and the utilization factor UTIL of the bands:

B ¼
XN2

i¼0

p N1; 0; i; 0ð Þþ p N1;N2; i; 0ð Þ; ð3Þ

d ¼

P

n1;nmax
2

;nmin
2

;sð Þ2X= 0;0;0;0ð Þ; 0;0;0;1ð Þ

n1dmax þ nmax
2 dmax þ nmin

2 n1dmin

n1 þ nmax
2 þ nmin

2
� p n1; nmax

2 ; nmin
2 ; s

� �

P

n1;nmax
2

;nmin
2

;sð Þ2X= 0;0;0;0ð Þ; 0;0;0;1ð Þ
p n1; nmax

2 ; nmin
2 ; s

� � ; ð4Þ

d C2ð Þ ¼

P

n1;nmax
2

;nmin
2

;sð Þ2X: nmax
2

6¼0_ nmax
2

6¼0

dmax � p n1; nmax
2 ; 0; 1

� �þ dmin � p n1; 0; nmin
2 ; 1

� �

P

n1;nmax
2

;nmin
2

;sð Þ2X: nmax
2

6¼0_ nmax
2

6¼0

p n1; nmax
2 ; nmin

2 ; s
� � ;

ð5Þ

UTIL � C ¼
X

n1;nmax
2

;nmin
2

;sð Þ2X: nmin
2

¼0; s¼1

n1 þ nmax
2

� �
dmax � p n1; n

max
2

; 0; 1
� �

þ

þ
X

n1;nmax
2

;nmin
2

;sð Þ2X: nmax
2

¼0; s¼0

n1d
max þ nmin

2
dmin

� �
� p n1; 0; nmin

2
; 1

� �
:

ð6Þ

3.2 Numerical Example

Let us assume that users view short video clips, e.g. viral video, the length of which is
about 20–30 s. The video is in high quality at bit rate dmax ¼ 2 Mbps. If a part of the
frequency band has to be returned, the mobile operator reduces the corresponding eNB
uplink power, whereby the bit rate decreases to dmin ¼ 0:7 Mbps. This bit rate dmin also
allows users to browse video, but in lower quality. Finally, let us assume that the
multi-tenant band goes into unavailable mode every hour (3600 s) or every four hours
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(14400 s) on average and the recovery takes around one minute. Table 1 summarizes
the initial data of the example. Note that 1 b.u. for the example under consideration
equals to 1 Mbps.

The figures below show the behavior of each performance measure under exami-
nation – blocking probability B (Fig. 2), average bit rates d and d C2ð Þ serving requests
on both bands or on multi-tenant band respectively (Fig. 3), and utilization factor UTIL
(Fig. 4) – for different values of a�1 (the average time when the multi-tenant band is
available). All three figures show that the less multi-tenant band goes into “unavail-
able” mode, the better the performance metrics that characterize the impact of LSA on
the QoS, namely, the blocking probability is lower, whereas the average bit rate and the
utilization factor are higher.

Table 1. System parameters

Parameter description Notation Value

Peak bit rate for single-tenant band C1 20 Mbps [14]
Peak bit rate for multi-tenant band C2 20 Mbps [14]
Average service time of one user l�1 30 s

Average time when multi-tenant band is available a�1 3540 s,
14340 s

Average time when multi-tenant band is unavailable b�1 60 s [3]

Maximum bit rate dmax 2 Mbps [11]
Minimum bit rate dmin 0.7 Mbps [11]
Offered load q 0� 30

Fig. 2. Blocking probability B for different a�1
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4 Conclusion

We have presented a queuing system for analyzing the simultaneous access to spectrum
under the limit power policy. The selected policy is based on reducing the eNBs’ power
and consequently on degrading the service quality from high to standard definition. We
have obtained the infinitesimal generator as a block tridiagonal matrix. This form is
required for the numerical solution of the system of equilibrium equations and the
calculation of the performance metrics that characterize the impact of LSA on the QoS
– the blocking probability, the average bit rate, and the utilization factor.

Fig. 3. Average bit rates d and d C2ð Þ for different a�1

Fig. 4. Utilization factor UTIL for different a�1
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Abstract. The paper describes correlation properties comparative analysis of
pseudorandom binary sequences such as M-sequences, Gold codes, Hadamard
ordered Golay sequences and LTE standard ZC sequences. In particular, the
research considers primary synchronization signal (PSS) and random access
preamble. Generation processes and the special features of ZC sequence based
signals used in LTE standard are shown. Autocorrelation and cross correlation
functions of appropriate signals are presented, correlation coefficients are
evaluated.

Keywords: Pseudorandom binary sequence � ZC sequence � Correlation �
LTE � Synchronization

1 Introduction

Scrambling sequences and reference signals are of great usage for downlink and uplink
transmissions in the 21 century communication standards. In the UTRA standard
Hadamard ordered binary orthogonal sequences for the channel separation and for
channelization codes forming are applied. The primary synchronization channel in the
UTRA standard is organized upon ordered by Hadamard generalized Golay sequences.
Besides channel codes and primary synchronization channel, various Gold code
scrambling sequences formed by modulo 2 addition of two different M-sequences are
used in the UTRA standard.

Several types of M-sequences are used to form the secondary synchronization
signal (SSS) in the LTE standard. All of these sequences are pseudorandom binary
sequences (PRBS) and in perfect case their cross-correlation functions are close to zero.
In addition to PRBS, non binary sequences – discrete complex ZC-sequences are
widely used in LTE. ZC-sequences are used as reference demodulation signals in
SC-FDMA based uplink channel. In a downlink channel ZC-sequences are used to
form primary synchronization signal (PSS) [1, 3]. ZC-sequences are also used as
sounding signals, random access preambles and for signal traffic in uplink transmis-
sions [1, 2].

In this article we provide an overview of pseudorandom binary sequences and
ZC-sequences correlation properties by calculating their autocorrelation and
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cross-correlation functions. We also show examples of these sequences generation
process and determine emission value limits of correlation functions.

2 Overview of Gold Codes and M-Sequences in LTE

To provide coherent detection of uOFDM signal in radio channel eNB in downlink and
UE in uplink add CRS (Cell-Specific Reference Signal) to the data transmission.

CRS are predefined complex values used at the receiver end to make the required
phase correction and amplitude scaling of the information signals. Downlink CRS are
based on pseudorandom Gold codes sequences. Special Positioning Reference Signals
(PRS) are aslo used in LTE for reliable measuring of subscriber’s location. These PRS
are also based on Gold sequences. In addition scrambling codes in uplink and downlink
are also organized by Gold codes.

According to [9] pseudo-random sequences mentioned above are based on Gold
sequences of length 31. The output sequence c(n) of length MPN, where n = 0, 1, ...
MPN − 1, is defined as:

cðnÞ ¼ ðx1ðnþNCÞþ x2ðnþNCÞÞmod 2
x1ðnþ 31Þ ¼ ðx1ðnþ 3Þþ x1ðnÞÞmod 2

x2ðnþ 31Þ ¼ ðx2ðnþ 3Þþ x2ðnþ 2Þþ x2ðnþ 1Þþ x2ðnÞÞmod 2
ð1Þ

where NC = 1600, and the first M-sequence defined as x1(0) = 1, x1(n) = 0, n =
1,2,…30.

The second M-sequence is determined by the value of Cinit:

Cinit ¼
X30

i¼0

x2ðiÞ � 2i ð2Þ

The value of Cinit depends on the c(n) sequence further usage.
As an example of this sequence let us take a PUCCH (Physical Uplink Control

Channel) signal, where Cinit is generally determined by cell identifier NID
Cell, which can

take a value from 0 to 503. The examples of c(n) sequence autocorrelation function for
NID
Cell = 1 and the cross-correlation function for NID

Cell = 0 and 1 are shown in Figs. 1
and 2, respectively.

Downlink Secondary Synchronization Signals (SSS) based on M-sequences of
length 31. SSS provides frame synchronization during signal receiving.

There are three different M-sequences used to generate d(n) symbols of SSS: s(n),
c(n) and z(n) sequences of length 31:

~sðnÞ ¼ 1111� 111� 11� 1� 111� 1� 1� 1� 1
�1111� 1� 11� 1� 1� 11� 11� 1

~cðnÞ ¼ 1111� 11� 11� 1� 1� 11� 1� 1111
�1� 1� 1� 1� 111� 1� 11� 111� 1

~zðnÞ ¼ 1111� 1� 1� 111� 1� 11� 1� 1� 1� 1� 1
1� 1111� 111� 11� 11� 1� 1

ð3Þ
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Fig. 1. The c(n) sequence autocorrelation function

Fig. 2. The cross-correlation function of c(n) sequences for values NID
Cell = 0 and NID

Cell = 1
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Wherein the basic M-sequence s(n) is scrambled by M-sequence c(n), and the odd
symbols of SSS is secondary scrambled by M-sequence z(n):

dð2nÞ ¼ sðm0ÞðnÞc0ðnÞ in subframe 0

sðm1ÞðnÞc0ðnÞ in subframe 5

(

dð2nþ 1Þ ¼ sðm1ÞðnÞc1ðnÞzðm0ÞðnÞ in subframe 0

sðm0ÞðnÞc1ðnÞzðm1ÞðnÞ in subframe 5

( ð4Þ

c0(n) and c1(n) sequences are differed by shift, that is defined by NID
(2):

c0ðnÞ ¼ ~cððnþNð2Þ
ID Þmod 31Þ

c1ðnÞ ¼ ~cððnþNð2Þ
ID þ 3Þmod 31Þ ð5Þ

In (4) all symbols of d(n), s(n), c(n) and z(n) sequences take values of +1 and −1.
The difference between s(m0) and s(m1), as well as between z(m0) and z(m1), is in a cyclic
shift of corresponding M-sequences by m0 and m1 elements. Autocorrelation functions
and cross-correlation functions of these sequences are shown in Figs. 3 and 4,
respectively.

Fig. 3. The autocorrelation function of SSS signal sequences.
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3 Overview of Hadamard Ordered Golay Sequences
in UTRA

Primary synchronization code Cpsc is a generalized Golay sequence with high auto-
correlation properties. The code based on a sequence of 16 bits [9]:

a ¼ \x1; x2; x3; . . .; x16 [ ¼ \1; 1; 1; 1; 1; 1;�1;�1; 1;�1; 1;�1; 1;�1;�1; 1[
ð6Þ

Cpsc consists of 16 direct and inversed repeats of synchronously transmitted vector
a (at the same time in both in-phase and quadrature channels):

Cpsc ¼ ð1þ jÞ �\a; a; a;�a;�a; a;�a;�a; a; a; a;�a; a;�a; a; a[ ð7Þ

After synchronizing itself with the network, i.e. setting the TS start, UE starts to
analyze secondary synchronization channel S-SCH to define the scrambling codes that
cover BTS signals. In UTRA-FDD networks there are 8192 specified scrambling codes
that may cover base station signals. Thus, 512 codes from this set are primary and the
rest are secondary.

In the S-SCH 16 different chip codes are used, where each chip code is a vector of
256 chips obtained by Hadamard scheme:

H0 ¼ ð1Þ
Hk ¼ Hk�1 Hk�1

Hk�1 �Hk�1

� �
; k� 1 ð8Þ

Fig. 4. The cross-correlation function of SSS signal sequences
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Denote H8 as a matrix containing 256 rows. Each row of the matrix consists of 256
elements of hm(i), i = 0…255, where m – the number of the row. Let the vector
z contains 16 elements:

z ¼ \b; b; b;�b; b; b;�b;�b; b;�b; b;�b;�b;�b;�b;�b[ ; ð9Þ

where each symbol b is a vector, that composed from elements of the vector a with
inverted signs in the second half of the vector a:

b ¼ \x1; x2; x3; x4; x5; x6; x7; x8;�x9;�x10;�x11;�x12;�x13;�x14;�x15;�x16 [

16 codes of S-SCH are generated by the following scheme:

Cssc;k ¼ ð1þ jÞ �\hmð0Þ � zð0Þ; hmð1Þ � zð1Þ; . . .; hmð255Þ � zð255Þ[ ;
k ¼ 1; 2; 3; . . .; 16;m ¼ 16 � ðk � 1Þ ð10Þ

After consecutive reading of S-SCH codes in 15 consecutive TS, UE defines the
start of the frame and the code group number. The examples of Cssc,1 sequence
autocorrelation function and Cssc,1 and Cssc,2 sequences cross-correlation function are
shown in Figs. 5 and 6, respectively.

Fig. 5. The autocorrelation function of a Cssc,1 sequence
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4 LTE Standard ZC-Sequences

One of the criterions for obtaining high QoE (Quality of Experience) is the
rechargeable battery longevity [7, 8]. Today’s radio standards subscriber stations
operate with relatively low-power transmitters, but even in this case there is a need to
increase the transmitter power amplifier efficiency. When using OFDM technology it is
known that peak-to-average power ratio of the transmitted signal is increased by
several times compared to the original sequence. Therefore, in LTE uplink transmission
instead of the original signal symbols its spectral components are being transmitted on
OFDM subcarriers. In this case it is impossible to transmit uplink QPSK reference
signals (as in downlink) because of increased peak-to-average power ratio. It is nec-
essary to implement such reference signals that would not change amplitude ratios of
the original sequence. Those signals are ZC-sequences.

ZC-sequence is a function of the following form:

ðXZCÞðqÞðkÞ ¼ e�j�p�qkðkþ 1Þ
MZC ð11Þ

where q is the ZC-sequence index (root) of the entire set of possible values for a given
length MZC.

ZC-sequences belong to a CAZAC (Constant-Amplitude Zero-Auto-Correlation)
class sequences and have the following properties:

– a constant signal amplitude;
– a zero cross-correlation of the same root sequence with different cyclic shifts and

low correlation of different sequences for certain values of q.

Fig. 6. The cross-correlation function of Cssc,1 and Cssc,2 sequences
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Signal phase shifts based on ZC-sequence depends on the parameters q and MZC,
wherein MZC should be a prime number – only in this case such sequences have
optimal correlation properties.

In downlink Primary Synchronization Signal (PSS) three ZC-sequences with fixed
q indexes (25, 29 and 34) are used. For each of these sequences there is a physical layer
identifier NID

(2) = 0; 1; 2. Thus root indexes q = 25, 29 and 34 correspond to the values
of NID

(2) = 0, 1 and 2.
In practice it is useful when building a network based on a three-sector cell

structures: there are three base stations in eNB, and each of them belongs to the same
group identity, but has its own NID

(2).
PSS consists of 62 symbols (n = 0…61) in the following form:

dqðnÞ ¼ e
�jpqnðnþ 1Þ

63 ; if n ¼ 0; 1; . . .; 30
e
�jpqðnþ 1Þðnþ 2Þ

63 ; if n ¼ 31; 32; . . .; 61

(
ð12Þ

Sequences used to generate PSS are shown in Fig. 7a.
PSS cross-correlation properties are investigated, and resulting cross-correlation

functions are presented in Fig. 7b. The last figure confirms the low cross-correlation
level of PSS from neighboring sectors.

As mentioned above ZC-sequences are used to generate reference uplink signals in
PUCCH and PUSCH channels in contrast to the classic downlink digital reference
signal.

The uplink reference signal is generated using the cyclic shift α of the base
ZC-sequence ṝu,ν(n):

rðaÞu;m ðnÞ ¼ ejan�rðaÞu;m ðnÞ ð13Þ

In (13) n is the number of the subcarrier. The reference signal length M = 12m,
where m is the number of allocated resource blocks in the physical channel.

Fig. 7. ZC-sequences with different q indexes (a) and the Cross-correlation functions of PSS
signals from neighboring sectors (b)
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If the number of resource blocks is three or more, then the base sequence is the
ZC-sequence of the following form:

ru;mðnÞ ¼ xqðnmodMZCÞ 0� n� 12m ð14Þ

where respective ZC-sequence:

XqðkÞ ¼ e
�jpqkðkþ 1Þ

MZC 0� k�MZC � 1 ð15Þ

Root ZC-sequence is selected so that the length MZC is to be equal to the maximum
prime number less than M. Thus, if three resource blocks are allocated (36 subcarriers),
ZC-sequence of length 36 elements is required, while a nearest simple integer value is
31. Therefore in (14) and (15) MZC = 31. The cell identifier NID

cell and MZC value
determine the choice of q in (15). It is possible to arrange 30 groups of base sequences
ṝu,ν(n) of index u, whereby a mobile network operator can work with a fixed distri-
bution of u between cells or use group jump of index u, varying group numbers from
the one subframe to another. In this case ν can be equal to 0 or 1, and that influences on
the calculation of q [1].

Let us further look at ZC-sequences used to generate random access preambles.
According to [10] there are five preamble formats. Their values shown in Table 1.

Preamble formats from 0 to 3 are used in networks with frequency duplex, and the
4-th format is used in systems with time duplex. Depending on the cell size the mobile
network operator defines the preamble format. The structure of the preamble with the
guard interval is shown in Fig. 8. The mobile network operator sets the number of
possible options of preambles in the cell, but theoretically in each cell there can be up

Table 1. Random access preamble formats

Preamble
format

Preamble
length, ms

Preamble length with
guard interval, ms

Amount of
subframes

Recommended
cell radius, km

0 0.800 0.903 1 <14
1 0.800 1.484 2 *75
2 1.600 1.803 2 *28
3 1.600 2.284 3 *108
4 0.133 0.148

Fig. 8. Structure of preamble with guard interval
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to 64 preambles. Random access from subscriber station in the LTE standard can be
based on competition or without it. When competition based access is used, subscriber
station selects preamble randomly from all of the available preambles. When subscriber
station receives the transmit command from the network (e.g. handover, synchro-
nization recovery, etc.) it gets the number of the preamble, that has to be used to access
a network without the competition.

First the set of 64 preamble sequences for each cell is evaluated for all available
cyclic shifts of root ZC-sequence (in ascending order of shifts) using a logical index
RACH_ROOT_SEQUENCE, where RACH_ROOT_SEQUENCE transmitted as part of
system information. If not all of 64 preambles can be generated from a single root
ZC-sequence, additional preamble sequences are obtained from the root sequences of
subsequent logical indexes until they receive all of 64 preambles. The logical root
sequence is cyclic: the logical index 0 follows the index of 837. The relation between
the index of the logical root sequence and the index q of physical root sequence is
specified in [9] for all preamble formats. Thus, digits for physical root sequence are
selected so that preamble cross-correlations is minimal.

ZC-sequence with the q-th root is defined as:

xqðnÞ ¼ e
�jpqnðnþ 1Þ

NZC
; 0� n�NZC � 1 ð16Þ

where length NZC for different preamble formats is given in Table 2.

Preambles with regions of zero correlation of length NCS − 1 are determined from
ZC-sequences with q-th root and cyclic shifts by the following form:

xq;mðnÞ ¼ xqððnþCmÞmod NZCÞ ð17Þ

where the cyclic shift is given as

Cm ¼ mNCS; m ¼ 0; 1; . . .; NZC
NCS

h i
� 1; NCS 6¼ 0

0; NCS ¼ 0

(
ð18Þ

Equation (18) used for an unlimited variants of cyclic shifts. In [9] there is an
option of cyclic shifts constraints that are used when subscriber station is moving with
high speed to eliminate unwanted correlation effects caused by the Doppler frequency
shift.

The NCS value specified in Table 3, taken from [9], for types of preambles from 0 to
3, where zeroCorrelationZoneConfig parameter set by the operator.

Table 2. Preamble formats and NZC values

Preamble format NZC

0–3 839
4 139
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NCS value depends on cell radius and the higher it is, the greater must be the value
of NCS to eliminate possible cross-correlations of preambles sent by stations near the
node or on the cell edge.

As mentioned above, the maximum number of preamble sequences within the cell
is 64. Let us take an example of these sequences generation and estimate their corre-
lation properties. Let’s set the parameters:

zeroCorrelationZoneConfig = 5, which corresponds to NCS = 26 (Table 3)

RACH_ROOT_SEQUENCE = 4 for base sequence that corresponds to the physical
root sequence number q = 120 [4];

RACH_ROOT_SEQUENCE = 5 for neighboring base sequence that corresponds to
the physical root sequence number q = 719 [8];

Preamble format 0, which corresponds to NZC = 839 [8];
Let us get 64 different preamble sequences in the following way:
Sequence (0) = base sequence without cyclic shift;
Sequence (1) = a cyclic shift of the base sequence by 1*26 samples;
Sequence (2) = a cyclic shift of the base sequence by 2*26 samples;
Sequence (3) = a cyclic shift of the base sequence by 3*26 samples;
…
Sequence (31) = a cyclic shift of the base sequence by 31*26 samples;
Sequence (32) = a cyclic shift of the base sequence to the neighboring sequence

(substitution q = 120 to q = 719);
Sequence (33) = a cyclic shift of the new base sequence by 1*26 samples;
Sequence (34) = a cyclic shift of the new base sequence by 2*26 samples;
Sequence (35) = a cyclic shift of the new base sequence by 3*26 samples;
…
Sequence (63) = a cyclic shift of the new base sequence by 31*26 samples.

An example of ZC-sequence obtained by the expression (16) and used as the base
sequence with the above given parameters, shown in Fig. 9a.

The resulting cross-correlation function shown in Fig. 9b confirms the low level of
cross-correlation of preambles with neighboring numbers of physical root sequence
(q4 = 120, q5 = 719). The simulations having been carried out has shown that emission
value limits of preamble sequences normalized cross correlation functions are less than
0.05.

Table 3. NCS values for generating preambles of format from 0 to 3

zeroCorrelationZoneConfig NCS zeroCorrelationZoneConfig NCS

0 0 8 46
1 13 9 59
2 15 10 76
3 18 11 93
4 22 12 119
5 26 13 167
6 32 14 279
7 38 15 419
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Fig. 9. ZC-sequence preamble with q = 120 (a) and the cross-correlation function of preamble
sequences with q = 120 and q = 719 (b)

5 Conclusion

For the first time, in the 4-th generation mobile communication LTE standard in
addition to previously used pseudorandom binary sequences not digital, but discrete
analog sequences are introduced. Investigation has shown that ZC-sequences have
necessary correlation properties and allow to minimize interference when transmitting
synchronization signals, reference signals and preambles.
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Abstract. Licensed shared access (LSA) framework is becoming one of
the promising trends for future 5G wireless networks. Two main parties
are involved in the process of sharing the frequency band – the primarily
user (owner) and the secondary user (licensee). From the LSA licensee’s
perspective, who has access to the band when the owner does not need it,
the band is unreliable and its customers (e.g. users of wireless network)
suffer from possible service interruptions. This can only occur when there
is at least one customer in service (i.e. in busy period). The aim of this
paper is to estimate the impact of the LSA band unreliability to the
LSA licensee within the period when some interruptions are possible.
The metric is the relation between the number of service interruptions
and the number of customers served during a busy period. We model
the occupancy of the LSA band as a multi-server homogeneous queueing
system with finite and infinite buffer size and deal with the busy period
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in terms of the Laplace-Stiltjes transforms for the continuous time dis-
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1 Introduction

The main problem facing modern wireless networks is the exponential traffic
growth due to the increased requirements for bit rates and bandwidth. One of
the promising issue is a flexible spectrum usage technique based on the shared
access to frequency band by several parties. ETSI proposes the regulatory frame-
work named licensed shared access (LSA) [1–3] to coordinate it. The current
owner of spectrum rights of use is called the incumbent; the party operating a
wireless network, which holds individual rights of use to LSA spectrum, is the
LSA licensee. Spectrum usage is binary by nature, i.e. it is used by either the
incumbent or the LSA licensee, in such a way that the incumbent has the pri-
marily access to frequency band. ETSI proposes to deploy the LSA framework
in the 2 300–2 400 MHz band, which is now used for aeronautical and terrestrial
telemetry as well as for ancillary services such as cordless cameras, portable and
mobile video links.

The researches in LSA mainly focus on analyzing ETSI initiatives [4–6]. Only
several papers propose simulations or mathematical models. The authors of [7]
developed a simulation model of the scenario where the incumbent uses LSA fre-
quency band for aeronautical telemetry and proposed three shared access algo-
rithms. One of them is the use of LSA spectrum by either the incumbent or the
LSA licensee. It was also modeled as unreliable queuing systems in papers [9] and
[8] where the authors mainly analyzed performance measures from the wireless
network customers’ perspective, such as blocking probability and interruption
probability. The analysis of more aggregated metric showing the availability of
frequency band to the LSA licensee during the period where there are at least
one customer (busy period) is the subject this paper. We model the occupancy
of the LSA band as a multi-server homogeneous queueing system with finite and
infinite buffer size.

It is clear that the queueing situation for the proposed system have the fea-
ture that the servers can fail and be repaired simultaneously. The non-reliable
multi-server queueing systems have been intensively studied. Some results can
be found in [10], for the queues with balking and reneging, in [13] for the queues
with impatient customers. The multi-server queueing models with controllable
vacation was studied in [11] and with synchronous vacations in [14]. Despite a suf-
ficient wide spectrum of the proposed results in the area of multi-server queueing
systems, the missing link to an applicability of such systems with servers subject
to simultaneous breakdowns is a performance analysis of the system in a busy
period. The busy period is probably the most important characteristic value
describing the first-passage time to the empty state after an arrived customer
finds the system empty. Performance characteristics of the busy period, the num-
ber of customers served and the number of failures are employed to construct
the cost functional for controllable queueing models. Our analysis of the busy
period includes the derivation of the Laplace-Stieltjes transforms and probabil-
ity generating functions of the length of the busy period, number of customers
served and failures in a busy period. The numerical inversion of the proposed
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transforms is realized to calculate the values of the corresponding probability
density and distribution functions.

The paper is organized as follows. Sections 2 and 3 are devoted to the busy
period analysis in a finite and infinite buffer case respectively. Some illustrative
numerical examples related to the LSA framework in a wireless network are
discussed in Sect. 4.

In further sections we will use the notations e, ej and I, respectively, for the
column-vector of dimension 2 consisting of 1’s, the column-vector of dimension 2
with 1 in the j-th position and 0 elsewhere, and an identity matrix of dimension
2 × 2.

2 Busy Period Analysis for a Finite Queue

2.1 Stationary Probabilities

The paper deals with a multi-server M/M/c queueing model with c homogeneous
servers subject to simultaneous failures which take place independently on the
states of servers. The customers arrive to the system according to a Poisson
process with intensity λ. The service time are exponentially distributed with
intensity μ. The life time of the servers is exponentially distributed with intensity
α. After the failure the repair process starts immediately and takes exponentially
distributed time with intensity β. The inter-arrival, service, life and repair times
are assumed to be mutually independent.

Let N(t) and D(t) denote, respectively, the number of customers in the sys-
tem and the state of the servers at time t. The two-dimension process

{X(t)}t≥0 = {N(t),D(t)}t≥0 (1)

is a continuous-time Markov chain with state space given by

E = {x = (n, d) : 0 ≤ n ≤ r, d ∈ {0, 1}},
where d = 0 or d = 1 means that the servers are in a failed state or in a
operational mode and r < ∞. The states x ∈ E are partitioned as follows:

n = {(n, 1), (n, 0)}, 0 ≤ n ≤ r.

Then, the infinitesimal generator of the Markov chain {X(t)}t≥0 has the form

Λ = δ(Q1,0, Q1,1, . . . , Q1,c, Q1,c, . . . , Q1,c︸ ︷︷ ︸
r−c

, Q1,c+1)

+ δ−(Q2,1, Q2,2, . . . , Q2,c Q2,c, . . . , Q2,c︸ ︷︷ ︸
r−c−1

) + δ+(Q0,1, . . . , Q0,1︸ ︷︷ ︸
r−1

), (2)

δ, δ+ and δ− stands for the diagonal, upper diagonal and low diagonal matrix
respectively. The coefficient matrices in (2) are given by

Q0,1 = λE, Q2,k = k

(
μ 0
0 0

)
, 1 ≤ k ≤ c, Q1,0 =

(−(λ + α) α
β −(λ + β)

)
(3)

Q1,k = Q1,0 − Q2,k, 1 ≤ k ≤ c, Q1,c+1 = Q1,c + Q0,1.
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Let the macro-vector π, partitioned as π = (π0,π1, . . . ,πr), denote the station-
ary probability vector of matrix Λ = [λxy]x,y∈E with elements π(n,d), where

πΛ = 0, πe = 1.

The computation of the stationary distribution is reduced to solving a finite or
infinite block tridiagonal system. There are a number of methods of solution.
We apply here a block forward-elimination-backward substitution approach.

Theorem 1. The stationary probabilities can be calculated by

πn = πr

r−n∏

j=1

Mr−j , 0 ≤ n ≤ r − 1 (4)

and πr is a unique solution of the system of equations

πr

r∑

n=0

r−n∏

j=1

Mr−je = 1, (5)

πr[Q1,c+1 + Mr−1Q0,1] = 0,

where the matrices Mr−j are defined by

M0 = −Q2,1Q
−1
1,0, (6)

Mk = −Q2,k+1[Q1,k + Mk−1Q0,1]−1, 1 ≤ k ≤ r − 1.

Proof. The statement follows by application of the block forward-elimination-
backward substitution method.

Once the vector π is computed, a variety of classical performance characteristics
can be routinely evaluated. We are interested in calculation for the mean mea-
sures on the busy period. Among them are the expected amount of time E[T0] in
a regenerative cycle (mean iterarrival time λ−1 plus mean length of busy period
Φ̄) during which the servers are in a failed state or the expected amount of time
E[T1] when all c servers are operational and busy,

E[T0] =
r−1∑

n=0

πne2(λ−1 + Φ̄) =
∑r−1

n=0 πne2
λπ0e

, (7)

E[T1] =
r−1∑

n=c

πne1(λ−1 + Φ̄) =
∑r−1

n=c πne1
λπ0e

.

In the next two sections we provide a busy period analysis in finite and infinite
buffer case. In this regard we propose the following remarks.

Remark 1. The proposed relations include multiplication and inversion of matri-
ces. It is clear that if r is large some computational difficulties may occur. Hence
the approximation of the finite buffer system by infinite analogue seems to be a
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reasonable alternative to the proposed analysis. In this case the buffer size must
be enough large to satisfy the following inequality for the estimated parameter r,

ε = P[N(t) > r] ≥
∞∑

k=r+1

πne = πcR
r+1−c(I − R)−1e, r > c. (8)

where ε is a prespecified small value, vector π and the matrix R are evaluated
in the next section for the infinite buffer queueing system.

Remark 2. In light traffic case, e.g. if ρ � 1, the probability P[N(t) > r = c+1]
can take very small values. Hence the queueing system under study can be
treated as a M/M/∞ system with breakdowns. In this case it is not difficult to
derive the probability generating functions

P̃0(z) =
∞∑

n=0

p(n,0)z
n, P̃1(z) =

∞∑

n=0

p(n,1)z
n, |z| ≤ 1,

in form

P̃0(z) = e
λ
μ (z−1) α

α + β

( β

β + λ(1 − z)

)1+α
μ

, (9)

P̃1(z) = e
λ
μ (z−1) β

α + β

( β

β + λ(1 − z)

)α
μ

.

Obviously this transform represents the sum of Poisson distributed random
value with parameter λ/μ and weighted negative binomial with parameters
(α/μ + 1, β/(λ + β)) and (α/μ, β/(λ + β)) distributed random values.

2.2 Duration of the Busy Period

Under the busy period of the M/M/c queueing system we will understand the
duration of the time interval starting when a new arrival finds the system empty
(the group of states at level 0) and ends when the system becomes empty again
at a service completion. Further we make some notations:

Φ – the duration of the busy period, Φx – the first-passage time to the level 0
give the initial state is x ∈ E, fΦx

(t) = 1
dtP[Φx ∈ [t, t + dt)] – the distribution

density function (PDF) of Φx, ϕ̃x(s) =
∞∫
0

e−stfΦx
(t)dt, Re[s] ≥ 0 – the Laplace-

Stiltjes transform (LST). The LSTs are partitioned according to the number of
customers in the system,

ϕ̃0(s) = (ϕ̃(0,1)(s), ϕ̃(0,0)(s))′ = e,

ϕ̃n(s) = (ϕ̃(n,1)(s), ϕ̃(n,0)(s))′, 1 ≤ n ≤ r.
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Theorem 2. The LST ϕ̃1(s) is given by

ϕ̃1(s) =
r∑

i=1

i−1∏

j=1

Uj(s)Vi(s), (10)

where

U1(s) = −(Q1,1 − sI)−1Q0,1, V1(s) = −(Q1,1 − sI)−1Q2,1e, (11)

Uk(s) = −(Q1,k − sI + Q2,min{k,c}Uk−1(s))−1Q0,1, 2 ≤ k ≤ c,

Vk(s) = −(Q1,k − sI + Q2,min{k,c}Uk−1(s))−1Q2,min{k,c}Vk−1(s), 2 ≤ k ≤ r − 1,

Vr(s) = −(Q1,c+1 − sI + Q2,cUr−1(s))−1Q2,cVr−1(s).

Proof. By virtue of the first-step analysis one gets

(s + α + λ + min{c, n}μ)ϕ̃(n,1)(s) = αϕ̃(n,0)(s) + λϕ̃(n+1,1)(s) (12)
+ min{c, n}μϕ̃(n−1,1)(s), 1 ≤ n ≤ r − 1,

(s + β + λ)ϕ̃(n,0)(s) = βϕ̃(n,1)(s) + λϕ̃(n+1,0)(s), 1 ≤ n ≤ r − 1,

(s + α + cμ)ϕ̃(r,1)(s) = αϕ̃(r,0)(s) + cμϕ̃(r−1,1)(s),
(s + β)ϕ̃(r,0)(s) = βϕ̃(r,1)(s).

The last system is expressed in matrix form, namely

− (Q1,1 − sI)ϕ̃1(s) = Q0,1ϕ̃2(s) + Q2,1e,

− (Q1,min{n,c} − sI)ϕ̃n(s) = Q0,1ϕ̃n+1(s) + Q2,min{n,c}ϕ̃n−1(s), 2 ≤ n ≤ r − 1,

− (Q1,c+1 − sI)ϕ̃r(s) = Q2,cϕ̃r−1(s).

By applying to the last system the forward elimination backward substitution
method we can deduce that

ϕ̃n(s) = Un(s)ϕ̃n+1(s) + Vn(s), 1 ≤ n ≤ r − 1, (13)
ϕ̃r(s) = Vr(s),

where the matrices Un(s) and Vn(s) satisfy the recursive relations (11). By back-
ward substitution in (13) yields automatically (10) which completes the proof.
Since the busy period starts by visiting a state of the level 0 = {(0, 1), (0, 0)},

for the unconditional LST ϕ̃(s) =
∞∫
0

e−stfΦ(t)dt and LT Φ̃(s) =
∞∫
0

e−stFΦ(t)dt

we have

ϕ̃(s) =
π0

π0e
ϕ̃1(s), Φ̃(s) =

1
s
ϕ̃(s). (14)

The value of the PDF fΦ(t) at point t = 0 is defined as fΦ(0) = lims→∞ sϕ̃(s) = μ.
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Remark 3. The moments E[Φn] of the busy period can be obtained by recursive
computation of the conditional busy period moments. The idea consists in dif-
ferentiation of (12) n times at point s = 0. The first moment can be evaluated
by

Φ̄ = E[Φ] =
1
λ

( 1
π0e

− 1
)
. (15)

2.3 Number of Customers Served in a Busy Period

The next interesting descriptor is the number of customers served in a busy
period. Its study complements the busy period analysis since it provides a dis-
crete counterpart of the length of busy period. Define the following notations:

Ψ – the number of customers served in a busy period L, Ψx – the number of
customers served in a time Lx, fΨx

(k) = P[Nx = k] – PDF of Nx, ψ̃x(z) =∑∞
k=1 fΨx

(k)zk, |z| ≤ 1 – the probability generating function (PGF), Ψ̄ = E[Ψ ]
and Ψ̄x = E[Ψx] – the corresponding moments and

ψ̃n(z) = (φ̃(n,1)(z), φ̃(n,0)(z))′, 1 ≤ n ≤ r,

Ψ̄n(z) = (Ψ̄(n,1), Ψ̄(n,0))′, 1 ≤ n ≤ r.

For the conditional density fΨx
(k) via the law of the total probability we obtain,

fΨx
(k) =

λxy′

λx
fΨy′ (k − 1) +

∑

y �=x,y′

λxy

λx
ψy(k), (16)

where λx =
∑

y �=x λxy. The first term in the right hand side stands for the
transition due to customer departure, whereas the second term includes other
possible transitions. In terms of the PGF the latter equality can be expressed as

ψ̃x(z) =
zλxy′

λx
ψ̃y′(z) +

∑

y �=x,y′

λxy

λx
ψ̃y(z). (17)

Theorem 3. The PGF ψ̃(z) is given by

ψ̃(z) =
π0

π0e

r∑

i=1

i−1∏

j=1

Hj(z)Ki(z), (18)

where the matrices Hk(z), 1 ≤ k ≤ r − 1, and Kk(z), 1 ≤ k ≤ r, are obtained
from (11) by substituting s = 0 and replacing the matrices Q2,k by zQ2,k.

Proof. By means of the first-step analysis we get the system of equations gov-
erning the dynamic of the generating function ψ̃x(z). For the states of the level
0 = {(0, 1), (0, 0)} obviously ψ̃(0,d)(z) = 1, d ∈ {0, 1}. The resulting system is of
the form (12) for s = 0, but the service rates μ are replaced by zμ. By expressing
these equations in matrix form we can get the result (18) for the unconditional
PGF ψ̃(z).
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Remark 4. The moments E[Ψn] of the number of customers served in a busy
period can be obtained by recursive computation of the conditional moments
E[Ψn

x ]. The corresponding equations are obtained by differentiation of the sys-
tem from the previous proof n times at point z = 1. The first moment can be
evaluated by

Ψ̄ = μΦ̄ =
μ

λ

( 1
π0e

− 1
)
. (19)

2.4 Number of Failures in a Busy Period

Another characteristic measure which can be treated as a discrete counterpart
of the length of busy period is the number of failures in this period. Denote by
Θ the number of failures in a busy period with density fΘ(t) and by θ̃(z) the
corresponding PGF.

Theorem 4. The PGF θ̃(z) is given by

θ̃(z) =
π0

π0e

r∑

i=1

i−1∏

j=1

Hj(z)Ki(z), (20)

where Hk(z), 1 ≤ k ≤ r − 1, and Kk(z), 1 ≤ k ≤ r, are obtained from (11) by
substituting s = 0 and replacing Q1,k by Q1,k(z) = Q1,k − α(1 − z)e1 ⊗ e′

2.

Proof. The system of equations for the conditional PGF ψ̃x(z) is obtained from
(12) for s = 0, but the failure rates α from the right hand side are replaced by
zα. By simple algebraic manipulations and subsequent matrix form presentation
we get (20).

Remark 5. The moments E[Θn] of the number of customers served in a busy
period can be obtained by recursive computation of the conditional moments
E[Θn

x ]. The corresponding equations are obtained by differentiation of the sys-
tem from the previous proof n times at point z = 1. The first moment can be
evaluated by

Θ̄ = αΦ̄ =
α

λ

( 1
π0e

− 1
)
. (21)

3 Busy Period Analysis for an Infinite Queue

3.1 Stationary Probabilities

To guarantee the existence of the stationary state probabilities it is needed to
derive the corresponding stability condition. To accomplish this we define matrix
Q = Q0,1 + Q1,c + Q2,c. According to the results for the QBD processes in [12],
the necessary and sufficient condition for ergodicity of the process {X(t)}t≥0 is
of the form pQ2,c > pQ0,1, where the row-vector p is given by pQ = 0 and
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pe = 1. After some simple routine manipulation, the ergodicity condition turns
out to be

ρ = λE[B] =
λ

cμ

(
1 +

α

β

)
< 1, (22)

where E[B] is a mean effective service time.

Theorem 5. If condition (22) holds, the stationary probabilities can be calcu-
lated by

πn = πc

c−n∏

j=1

Mc−j , 0 ≤ n ≤ c − 1, (23)

πn = πcR
n−c, n ≥ c,

and πc is a unique solution of the system of equations

[ c−1∑

n=0

c−n∏

j=1

Mc−j + (I − R)−1
]
e = 1, (24)

πc[Mc−1Q0,1 + Q1,c + RQ2,c] = 0.

where Mc−j satisfies the recursive relations (6) and R is the minimal non-
negative solution to the square matrix equation,

R2Q2,c + RQ1,c + Q0,1 = 0 (25)

and is of the form

R =

( λ
cμ

λα
cμ(λ+β)

λ
cμ

λ
λ+β

(
α
cμ + 1

)
)

. (26)

Proof. For the boundary states (n, d), 0 ≤ n ≤ c − 1, the probabilities can be
evaluated in the same way as for the model with a finite buffer. If n ≥ c, then
due to [12], the solution is obtained in geometric form. An appeal to the matrix
equation (25) and relation RQ2,ce = Q0,1e yields (26).

3.2 Duration of the Busy Period

Theorem 6. The LST ϕ̃1(s) is given by

ϕ̃1(s) =
c∑

i=1

i−1∏

j=1

Uj(s)Vi(s), (27)

where Uk(s) and Vk(s) for 1 ≤ k ≤ c − 1 are defined as before, and

Vc(s) = −(Q1,c − sI + Q2,cUc−1(s) + Q0,1Ω(s))−1Q2,cVc−1(s). (28)

The matrix Ω̃(s) is the minimal non-negative solution of the quadratic matrix
equation

Ω̃(s) = −(Q1,c − sI)−1Q2,c − (Q1,c − sI)−1Q0,1Ω̃
2(s). (29)
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Proof. The analysis of the LST of the first-passage time to the level 0 in
QBD processes is related to the study of the so-called fundamental period
(see e.g. Neuts [12]). The basic idea consists in the following. Denote by
ω
(k)
dd′(t) the conditional probability that starting in state (c + k, d) the process

{X(t)}t≥0 reaches the states at level c = {(c, 1), (c, 0)} for the first time no
later than time t and does so by entering the state (c, d′), d′ ∈ {0, 1}. Denote by

ω̃
(k)
dd′(s) =

∞∫
0

e−stdω
(k)
dd′(t), Re[s] ≥ 0, the corresponding LST and set the matrix

Ω̃(k)(s) = (Ω̃(k)
dd′(s)), which is of the size 2 × 2. Then by employing a first-step

conditional argument is can be shown that Ω̃(k)(s) = (Ω̃(s))k and the matrix
Ω(s) satisfies the quadratic matrix relation (29). Moreover, for every s, Ω̃(s) is
the minimal non-negative solution of (29) and can be evaluated by the following
iterative scheme,

Ω̃0(s) = 0, (30)

Ω̃n+1(s) = −(Q1,c − sI)−1Q2,c − (Q1,c − sI)−1Q0,1Ω̃
2
n(s), n ≥ 0.

Conditioning on the state of the first entrance to level c from states of level
c + 1,

ϕ̃c+1(s) = Ω̃(s)ϕ̃c(s). (31)

For the level c the following relation holds,

−(Q1,c − sI)ϕ̃c(s) = Q0,1ϕ̃c+1(s) + Q2,cϕ̃c−1(s). (32)

Due to recursive relations (13) for 1 ≤ n ≤ c, ϕ̃c−1(s) = Uc−1(s)ϕ̃c(s)+Vc−1(s).
The last equality together with (31) yields the result (27).

3.3 Number of Customers Served in a Busy Period

For the number of customers served and number of failures in a busy period the
following two statements are obtained similarly to the previous section.

Theorem 7. The PGF ψ̃(z) is given by

ψ̃(z) =
π0

π0e

c∑

i=1

i−1∏

j=1

Hj(z)Ki(z), (33)

where Hk(z) and Kk(z), 1 ≤ k ≤ c − 1, as before and

Kc(z) = −z(Q1,c + zQ2,cHc−1(z) + Q0,1Ω(z))−1Q2,cKc−1(z).

Here Ω(z) satisfies the matrix equation

Ω(z) = −Q−1
1,c(zQ2,c + Q0,1Ω

2(z)). (34)



436 D. Efrosinin et al.

3.4 Number of Failures in a Busy Period

Now we present the result for the number of failures in a busy period.

Theorem 8. The PGF θ̃(z) is given by

θ̃(z) =
π0

π0e

c∑

i=1

i−1∏

j=1

Hj(z)Ki(z), (35)

where Hk(z) and Kk(z), 1 ≤ k ≤ c − 1, were obtained before and

Kc(z) = −(Q1,c(z) + Q2,cHr−1(z) + Q0,1Ω(z))−1Q2,cKc−1(z). (36)

Here Ω(z) satisfies the matrix equation,

Ω(z) = −Q−1
1,c(z)(Q2,c + Q0,1Ω

2(z)). (37)

4 Application to Wireless Network Under LSA Regime
and Numerical Example

Let us consider the incumbent holding spectrum rights of use and the mobile
operator holding individual rights of use to LSA frequency band. The arrival
rates of requests for access to band as well as average time of band occupancy are
assumed to be equal to α, β−1 and λ, μ−1 for the incumbent and mobile operator
correspondingly. From the incumbent’s perspective, the considered system is
always reliable due to the absolute priority access to LSA band. Whereas from
the mobile operator’s perspective, the system is unreliable when the incumbent
uses LSA band. Thereby, we model LSA operation as a queueing system with
breakdowns. We consider a scenario of aeronautical telemetry with airplane flies
[7], which do not depend on time of the day – 6 flies per day (α−1 = 240 min),
12 flies per day (α−1 = 120 min), 24 flies per day (α−1 = 60 min), and 36 flies
per day (α−1 = 40 min). The takeoff speed of all airplanes in the airport are the
same and the average time during which an airplane is flying over one cell is
equal to β−1 = 1 min. We assume that one cell of wireless network has capacity
of c = 30 users who perform calls during the day with average duration μ−1

i of
3 min, 12 min, or 1.5 min.

In this section we present numerical results including the probabilistic charac-
teristic E[T0], the first moments and the numerical inversion of the unconditional
transforms φ̃(s), ψ̃(s) and θ̃(s). The formulas for the infinite buffer case were
implemented. In the following examples we fix c = 30, λ = 1,μ = 1/3, α = 1/120
and β = 1. In Fig. 1 we plot the value E[T0] for varying λ and α. It should be
noticed that the curves are not monoton. They start to decrease to a minimum
and then these curves exhibit monoton increasing shapes by increasing λ. As
expected, when α increases, the amount of time in a regenerative cycle when
the servers are blocked is getting higher. In Fig. 2, we display four curves for the
density function fΦ(t). They are obtained by numerical inversion of expression
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Fig. 1. The value E[T0] versus λ and μ = 1/6 (a) and μ = 1/3 (b)
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Fig. 2. The density fΦ(t) versus μ and λ = 1/10 (a) and λ = 1 (b)

(14) for the infinite buffer case. It can be seen that fΦ(0) = μ in accordance with
Tauberian result. The presented curves exhibit decreasing shapes with heav-
ier tails for higher λ and smaller μ. The corresponding first moment take the
following values,

Φ̄ = {23.544, 8.322, 3.541, 1.641}, figure labeled by “(a)” and
Φ̄ = {175159.166, 418.389, 19.521, 3.539}, figure labeled by “(b)”.

In Fig. 3 we analyze the effect of arrival and service intensity on the number of
service completions in a busy period. The lowest value at point k = 1 corresponds
to the case λ = 1 and μ = 1/12 and this curve exhibits the heaviest tail. The
moments of the number of service completions Ψ are presented below,

Ψ̄ = {1.962, 1.387, 1.180, 1.094}, figure labeled by “(a)” and
Ψ̄ = {14596.597, 69.731, 6.507, 2.359}, figure labeled by “(b)”.

In Fig. 4, we realize the numerical inversion algorithm to get the probability
densities fΘ(k) for the number of retrials. The value at point k = 0 corresponds
to the probability that the service in a busy period will be without breakdowns.
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Fig. 3. The density fΨ (k) versus μ and λ = 1/10 (a) and λ = 1 (b)
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Fig. 4. The density fΘ(k) versus μ and λ = 1/10 (a) and λ = 1 (b)

Obviously the highest value belongs to the case with lowest load factor ρ when
λ = 1/10 and μ = 2/3. Further we display the mean number of failures in a busy
period,

Θ̄ = {0.196, 0.069, 0.029, 0.014}, figure labeled by “(a)” and
Θ̄ = {1456.667, 3.487, 0.161, 0.029}, figure labeled by “(b)”.

The present paper is our first step to analyzing the busy period of wireless
network under LSA regime as a queueing system with breakdowns. Our further
research activities aim at other different performance measures like the number of
interrupted customers, the time interval during which the service is interrupted.
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Abstract. The need for efficient resource utilization at the air inter-
faces in heterogeneous wireless systems has recently led to the concept
of downlink and uplink decoupling (DUDe). Several studies have already
reported the gains of using DUDe in static traffic conditions. In this paper
we investigate performance of DUDe with stochastic session arrivals pat-
terns in LTE environment with macro and micro base stations. Particu-
larly, we use a queuing systems with random resource requirements and
to calculate the session blocking probability and throughput of the sys-
tem. Our results demonstrate that DUDe association approach allows to
significantly improve the metrics of interest compared to conventional
downlink-based association mechanism.

Keywords: DL and UL decoupling · RBs allocation · Signal-to-noise
ratio · LTE-advanced · Pathloss · Heterogeneous networks

1 Introduction

The predicted increase in the user traffic demands places extreme requirements
on the future evolution of mobile systems, often referred to as fifth genera-
tion (5G) networks [1,2]. In addition to physical layer improvements including
advanced modulation and coding, and MIMO techniques, over the last decade
the researchers proposed a number of network solutions providing performance
improvements including the use of small (micro/pico/femto) cells [3], client-
relays [4], direct in-band and out-of-band device-to-device communications [5].
All these concepts target aggressive spatial frequency reuse promising substantial
area capacity gains.

Heterogeneous deployment featuring multiple serving layers such as
macro/micro/pico/femto is seen as a pragmatic and cost-effective way to signif-
icantly enhance the capacity of modern LTE cellular networks. In homogeneous
networks, both uplink (UL) and downlink (DL) have been associated to the base
station according to its transmitting power in DL direction. In heterogeneous
networks (HetNet) this type of association is no longer effective.
c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 440–450, 2016.
DOI: 10.1007/978-3-319-46301-8 37
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In a typical HetNet scenario, the DL coverage area in a macro cell is much
larger than that of a small cell because of large disparity in signal transmit
power. At the same time, mobile devices have nearly the same transmit pow-
ers in the UL and thus nearly the same range. Consequently, there are some
locations with higher received power from a macro cell, but better path loss to
a small cell, resulting in increased efficiency of decoupled cell association. This
concept, termed DL/UL Decoupling (DUDe), has already been supported by dif-
ferent analytical and simulation results, and shown significant gains in network
performance and load balancing. It has been first introduced as a technique to
improve performance of HetNets in [6]. The impact that decoupled association
has on the average throughput has been analyzed in [7] by using the stochastic
geometry framework to derive the association probability for UL and DL. Ana-
lytical results shown in [8] highlight that using different association strategies
for uplink and downlink lead to significant improvement in joint uplink-downlink
rate coverage over the coupled associations.

The existing studies on DUDe do not take into account the traffic dynam-
ics of the system. In this paper, we fill this gap by proposing a queuing model
that explicitly includes dynamics of sessions arrivals and reflects resource uti-
lization in both micro and macro cells. The metrics of interest are the session
loss probability and the system throughput. Using these metrics, we compare
the conventional UL/DL association mechanism with DUDe scheme, and show
that the latter provides substantial gains.

The rest of the paper is organized as follows. Section 2 describes the DUDe
mechanism and provides system parameters mapping to the parameters of queu-
ing systems with random requirements. The mathematical framework for the
estimation of radio resource requirements distribution is introduced in Sect. 3.
Numerical results are presented in Sect. 4. Section 5 concludes the paper.

2 Model Description

We consider a characteristic HetNet scenario with DUDe association as shown on
Fig. 1. Without the loss of generality, we consider a single small cell eNB (SeNB)
within the coverage of a single macro cell eNB (MeNB). According to DUDe, the
DL and UL channels of a user can be associated to different eNBs: DL associa-
tion is based on the maximum received power from eNB, and UL association is
done according to the minimal path loss to minimize the energy consumption of
a UE [8]. Thus, we have two borders, and when a user crosses one of them, the
association of either the DL or UL channels will switch to another eNB.

1. If a UE is located inside a circle or radius DDL centered at SeNB, then both
the DL and UL channels will be associated to SeNB;

2. If a UE is further than DDL, but is still inside the circle of radius DUL, then
the UE switches its DL association to a more powerful MeNB, while keeping
its association with SeNB in UL;

3. Otherwise, UE has a coupled association to MeNB.
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DDL

DUL

Coupled UL & DL

Decoupled UL & DL 

MeNB

SeNB

Fig. 1. Illustration of coupled SeNB association, DUDe and coupled MeNB association

Session dynamics in HetNets can be described in terms of queuing systems
with limited resources and random requirements. Initialization of new user ses-
sions in the scenario is modeled by Poisson process. Each user session has a spe-
cific duration (service time of a customer) and requirements for radio resources.
The latter depend on the type of service, required bitrate, radio signal path loss
and can be approximated by a specific probability distribution. Different types
of services provided by the network can be described by several arrival flows in
the queuing system.

Queuing systems with limited resources and random requirements under
Poisson arrivals have been first investigated in [9], and the further analysis is
provided in [10,11]. The main results that are used to evaluate the performance
gains of the DUDe concept are described below.

Consider a queuing system with L incoming mutually independent Poison
flows with rates λ1, λ2, . . . , λL and N servers, depicted on Fig. 2. We consider a
separate customer arrival flow for each service type and cell association.

Each customer, in order to be served, demands some amount of resources of
M types. Serving times have exponential distribution with rate μl, where l is the
customer type. Let R = (R1, . . . , RM ) denote the vector of available resources.
A new l type customer will occupy rl ≥ 0 resources, where rl = (rl1, ..., rlM ) is a
multidimensional RV. A new customer will be dropped if there are not enough
resources to meet its requirements or all servers are busy.

At some instant t system behavior can be described by a random process
X(t) = (n(t), θ(t), γ(t)), where n(t) is the total number of customers in system,
θ(t) = (θ1(t), θ2(t), ..., θn(t)(t)) is a vector of customer types ranked by remaining
service time, γ(t) = (γ1,i, . . . , γM,i)i≤n(t) - is a matrix of occupied resources, and

γm,•(t) =
∑n(t)

i=1 γm,i(t) ≤ Rm.
Denote plk,rlk the probability that k-th customer of l-type will require rlk

resources and pl,rl the probability that a customer of l-type will require rl
resources. Then p

(kl)
l,rl

is the probability that kl customers of l-type will require rl,
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Fig. 2. Multiserver queueing system with L types of customer and M types of resources

where p
(kl)
l,rl

is kl-fold convolution of probabilities pl,rl . According to [11] the sta-
tionary probabilities distribution of X(t) is

qkl1,...,lk(rl1 , . . . , rlk) = q0pl1,rl1 . . . plk,rlk

k∏

i=1

λli∑i
j=1 μlj

, (1)

q0 =

⎛

⎝1 +
N∑

k=1

∑

rl1+...+rlk=R

pl1,rl1 . . . plk,rlk

k∏

i=1

λli∑i
j=1 μlj

⎞

⎠
−1

(2)

If we group plk,rlk over the types of customers then stationary probabilities
(1) and (2) can be calculated as the analog of convolutional algorithm for closed
networks:

qk1,...,L(r1, ..., rL) = q0p
(k1)
1,r1

. . . p
(kL)
L,rL

ρk1
1

k1!
...

ρkL

L

kL!
(3)

q0 =

(
1 +

N∑

n=1

∑

k1+...+kL=n

∑

r1+...+rL=R

p
(k1)
1,r1

...p
(kL)
L,rL

ρk1
1

k1!
...

ρkL

L

kL!

)−1

(4)

where p
(ki)
i,ri

=
∑

0<j<R p
(ki−1)
i,ri−j plk,j is a ki-fold convolution of probabilities.

pl1,rl1 , . . . , plk,rlk for all lk = i and
∑ki

k=1 rlk = ri. Stationary probabilities
(3), (4) are independent from the order of customers in the system.

3 Resource Requirements Analysis

To apply the analytical results to multitier heterogeneous cellular network, we
first need to estimate the probability mass function (PMF) of user session
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resource requirements. Assume that users are distributed uniformly on the cov-
erage area, which can be approximated by a circle. Letting D1 and D2 be the
minimum and maximum distances between a mobile terminal and eNB, respec-
tively, the CDF of distance between them is given by

Fd(x) =

⎧
⎪⎨

⎪⎩

0, x < D1
x2−D2

1
D2

2−D2
1
, x ∈ [D1;D2]

1, x > D2

. (5)

The SNR values at distance d is calculated using

SNR(d) =
PA

Npd2
(6)

where P is the transmit power, A - antenna gain and Np is a noise power.
Using the distance distribution and SNR we could write the joint CDF of

SNR in DL and UL FSNR,i(x, y) = P{SNRDL,i < x;SNRUL < y} for both
coupled and decoupled association, where i takes values M (for MeNB) or S
(for SeNB).

For the coupled association, the distances between user equipment and base
station are equal to each other. Then, the CDF FSNR,i(x, y) can be calculated
as:

FSNR,i(x, y) = P
{

PiAi

Npd2 < x; PUAU

Npd2 < y
}

=

= P
{

PiAi

Npd2 < x; PiAi

Nd2
M

< y · PiAi

PUAU

}
= P

{
PiAi

Npd2 < min
(
x; y · PiAi

PUAU

)}
=

= 1 − Fd

(
max

(√
PiAi

Npx
;
√

PUAU

Npy

))
,

(7)

where PU is transmit power of UE and AU - its antenna gain.
For the decoupling scenario, assume that distances from UE and eNBs in the

UL and DL are independent of each other. Thus, the joint CDF of SNR in DL
and UL is

FSNR(x, y) = P
{

PMAM

Npd2
M

< x; PUAU

Npd2
S

< y
}

=

= P
{

PMAM

Npd2
M

< x
}

· P
{

PUAU

Npd2
S

< y
}

=

=
(
1 − Fd

(√
PMAM

Npx

))
·
(
1 − Fd

(√
PUAU

Npy

))
.

(8)

3GPP specifications [12] define 15 CQI (Channel Quality Indicator) indices
and assign a MCS (Modulation and Coding Scheme) with specific spectral effi-
ciency for each CQI index. In [14], SNR bounds were evaluated to achieve the
BLER value to be less than 10 % for each MCS (Table 3).

LTE standard supports K = 15 values for MCS, so denote Sj a margin of
SNR where j = 1,K and assume S0 = 0 and SK+1 = ∞. Let πi

k,j be the
probability that a user session is assigned to CQI k in DL and CQI j in UL, where
i takes values M (for association with MeNB), S (for association with SeNB)
and D (for decoupled association). Then, the PMF of joint CQI distribution in
UL and DL is

πi
k,j = FSNR,i(Sk+1, Sj+1) − FSNR,i(Sk, Sj), 0 ≤ k, j ≤ K. (9)
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According to 3GPP standards, each CQI level corresponds to specific spectral
efficiency. Therefore, using the spectral bandwidth of a RB (resource block)
one can estimate the maximum achievable bitrate on the RB with specific CQI
level. We also assume that 3 out of 14 symbols are used for signaling during
a subframe [14]. We denote the ratio of data symbols to the overall number of
symbols per a subframe as payload coefficient ε. For clarity, we assume that RBs
are allocated to a user session without fragmentation. This assumption can be
related whenever needed.

Table 1 presents the notation for service requirements used for estimation of
CDF of resource requirements F (x).

Table 1. Notation for service requirements

Parameter Description

U Number of service types

ω, kHz RB spectral bandwidth

ej , bps/Hz Spectral efficiency for CQI j

ε = 0, 76 Payload coefficient

Cj = αω ej , bps Maximum achievable bitrate on one RB
for CQI j

V DL
u , bps Required rate for service type u in DL

V UL
u , bps Required rate for service type u in UL

For coupled association:

ruij =
⌈

V DL
u
Ci

⌉
+
⌈

V UL
u
Cj

⌉

For DUDe:

ruij =
{⌈

V DL
u
Ci

⌉
;
⌈

V UL
u
Cj

⌉}
Required number of RBs for service u

with CQI i in DL and CQI j in UL

The parameter ruij denoting the number of RBs required by a user session
type u, where i and j are the CQI levels in DL and UL accordingly, and the
probability distribution of the received CQI levels πi

k,j unambiguously define the
probability distribution of resource requirements that is used for performance
analysis of queuing system with random requirements.

4 Numerical Results

In this section, we demonstrate the numerical comparison of traditional associ-
ation and DUDe approach is presented. We consider two types of popular video
services: video calls in high quality (HQ) (user session type 1) and group video
conferences with three participants (user session type 2). We first analyze per-
formance measures of coupled eNB association scenario and then association
scenario with DUDe.
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For the case of traditional coupled UL and DL we consider two incoming
flows of service type 1 requests with rates λ1 and λ3, and two flows of service
type 2 requests with rates λ2 and λ4 for MeNB and SeNB accordingly. In case
of DUDe, we add two more flows of requests with rates λ5 and λ6 for each
session type. Based on the average number of UEs per eNB from [13] and simu-
lation deployment from [8], we take the following assumptions for the numerical
analysis:

1. UEs are uniformly distributed within a macro cell (Mcell) and 13 small cells
(Scells) within the Mcell border.

2. The number of user requests for video call in HQ (user session type 1) is
twice bigger than the corresponding number of group video sessions (type 2
sessions).

3. Average session duration is 1 min (Table 2).

Table 2. System load parameters

Parameter Value

For coupled DL and UL For DUDe

λ1(Mcell) 4,33 1,08

λ2(Mcell) 2,17 0,54

λ3(Scell) 0,45 0,45

λ4(Scell) 0,23 0,23

λ5(DUDe) - 3,25

λ6(DUDe) - 1,625

μ 1 1

ρ 7,175 7,175

Both Mcell and Scell utilize different frequency bands, 10 MHz bandwidth
each, which corresponds to 50 available RBs. Based on eNBs parameters, traffic
rate recommendation for user sessions and spectral efficiency for each CQI we
evaluate the PMF of user session resource requirements, Table 3.

For video calls in HQ Skype recommends the traffic rate in UL and DL of
at least 500 Kbps. For group video conferences the requirement in DL is much
bigger than in UL and considered to be 1.5 Mbps, while the traffic rate in UL is
specified to be 512 Kbps, Table 4.

Signal transmit power, noise power and antenna gain is in accordance
with [13]. The minimum distance D1 between UE and SeNB is recommended
to be at least 2 m while the same parameter for Mcell is considered to be 15 m.
We assume that Mcell radius is 1 km and the maximum Scell radius is 75 m, see
Table 5. Note that DUDe is feasible when the distance between UE and SeNB is
more than 75 m.
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Table 3. User session resource requirements distribution

CQI MCS Spectral efficiency SNR (dB)
⌈
V1
Ci

⌉ ⌈
V DL
2
Ci

⌉ ⌈
V UL
2
Ci

⌉

0 — — < −6.7536 — — —

1 QPSK, 78/1024 0.15237 −6, 7536 < −4, 9620 19 58 20

2 QPSK, 120/1024 0.2344 −4, 9620 < −2, 9601 13 38 13

3 QPSK, 193/1024 0.3770 −2, 9601 < −1, 0135 8 24 8

4 QPSK, 308/1024 0.6016 −1, 0135 < 0, 9638 5 15 5

5 QPSK, 449/1024 0.8770 0, 9638 < 2, 8801 4 10 4

6 QPSK, 602/1024 1.1758 2, 8801 < 4, 9185 3 8 3

7 16QAM, 378/1024 1.4766 4, 9185 < 6, 7005 2 6 2

8 16QAM, 490/1024 1.9141 6, 7005 < 8, 7198 2 5 2

9 16QAM, 616/1024 2.4063 8, 7198 < 10, 515 2 4 2

10 64QAM, 466/1024 2.7305 10, 515 < 12, 45 2 4 2

11 64QAM, 567/1024 3.3223 12, 45 < 14, 348 1 3 1

12 64QAM, 666/1024 3.9023 14, 348 < 16, 074 1 3 1

13 64QAM, 772/1024 4.5234 16, 074 < 17, 877 1 2 1

14 64QAM, 873/1024 5.1152 17, 877 < 19, 968 1 2 1

15 64QAM, 948/1024 5.5547 >19,968 1 2 1

Table 4. Service rate requirements

Skype service type Required rate in DL Required rate in UL

Video calling in HQ 500 kbps 500 kbps

Group video (3 person) 1,5 kbps 512 kbps

For the assumed parameters, we demonstrate examples of probability distri-
bution of resource requirements. Tables 6 and 7 show the probability that a new
user session will occupy r RBs. In Table 8, we follow the same idea but as far as
we decouple UL and DL a new user session will require some RBs in both Scell
and Mcell.

Table 5. Network parameters

UL Scell DL Scell UL Mcell DL Mcell UL
DUDe
(Scell)

DL
DUDe
(Mcell)

Transmitting power, P 0,2 W 0,25 W 0,2 W 40 W 0,2 W 40W

Antenna gain, A 0 dBi 2 dBi 0 dBi 15 dBi 0 dBi 2 dBi

Distance, [D1;D2] [2–75]
m

[2–75]
m

[15–1000]
m

[75–1000]
m

[75–125]
m

[100–1000]
m

Noise, Np 6 dB 9dB 5 dB 9dB 6dB 9dB
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Table 6. Resource distribution for video group in Mcell

r 3 4 5 6 7 8 10 11 13

P 2
r 0.0369 0.0513 0.0292 0.0944 0.1269 0.1731 0.1653 0.1428 0.18

Table 7. Resource distribution for video calling in Scell

r 2 3 4 5 6 7

P 1
r 0.0469 0.1717 0.0944 0.1935 0.2866 0.2067

Table 8. Recourse distribution for video group for DUDe

r {2,0} {2,1} {2,2} {2,3} {2,4} {2,5} {2,8} {2,13}
P 2
r 0.403 0.000834 0.003953 0.002869 0.004253 0.006884 0.010638 0.004146

r {3,0} {3,1} {3,2} {3,3} {3,4} {3,5} {3,8} {3,13}
P 2
r 0.5198 0.001076 0.005092 0.003707 0.005492 0.008876 0.13723 0.005346

The results for blocking probability analysis show the significant gain of using
DUDe approach, see Fig. 3. When UL traffic is offloaded to a SeNB, the prob-
ability that UE’s association decreases from 15 % to 0.2 %. The similar perfor-
mance improvement is observed for DL, where the blocking probability reduces
by 23.2 %.

Another important network performance parameter is the average number of
occupied resources. Figure 4 shows the benefit of DUDe in terms of the average
allocated RBs in SeNB and MeNB. Thus, the DUDe scheme can balance load
at the expense of underutilized small cells in modern HetNet.
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Fig. 3. Blocking probabilities in Scell and Mcell for two types of Skype service
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Fig. 4. Number of occupied RBs in Scell and Mcell for two types of Skype service

5 Conclusion

In this paper we analyzed the performance of wireless systems with conventional
DL-based and DUDe user association algorithms. Based on required rate for
each type of multimedia services, we determined the distribution of number
of RBs needed for their transmission. The method can be easily adopted for a
smaller resource unit, such as decile RB, in order to improve approximation. The
analytical modelling showed that under user session dynamics the advantage of
DUDe concept is still significant compared to static simulation results in recent
papers.
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Abstract. General purpose networks-on-chip (GP-NoC) are expected
to feature tens or even hundreds of computational elements with complex
communications infrastructure binding them into a connected network
to achieve memory synchronization. The experience accumulated over
the years in network design suggests that the knowledge of the traffic
nature is mandatory for successful design of a networking technology. In
this paper, based on the Intel CPU family, we describe traffic estimation
techniques for modern multi-core GP-CPUs, discuss the traffic model-
ing procedure and highlight the implications of the traffic structure for
GP-NoC research. The most important observation is that the traffic at
internal interfaces appears to be random for external observer and has
clearly identifiable batch structure.

Keywords: Networks on chip · Wireless network on chip · Intra-CPU
communications · Traffic estimation

1 Introduction

In the beginning of 21st century the development of general-purpose central
processing units (GP-CPUs) has reached the level, where it became more bene-
ficial to scale the computational power horizontally by parallelizing the compu-
tations than to continue increasing the clock frequency. Addressing this issue,
major CPU manufactures, Intel and AMD, presented their dual-core CPUs in
2005, spawning the era of multi-core CPUs. Starting from a simple integration
of two computing nodes on a single chip and providing shared access to RAM,
they have nowadays evolved to truly multi-core systems of 4, 8 and beyond com-
puting nodes on a single ship with deep integration between the components and
dynamic threads redistribution between the cores [1,2].

c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 453–464, 2016.
DOI: 10.1007/978-3-319-46301-8 38
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Evolution of the technological process will allow to integrate more cores to the
chip in the coming future. Providing effective memory synchronization between
the chip components becomes more challenging with the number of cores grow-
ing. One of the typical solutions is based on the Last Level Cache (LLC), often
integrated on chip and serving as a gateway between the cores to maintain
coherency of the shared data. The connectivity is provided by a bus, connecting
all the cores to LLC, memory and input/output controllers. This puts restrictions
on a multi-core CPU design as additional space is required for wired commu-
nications subsystem. Furthermore, the size of LLC grows with the number of
cores taking more and more space inside the chip, thus, limiting the space left
for the cores [3]. The proposed 3D chip design paradigm [4] can address some
of these issues by spreading the cores and cache memory between several layers.
However, the question of enabling efficient communications still remains open.

Over the last decade many solutions have been proposed for design of inter-
core communications in many core versions of GP-CPUs, often called general-
purpose networks-on-chips (GP-NoC), including both wired and wireless ones.
For wired solutions waveguide-based mm-waves, common bus and optical com-
munications have been suggested. Researchers also addressed different topology
designs including ring, grid, mesh and various derivatives of these such as torus,
tree, and segmented ring. For wireless designs, proposals advocating the use of
mm-wave band, 10–300 GHz, and THz band, 0.1–3 THz [5,6] are popular. Wire-
less topologies range from star to routed grids, meshes and small-worlds.

Most of the studies on GP-NoC designs approach the problem from communi-
cations system perspective proposing solutions targeting various communications
and networking mechanisms and paying less attention to the internal structure
and the needs of a CPU including memory synchronization. The latter is, how-
ever, of paramount importance as it dictates the routes of traffic inside a CPU
and may affect the resulting performance of a chip imposing strict requirements
on the loss and latency of data delivery process. Thus, the proposed architec-
tures should be supplied with detailed analysis of performance under realistic
traffic conditions.

In this paper we present traffic estimation methodologies for modern GP-
CPUs and demonstrate how they can be used jointly to identify an accurate
intra-CPU traffic model. We also discuss implications of the traffic characteris-
tics on GP-NoC research. The rest of the paper is structured as follows. Back-
ground information is provided in Sect. 2. Intra-CPU traffic estimation method-
ologies are introduced in Sect. 3. Selective benchmarking of internal interfaces
is discussed in Sect. 4. Traffic modeling procedure and implications for GP-NoC
research are presented in Sect. 5. Conclusions are drawn in the last section.

2 Modern Network-on-Chip

2.1 General-Purpose NoCs

NoCs have been a topic of intensive research and development over the last
decade. A NoC can be defined as a complex communication system integrating
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multiple computing nodes within the system-on-chip. There are a number of
examples of successful applications of NoC concept with graphical processing
units (GPU) being possibly the most widely known to large audience. The reason
for an extraordinary increase in performance of such systems is mainly due to
the nature of tasks allowing for their perfect parallelization leading to simple
processing elements and well-defined traffic patterns.

The application of the NoC concept to GP-CPUs is more complex as the
tasks to be performed greatly vary in their specifics, the level of parallelization
and, thus, may require intensive exchange of information between computational
elements placing additional requirements on the design of the intra-CPU com-
munications infrastructure.

2.2 Cache Subsystem and Associated Interfaces

The cache subsystem is an integral part of modern CPUs including general-
purpose ones and those targeted to a certain application. The core idea of using
caches is to bring data and instructions closer to the computational units such
that they are quickly available upon request. The latter is achieved by using
small and fast memory arrays, nowadays, up to few tens of megabytes (MB).
To speed-up the access further caches are often physically located on chip [3].
Comprehensive predictive algorithms are used to cache data.

In multi-core GP-CPUs ensuring the same view of memory for all cores is one
of the most complicated problems. The protocols performing this functionality
are known as cache coherence protocols and their operation depends on the
system architecture. Below, we concentrate on Intel GP-CPUs.

The cache subsystem of modern Intel GP-CPUs consists of multiple cache
layers, denoted as Lx, see Fig. 1. Separate L1 and L2 caches are associated with
each core. The size of L1 cache is typically in the range of few tens of KBs
and is divided into data and instruction caches. L2 cache is exclusively used for
data; its size is typically on the order of few hundreds of KBs. Finally, L3 cache
is a shared cache used for synchronization of lower level caches and its size is
typically several times more than their aggregated size. Particularly, for Intel
Haswell architecture it varies between 2 and 20 MBs. To connect L2 caches to
a single shared L3 cache local bus is currently used [7]. To ensure coherent view
of memory for all the cores an inclusive cache maintenance protocol is used by
Intel. Inclusiveness ensures that the data present at one level of hierarchy also
exist at all other levels. This significantly reduces the complexity of the protocol
at the expense of non-perfect memory utilization.

2.3 Extensions of the Modern Architecture

To the best of our knowledge, only few studies on NoCs design published over
the last decade took into account details of prospective NoC applications. The
research mostly concentrated on the new topologies, routed solutions and mech-
anisms for efficient communications between computational elements. However,
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Fig. 1. A typical hierarchical cache architecture.

taking into account strict latency requirements on the information propaga-
tion in the cache subsystem of modern GP-CPUs [8], even the simplest possible
routed solutions may not satisfy them. Many studies concentrated on the topol-
ogy design presuming the perfect memory synchronization. Taking into account
that most of the latency time is spent for cacheline search, not for communica-
tions itself, routed solutions may not be realistic for GP-NoCs.

CPU vendors continue to evolve the current cache architecture. There are
various reasons behind this ranging from the miniaturization of the technologi-
cal processes allowing to fit 8 cores and 20 MB of L3 cache on a chip using 22 nm
technology [1,2] and promising extensions to 16 and 32 cores in the future to
development of new concepts such as 3D stacked designs [4] allowing for efficient
short-distance interconnects between them, etc. Preserving the classic hierarchi-
cal cache design and possibly adding additional layers whenever needed keeps
the latency at satisfactory level. Backward compatibility with well tested cache
coherence protocols is another reasons for conservative approach.

Even preserving the current cache architecture, the increase the number of
cores on a chip to 16, 32 and/or extension to “vertical” 3D integration might lead
to new bottlenecks in the communications infrastructure. Thus, understanding
of intra-CPU traffic dynamics is not only crucial for design of future GP-NoCs
but for smooth evolution of the current architecture.

3 Intra-CPU Traffic Estimation

There are three different approaches to study intra-CPU traffic. These are (i)
logic analysis of cache coherence protocols, (ii) indirect measurements and (iii)
system simulations. Below, we describe them specifying the type of knowledge
about intra-CPU traffic they bring to the analyst.

3.1 Microarchitecture-Level Analysis

According to the first approach, one could try to reveal traffic characteristics
analyzing the logic of various components of a CPU and its cache subsystem. The
information covering the internal CPU organization can be retrieved from the
open documentation. Even though it typically lacks precision and details, such
analysis could provide a valuable starting point for more detailed investigations.
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There are two fundamental problems preventing from getting detailed knowl-
edge of intra-CPU traffic by performing logical system analysis. First, the infor-
mation about specifics of the architecture is often not detailed enough. For
instance, throughput and latency characteristics of the internal interconnects
may vary depending on the dynamics of the computational process, while the
documentation provides the “best-case” values only. Another example is that
the knowledge of the cache coherence protocols for such complex systems does
not fully define the way how the controllers work as implementations may dif-
fer depending on how the controllers interact to perform transactions. Design
choices like snooping versus directory-based protocols or invalidate versus update
protocol noticeably influence the traffic footprint on the intra-CPU interfaces.
Secondly, static evaluation does not provide the information about traffic dynam-
ics, that is, distribution of load in time. Overcoming these issues requires direct
or indirect measurements or system level simulations.

3.2 System Measurements

In most modern general-purpose CPU there are no direct mechanisms to measure
the traffic on an interface of interest. However, using Intel CPU one can still
try to infer the amount of traffic indirectly relying on the so-called performance
counters available starting from Sandy Bridge family of CPUs [9]. Among others,
these counters provide the information about the accumulated number of cache
misses to a certain cache layer in a time interval of fixed duration.

Consider, for example, how to obtain the amount of uplink traffic at L2–
L3 interface. The L2–L3 interface is only used when there are no cachelines
containing the addressed data in L1/L2 caches. In this case, the read request
to L3 cache is sent. Processing this request, the cacheline is found in L3 or
RAM and sent back to L2. The total amount of cachelines sent per time unit
at L2–L3 interface equals to the value of L2 misses during this period. In 64-bit
CPU architecture, the cache line size is 64 bytes, while the read request length
is 8 bytes. Thus, the total traffic on L2–L3 interface is T = L2m(8 + 64), where
L2m is the number of L2 misses per time unit.

To access the values of the performance counters one could rely on existing
tools such as perf [10] or Intel Performance Counter Monitor (PCM, [11]). The
latter is a certified tool developed by Intel that is capable to monitor the CPU
activity and periodically report the values of counters. Note, these tools can
only be run in full operating system (OS) environment, where the background
processes bias the measured statistics. Thus, this type of measurements is use-
ful when one is interested in realistic OS conditions. An example of data for
different applications obtained using Intel PCM is shown in Fig. 2. The point
of interest was the L2–L3 interface of Intel eight-core CPU i7-5960X Haswell-E
architecture featuring 20 Mb of L3 cache, clock rate 3.0 GHz, and 16 Gb DDR4.
The build of Linux Kubuntu 14.10 with kernel version 3.16 was used. The tests
were ranging from background traffic to reading of each 64 byte of data (64B
test, always ensures L2 misses) to sequential reading (1B test, always ensures L2
hits) to complex applications including Skype, game, AES encryption and video
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Fig. 2. Traffic characteristics of intra-CPU interfaces.

playback. The number of active cores was set to the number of simultaneously
run applications and each applications was assigned a core. As one may observe,
the traffic load increases as the number of applications increases and reaches
values of 110 Gbps for 64B test.

3.3 Cycle-Accurate CPU Simulations

The discussed methods are not capable to provide detailed traffic structure at
the transactional level. The approach that potentially allow to get accurate res-
olution is cycle-accurate CPU simulations. Nowadays, there are a number of
simulators supporting x86 architecture, MARSS [12], Gem5 [13], zSim [14], and
SST [15]. All of them are very flexible allowing for detailed time-stamping of
events making them suitable for our task. zSim and SST are tailored at system
simulations of extremely large systems featuring hundreds of cores and, com-
pared to MARSS and Gem5, lack detailed control functionality. The comparison
of projects is shown in Table 1.

Table 1. Comparison of cycle-accurate simulation environments.

Simulator Libraries and
instruments

Citation count Downloads Last update

SST OpenMPI,
Boost,
DRAMSim2

27 558 August 2015

Gem5 SWIG, proto-
buf

213 5302 August 2015

ZSim PIN 10 551 July 2015

MARSSx86 QEMU, PTL-
Sim, SDL

41 473 April 2014
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We implemented a typical Intel x86 architecture in Gem5 including all major
features and components of Intel architecture. The chosen cache size and latency
parameters are typical for modern general-purpose CPUs, however, slight devi-
ations from the real values of particular systems should not change the result-
ing time series qualitatively. The cache subsystem was assumed to be inclusive
with 64 KB/2 ns, 2 MB/12 ns and 16 MB/30 ns size/latency at L1, L2 and L3
caches. The model explicitly takes into account delays associated with informa-
tion retrieval and emulates the pipelining capability. Systems with 1, 2, 3, 4, 8
and 16 cores have been simulated. The clock frequency was set to 3.0 GHz.

To emulate a typical load at intra-CPU interfaces we selected a number of
tests covering various aspects of program code including reading, writing and
sorting routines, more comprehensive recursive factorial estimation and Euclid’s
greatest common divisor algorithms involving divisions and multiplications, to
complex ones including AES encryption/decryption and compression using zlib.
In multi-core configurations the number of simultaneously run tests were set
equal to the number of operational cores. In overall, 70 tests have been per-
formed. The output of the simulation is stored in well-known ASCII-based value
change dump (vcd) format. To obtain time-series data the selected objects have
been saved in “timing analyzer” (tim) format and then parsed using a specifically
written C program.

Figure 3 illustrates the time series of the traffic at the L2–L3 and L3-DRAM
interfaces for two tests, write and evklid, for different number of cores by showing
busy interface indicators IA + b, where A is the event of busy interface, b is the
constant added to distinguish between traces for different number of cores. We
can make two qualitative conclusions: (i) the traffic at both interfaces has a
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Fig. 3. Traffic structure at L2–L3 and L3-DRAM interfaces.
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stochastic structure and (ii) the traffic has clearly identifiable batches and gaps
between them.

The above mentioned observations have a number of important consequences
for GP-NoC research. First, working with CPU traffic researchers expect a cer-
tain degree of deterministic behavior. However, due to a number of advanced
mechanisms used in modern CPUs including pipelines, cache coherence proto-
cols and unknown apriori flow of instructions, even for a single core it has clear
stochastic component at both illustrated interfaces. The most simple stochastic
traffic model is a homogeneous Poisson process. The second observation clearly
rejects this hypothesis for L2–L3 interface implying that more complex models
have to be used. The data suggests that batch processes might be a good choice
for intra-CPU traffic while for L3-DRAM interface Poisson process can be tried
first.

4 Benchmarking of Interfaces

An in-depth look into CPU behavior is often performed by selective measure-
ments targeted on a certain CPU subsystem. Nowadays, there are a num-
ber of frameworks, often called microbenchmarks, allowing for analysis of
microarchitecture-level details including CPU communications subsystem. Due
to their widespread use for software optimization and hidden hardware bottle-
necks identification, microbenchmarking has received significant attention in the
past. Benchmarking can be used to obtain detailed information about intra-CPU
interfaces including the throughput and latency needed to construct realistic
simulation models.

To implement microbenchmarking of the intra-CPU interfaces one could rely
on performance counters in the special regime, where the effects of background
applications are minimized. This regime implies the use of special OS loading
modes, when most of the background processes are deactivated, implement the
measurement tools and access the counters directly via the common API. Inter-
face microbenchmarking is useful when one is interested in traffic characteristic
of a certain synthetic load or performance characteristics of intra-CPU inter-
faces, e.g. latency or throughput. There are a number of benchmarks, X-Ray
[16], LMBench [17], and BenchIT [8]. Note that with some modifications they
can also be used in cycle-accurate CPU simulations.

Based on the modification of BenchIT we performed a set of tests using
the sequential memory access. Latency measurements were carried out by the
walkthrough over the linked list. Cache misses are achieved using access strides.
The counters were used to obtain information about the number of cache hits
to different levels. The effect of OS background processes has been removed by
implementing the test as a module for the GNU GRUB 2.0 bootloader. The
compiler effects have been mitigated by using embedded assembler to facilitate
the reading procedure procedures, while using C for input and output. In each
experiment, we achieved interaction with specific cache level only by adjusting
the access strides.
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Fig. 4. Measurements of throughput and latency of intra-CPU interfaces.

The values obtained in one hundred successive experiments are visualized in
Fig. 4 while the throughput and delay metrics are shown in Table 2. Note that
these characteristics represent throughput and latency up to a certain cache level
and thus include overhead related to search procedures. The obtained results
deviates from the claimed values by 25 %.

Table 2. Throughput and latency of intra-CPU interfaces

Metric L1 cache L2 cache L3 cache DRAM

Throughput, Gbps 9.33 3.25 1.63 0.37

Latency, ns 1.50 4.18 12.72 77.32

5 Traffic Modeling and Implications for GP-NoC

5.1 Identification of a Model

Contrarily to the network environment the closed nature of GP-CPU devel-
opment does not allow to completely rely on a single approach for identifying
intra-CPU traffic properties and formulating accurate traffic models. All consid-
ered approaches contributes to the overall understanding we can build upon to
come up with detailed description of traffic properties.

The microarchitecture-level analysis using publicly available documentation
provides the first step towards a traffic model. Fixing the set of algorithms and
architectural decisions helps to specify the tools needed at later stages. First, the
analysis of the functionality of a CPU and, particularly, of the cache coherence
protocol, allows to understand the effect of different subsystems and make deci-
sion about the level of detail for simulations models. The cycle-accurate system
level simulations, when performed correctly by taking into account all major
mechanisms implemented in modern GP-CPU, allows to understand the nature
of the traffic at different intra-CPU interfaces and many particular details per-
taining to its small-scale behavior. The absolute values of the traffic patterns
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obtained using this approach may, however, deviate from the reality due to sim-
ulation abstractions and undisclosed “know-hows” in algorithms’ implementa-
tions. These effects, are of secondary importance compared to major conclusions
pertaining to the small-scale traffic structure. Real measurements performed by
perf, Intel PCM or a similar tool available for other GP-CPUs, adds to the
understanding of exact values of the traffic volume at internal interfaces and
allows to tune the model obtained using simulations. The measurements are also
needed to determine the delays between different cache levels and parameterize
the simulations. Using the knowledge provided by all three approaches one can
come up with a detailed traffic model for modern GP-CPUs.

The knowledge of the system architecture and the cache coherence protocols
also allows to extend the traffic model to the case of more cores or even dif-
ferent internal communications subsystems including those to be used in future
GP-NoCs. The former can be done using extrapolation techniques. The latter
is much more difficult and may require extensive system level simulations as
measurements may not be feasible.

5.2 Implications for GP-NoC Research

The conducted investigation reveals that the traffic at internal interfaces of mod-
ern multi-core CPUs is stochastic. Moreover, the traffic process has a clearly
identifiable batch structure. There are two important factors contributing to
this effect. First, the structure of modern GP-CPUs and associated caching,
instruction prediction and execution algorithms is extremely complex with mul-
tiple mechanisms such as pipelining, replication and branch prediction causing
similar operands to be handled differently, depending on the context. The second
effect is attributed to the software being executed at a certain moment of time
manifesting itself in an a-priori unpredictable flow of instructions.

It is important to note that the intra-CPU traffic is not inherently random
but appears to be random for an external observer. In other words, fixing a
certain type of a CPU and the set of processes currently running, the evolution
of the traffic can be, in principle, obtained deterministically. However, similarly
to the network traffic, the dimension of the problem is extremely large and highly
sensible to small changes in the input data preventing from efficient deterministic
handling methods and forcing the stochastic view of intra-CPU traffic.

The results revealed by the reported study reflects the way how prospective
GP-NoCs has to be researched and developed. First, the specification of the NoC
communications infrastructure cannot be done without the detailed analysis of
the feasible cache coherence protocols and/or development of new protocols.
Even the best possible topology optimizing the delay of data transfer between
two arbitrary nodes in a core network may not be the best possible solution due to
the nature of the traffic flows, dictated by the needs of the computational process
and the cache coherence protocol. As experience accumulated in the networking
research tells us, the structure of the traffic may get more complicated when
GP-CPUs are extended to tens or hundreds of cores and more complex cache
coherence protocols will be used.
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6 Conclusions

We discussed traffic estimation methodologies for modern GP-CPUs and ana-
lyzed the implications of the revealed traffic properties for GP-NoC research.
Intra-CPU traffic modeling is a complex task as traffic volume and prop-
erties depend on system architecture, implementation and behavior of soft-
ware in runtime. The complexity of modern CPUs and the lack of detailed
microarchitecture-level documentation for consumer products adds to those
issues. Our main conclusions are that (i) the intra-CPU traffic nature in modern
GP-CPUs is random (ii) the traffic process at L2–L3 interfaces has more com-
plex structure than Poisson and has clearly identifiable batch behavior. These
two observations has to be taken into account when estimating performance of
intra-CPU communications subsystems for prospective NoCs.

The identification of the accurate traffic model for intra-CPU traffic requires
the use of all three considered approaches, microarchitecture-level analysis, field
measurements and cycle-accurate CPU simulations. Taking into account com-
plex structure of the traffic even in modern simple bus topology of the cache
subsystem, future investigation of the optimal intra-CPU communications, in
addition to the structure of the network itself, shall consider the effects of the
cache coherence protocols and instructions handling procedures.
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University and Vitaly Petrov from Tampere University of Technology for insightful
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Abstract. In this paper we compare the indoor positioning techniques of RToF
in nanoLOC and RSSI fingerprinting in WiFi networks experimentally and
highlight the impact of orientation during primary measurement acquisition for
increasing location accuracy in the case of NLOS and multipath signal propa-
gation conditions. Resulting accuracy estimates confirm known results and
reveal that radiomap construction with primary RSSI measurements in four
angular directions can improve positioning accuracy by 0.5 m in comparison
with traditional fingerprinting in deployed WiFi and location dedicated nano-
LOC networks.

Keywords: Wifi � NanoLOC � RSSI � Round-trip time of flight � Radiomap �
Positioning accuracy

1 Introduction

Accurate positioning of mobile user equipment and automated guided vehicles is an
important trend in next-generation mobile communications for delivering location
based services (LBS), such as tracking transport vehicles and even a strong demand in
such applications as emergency services. Traditional Global Navigation Satellite
Systems (GNSS) such as Global Positioning System (GPS) and GLObal NAvigation
Satellite System (GLONASS) provide rather accurate position estimates outdoor,
however for indoor environment this is not the case because of non-line of sight
(NLOS) conditions as a result of reduced satellite visibility and its weak signal inside
buildings.

Available solutions for indoor location include special wireless technologies such
as Redpin [1], Subpos [2] and NanoLOC [3] which are dedicated for positioning and
give accurate estimates, for example, NanoLOC networks use Symmetrical
Double-Sided Two Way Ranging (SDS-TWR) based on Round-trip Time of Flight
(RToF) and declares ranging accuracy up to 1 m [4]. However deploying dedicated
networks for location based services is not so economical as utilizing widely deployed
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existing WiFi networks. That’s why several approaches are proposed for positioning in
wireless local area networks based on WiFi [5] among which fingerprinting is con-
sidered to be most accurate.

Wireless networks employ several positioning techniques which can be classified
by the primary measurements: Received Signal Strength Indication (RSSI), Angle of
Arrival (AoA), Time of Arrival (TOA), Time Difference of Arrival (TDOA) [6].

These techniques have both drawbacks and benefits. TOA and TDOA have highest
accuracy however require precise synchronization of measurement units [7]. AoA
methods are not widely used due to complexity and cost of transceivers and antenna
modules [8]. RSSI are most attractive approach in existing WiFi networks since mobile
devices receive its primary signal strength measurements during standard operation [9].

The aim of this paper is to compare the indoor positioning techniques of RToF in
dedicated NanoLOC and RSSI fingerprinting in deployed WiFi networks experimen-
tally and highlight the impact of orientation during primary measurement acquisition
for increasing location accuracy in the case of NLOS and multipath conditions.

The material in the paper organized as follows. Indoor positioning techniques
experimentally implemented in WiFi and NanoLOC networks with algorithms, pro-
tocols and related works is presented in the second part. Experimental analysis
including scenarios, conditions, implementation features and obtained results are pre-
sented in the third part. Finally, we draw the conclusions in the fourth part.

2 Indoor Positioning Techniques

Indoor positioning techniques experimentally validated during investigation include
RSSI based weighted centroid and fingerprinting in WiFi and SDS-TWR based on
RToF in NanoLOC networks.

2.1 Weighted Centroid Algorithm

Weighted centroid [10] is an improved technique of classic centroid [9], where RSSI
measurements are used as weighting coefficients for range measurements rRSSIi,
collected by WiFi access points (AP) with predefined location as illustrated in Fig. 1.

To improve accuracy of location estimation primary RSSI measurements are
transformed to mW using the following expression:

RSSIPn = (P � 10RSSIn
20 Þg; ð1Þ

where P = 1 mW, n = 1…N, N - number of AP and g is a static degree to determine
reasonable difference between lower and higher RSSI measurements; the higher g, the
less is the impact of weak signals on positioning results. Such arrangement by received
signal power helps to improve accuracy of location estimation, so that lower values
give less influence. Optimal selection of g depends on area configuration and amount of
AP [11]. Resulting formula for location estimation using weighted centroid:
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Pos(xest;yestÞ¼ ð
XN

n¼1

Wnxn;
XN

n¼1

WnynÞ; ð2Þ

where xest and yest – estimated position coordinates, xn and yn, - RSSI measurements
from AP, Wn weighting coefficient:

Wn¼ RSSIPn
PN

n¼1
RSSIPn

: ð3Þ

2.2 Fingerprinting Method

Fingerprinting method is based on measuring the RSSI from all accessible AP in a
certain number of points, called “reference” which results in database called “ra-
diomap” [12]. Radiomap contains RSSI measurements at the indicated reference point
(RP). The location of the target object is calculated based on comparing the current
RSSI measurements of target object with the data stored in radiomap. The algorithm for
calculating the location of the target object consists of two phases: the offline acqui-
sition and the online positioning [13].

Offline phase is the training phase. A location fingerprint database must be con-
structed. Algorithm is the following: first, we divide the targeted positioning area into
grids, usually the grid is 1 m*1 m; the coordinate of each grid is regarded as RP. Then,
at each RP RSSI is collected. Each RP corresponds to a vector R. Typical R = (r1, r2,
…, rN) consists of RSSI values from N APs.

It is a known fact [12] that orientation could improve precision of radiomap con-
struction, that’s why let’s define RSSImn in four angular directions, where m - index of
reference point, m = 1…M. The resulting radiomap database is presented in Table 1.

Fig. 1. Weighted centroid algorithm for WiFi networks
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Online phase is the location determination phase. The basic idea is to determine the
measure of similarity of current vector measurement with each of the values existing in
radiomap. In this phase, target object observes a sample RSSI vector S (RSSI1, RSSI2,
…, RSSIN), which is then to be matched in database. The location with best match of
RSSI in radiomap database should be the estimated location.

To find best match of RSSI Holder’s [13] condition can be used:

xp
�� �� ¼

X
xij jp

� �1=p
; ð4Þ

where p� 1 and is generally natural value.
Another conditions which could be used include Manhattan distance (p = 1) and

Euclidean distance (p = 2).
Typical algorithms based on the above mentioned conditions include nearest

neighbor in signal space algorithm (NN) [14] and K-nearest neighbor algorithm
(KNN) [15].

NN - is the main and easiest algorithm to determine the location. The idea is to
compute the Euclidean distance (ED) between vector S from user and the recorded
vector R = (RSSI1, RSSI2,…, RSSIM) in database, using formula:

ED ¼ min dis S,Rð Þ; dis S,Rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

n¼1

ðRSSIN � RSSIMÞ2
vuut : ð5Þ

The smallest Euclidean distance between R and S mean the smallest distance
between user current position and reference point recorded in database.

In general, fingerprinting method operates according to the diagram in the Fig. 2,
which includes two phases: (A) offline and (B) online. Offline phase consists of col-
lecting primary RSSI measurements (1) and creating database and forming radiomap

Table 1. Radiomap database

№ RP Access point 1 Access point 2 … Access point N

1 RSSI11-0°
RSSI11-90 ׄ°
RSSI11-180°
RSSI11-270°

RSSI12-0°
RSSI12-90 ׄ°
RSSI12-180°
RSSI12-270°

… RSSI1N-0°
RSSI1N-90ׄ°
RSSI1N-180°
RSSI1N-270

2 RSSI21-0°
RSSI21-90 ׄ°
RSSI21-180°
RSSI21-270°

RSSI22-0°
RSSI22-90 ׄ°
RSSI22-180°
RSSI22-270°

… RSSI2N-0°
RSSI2N-90ׄ°
RSSI2N-180°
RSSI2N-270

… … … … …

M RSSIM1-0°

RSSIM1-90 ׄ°

RSSIM1-180°

RSSIM1-270°

RSSIM2-0°

RSSIM2-90 ׄ°

RSSIM2-180°

RSSIM2-270°

… RSSIMN-0°

RSSIMN-90ׄ°

RSSIMN-180°

RSSIMN-270
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for algorithm processing (2,3). Online phase includes gathering RSSI measurements by
user equipment (4) and then processing it by algorithm (5) to estimate location.

One of the main disadvantages of fingerprinting technique is radiomap data con-
struction, support and relevance especially if the number of RP is large. For example, if
the surrounding space has changed due to furniture location or AP were
added/removed, radiomap database need to be actualized which is rather difficult and
time consuming.

2.3 NanoLOC Technology

NanoLOC technology employs SDS-TWR based on RToF and measures a ranging
signal sent by an anchor (measurement unit) and an acknowledgement sent back from
the tag (target object) which allows to cancel out the requirements for clock syn-
chronization and eliminate the effect of clock drift/offset of ranging measurements
taken by both the tag and the anchor and results in a reasonably accurate measurement
even in the most challenging of environments like NLOS [3].

During the SDS-TWR measurements a signal propagates from one node to a
second node and back to the original node (Round Tripping - or Two Way Ranging).
The double time a signal propagates from node 1 (Tag) to node 2 (Anchor) is measured
by node 1. This can be done by following methodology. First, node 1 (tag) requests
ranging and sends a Data packet to node 2 (Anchor) which automatically returns an
Ack packet. Then, node 1 generates T1 using the time when the Data packet was sent
and the time when the Ack packet was received. This value T1 is stored in memory on
node 1 and used along with known value of the signal propagation speed to calculate
the distance between two devices. Finally, T2 is the measured value of processing a
Data packet received from node 1. This value T2 is stored in memory on node 2.

Fig. 2. Fingerprinting algorithm for WiFi networks
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To obtain second measurement the entire process is repeated symmetrically from
node 2 to the node 1 and the second set of time values (T3 and T4) is obtained
accordingly.

All four time values are needed to calculate the distance were found. However, two
values, T1 and T4, are on node 1 while another two values, T2 and T3, are on node 2.
These four values need to be collected on one station as a set of pramary ranging values
to be used to calculate the distance. For this purposes node 2 provides ranging results
(T2 and T3) to node 1. Complete SDS-TWR procedure [16] is shown in Fig. 3.

With all four time values available, the distance (r) between Node 1 and Node 2 can
be generated using the following formula:

r ¼ ðT1� T2Þþ ðT3� T4Þ
4

; ð6Þ

where (T1-T2) – first measurement; T1 - propagation delay time of a round trip
between node 1 and node 2; T2 – processing delay in node 2; (T3-T4) – second
measurement; T3 - propagation delay time of a round trip between node 2 and node 1;
T4 – processing delay in node 1.

The nanoLOC localization system consists of three main devices: anchor, tag, base
station. Anchors are used as reference points with predefined coordinates. A mobile tag
determines its location by estimate distance between itself and each of the reference
points. The measurement result is transmitted to the base station. The tag position can
be calculated by trilateration. Base station is responsible for initializing and configuring
the nanoLOC network and for sending start and stop ranging commands. After sending
ranging request it receives back raw ranging data (measured distances) and then passes
this data on to the PC with following processing in nanoLOC location GUI software.

During initialization, the nanoLOC location software sends a request to the base
station to start searching for all alive tags. When a tag is found (but not located), then
the MAC address of this tag is added to the list of “alive” tags. The MAC address of

Fig. 3. Symmetrical double-sided two way ranging
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anchors is set in location software manually and is sended to tags before ranging starts.
After initialization, location software transmits ranging start command to all alive tags
via the base station. Tag estimates the distance to all of the anchors and sends mea-
surement results to the base station, which transmits them to the location software to
calculate and display tag coordinates.

3 Experimental Analysis

In this section we describe experimental analysis including scenarios, conditions,
implementation features and obtained results. Experiment was conducted in St.
Petersburg State University of Telecommunications in the classroom of size
7,9 × 8,2 m with six WiFi APs and four nanoLOC anchors. Primary RSSI measure-
ments were collected by laptop with software package WirelessMon [17].

Positioning accuracy was evaluated in terms of Root Mean Square Error (RMSE)
position estimate in meters with respect to true position in Cartesian coordinates:

D ¼ 1
P

XP

p¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxest - xaÞ2 + (yest - yaÞ2

q !

; ð7Þ

where P – number of measurements for one estimated location, xa and ya – actual
position coordinates. To evaluate and compare the performance of indoor positioning
techniques in WiFi and NanoLOC networks through primary measurements gathering,
processing and visualization we developed Matlab [18] software.

3.1 WiFi Positioning

To evaluate weighted centroid and fingerprinting techniques in WiFi networks we
arranged twenty-eight RPs according to Fig. 4.

Classical Nearest Neighbor (NN-1) algorithm selects one value from the radiomap,
closest relative to the current RSSI measurement. NN with four angular directions
(NN-4) algorithm selects several values from the radiomap closest to the current RSSI
measurement with respect to its orientation and takes its average. Visualization of
actual and estimated locations for weighted centroid and fingerprint positioning in WiFi
networks during one measurement trial is illustrated in Figs. 5 and 6.

Results of ten measurement trials for weighted centroid and fingerprint positioning
in WiFi networks are illustrated in Table 2.

From Table 2 we can conclude that weighted centroid gives poor accuracy in small
indoor area while it could be better in bigger distances [9]. Nearest Neighbor is more
accurate: average RMSE Δ = 2,63 m for NN-1 and Δ = 2,12 m for NN-4.

To evaluate SDS-TWR in nanoLOC networks we arranged four anchors according
to Fig. 7.

Visualization of actual and estimated locations for SDS-TWR positioning in
nanoLOC networks during one measurement trial is illustrated in Fig. 5 and 6.
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Fig. 4. WiFi APs and RPs arrangement for radiomap construction

Fig. 5. Weighted centroid positioning results in WiFi network
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Results of ten measurement trials for SDS-TWR positioning in nanoLOC networks
are illustrated in Table 3 (Fig. 8).

From Table 3 we can conclude that SDS-TWR gives average RMSE Δ = 2,63 m
which is greater than declared ranging accuracy up to 1 m and is caused by NLOS in
some points.

Fig. 6. Fingerprint positioning results in WiFi network

Table 2. Weighted centroid and fingerprint positioning results in WiFi networks

Actual
coordinates

Weighted centroid
RMSE

Nearest neighbor
(NN-1) RMSE

Nearest neighbor
(NN-4) RMSE

xa ya Δ, m Δ, m Δ, m

0,85 4,6 19,90 0,5 0,35
1,35 0,85 22,35 0,90 1,42
1,35 5,85 18,69 2,80 1,85
1,85 0,6 22,25 5,60 2,73
1,85 2,6 20,68 3,55 2,66
1,85 4,6 19,20 1,50 1,88
3,35 6,1 17,07 2,70 1,82
4,35 3,6 18,35 1,41 1,62
5,7 3,1 18,00 2,66 2,21
6 0,9 19,77 4,70 4,66
Average Δ 19,63 2,63 2,12
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4 Conclusion

In this paper we evaluated
the positioning accuracy of
RToF location in nanoLOC
and RSSI fingerprinting
location in WiFi networks
experimentally and
received RMSE
Δ = 2,63 m for SDS-TWR,
Δ = 2,12 m for NN with
four angular directions
(NN-4) and Δ = 2,63 m for
NN-1. Performed experi-
ment confirm known results
and reveal that radiomap
construction with primary
RSSI measurements in four
angular directions can

Fig. 7. NanoLOC configuration

Table 3. SDS-TWR positioning results in nanoLOC networks

Actual coordinates NanoLoc RMSE
xa ya Δ, m

0,85 4,6 3,58
1,35 0,85 5,52
1,35 5,85 0,69
1,85 0,6 2,01
1,85 2,6 1,76
1,85 4,6 1,77
3,35 6,1 1,01
4,35 3,6 0,84
5,7 3,1 0,55
6 0,9 3,06
Average Δ 2,63
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improve positioning accuracy by 0.5 m in comparison with traditional fingerprinting in
deployed WiFi and location dedicated nanoLOC networks in the case of NLOS and
multipath signal propagation conditions.
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Abstract. The primary aim of Intelligent Transportation Systems (ITS)
is to increase road safety as well as traffic efficiency. In order to meet
strict and varying with ITS applications requirements, we propose using
a combination of cellular, short range and Ultra High Frequency (UHF)
communication technologies. Our approach was inspired by Communi-
cation access for Land Mobile (CALM). In this paper, we introduce,
describe and discuss a distributed heterogeneous pilot ITS network. The
technologies in focus are UHF communications for high reliability and
robustness, Dedicated Short Range Communications (DSRC) for direct
vehicular communications, WiMAX and LTE for broadband services. We
describe the services that were chosen and how they map to the technolo-
gies. The characteristics of the technologies are translated into frequency-
territorial planning, which derives the number of base stations and their
locations. Finally, we show how the capabilities of the pilot network are
demonstrated. This pilot network is a first step towards investigation of
heterogeneous ITS in real urban communication surroundings.

1 Introduction

Modern public transport can already be equipped with on-board devices to imple-
ment a number of applications: route monitoring, fare collection, video surveil-
lance of interior and road conditions, emergency alarm transmission [1]. Data
transmission from these applications can be realized by the means of different com-
munication technologies, e.g., Dedicated Short Range Communications (DSRC).
When a vehicle is connected to a network through one or more communication
technologies it becomes a part of Intelligent Transport Systems (ITS) [2].

Conceptually, ITS are not bound to vehicular communications [3]. However,
in this paper, we refer to ITS in terms of connected road transport. The main
purpose of ITS is to enhance traffic safety through information exchange between
vehicles (vehicle-to-vehicle, V2V) as well as between vehicles and infrastructure
(vehicle-to-infrastructure, V2I) [1]. The next important ITS application is traffic
efficiency, e.g., reducing traffic jams due to vehicular traffic flow control or tolling
c© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 479–491, 2016.
DOI: 10.1007/978-3-319-46301-8 40
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over the air. Finally, vehicular communications may be utilized for infotainment.
For example, infotainment services could be music streaming, online gaming and
contextual information. All three ITS applications have in common that they
require ubiquitous network connectivity in a moving vehicle.

Except for ubiquitous connectivity requirement, safety, traffic efficiency and
infotainment have intrinsically contradicting requirements to enabling communi-
cations technology [1]. For the safety applications, the most important parame-
ters are reliability, robustness and low delay. The requirements in terms of avail-
able transmission rates are low. Entertainment, however, requires high transmis-
sion rates, but is more tolerant to delay and packet loss. This is why choosing a
single communication technology is a challenging (when not an impossible) task.

Currently, European Telecommunications Standards Institute (ETSI) sees
Dedicated Short Range Communications (DSRC), or 802.11p, as a primary com-
munication technology for ITS implementation [2]. There is a number of pilot
studies solely dedicated to DSRC for ITS investigation, e.g., Connected Vehicle
Safety Pilot in the USA [4], Cooperative Intelligent Transport system Initiative
(CITI) Project in Australia [5], or a research project by Araniti et al. [6]. Despite
research interest and its maturity, DSRC is not widespread due to unbounded
delays and non-deterministic Quality of Service (QoS) [7]. Furthermore, in order
to achieve a proper performance, a large fleet of cars is required to be equipped
with an extra and rather expensive DSRC modem. At the same time, cellular
modems are either already inbuilt in most vehicles, or are widely available and
inexpensive. Moreover, the cellular infrastructure is either already in place with
almost ubiquitous coverage. Park et al. in [7] propose starting the distribution of
vehicular safety systems with a special smartphone application. The advantages
of such an approach are as following: no significant investments into commu-
nication architecture and independency from a car manufacturer. However, a
smartphone-based solution would share the communication resources with the
rest of the network users, setting in question the overall performance. Moreover,
the phone can be stolen, lost or simply left somewhere. Generally, there are
a number of projects that study specific technologies and an influence of ITS
realization on different aspects of city life, e.g., CO2 emission. More details on
European ITS projects can be found in [8]. This paper does not aim at exhaustive
description of all the ITS projects.

Despite considerable amount of research on ITS, to the best knowledge of the
authors, this is a first implemented heterogeneous ITS pilot network with the
following communication technologies: Ultra High Frequency (UHF) communica-
tions of standard Citran [9]; Dedicated Short Range Communications (DSRC)
[10]; Worldwide Interoperability for Microwave Access (WiMAX) [11,12] and
Long-Term Evolution (LTE) [13].

The goal of this paper is to present a real-life implemented and demon-
strated pilot network, so that it could serve as a descriptive basis for further
research work. Future research work includes verifications, measurements, and
experiments that are to be based on the pilot network. The description here
concentrates on the heterogeneous pilot network architecture and its realization.
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The manuscript is organized as following. First, the main services and
prospective technologies are determined and described in Subsect. 2.1. Second,
the Frequency-Territorial Planning (FTP) was carried out and presented in Sub-
sect. 2.2. Here, FTP determines how many Base Stations (BSs) are needed for
the ubiquitous coverage, where to place them and which frequencies to assign.
Section 2 is concluded with the resulting logical architecture of the pilot network
and its measurement capabilities. Then, in Sect. 3, three pilot network demon-
stration scenarios are described. The last section concludes this work.

2 Pilot Public ITS Access Network

Pilot networks allow not only testing of communication technologies, but devel-
opment and test of the network roll-out process. This is especially important
for such large-scale projects as a dedicated city-wide access network for ITS
implementation [14]. With this motivation Saint-Petersburg National Research
University of Information Technologies, Mechanics and Optics with support of
the Transport Committee of St. Petersburg, Russian Federation formed a work-
ing group to build a heterogeneous pilot network for ITS. The project started
with the technology choice, included pre-project investigations, e.g. [15], and
network planning, as well as construction, commissioning and demonstration.

This section describes our approach to the pilot network realization in the
logical sequence of project work. First, in Subsect. 2.1 we describe the services
and technologies. It is a first step as the set of services forms the set of possible
realization technologies and in the end the entire architecture. Second, in Sub-
sect. 2.2 we present the methodology of Frequency-Territorial Planning (FTP)
as it determines not only the number of Base Stations (BSs), but also the cost of
network implementation [9]. Finally, Subsect. 2.3 presents resulting pilot network
logical architecture in the current state.

2.1 Services and Technologies

A clear set of services must be chosen in order to choose properly the technologies
during the phase of a (pilot) network planning. Depending on the country, the
road situation and level of technological development, the set of services and,
thus, technologies could vary greatly. In our pilot network we focus on the services
that are relevant for St. Petersburg:

1. Safety:
– Dispatching communication with the driver;
– Real-time video surveillance of interior and traffic situation, face recogni-

tion, event triggered monitoring;
– Control of priority lanes, safety control, intruder detection;
– Emergency communications and alarms;
– Public emergency alerts.

2. Traffic efficiency:
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– Transport traffic monitoring, route control, verifying that public transport
traffic complies with its regulations and timetables;

– Automated traffic management, real-time travel and passenger traffic
monitoring;

– Information boards at bus stops.
3. Commercial applications (infotainment in public transport):

– Wi-Fi in the cabin and on stations, contextual advertising.

For the pilot network, the following technologies were selected according to
the corresponding services: UHF communications of standard “Citran” (later
referred to as “UHF”) [9], DSRC [10], WiMAX [11] and LTE [13]. As the com-
munication equipment is not designed to the last letter of standard specifications,
we refer to the specific equipment manufacturers.

UHF was chosen for implementation of emergency and voice communications,
navigation, periodical transmission of telematics information as vehicle location
position or speed. UHF is considered as an alternative to General Packet Radio
Service (GPRS) and a back-up network due to its high robustness and reliability.
The drawback of UHF is low communication rates (range of kbps), so the range
of services to be implemented with it is limited. The equipment utilized for the
pilot network was purchased from “Communication Technology”.

DSRC provides only meshed V2V communications for the pilot network. The
main purpose of DSRC use is ensuring a minimal delay for the safety services. It
was not chosen for V2I services as [9] showed prohibitive costs. The equipment
manufacturuours for this network is from MikroTik, Latvia.

WiMAX and LTE support high-speed services such as video streaming, real-
time and other infotainment. WiMAX equipment was purchased from Alvarion,
Israel. LTE module is a standard Mobile Network Operator (MNO) modem.

Table 1 shows the main parameters of the equipment utilized in the pilot zone.
Note, that the access to the LTE network was provided by one of the MNO, and
the network was viewed as a black box. Therefore, it was not possible to influence
the network. All the other networks were dedicated.

2.2 Frequency-Territorial Planning

One of the core access network design problems is Frequency-Territorial Planning
(FTP). FTP defines access network structure, locations of BSs sites, antenna
types, height and orientation. FTP aims to provide required coverage area with
predetermined communication quality. Moreover, during FTP a frequency allo-
cation plan for BSs is developed and Electro-Magnetic Compatibility (EMC) of
the network under design with existing networks is investigated.

FTP for our case study was performed in an operator-like way: using profes-
sional software package and appropriate input planning parameters. The utilized
software package is ICS Telecom from ATDI, France. Usage of a specialized pro-
gram instead of manual planning provides the following benefits: reliable, repeat-
able results and automation of the process. The main task here is to gather the
correct input parameters and then interpret the results from the program.
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Table 1. Equipment parameters used in the pilot network

- Working frequencies, MHz Channel width Multiple access Duplex

UHF 385–388, 442–450 25 kHz TDMA FDD

WiMAX 3400–3600 5, 7, 10 MHz OFDMA TDD

LTE 2600 20MHz OFDMA TDD

DSRC 5855–5925 10MHz CSMA/CA TDD

The wave propagation model that was used for calculations was 525/526
ICS Designer-a, inbuilt in the software and based on ITU-R recommendations
[16,17]. Technical parameters of the equipment were taken from equipment doc-
umentation. The height of the hanger was taken based on the average height
of the buildings, where the equipment could be installed. For UHF, WiMAX
and LTE it was 56 m, e.g., top of a building, and for DSRC it was the average
height of a traffic light pole −7m. These parameters are an input to the actual
planning.

The outcome of planning process (calculated by the program) is presented
in Fig. 1. Here, the main performance parameter is Received Signal Strength
Indication (RSSI) as it defines the resulting coverage (together with receiver
sensitivity). Figure 1(a–c) show the RSSI for various technologies: UHF, WiMAX

Fig. 1. Examples of frequency-territorial planning calculation results.
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and DSRC respectively. Figure 1(d) shows a color palette that reflects which
RSSI corresponds to which color, using two units: dBuV/m and dBm.

Figure 1(a) shows the resulting range of a single UHF BS. It can be seen that
UHF allows a sustainable uniform coverage with a radius up to 6 km. However, a
rather strong signal can reach areas far away from the required coverage area. In
this case, if the BSs are not divided in frequency, it may cause severe interference
between them, degrading the performance of the entire network. So, in order to
cover the area of St. Petersburg without suburbs (about 600 km2) only nine UHF
BSs are required. These BS shall have four sectors with two nominal frequencies
per sector.

Figure 1(b) illustrates the result of FTP for WiMAX. The figure shows that
WiMAX functions well in tunnels of streets, which is beneficial for urban ITS
implementation. FTP results show that WiMAX allows reliable communications
with mobile units (vehicles) with a radius of two km. For covering the area of St.
Petersburg 70 BSs are needed. Detailed investigations on what the number of
BSs means for the cost of the network are presented in [9]. In the pilot network,
LTE has not been deployed yet, rather taken as a “black box” from an MNO.
Thus we do not consider LTE in this papers analysis even though the FTP for
it was carried out.

For DSRC with the FTP resulted in not less than 1500 Road Side Units
(RSUs) for St. Petersburg. This is due to the line-of-sight requirements.
Figure 1(c) shows how densely these RSUs must be located to provide a full
DSRC coverage for a road segment. For FTP calculations, omnidirectional anten-
nas were assumed. By using directional antennas and other modifications, the
communications range can be increased. However, generally any modifications
lead to an increase in the equipment costs. Thus, these modifications are out of
the scope of the paper. We considered only the off-the-shelf equipment.

Here, it shall be noted that FTP was carried out for the entire area of St.
Petersburg (600 km2). Based on the FTP results, a techno-economic analysis [9]
was conducted. It was shown that the overall cost of the access network strongly
depends on country-specific factors and cannot be generalized. For example, for
St. Petersburg’s case study it turned out that a DSRC-based dedicated access
network is more expensive than a dedicated LTE-based. The dominating costs
were country specific certification payments. These payments are based on the
country’s regulatory framework that is most of the time neglected in research,
but is very important in real life projects. In another regulative study [15] it was
shown that the shortcomings of the Russian regulatory framework may severely
limit commercial ITS implementation, when based on DSRC. In short, at the
moment DSRC equipment cannot be legally utilized in Russia. These studies
were conducted prior to the building of the pilot network and allowed to eliminate
some of the considered technologies. The pilot network is, of course, much smaller
than the entire St. Petersburg and its exact architecture is introduced in the next
subsection.
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2.3 Pilot Network Architecture

Geographically, the pilot network consists of three road segments with a total
length of about 5 km, shown on a map in Fig. 2. This geographical area is covered
by an MNO LTE network, and is partly covered by WiMAX pilot network. The
transport network provides 70 Mbps dedicated link with round trip delay of
10 ms from an MNO “RadioNet”. The location of the closest WiMAX BS is also
shown in Fig. 3, where the green lines show the directions of the two BS sectors.
In the areas that are outside the WiMAX coverage, it is possible to test direct
vehicular communications with DSRC. The pilot network includes three buses
(as users) that were enhanced with communication equipment [9]. The scheme
of the pilot network and the equipment inside the buses are shown in Fig. 3.

The logical elements in Fig. 3 follow a color map. Green indicates that an
element can communicate through public cellular network (LTE). Blue indicates
that the communications are executed through WiMAX, and purple shows the
run through two or more networks. Mesh here shows direct V2V communication
without any additional infrastructure.

Fig. 2. Geographical map: bus routes and position of the WiMAX BS. (Color figure
online)
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Fig. 3. Logical scheme of the pilot network: equipment inside the buses and at the
sites.

Fig. 4. Transceiver scheme with measurement equipment.
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In our pilot network the LTE network is publicly available as well. Thus, the
network itself is depicted as a black box, as the MNO provided only the access to
the network. By this means, all the network settings and configuration remained
solely under MNO control and were not disclosed. In this case the network
serves not only the buses, but also regular users. Virtual Private Network (VPN)
was used to isolate our traffic from the regular users. Section 3 presents already
demonstrated scenarios based on this logical scheme.

The UHF is not yet a part of the deployed network and thus it is not presented
in the logical scheme. UHF was shown to be a cheap technology that, due to
high robustness, can be a good back-up dedicated network [9]. UHF equipment
is already purchased and is planned to be deployed.

Apart from the equipment under investigation, the metrological one was also
included. Figure 4 depicts the measurement scheme. This scheme is the same for
buses and BSs. All the measurements equipment could be easily transported due
to compact size. The central measurement node is a tester-analyzer “BERcut-
ET”. It allows assessing actual network coverage and measuring the following
parameters: Transmission rate, Number of errors, Bit Error Rate (BER), Delay
and Jitter, etc. GPS/GLONASS receiver allows accurate positioning for the
moving vehicles (buses). Calibrated receiver is needed to measure the signal
strength (RSSI and Signal to Noise and Interference Ratio, SNIR) at the maim
transceiver’s input/output. The signal is supplied through a directional cou-
pler. These functionalities make our pilot network a powerful tool for technology
assessment.

3 Demonstration Scenarios

Three demonstration scenarios were used to verify pilot network operation and
to demonstrate its capabilities. These scenarios represent the services that are
already available and show them over different technologies. The buses were mov-
ing along the route depicted in Fig. 2 with the allowed speed. All three scenarios
include video transmission. Video is an important part of safety applications,
e.g., video surveillance [18], and infotainment, e.g., video streaming [1]. In the
future we plan to expand the list of implemented scenarios to cover a greater
number of services and options.

3.1 Scenario I: WiMAX vs. LTE for Video Transmission in V2I

In the first scenario, two video streams are transmitted from three buses over a
dedicated WiMAX access network. For comparison, we utilize transmission over
a public LTE network. Figure 5 shows a logical diagram of this scenario. Three
buses are equipped with two mounted surveillance cameras and WiMAX and
LTE modems. The buses are connected in parallel to the respective networks.
Video is transmitted to the Control and Monitoring Center (CaMC). The uplink
video streams had the following parameters: H.264 and 512 kbps per stream.
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After the implementation of the scenario the following answers were obtained.
The use of existing networks is possible. In this case for video streaming can be
used only 3G or 4G networks. The main conditions for using these networks are
the complete coverage of selected area and a low load by the network customers.
If the conditions are not satisfied, the existing network cannot meet the require-
ments of the selected services. The use of dedicated communication network
allows to get the following technical and economic benefits: provide the required
QoS for all selected services, make a flexible change of network parameters when
adding new or deleting existing services.

Fig. 5. Network configuration for demonstration Scenarios I and II.

3.2 Scenario II: LTE and WiMAX Multiservice Transmission
in V2I

The second scenario aims at evaluating the quantitative and qualitative net-
work performance characteristics for multiservice transmission, i.e., simultaneous
transmission of voice, video and data under different priorities and over different
networks.

During the demo, the downlink data rate (for TCP and UDP) was 2–5 Mbps
from the CaMC/Internet to each bus. The rest of the services were transmitted
in both directions. Voice was transmitted with a high priority (simulating an
emergency call) at 8 kbps (codec G.729) or at 64 kbps (codec G.711), a single
voice stream per bus. Video stream characteristics were the same as in the first
scenario.

As in the first scenario, two video streams were transmitted simultaneously
over LTE and WiMAX networks from each bus to CaMC, see Fig. 5. Here, only
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Fig. 6. Network configuration for demonstration Scenario III.

the set of services was changed in comparison to the first scenario. After the
implementation of the scenario the following answers were obtained. Differences
in the implementation of multi-service between existing networks and dedicated
networks begin to appear as the utilization of existing networks by their sub-
scribers was growing. Existing and dedicated communications network show sim-
ilar response to changes in the composition of multi-services. Increasing demands
from the services leads to higher degrees of network resources utilization. When
approaching the degree of utilization to one flow control mechanisms provided
in both networks, produce the same results.

3.3 Scenario III: Video Transmission over DSRC in V2V

In the third scenario three buses communicate in V2V fashion, i.e., directly.
DSRC equipment forms an infrastructureless mesh-network to demonstrate and
investigate video transmission over DSRC, see Fig. 2. The receiving bus further
transmits video to the CaMC over cellular network, as it was demonstrated for
CaMC.

Figure 6(a) shows the direct transfer scenario: two video streams from Bus 2
were sent directly over DSRC to Bus 1 which sends the data further over WiMAX
network to the CaMC. Figure 6(b) represents transmission with an intermediate
relay (DSRC-capable vehicle) in between: receiver and transmitter on the data
link layer of OSI model “do not see” the relay and “think” transmission being
direct.

The following answers were obtained after the implementation of the scenario.
A transmission of video streams from one vehicle to another, either directly or
by multi-hop, is possible. At the same time, depending on the relative position
of the vehicles the number of video streams and their parameters are varying
a lot. The closer the vehicles to one another, the more video streams may be
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transmitted between them. By applying the DSRC it is possible to reduce the
number of communication devices to be placed on each vehicle which are required
for connection to an existing networks or to a dedicated network. Depending on
the relative position of the vehicles the number of communication devices may
be reduced up to 10 times, i.e., the closer the vehicles are to each other, the
smaller the number of required communication devices is.

4 Conclusions

In this paper, we present a heterogeneous pilot network for an urban Intel-
ligent Transportation System. First, we discussed its design and implementa-
tion approaches, and then we have show the resulting architecture. Finally, we
described the demonstration scenarios. This paper shall be considered as an
explanatory basis for the future results obtained through the utilization of the
pilot network. Through the deployment of the pilot network the following goals
have been already achieved:

– Techno-economic evaluation of UHF, Wi-Fi, DSRC and LTE (and WiMAX)
for roll-out of a dedicated ITS access network [9]. It was shown that the
network cost strongly depends on the country (city) specific parameters and
cannot be generalized.

– Network planning and demonstration scenarios are formalized in the current
paper. It is shown, what is our approach, which steps are the most important
and the first demonstration scenarios.

In the future work, we plan to move from network planning and demon-
stration towards technology assessment. First, the pilot network is planned to
be enhanced with UHF equipment. Then, more scenarios are planned to be
deployed. Finally, future work includes measurements and theory verifications
on both individual technologies and on the heterogeneous system.
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Abstract. The main topic of the researches is VANET (Vehicle Ad-hoc Net-
work). VANET is a peer-to-peer network based on IEEE 802.11p standards and
group standards IEEE 1609 Wireless Access in Vehicular Environments
(WAVE). Another current line of research is the UAVs. In 2015, the scientific
works, oriented to research of a possibility of UAVs use for the VANET net-
works, began to appear. The scientific works present issues concerning con-
nection of separately located network nodes by means of UAVs.
In this paper, we suggest evaluation of the possibility of creating flying

VANET nodes. We will consider the model of the communication network of
several isolated vehicles’ segments using UAVs. We will carry out the mod-
elling and calculations in order to determine the maximum number of segments
that can service the node based on UAVs for several types of call flows and
describe circuit of preparation and statistical data production in the context of
real network segment.

Keywords: WAVE � DSRC � IEEE 802.11p � IEEE 1609 � VANET � UAV

1 Introduction

VANET [1] is gradually becoming more recognized and interesting topic of research.
Many countries have accepted radio-frequency agreements that permit use of working
range 5.85–5.925 GHz for DSRC [2] applications. The IEEE organization has also
established a working group IEEE 1609 [3], which develops family standards for
WAVE and IEEE 802.11p [4] and defines network architecture, set of services and
interfaces, collectively, designed to create a wide range of solutions, including
improving safety of road traffic, navigation, automated movement of vehicles one after
another. The node is a vehicle in this network, which exchanges data with other
vehicles through wireless radio. The nodes of such network are equal in rank. But if we
check the architecture, there are two main types of connections V2V (Vehicle to
Vehicle) and V2I (Vehicle to Infrastructure) [5, 6, 23], and initially there are no any
connections with flying nodes, but many authors of researches use fly nodes based on
copters for improve connectivity [7–9].

Another, slightly similar class networks are Flying Ubiquitous Sensor Networks,
which were designed for applications of monitoring and data collection and manage-
ment, creation of temporary communication nodes using UAVs. Having set of
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programs and algorithms on the board, UAVs is able with high effectivity to serve
terrestrial nodes, to exchange information with each other, to coordinate its actions in
the air, ensuring a high coverage of radio accessibility unlike terrestrial wireless net-
works [10, 11]. The objective compound of disparate groups of vehicles can be
addressed both by a single UAV, and by a swarm of UAVs [12].

All these opportunities are one of the ways to improve connectivity and VANET
network efficiency. If we combine the analyzed types of networks, we can create a new
network node that combines the capacities of these networks. It is expected that the use
of UAVs will improve the distance, connectivity, routing [13] of the discrete segments
of the network, unable to join the network directly with each other because of the
conditions. General representation of the network, considered in the article, is shown in
Fig. 1.

Concept network was tested on the test bed [14] on the model network [15] of lab
of Internet of Things. We will solve this problem with the help of submission of the
UAV in the form of queuing system. Such method of the decision is applied in other
papers [16] where submission of the UAV in the form of queuing system is required.

2 The Network Model

The considered network model is presented in Figs. 2 and 3, consists of Gn groups of
vehicles, UAV, which is static and at some point on h height. For example, on Figs. 2
and 3 we used three car groups. Vehicle groups interact with UAV via radio channel.
R-value describes the radius of the possible interaction between UAV and nodes, which
depends on the height h of UAV flight. This model does not take into account the
terrain and weather conditions.

As the model uses the resources of many available transportation vehicles, con-
nected in a single data transmission network via UAV, it is a queue system, shown
schematically in Fig. 2.

Fig. 1. Idea concept
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Operational efficiency of the node based on UAV, as serving node in this system,
depends on the arrival intensity λ of the service requests (information packets) and
service rate µ of requests (getting possibilities of data transmission).

If we assume that a simple flow is transferred to input of queue system with a
random service time, having exponential distribution, it means that time of data
delivery is found by formula [17]:

T ¼
1
l

1� k
l

ð1Þ

Where T – average delivery time, l – service rate of requests, k – arrival intensity of
requests. The average delivery time is:

T ¼ W þ tcp ð2Þ

Where W –queue time,
tcp- Average service time, which is defined as:

tcp ¼ 1
l

ð3Þ

In order to show the arrival intensity of requests λ, it is necessary to simplify the
formula:

1
T
¼

1� k
l

1
l

ð4Þ

k ¼ l� 1
T

ð5Þ

The probability of requests’ receipt from each group of vehicles within the service
radius in relation to QS is calculated by the formula of Poisson distribution:

Fig. 2. Network model Fig. 3. Queue model
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Pm tð Þ ¼ kS tð Þð Þm
m!

e�kS tð Þ ð6Þ

Where k – requests in time,
S(t) = 2R – Square of service sector.
The time required for service of single request is calculated as:

~t ¼ t lð Þ
b

þ tpre ð7Þ

Where t(l) – time required for transmission, depending on the long packet.
tpre - time required for preparation of data transmission is the amount:

tpre ¼ tAIFC ACd e þ tbackoff þ tphy ð8Þ

AIFSNac ¼ SIFSþAIFS � SlotTime ð9Þ

Where SIFS - Short Inter Frame Space 32 μs, AIFSN [AC], AIFS time from
package of access modes (AC).

SIFS 32lsð ÞþAIFSNac � SlotTime ¼ 32þ 2�13 ¼ 58ls

BackOff Interval ¼ 0. . .CWmin ACd ed e � aSlotTime � 2 � 16 ¼ 32ls

Where [0…CWmin[AC]] – sampled value of number, tphy – 53.3*55.7 μs.
It is interesting to note that not all requests can be processed for lack of

node accessibility due to interferences, fading effects and other features of signal
propagation.

Limit of vehicles’ number can be calculated as:

Vlim ¼ Tcch
Tapp

ð10Þ

Where Tcch – channel rate, Tapp – time required for data transmission.

3 Calculations and Modeling

To evaluate the possibility and operating efficiency of the system, band of software
packages OMNETPP [18], MIXIM [19], Veins [20] was used for forming a software
simulation environment that includes environment model of radio wave propagation,
physical and link layer, protocol stack.

According to the specifications for the adequacy of the modeling results, it is
necessary to use several communication channels: control channel CCH, and service
channel SCH. In its turn, the occurrence intervals of one or another message types for
CCH depend on the message type, and vary from 10 to 50 Hz. Consequently, some
message types can be transmitted. The switching interval is Tcch equal to 1000 ms.
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In the process of flows modelling, messages flow was generated by each group of
vehicles according to the specification of IEEE 802.11p WAVE by WSMP Protocol
[21] (Fig. 4).

To calculate the maximum limit of nodes we have formula below. Let us assume
that all vehicles start transmission, making sure that the channel is clear, in strict
sequence one after another. The transmission time for each node is calculated as:

t0 ¼ ttx ð11Þ

t1�n ¼ tn�1 þ ttx

Where ttx– total time required to transmit data from one node.
According to the WAVE specification, the size of the transmitted data depends on

the type of the transmitted message (PSDU) and ranges within 1016–1376 bits. We
used the value of 1200 bits (150 bytes) in the modelling (Table 1).

Fig. 4. Implementation message in WSMP protocol

Table 1. The simulation parameters

Standard IEEE 802.11p

Frequency of control channel 5890 MHz
Frequency of service channel 5870 MHz
Channel width 10 MHz
Transmitted power 100 mW
Receiver sensitivity −94 dBm
Connection speed 12 Mbit
Minimum interval between calls (int) 1 s
Simulation time 60 s
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When using the model of random calls flow, moment of data transmission tn for
different nodes is determined by the formula:

tn ¼ t0 þ toff ð12Þ

toff ¼ f 0; 1 � int½ �

where int – current time.

4 Output Evaluation

We used metrics as the analyzed parameters: the number of successfully accepted
packets, the residence time of the channel in busy state, and the total number of packets
lost. The total number of lost packets is composed of the number of packets, lost due to
low differential level of signal/noise and failure of packet’s acceptance due to transmit
mode (Fig. 5).

Modelling outputs in time of determined calls flow show the number of nodes that
can operate without collisions. According to the researches [21], which studied only
separate nodes based on vehicles, we got much the same limits. This proves that the
node based on UAV is no different from any other node of VANET network.

The second stage was simulation of random calls flow model. In practice, this
model is more common and more accurately presents calls distribution. This model
demonstrates an increase of the total losses, depending on the number of groups of
vehicles in a geographical area (Fig. 6).

The percentage of losses relative to the total number of transmitted packets: 2
groups – 1 %, 5 groups - 1.5 %, 10 groups - 6.7 %, 15 groups - 19.7 %.

Fig. 5. Results simulation for determined calls model
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5 Simulation of a Real Network

We created the conditions that are brought closer to node real for testing UAVs of
efficiency of use. In boxing we placed devices from each other so that to create the
researched model. In the tests, we used devices [22] which completely conform to
standards IEEE 802.11p and WAVE. Devices communicated among themselves the
Basic Safety Message type. Because of restriction in number of available to us, we
could build a network only from three devices. In our tests, we wanted to estimate the
time delays required for transmission and receive of a packet for such network and to
estimate efficiency of node use that is brought closer to a node on the UAV. In addition,
we added to this network the developed device, which allowed to count quantity of the
accepted and sent packets for each device to draw interest the lost packets. We col-
lected network functioning statistics within 30 min, and received the following results
shown in the Table 2.

Fig. 6. Results simulation for random calls model

Table 2. Results real simulation

Metrics/Devices OBU-Car1
(Locomate OBU)

OBU-Car2
(Locomate OBU)

OBU-UAV
(Locomate mini)

Packet received 39279 41048 32238
Rx latency per packet (usec) 54664 52040 69852
Packet sent 21448 21482 21430
Tx latency per packet (usec) 100119 100021 100020
Packets sent for device 42912 42878 42930
Percent packet lost 8.47 4.27 24.91
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6 Conclusion

In the study, the following results were obtained:

1. The node based on the UAV can be the same node of the VANET network as well
as the car.

2. The limit of car groups, which are possible for servicing generally, depends on the
radius of service UAV, data rate of the channel, length data and messages. This
value can be counted mathematically, but it is more convenient to simulate.

3. When calculating model of random time of calls, it is defined that, increase in car
groups affects transmission quality of data. Percentage ratios are calculated from
what it is possible to define types of traffic, or services, which can function on such
network.

4. According to the total of the received preliminary results of real simulation, we
could wait time on transmission and reception, each packet from a network based
on three devices.

5. According to the total of the received preliminary results, the UAV node shows
great importance of losses of packets. Possibly all the reason of such behavior is cut
in mobility of a node and diminutiveness of the equipment, which perhaps pos-
sesses several worst characteristics.

7 Future Work

In the subsequent operations, we plan to organize experiments with UAV use on a
flight polygon to estimate efficiency of use of such network.
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Abstract. The wireless network of low-power devices of Smart home and
Internet of Things is considered. The signs of unauthorized access are defined.
The analysis of the characteristics of systems based on wireless technologies
obtained from the experiment results of passive monitoring and active polling of
device forming the network infrastructure is conducted. The state-analyzing
model based on the identity, quantity, frequency and temporal characteristics is
presented. Evaluation of the information security state is focused on analyzing
of the system normal functioning profile excluding the search of signatures and
characteristics of anomalies under different kinds of attacks. The accumulation
of data for decision-making is carried out by comparison of the statistical
information of service message from the terminal nodes in passive and active
modes. The proposed model can be used to determine the technical character-
istics of the devices of wireless ad-hoc networks and to make recommendations
concerning the information security state analysis.

Keywords: Information security � Wireless networks of soft spaces �
Vulnerability � Availability of devices � The model of information security

1 Introduction

By reason of the emergence of a large number of mobile devices connected to the
Internet, the implementation of processes of reception, transmission, processing of the
incoming information outside of the controlled area leads to the need for information
security.

Wireless technologies used in automatic control systems, Smart Cities, Smart
Homes, the Internet of Things, Soft Spaces are especially vulnerable. And, considering
the first two areas have typical adapted protection means, in others due to lack of
standardization today the developers pay little attention to solutions in the field of
security [1–3].
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Usual household “intelligent” items (“smart” microwaves, coffee makers, washing
machines), which make up the network segment of the Internet of things or Smart Home,
provide an opportunity to detect and identify itself by generating messages and can be
affected by the outside attacker or malicious user. Unification of means of interaction
ensuring by individual manufacturers of “smart” appliances and configuration processes
given to regular users who do not have relevant qualifications, create preconditions for
carrying out of various attempts to control such devices from outside [4, 5].

There is the number of signs determining that someone is trying to access the
system from the outside. Detection of abnormal network traffic, incorrect or inappro-
priate command in specified situation, identification of the large number of repeated
events might be harbingers of unauthorized access attempts [6, 7].

Thus, the protection of information flows for the purpose of ensuring the integrity
of transmitted data is one of the urgent tasks for various low-power systems.

In this regard, the number of tasks aimed at implementation of external monitoring
of events of information security of “intelligent” devices occurs.

2 Statement of Problem

The common solution for the organization of interaction between devices is the
wireless network consisting of set of nodes. The network infrastructure is the combi-
nation of physical and logical components that provide connectivity, security, routing,
management, access and other required properties of the network [8].

The considered devices providing coupling of various devices and devices of “Soft
spaces”, in the majority are low powered and allow the receiving, processing and
transmitting the limited type of messages.

To detect anomalous behavior it is possible to use data that reflects the state of the
system, which can be applied in the statistical analysis [9, 10]. At the initial stage of
operation after deployment it is possible to assess the different characteristics of the
intensity of informational and service messages, the response times for service requests,
the frequency of unrecognized and missed messages. Such characteristics can be
obtained in the result of passive monitoring and active polling of devices.

Thus, it is necessary to determine characteristics of many elements of the controlled
system enabling to identify its anomalous state relative to the “normal” functioning
with the given probability.

3 Description of the Approach

Traditionally, the detection of the actions of the attacker or malicious user involves the
identification of unexpected parameters of the network packets (false addresses, the
flags of the messages and requests of the connections raised at the same time, traffic
analysis network). However, the analysis of such events at low levels of network
interaction in order to identify information security incidents is a challenging task even
for professionals. It requires knowledge of networking protocols and narrowly spe-
cialized for devices by specific manufacturers.
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One of the possible ways of system state analysis can be carried out on the basis of
statistical data of the protocols of application level of nodes communication of the
low-power devices using passive and active monitoring. In the first case the network
device listening and statistical analysis of events as sending and receiving different
types of messages are implemented. In the second case the following actions are
performed: the request from the monitoring system in the form of various commands,
analysis of time delays and changes of download of individual computing resources,
the collation of identification information and settings.

Therefore, the most attractive to the average user are the detection methods that can
be implemented in external independent devices.

Tracking the series of events is related to the increase of number of the following
occasions in the network:

– Emergence of the unrecognized messages;
– Emergence of repetitive messages;
– Increase in the number of reported faults and failures;
– Increase in the number of broadcast and service messages;
– Occurrence of delays entailing the change in the statistical traffic of informational

and service messages;
– Change of the delays of device responses to broadcast requests for various modes of

operation;
– Increase in the number of lost messages;
– Change of frequency of informational and service messages.

It allows considering the model of the information security state analysis in the
form of identification (I), quantitative (N), frequency (f) and time (T) characteristics.
The profile of the system functioning is determined by the tuple of signs:

F ¼ \I; N; f; T[ ð1Þ

Each of the signs represents a vector of values that is changeable during the time.
Depending on the mode of operation, the change in the statistical portrait of network
and devices functioning is observed.

Taking into account the low power of the devices providing the network infras-
tructure, evaluating the state of information security is easier to carry out using the
profiles of normal functioning of the system.

4 The Experiment

In different modes of system operation we can experience anomalies that require more
detailed study on the possibility of unauthorized access. Determination of quantitative
and frequency data indicating unrecognized and missed messages, obtaining of
information about the final state of the nodes on the basis of statistical data of
application-level of interaction between low-power device nodes protocols by passive
and active monitoring allows the construction of the classifier.
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At the same time, these signs can be not the result of abuse only, but also the result
of random errors and failures of equipment.

Figures 1 and 2 show the analyzed system. Informational and service messages
circulate between nodes A and B, the device C is designed for collecting information.
In the first case, the device C listens on the network and generates the statistical data
sample. In the second case, it additionally sends requests to the devices and measures
the variety of characteristics (Fig. 2A).

In the experiment naive Bayes classifier was implemented. Its advantage is the
small amount of training data needed to estimate the parameters required for
classification.

C ¼ argmaxh2H
pðX=hÞpðhÞ

pðXÞ ð2Þ

where h, X are the predicted and preceding events and function of P is the probabilities
of these events and its consequences (P = m/n where m is the number of occurred
events, n is the number of all events).

In order to form the decision rule we use the data obtained in the active and passive
monitoring modes:

– Relative frequencies of system state classes;
– Total number of sign characteristics in the designated grades for analysis;
– Relative frequency of signs within each class;
– Number of sample signs.

In the considered experiment the attack of malicious users on the application level
stands in changing the intensity of the arriving messages (interception and playback of
informational messages, service massage flooding, which causes the processes of
association, authentication, dissociation, deauthentication and connection requests).
The sequence of commands sent to the functioning device was selected randomly.

The data is accumulated by means of comparing of statistical information of service
message of the terminal nodes in passive and active modes.

Figures 2, 3 and 4 shows the range of analyzed system states considered in the
experiment where the results of the functioning are combined in the statistical data
according to the types of messages (Figs. 3A and 4A).
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Fig. 1. The system scheme
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Fig. 2. The system in the normal state

Fig. 2A. The system in the normal state (enlarged)

Fig. 3. The system during active monitoring
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Fig. 3A. The system during active monitoring (enlarged)

Fig. 4. The system under impact during active monitoring

Fig. 4A. The system under impact during active monitoring (enlarged)
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The standard tuple shown in Fig. 5 is based on statistical information obtained at
certain time intervals related to the device functioning (Table 1).

The number of action was carried out while receiving and analyzing of quantitative
indicators of system service informational messages for different modes.

1. Switching the system to the required mode of operation for training;
2. Analysis of the system state characteristics;
3. Formation of the analyzed characteristics tuple;
4. Receiving messages from devices, accumulation of statistics and creation of the

studied indices database;
5. Processing of accumulated statistical data, comparison with the received data and

assessment of the current state.

Figures 5 and 6 present the results of the classifier for different system states.
To assess the qualitative characteristics it is necessary to choose different indicators

and its groups. However, even the statistics obtained on the basis of the conducted
experiment shows different kind of response of the analyzed system. Thus, it is suf-
ficient for the probabilistic state determination.

Fig. 5. Tuples of the system statistic data

Table 1. Tuples of system statistic data

Time 5 s 10 s … N s

Informational messages 320 319 … 321
Service message 3 5 … 5
Unrecognized 0 0 … 0
Missed 1 0 … 0
…

Delay time per message 0.001 0.001 … 0.002
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5 Conclusion

The method of information security state monitoring of the of low-power device net-
work segment on the basis of statistical data of the interaction of functioning control
transceivers of the application-level of local information system is proposed. That
allows obtaining probabilistic characteristics of the information security state. The sign
of proposed approach is the ability to adapt quickly to the local networks of low-power
devices produced by different manufacturers of Internet Of Things and Smart Home
solutions.

To implement this type of monitoring it is not necessary to develop complex system
applications.
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Abstract. Recently, many Russian companies are trying to transform their
businesses through new Internet services to increase productivity, reduce costs,
minimize risks and extend the capabilities of the enterprise. Increasingly such
problems are solved with the help of media access to a variety of cloud-based
services. The key features of such services are self-service on-demand, broad-
band network access, resource pooling in the pools, instant flexibility, measur-
ability of the services provided. The acquisition of cloud solutions for enterprise
becomes profitable alternative to their own IT infrastructure as cloud can save
money for the hardware purchase and support. Cloud solutions help to adjust the
amount of resources used in real-time, paying only for actual power consumed. In
addition, this approach allows you to streamline business processes within the
company, since most of the issues relating to IT, outsourced to an external
provider. The paper investigates the possibilities to increase the efficiency of
architectural solutions of IP-telephony company sphere by improving the quality
of services sold. This paper analyzes the existing methods of valuation services.
Method of assessing the call-centers efficiency has been selected. This method is
based on the approved KPI business processes. The possibilities of the call-center
optimization and improvements of KPI business processes by increasing the level
of Software as a Services (SaaS). The main criteria of successful work of
call-centers have been described in the paper, to explore the market of existing
cloud-based solutions, to assess the possibility of introducing cloud services in
architectural solution and to estimate the obtained figures.

Keywords: Cloud computing � Services � Architectural solution � The KPI
business process � Call-centers

1 Introduction

Nowadays information and communication technologies and services are the key factor
in the development of all spheres of public life. Most major companies and government
agencies to handle the flow of calls use IP-telephony phone system – call-centers based
on a computer-telephony integration.

Information and communication services provided by call-centers, provide support,
promotion and expansion of businesses in different spheres of activity. In call-centers
they use software and hardware system for the mass processing of incoming calls and
outgoing calls from clients. Modern call centers are treated not only phone calls, but
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also for the treatment of electronic and paper mail, fax, working with references in the
online live chat. One of the main indicators of call-centers efficiency is to manage the
flow of customer complaints, which directly determines the quality of customer service.

Call-center design concept joins Customer Relationship Management technology
(CRM) and technology of Computer Telephony Integration (CTI). It is aimed at
improving the efficiency of the organization by providing personalized customer ser-
vice at the highest level, regardless of where and how a contact occurs. In terms of
Information Technology Call Center is a telephone call center, the principle of con-
struction is based on routing according to certain rules agent calls that are being
developed in the company and allow efficiently and effectively serve customers, as well
as maintaining a queue of calls, allowing customers not to hear busy signal”.

The functionality of the call-center implemented on the basis of specialized
application servers, the core of the system is a software solution. It is a communication
platform with all the features of classical automatic telephone exchange. It provides
extensive functionality to manage the flow of customer requests (calls), such as queue
management, routing calls, interactive voice response, etc. The system also includes
database servers [1]. Thus, the provision of call-center and transfer content are the
result of the integration of hardware and software, which from the point of view of the
enterprise architecture is the interaction process layer and the application layer through
the infrastructure services [2]. Quality of service implemented directly affects the
efficiency of data processing at the application layer, and thus the performance metrics
for call-center as a whole, in particular, to call processing KPI business processes and
the level of services provided to the customer. The key business process of call-centers
is handling calls from customers. Thus, to improve the efficiency of key business
processes you need to change the existing architectural solution by improving infras-
tructure services. One of the possible ways to improve services is transfer to a cloud
application. The article deals with the architectural solution for call-center, and studied
the effect of infrastructure services on the performance indicators [3].

2 Analysis of the Existing Architectural Solutions
Call-Center

The service-oriented architecture plays an important role to analyze the architecture,
which allows to evaluate the effectiveness of aligned layers, as well as the quality of the
services that these layers are aligned [4].

Given the scale and complexity of enterprise architecture, such an analysis requires
the selection of assessment methods. At the heart of each method is based on a specific
algorithm that helps not only visually assess the built architecture, but also to make a
comparison of alternative solutions and make informed management decisions. There
are a number of methods and approaches that help architects, taking into account the
views of stakeholders, to compare alternative architectures and therefore carry out an
informed choice of design solutions (options) in the search for compromises between
such aspects as cost, quality, and performance. In addition to these aspects, decision-
makers need to understand the impact of changes in various architectural solutions.
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For the analysis of the enterprise architecture are 4 methods: quantitative, func-
tional, analytical and the method of modeling (simulation) [2]. The choice of method
causes the approach to the analysis of architecture conducted to assess the effectiveness
of the business operation as a whole and find bottlenecks [5]. Due to the nature of the
selected companies – call-center – and a set of criteria that a company must meet, it was
chosen as the standard valuation method for call-centers based on the approved key
performance indicators of business processes. In this approach, the company holds
monthly analysis of key performance indicators. Standard KPIs for the business pro-
cesses are as follows:

1. SL (Service Level) – indicator to show the percentage of customers who have
received the answer of the operator of the time, less than the set (the number of calls
to the total number of calls);

2. LCR (Lost Call Rate) – an indicator indicating the percentage of customers who did
not wait for an answer operator and dropped his challenge (the ratio of the number
of lost calls, distributed in all the total number of calls);

3. FCR (First Call Resolution) – percentage of client’s complaints who needed only
one call for the provision of services [6].

After the analysis of business processes work within a certain time period, in 1
month for instance, we make a decision on carrying out changes to the existing
architecture.

The first stage of the work was to analyze the work of call-center and the study of
main business processes. For a survey of the business processes of the company must
be:

1. Identify the main business process;
2. Identify and analyze key performance indicators of the business process;
3. Identify the “weak link” of architecture, to find a missing or unused items;
4. Describe the action to solve the problem and the expected results;
5. Implement the changes and to analyze the results.

Consider the existing algorithm of the call-center and call processing script in the
call-center (Fig. 1). After receiving a call comes in caller ID. Then, the system
determines the number of agents and a queue length of calls formed. If the queue is
longer than the set value (in the call-center value is n*2+1, where n-number of oper-
ators), the call is cleared, thereby completing the call occurs. If the queue is less than
the numerical value, the call is placed in the waiting queue and processed by the
operator after the previous processing applications.

The main business processes of the call center are a call processing from the client
and business service – automatic processing of the application (client request).
Application service presented automatic processing of calls [7], which is being
implemented Asterisk application component, which is a free decision of the CTI c
open source software for creating communication applications [8]. Application com-
ponent uses two service infrastructure: the definition of the number of operators and
determining the length of the queue, which in turn are implemented by means of the
appropriate hardware and software:
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• Cluster infrastructure services with Asterisk interface;
• The two databases – cdr and queue_log;
• Devices – server installed a firewall and Internet connection.

The existing call center architecture is shown in Fig. 2.
Under the key business processes in the enterprise architecture we mean a set of

interrelated activities or tasks designed to create a certain product or service to con-
sumers [2]. The interaction of suppliers and consumers of services is carried out
through business services. Business services, in turn, can be realized through the
application services (services, showing the automated behavior) [9], which provides the
application layer, and infrastructure services provided externally visible functionality
and units related to the process layer.

In the basic architecture shown in Fig. 3, the main business process is processing a
call that implements the business service “Automatic processing of applications” and
applications used by service “Automatic calls processing”. Automated call handling is
implemented application components (modular, deployable piece of software systems)

Fig. 1. The initial call processing algorithm in the call-center.
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Fig. 2. The existing architecture of call-center

Fig. 3. Proposed call processing algorithm in the call-center.
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Asterisk, which in turn uses two infrastructure services, “Determination of the working
operators’ number” and “Determination of the length of line”. The implementation of
these services performed by a node “Cluster Server”, represented by the computing
resource, combining software and hardware systems. Node “server cluster” consists of
infrastructure interface (access point) Asterisk, used by system software, database and
cdr queue_log, which are in turn used by the device “Server”, which is a physical
resource with data processing capabilities. Also the node element is a firewall that is
associated with a network (communication environment) the Internet.

Analysis of the above performance indicators: SL (Service Level), LCR (Lost Call
Rate) and FCR (First Call Resolution) showed that the productivity and efficiency
indicators were low, therefore, requires optimization and reorganization of call-center’s
work. For it is proposed to change the existing application processing algorithm by
modifying the services and transfer them to the cloud solution. In general, service
modification may be accomplished in three different ways:

1. Changes in existing services and their characteristics;
2. The addition of new services;
3. Removal of services.

Application processing algorithm change cannot be based on the modification or
removal of existing services, as they are the basic set of services in the architecture of
the call-centers. To implement changes in the existing processing algorithm is proposed
to integrate into a service-oriented architecture of the new service.

According to the criteria, the increased load on the channels often is due to sub-
scribers, making many to call the call-center for a short period of time due to lack of
information on the state of the line and the required waiting time. Now client, calling in
less than 20 min after the previous call, will play the IVR (interactive voice response –
a system of pre-recorded voice message): “All operators are busy. Please call no earlier
than 20 min”. Thus, we propose the following implementation of the algorithm: after
receiving a call comes in caller ID. Then, the system determines the number of agents
and a queue length of calls formed. If the queue is less than the numerical value, the
call is placed in the waiting queue and processed by the operator after the previous
processing applications. In a situation where all more than the set value, the call to the
database, where re-checked subscriber appeal. If there is one, and the challenge was
accomplished in less than 20 min ago, the subscriber is offered to call back in 20 min,
and the call is terminated. In the case when the subscriber re-accesses, and after more
than 20 min, it is placed in a call waiting queue operator response. When the operator
answers the call completion occurs. Figure 3 shows the modified call processing script
in the call-center.

The proposed algorithm can be implemented using the possibility of modifying the
application services built on the traditional model, through the revision of the pro-
gramming code. Another way is to convey the implementation of all services to
cloud-based solution. There is a cloud computing platform adaptation expertise in the
existing service-oriented architecture (SOA) [10–12].
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3 Possibilities of Cloud Implementation of Services
in the Solutions

Consider the feasibility of services at various levels with the use of cloud computing –

the approach to the construction of information systems, in which the consumer uses
required IT resources in the form of web services from external providers.

According to Genesys Laboratories [13] one of the main directions of development
of the call-centers customer service industry is to move to the cloud: companies, that
were first to apply the cloud, began the transition in 2012 – two years earlier than
predicted. Now, a business of all sizes in all branches takes the cloud as a standard.

There are four main categories of cloud services that can be provided to the cus-
tomer (Fig. 4): IaaS (rent of computing resources of data centers and storage systems),
PaaS (rental environment for creating applications for software developers), SaaS
(delivery of ready client software via a web browser) and BPaaS (provide business
processes as cloud services). Cloud Solutions “substitute” for users their own infor-
mation infrastructure, specific software and hardware platform, software or business
services for the client. The first three listed areas are experiencing rapid growth. The
greatest demand is seen on SaaS products, for which $ 39.8 billion was spent in 2014,
and IDC analysts believe that by 2018 these costs will rise to $ 82.7 billion [14].
Volume of IaaS market will grow from $ 8.7 billion in 2014 to $ 24.6 billion by 2018,
the corresponding indicators are submitted for PaaS – increase from $ 8.1 billion to $
20.3 billion. BPaaS segment has appeared relatively recently, but according to Forrester
Research forecasts, by 2020 it will exceed the traditional segment of the infrastructure
cloud service IaaS and approach to the segment of PaaS.

Nowadays, cloud service has three main characteristics that distinguish it from the
normal service:

• Regime “on-demand resources”;
• Elasticity;
• Resources association;
• Independence from the infrastructure controls.

Fig. 4. Cloud market in 2014–2018 years, $billion (Source: IDC, 2014)
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4 Integration of Cloud Solutions in a Service-Oriented
Call-Center Architecture

In the situation of migration of all the architectural layers in the cloud, target archi-
tecture would look like as follows (Fig. 5). However, there is a need to consider the
feasibility of the transition to the use of cloud-based solutions in all layers of the
architecture. In the framework of this architectural solution, there already exists
IT-infrastructure, which has been building up over several years. In this connection, it
is not always possible or appropriate to completely abandon the existing resources and
move them to the cloud. Transference of services to the cloud allows the use of online
cloud (SaaS) services for the organization of call-center activity without the need to
purchase equipment and control systems. In the basic architecture of call-center under
consideration, there is a standard component of Asterisk application implemented into
IT infrastructure. Most cloud solutions realize the mechanism that is used to connect
databases (MySQL, PostgreSQL) through an ODBC driver to the Asterisk server for
the organization of incoming and outgoing telephone.

Fig. 5. Target architecture of call-center, which realizes all of the levels in cloud computing.
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In addition, there are certain requirements for the control of call-center data. In such
cases, it is advisable to talk about a hybrid cloud, when for solving specific tasks it is
more efficient to use public clouds. For example, when it comes to new systems in the
field of mobility, e-commerce, IP-telephony, analytics, or solving the problems of
development and testing. If it is necessary to increase the efficiency of use of available
IT-infrastructure, it is recommended to implement a private cloud. This will allow to
reduce the cost of its maintenance and development, increase its flexibility and to reduce
the terms of IT-projects. In general, the relation between the solutions, using both
private and public clouds in the telecommunications sector, is approximately the same.

Based on the conducted analysis, it its proposed to implement a modification of
service structure in terms of the inclusion of the new service “Definition of callbacks”
and transfer the entire set of services (“Definition of callbacks”, “Determination of the
number of operators”, “Determination of the queue length”, “Automatic processing of
calls”, “Automatic processing of the application”) to the cloud application.

Figure 6 shows the target architecture corresponding to the use of cloud-based
solutions in terms of the implementation of business processes and software as a
service.

Fig. 6. Target architecture of call-center, which realizes BPaaS и SaaS levels.
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Addition of a new service and distribution of services in the cloud application “Call
Center” that provides call processing, lets you stream processing of incoming calls and
outbound marketing campaigns. Call Center significantly expands the possibilities of
virtual PBX, adding functions related to the monitoring of processing of customer
services, operating personnel, service performance measurement. The call comes into
the view of Call Center at the stage when the caller is listening to the voice menu
(IVR), or inclusion in the compounds waiting queue with the employee. Besides, with
the help of Caller ID and contact cards, the system instantly recognizes already known
customers or partners, and displays information about them instead of phone numbers.

The proposed architecture can be implemented using a variety of solutions offered
on the market of cloud computing [15, 16]: Mango Office, Naumen Contact Center,
Terrasoft Contact Center, etc. All of them are compatible with the existing IT infras-
tructure of call-center and ensure the implementation of the required services. Imple-
mentation of the proposed architecture was realized using cloud solutions “Call Center”
of the company Mango Office.

5 Results and Discussions

As a result of the implementation of services viewed above into cloud solutions, index
(P) of dropped and not answered calls has decreased (Fig. 7), and the speed of serving
the customers (less than 20 s) has increased (Fig. 8). Thus, a key indicator of the
effectiveness of Service Level has increased, and the indicator of Lost Call Rate has
decreased (Fig. 9).

Also during the second time period, key performance indicator “First Call Reso-
lution” has increased (indicator of clients, who made the call for the first time)
(Fig. 10).

Fig. 7. Comparison of probabilities of failure.
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Thus, the application in the call-center of the target architectural solution using
cloud solutions in part of the implementation of business services, application services
and infrastructure services, has improved the key performance indicators of the main
business process and, as a result, indicators of the efficiency of the call-center as a
whole.

Fig. 8. Comparison of SL indicators.

Fig. 9. Comparison of LCR indicators.
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Abstract. In this paper, an optimization problem of selection strate-
gies for peer-to-peer (P2P) live streaming network is discussed. To solve
the problem, the simulation model of P2P live streaming network is
developed. The model considers daily peers behavior, their distribution
over time zones, collisions, time lags between the server and a peer, lags
between peers, and three types of selection strategies: neighbor selec-
tion strategy, peer selection strategy, and chunk selection strategy. Daily
peers’ behavior is defined as the distribution of the number of online
users by the time of day. Initial data for the peers distribution over
time zones and their daily behavior are taken from the known Internet
sources. The aim of the research is to find an appropriate solution of the
proposed optimization problem and to show how the choice of a certain
set of selection strategies affects the key characteristics of P2P stream-
ing networks. The results of the conducted numerical analysis show the
increase of the network performance up to 16,25 %.

Keywords: Peer-to-peer · P2P · Live streaming network · Playback
continuity · Daily users’ behavior · Users’ distribution over time zones ·
Optimization problem · Selection strategy

1 Introduction

Major service providers in the online TV market, such as Zattoo, Pulse, iPlayer
and others, make use of P2P technology to provide their top-level services with
minimum expenses [13–15]. A fairly complete overview on P2P technical aspects
with an extensive list of references was done by Yue et al. [3]. One of the most
remarkable advantages of P2P networks is high performance-cost ratio. It allows
for-profit companies to minimize expenses of technical equipment. More impor-
tantly, P2P technology not only enables efficient network resources use, but also
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reduces the load on the server that is the source of the video data. Other advan-
tages of P2P technology are specified in [1,2,14,16].

Per contra, P2P networks also have disadvantages. The main weaknesses
include relatively long start-up latency, a rather big data transmission delay,
insufficient level of security, inter-peer playback lag, and playback discontinuity.
While information security is not required, the goal is to minimize the trans-
mission delay, and hence lack of data in the network [3,4,9,10,17]. To solve
the optimization problem for these performance measures, mathematical mod-
els and simulators should be developed. Known mathematical and simulation
models for streaming P2P-network pay much attention to investigation of the
buffering mechanism [13–16] and usually take into account lags [5,6]. A lag means
the delay of data transmission from the server to the peer, as well as the data
transmission delays between peers (inter-peer playback lag). These models allow
to carry out a qualitative analysis of the key performance measures of video
streaming P2P networks, i.e. the probability of playback continuity, that is the
probability of watching video with no pauses.

In order to get closer to reality and assess the adequacy of the individual
models, to give at least the recommendations against some of the problems before
they occur in a real P2P networks, we propose a new model that can help to
avoid troubleshooting. The presented model takes into account the geographical
location of each peer, remoteness of peers from the server and from each other
and their daily behavior. In contrast to recent results (see, i.g. [13]), in this
paper, the problem is solved taking into account the distribution of users across
time zones.

Previously, we have studied various models of streaming P2P networks that
have focused on the study of the optimal downloading strategy with the criterion
of maximizing the probability of playback continuity of the video stream [13–
16]. Then, the model was modified to take into account the users’ behavior by
introducing the probability of arrival of new users, as well as the probability
of their leaving the network. The negative effect of peers churns on playback
continuity was observed and investigated [4]. The analytical model [14,16] also
gives the correct understanding of lags’ impact on the network performance.

Previously, in [13], we showed the impact of daily peers behavior and their
distribution over time zones on the key performances of P2P streaming networks.
The difference in results between known basic model of P2P streaming network
and a new model with peers distribution over time zones is up to 30 %. Thus,
we have shown the need for additional analysis, taking into account a variety of
new network parameters and, above all, the choice of optimal selection strategies:
neighbor selection strategy, peer selection strategy, and chunk selection strategy.
To do this, we organize the article as follows. In Sect. 2, a simulation model of
a P2P live streaming network is discussed. The model takes into account video
data buffering mechanism, daily peers’ behavior and peers distribution over time
zones. Also, a detailed algorithm of chunk exchange between peers in P2P live
streaming networks is described and the main performance measures are defined.
In Sect. 3, the motivation of selection strategies optimization is submitted. Here,
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the description of selection strategies is presented, including neighbor selection
strategy, peer selection strategy, and chunk selection strategy. Also, an optimiza-
tion problems description is formulated. Here, a mission statement is described,
and all the ins and outs of solution research are delineated. In Sect. 4, an opti-
mization approach is proposed. In Sect. 5, the numerical analysis and case study
is performed. The conclusion of this paper is presented in Sect. 6.

2 Model Description

In this section, the simulation model of video data distribution in a P2P live
streaming network with buffering mechanism is summarized. Previously devel-
oped model [13] was improved by taking in consideration buffer selection strate-
gies, peers’ geolocation and behavior [12,13]. In contrast to the previous model,
in this paper, besides chunk selection strategy, two more strategies were intro-
duced - neighbor selection strategy and peer selection strategy. The choice of
strategies has a significant effect on the P2P-network performance measures,
including the probability of playback continuity, the probability of chunk avail-
ability, and the probability of chunk selection [7,16].

We consider the basic model of a P2P network with N peers and a single
server, transmitting only one video stream, which we developed in [16]. The
process of video stream playback is divided into time slots, the length of each
time slot corresponding to the playback time of one chunk. Each peer has a
buffer designed to accommodate M + 1 chunks, where the buffer positions are
numbered from 0 to M : 0-position is to store the freshest chunk just received from
the server, the other M -positions, 1..M , are to store chunks, already received
during the past time slots or that will be downloaded in the coming time slots.
The buffer M -position is to store the oldest chunk that will be moved out from
the buffer for playback during the next time slot. Than, a state of n-th peer is
represented in the form of a vector x(n) = (x(n, 0), x(n, 1), .., x(n,M)), where
x(n,m) = 1 if the n-th peer has a chunk at the buffers position m, and x(n,m) =
0 otherwise [1,15,16].

We consider a predetermined set of original parameters for each of N peers.
They are upload u and download d rates, value lag of a lag, and a set B of
neighbors [8,11,13]. A neighbour is a peers from which one can download data.
A lag is the number of time slots between sending and receiving entities, thus, lag
reflects the quantitative characteristics of a chunk delay. The algorithm works in
such a way that, within a group, the peer selects a neighbor to download data
from using the criterion of minimum lag between the neighbors, regardless of
their time zones distribution. As an example, suppose that Peer1 is located in
Poland and its neighbor, Peer2, is in Moscow, i.e. they are from different time
zones. Suppose that Peer3 is located in Angola, in the same time zone as Peer1,
and they are also neighbors. In this example, Peer1 selects Peer2 because they
have the smallest lag, although Peer2 is located in a different time zone. The set
of neighbors for each peer is formed according to the neighbor selection strategy
depending on upload and download rates and lags. The neighbor selection is one
of the target function parameters for optimization problems.
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There are three types of chunk selection strategies: Latest First (LF ) accord-
ing to which a peer selects the newest chunk in the network; Greedy (Gr) is a
strategy where the closest chunk to playback is selected; Mixture (Mi) that is a
combination of the previous ones. The algorithm of peers actions at each time
slot is described below according to the protocol of data distribution in P2P live
streaming networks [15].

1. At the beginning of each time slot, the chunk at the M -position of the buffer
is going to be played if it is present. Video data in the buffers shifts one
position towards the end of the buffer. 0-position is nulled.

2. The server randomly chooses a peer and loads the newest chunk to 0-position
of its buffer.

3. Each peer that was not chosen by the server selects a target peer from the set
of neighbors to download a chunk during the current time slot. Target peers
selection is carried out in accordance to the peer selection strategy.

4. If collision takes place, the peer gets nothing during the current time slot.
Otherwise, it selects a chunk to download according to the chunk selection
strategy. If there is an available chunk to download, the loading starts. Oth-
erwise, the peer gets no chunks during the current time slot.

It should be noticed, that in a real network each peer is able to join the video
stream and to disjoin it at any time slot and at any step of the algorithm. We
say that a peer joins or disjoins immediately after the first step of the algorithm.
The first difference from the basic model [13] is that in the model three strategies
were considered: neighbor selection strategy, peer selection strategy, and chunk
selection strategy. The second difference is that the presented model takes into
account peers’ geolocation and twenty-four hours peers’ activity [12,13].

The number of peers in the network is not constant. Every peer stays online a
random amount of time each day, with the average value of 0 < HO < 86400 =
24 h × 60min × 60 s: HoursOnline(n) ∼ P (HO), n = 1, ..., N . Here, 86 400 is
the number of time slots when modelling one astronomical day with one second
as one time slot: 24 h × 60min × 60 s = 86400 time slots.

Let us introduce the parameter of users’ activity, which reflects the behav-
ior of peers in the streaming network: UserActivity(n) ∼ RAND(1..UA), n =
1, ..., N ;UA > 1, where UA is the maximal number of peer’s joining the network
within a day.

This parameter shows how often a peer joins the network, disjoins it and
switches channels. Here, UserActivity(n) = 1 means that within a day n-th peer
once came to a network and was online during the random time HoursOnline(n)
without switching to other channels. UserActivity(n) = i, 1 ≤ i ≤ UA, means
that the n-th peer joined the network i times per day including switching chan-
nels, and each session lasted exactly HoursOnline(n)/i time slots. Thus, e.g.
if UserActivity(n) = 100 and HoursOnline(n) = 15 000 the n-th peer per day
during 15 000 time slots (seconds) carries out 100 sessions of 150 time slots
each [13].
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Figure 1 presents the distribution of the number of online peers versus the
time of the day [13]. To simplify the modeling in this research, we investigate
the influence of TV watchers behavior only. The graph shows that the peak of
the online users is between 6 p.m. and 12 a.m. While the minimum number of
TV watchers is from 2 a.m. to 7 a.m.
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Fig. 1. Distribution of users in the network

In accordance with the distribution in Fig. 1, parameters UserActivity =
(UserActivity(n)), n = 1, ..., N , and HoursOnline = (HoursOnline(n)), n =
1, ..., N , correspond to randomly generated intervals when peers are online. Let
TimeOnline = (TimeOnline(n, t)), n = 1, ..., N ; t = 1, ..., T , be a binary matrix
of the N × T size, where T is the number of time slots in the simulation. The
matrix indicates time slots when peers are online: TimeOnline(n, t) = 1 if the
n-th peer at the t-th time slot is online, and TimeOnline(n, t) = 0 otherwise.
Thus, if TimeOnline(n, t) = 1 and TimeOnline(n, t + 1) = 0, then the n-th
peer left the network at the (t + 1)-th time slot, and TimeOnline(n, t) = 0
and TimeOnline(n, t + 1) = 1 say that the n-th peer joined the network at the
(t + 1)-th time slot.

Peers churns significantly influence the key performance measures. So, when
a new peer joins the network it still has no data for exchange with other peers,
but it uses other peers resources to download content. Similarly, when a peer
disjoins the network, it stops to participate in distribution of already downloaded
video chunks. For a proper peers churns simulation, it is important to take into
account the distribution of users over time zones. In this paper, the total of N
peers in the network are divided in a random way across time zones according to
the distribution shown in Fig. 2 [13]. One can see that the majority of the users is
located in −5, +1, and +8 time zones, which include the USA, Canada, Europe,
and China that are the most populated and technologically developed regions.
In the model, splitting peers across time zones allows to reduce the probability
of the global splashes corresponding to mass connections and disconnections of
users.
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Fig. 2. Distribution of users across the time zones

3 Optimization Problem Description

Under increasing traffic load on the modern networks and emergence of new
resource-consuming services it is no more applicable to enhance the network
and computing capacities by means of new equipment procurement only. It is
crucial to take all possible advantages of alternative ways to cope with the ongo-
ing increase of gross adds. Below, we propose one of approaches to handle the
problem.

Since the number of peers cannot be limited, while the size of peers buffer
is fixed, and the upload and download speeds and lags are random values and
cannot be managed on the application layer of the OSI/ISO model, the service
providers can variate some other parameters of P2P streaming network.

We propose to explore the impact of selection strategies and to solve the
optimization problem if it makes financial sense in terms of CAPEX/OPEX
ratio. It is known that there are three selection strategies in P2P streaming
networks: neighbor selection strategy, peer selection strategy, and chunk selection
strategy. In this paper we analyze the influence of neighbor selection strategy
and chunk selection strategy to reach the desired goals while leaving the peer
selection strategy for the further studies. Further, we provide the description of
the optimization problem, while in Sect. 4, an approach of seeking the suboptimal
strategy is proposed and, for the sake of brevity, not described in details, but
illustrated only. In fact, this approach is an expert decision, and the numerical
results show its reasonability.

Let us set up the optimization problem. For the fixed input data, it is neces-
sary to increase the probability of playback continuity PV by manipulating the
parameters of neighbor selection strategy and chunk selection strategy.

It is to be recalled that CSS ∈ Mi(CSS1, CSS2,M
∗),Mi(CSS2, CSS1,M

∗),
where CSSi ∈ {LF,Gr}, i = 1, 2. The demarcation point M∗ is the index of
the buffer position. We split the buffer with M∗ and apply alternately first CSS1

and second CSS2 strategies on corresponding sides of the buffer. The index M∗

varies within the range 1 ≤ M∗ ≤ M . In case M∗ = 1 or M∗ = M , the Mi
chunk selection strategy becomes one of the typical LF = Mi(LF1, Gr2, 40) =
Mi(Gr2, LF1, 1) or Gr = Mi(Gr1, LF2, 40) = Mi(LF2, Gr1, 1) strategy



Optimization of Selection Strategies for P2P Streaming Network 531

depending on the major chunk selection strategy. LF is the Latest First chunk
selection strategy, when a chosen chunk to download is the rarest chunk in the net-
work, while the Gr (Greedy) is the chunk selection strategy, according to whitch
a chosen chunk to download is the most popular chunk. Sinse 1 ≤ M∗ ≤ M , the
total amount of possible chunk selection strategies is equal to 4 · M .

The neighbor selection strategy NSS is a rule in accordance to which peers
from different groups are included into peers neighbor lists,

NSS =

⎛

⎜⎝
NSS (1, 1) . . . NSS (1, I)

...
. . .

...
NSS (I, 1) . . . NSS (I.I)

⎞

⎟⎠ ,

where NSS(i, j) is the number of peers from j-group that are included into
the neighbor list of a peer from i-group, 1 ≤ i, j ≤ I, where I is the number of
peers groups that differ in the lag value. Note that the sum of the row is equal
to B

I∑

i=1

NSS (i, j) = B, i = 1, ..., I,

and the elements of matrix NSS satisfy the inequality

0 ≤ NSS (i, j) ≤ B, i, j = 1, ..., I.

Thus, for example, for I = 3 groups, NSS(1, 1) peers from the 1st group,
NSS(1, 2) peers from the 2nd group, and NSS(1, 3) peers from the 3rd group
are included into the neighbor list of each peer from the 1st group.

Let us find the number of possible variants to compose a neighbor list. For
each i-th group, 1 ≤ i ≤ I, it is acceptable to interpret the problem of neighbor
list generation as a combination problem: “How many ways are there to dis-
tribute B neighbors among I groups”. It is easy to see that the number of the
variants equals to (B+I−1)!

(I−1)!B! . Since the generation of a neighbor list for each group
of peers is independent, the total amount of variants to compose a neighbor list

equals to
(

(B+I−1)!
(I−1)!B!

)I

.
If to join the neighbor selection strategy and chunk selection strategy, then

the total amount of different combinations equals to 4 (M + 1)
(

(B+I−1)!
(I−1)!B!

)I

. For

example, it is (M+1)(B+1)3(B+2)3

2 ≈ 1, 1 ·1011 for I = 3, buffers size M = 40, and
the number of neighbors B = 60.

Since we define the probability of playback continuity PV as a key perfor-
mance measure, we formulate the optimization problem

F = PV (NSS,CSS) → max

where PV is a probability of playback continuity. The optimization problem is a
nondeterministic polynomial time complete problem. In next section an approach
of finding a suboptimal strategy NSS and optimal strategy CSS is described.
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4 Optimization Approach

Neighbor selection strategy and chunk selection strategy are mutually indepen-
dent. It means that the optimization problem may be considered as composition
F = F1 ◦ F2, where F1 = PV (NSS) → max and F2 = PV (CSS) → max.

Subproblem F2 = PV (CSS) → max can be solved by searching the val-
ues of the dependent CSS parameter. To find the suboptimal solution of the
subproblem F = F1 ◦ F2, where F1 = PV (NSS) → max, we fix the num-
ber of peers groups, taking I = 3. The peers lags in the groups equal to
lag(n) ∈ {0, 10, 20}, n = 1, ..., N , respectively. For the neighbor selection strat-

egy NSS =

⎛

⎝
B/3 B/3 B/3
B/3 B/3 B/3
B/3 B/3 B/3

⎞

⎠, B = 60, it is known [15] that the peers from the

1st group with lag(n) = 0 have the smallest probability of playback continuity
PV . For this reason we keep the peers distribution in the neighbor list for the
2nd and 3rd groups of peers NSS (i, j) = B/3, i, j = 2, 3.

The proportion of peers from all the groups in the neighbor list for the
1st group of peers is varied within the range from 0 to B with the step 4:
0 ≤ NSS (1, j) ≤ B, j = 1, ..., 3 as set forth below and illustrated in the corre-
sponding diagrams.

Fig. 3. Illustration of approach for finding suboptimal solution

Having found the optimal proportion of peers from different groups in the
neighbor list of the 1st group, keeping the found result, we carry out the same
numerical experiment for peers from the 2nd group in the same way. As we
obtained the proportion of neighbors for the 2nd group of peers we carry out the
same numerical experiment for the 3rd group. Thus, we have formulated a simple
and obvious way to find suboptimal solutions of the optimization problem, and
now we can proceed to its numerical analysis.

5 Numerical Analysis

The aim of numerical experiment is to find the optimal chunk selection strat-
egy and a suboptimal neighbor selection strategy. Earlier, the results of P2P
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streaming network simulations with ordinary set of strategies have been ana-
lyzed in [14,15] and discussed in [13,16]. The following inputs have been chosen
for modelling: the number of peers is N = 300; the size of peers buffer is M = 40;
the upload rate of every peer is u = N − 1; the download rate of every peer is
d = 1; the number of time slots is T = 106. As 1 time slot equals 1 sec, T
corresponds to about 12 astronomical days; the values of peers’ lags are 0, 10,
and 20. As for the peer selection strategy, choice of target peer is random and
equiprobable. First of all, let us find optimal chunk selection strategy. As shown
in Fig. 4 the optimal chunk selection strategy is Mi(LF1, Gr2, 8) which deliv-
ers the highest value of PV . Likewise implementation of the chunk selection
strategies Mi(LF1, Gr2,M

∗) with M∗ = 6, ..., 14 shows quite good results. The
increase of the probability of playback continuity is up to 3 % against LF chunk
selection strategy, and up to 10 % against Gr strategy.

Fig. 4. Probability of playback continuity

In the next step, we numerically show the existence of suboptimal neighbor
selection strategy. As it is described in Sect. 5, we found suboptimal neighbor
selection strategy step by step by means of simulation:

NSS :

⎛

⎝
B/3 B/3 B/3
B/3 B/3 B/3
B/3 B/3 B/3

⎞

⎠ →
⎛

⎝
B 0 0

B/3 B/3 B/3
B/3 B/3 B/3

⎞

⎠ →

→
⎛

⎝
B 0 0

B/2 B/2 0
B/3 B/3 B/3

⎞

⎠ →
⎛

⎝
B 0 0

B/2 B/2 0
B/3 0 2B/3

⎞

⎠ .

In Fig. 5, probability of chunk availability increases up to 16 % due to implemen-
tations of optimal chunk selection strategy and suboptimal neighbor selection
strategy against the basic model with basic input data.
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Fig. 5. Probability of chunk availability

Note that, p(m) is the probability of chunk available at the buffer’s position
m. So, the probability of playback continuity PV equals probability of chunk
available at the buffer’s position M = 40: PV = p(M) = p(40) in Fig. 5, value
p(40) corresponds to the probability PV of playback continuity. The heavy solid
line shows the results of simulation of P2P streaming network based on daily
users’ behavior and users’ distribution over time zones with optimal set of strate-
gies. The dotted line corresponds to the same model but with ordinary set of
strategies. It is easy to see that the usage of set of strategies brings higher results
for all the peers in the network up to 16 %.

6 Conclusion and Future Works

We try to construct a model of a P2P streaming network, which is the most
approximate to the reality. Preliminary numerical analysis shows that more
research is necessary to find the optimal strategies, buyout will improve the
performance of the network. To do this, it is necessary to formulate the appro-
priate optimization problems, to find ways to solve them, even if numerical, and
conduct computer experiments using the simulator described above. It is already
clear that it is necessary to modify the strategies used in P2P streaming network.
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Abstract. Software-defined networking (SDN) can significantly automate and
facilitate network management by allowing their programming. In this paper we
show the SDN concept, method of testing, and the main characteristics of the
SDN controller. The study based on the model network in the laboratory
high-speed backbone networks DWDM and programmable networks SUT. The
paper presents results of a collaborative functioning of SDN and DWDM-
network. In this paper we created graphical interface over Cbench and added
several advanced features in C++, also conducted stress testing SDN controllers.
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1 Introduction

The concept of software-defined networking (SDN) [1, 2] suggests the separation of
data transfer and data management; logically centralized data management level; vir-
tualization of physical network resources; as well as a single, unified interface (Open
Flow) between the control plane and data plane (not depend on the vendors) [3, 4]. The
following levels are distinguished in the SDN network structure [5]. The first one is the
level of networking applications, at this level are implemented various network man-
agement functions like management of data flows in the network, security manage-
ment, traffic monitoring, QoS management, policy management, and so on. The control
Level maintains network topology, and also provides unified interface to application
level. Network infrastructure level includes network device of the SDN network (Open
Flow switches) and data channels. The controller is a key element of the SDN network,
it acts as the brain of the entire network. Performance and network capabilities are
directly related to the controller characteristics. The controller itself is a network
operating system installed on a dedicated physical server. The main controller functions
include management of network devices; topology management (construction of net-
work topology, add/delete new network elements), application management and con-
trol of available server resources (threads, cores). The approach to SDN allows to
automate and facilitate network management by allowing their ‘programming’, to build
a flexible, scalable networks that can easily adapt to the changing conditions of
functioning and the needs of users. Implementation of this approach, in particular,
should have a great impact on the management of the network infrastructure in the data
center (DC), corporate networks, WAN, home networks and mobile cellular networks
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5G, for the efficient allocation of radio resources by centralizing, and seamless mobility
using different technologies and common control plane.

Model network is a prototype of the current and projected network, which is built
on the appropriate equipment with a given level of abstraction [6]. Usage of such a
network can carry out comprehensive testing of equipment, both in normal functioning
and under load with stress regimes [7–9]. Model networks can be used for testing the
hardware and software products and applications that are parts of existing and future
networks [10–12]. The rest of paper is organized as follows. Section 2 analyzes con-
trollers involved in the study and their characteristics. Section 3 shows the experi-
mental investigation and model network. Section 4 presents testing results. Section 5
describes the methodology allowed to evaluate the basic characteristics of SDN net-
work controller. Last Sect. 6 is conclusion, which summarized our work.

2 Controllers Involved in the Study and Their
Characteristics

Floodlight Controller open source, supported by an open community of developers. It’s
developed on the basis of Beacon Controller platform in Java, has the Apache license
which can be used for any purpose. Open Daylight is an open design with a modular
and flexible platform. This controller is implemented in software, within its own virtual
java-machine (jvm). Thus, it can be deployed on any operating system and hardware
platform that supports Java. Mul is designed in C, has a multithreaded kernel-level
infrastructure. It supports multi-level interface for network applications. The main
objective in the development of this controller was to ensure the performance and
reliability you need when deploying heavy-loaded networks. Beacon Cross-platform,
modular Open Flow controller in Java. Beacon is used in many research projects and
test deployments. Beacon is used in an experimental data center at the Stanford, where
he runs 100 virtual and physical switches 20. It works on multiple platforms, ranging
from high-performance multi-core Linux-based servers to Android smart phones.
Maestro network operating system developed in Rice University. Maestro provides
interfaces to implement modular network management applications to access and
modify the network status, as well as coordination of their interaction. Despite the fact
that this project is aimed at creating Open Flow controller, Maestro is not limited to
Open Flow-networks. Maestro is developed on Java (the platform itself and its com-
ponents) and it’s universal for different operating systems and architectures. Ryu
implemented in Python. Provides API, which is easy to create new network manage-
ment applications. It supports various network device management protocols such as
Open Flow, NETCONF, OF-config. Fully supports OF v. 1 0, 1 2, 1 3, 1 4, 1 5.

The main characteristics of the controller are:

• Performance: Speed of processing flows - the number of requests from the switches
to be processed by the controller in a second – (flows/second) and delay - the time it
takes the controller to process one request – (milliseconds).

• Scalability: change performance metrics while increasing the number of connec-
tions to the switches, change performance metrics while increasing the number of
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leaf nodes in the network; and changes in performance metrics while increasing the
number of processor cores.

• Resource capacity: CPU cores; Usage physical memory.
• Reliability: the number of failures during the test; and uptime for a given load

profile.
• Rationale for the test criteria: the selection criteria for assessing the performance of

the controller is based on the previously developed network devices testing meth-
ods: RFC 2889 - the testing methodology LAN switching network devices; and
RFC 2544 - the testing methodology for connecting network devices.

3 The Experimental Investigation and Model Network

In the laboratory 5-segments model network is launched that enables to carry out
comprehensive testing of both real and virtual settings of the Internet of Things [5]. In
addition, the laboratory has a test bench for capture and subsequential analysis of the
network traffic on any part of the network model. The block diagram of the model
network is shown in Fig. 1.

The study was conducted based on the model network of high-speed backbone
systems DWDM and programmable networks laboratory in SUT. The modern transport
network is becoming increasingly urgent problem with the growth of traffic and volume
of transmitted data, to solve this problem, it is necessary to increase the capacity.
Bandwidth fiber networks can be increased by using two methods: increasing the level
of STM-signal or introduce the technology of dense wavelength division multiplexing
(Dense Wavelength Division Multiplexing - DWDM). This technology involves the

Fig. 1. Block diagram of a model network internet of things laboratory [5]
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separation of the fiber spectral bandwidth into multiple optical channels. That is, one
pair of parallel optical fiber carries multiple independent channels (each at its wave-
length), which improves the system transmission bandwidth. In the laboratory we
Used DWDM equipment companies T8 based on multi-platform ‘Volga’ in the labo-
ratory. Platform ‘Volga’ allows you to organize up to 96 channels at 100 Gbit/s per
channel. ‘Volga’ - the only Russian DWDM-platform that supports flows up to
100 Gbit/s and has the official status of the ministry’s ‘equipment of Russian origin.’ In
the experiment we used transponders dual 10 Gigabit channel (Ethernet, SDH, Fiber
Chanel, OTN) «Desna’ aggregators and channels of various formats (SDH, Ethernet,
Fiber Chanel, OTN) to 2.5 Gbit per second. DWDM system was designed to enhance
the capacity of each channel up to 100 gigabits per second. The system cost 40 -
channel multiplexers with active channel and adjusting the power in the system.
Intercom system to the point - the point is organized on a separate channel width of the
GbE 1, that allows not only to confidently and quickly transmit/receive official infor-
mation, but also to the need to pass it extra data. Control units have RSTP function for
the organization MESH - links and switching equipment in the ring. The Developers of
optical transport networks strive to create the most automated network, and to manage
them based on programming, in order to minimize operating costs and to provide new
services and applications faster and more efficient way.

Model network structure is shown in Fig. 2. In order to study the interaction of
SDN and DWDM equipment, we chose Open Flow controller Floodlight, company
Nicira, open source software. As a quality Open Flow switch, Open VSwitch virtual
switch has been selected by means of switching logic control. Two clients were also

Fig. 2. Laboratory testbed
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used as PC with installed software on them JPerf and IXIA IXChariot. One of the PC
acting as a client and the other as a server. The physical architecture of the experimental
test bed consist of server hardware component with processor: Intel Xeon E3-1220 V2
3.10 GHz (4 cores, 4 threads); memory: 3 board Foxline FL1600D3U11-4G DDR3
4 GB DIMM; and hard disk: Hitachi HDS721010CLA332 1000 GB. And server
hardware component with tool for testing cbench; also controllers like OpenDaylight -
Lithium SR3, Floodlight - v 1.0, Mul - v 3.2.7, Beacon - v 1.0.2, Maestro - v 0.2.0, and
Ryu - v 4.1.

For the Controller performance we chose the relation between the performance and
number of connected switches:

• The dependence of performance on the number of connected switches (1, 5, 10, 20,
50, 100), for a fixed number of hosts (104);

• The dependence of performance on the number of end nodes (103), (104), (105),
(106), (107), with a fixed number of switches (20);

• The dependence of performance on the number of CPU cores;

For Controller Latency, the dependence of delay on the number of connected hosts
(103), (104), (105), (106), (107), for a fixed number of switches (1).

In this paper was created GUI over Cbench and several additional functions in C++,
with the introduction of the initial values for testing and graphic output bandwidth or
delay, depending on the selected test mode. Also we added the ability to change the
size of outgoing packets up to 2048 bytes, then we added displaying the average value
of the controller to process a single package on the results of each test. Also, the
function has been added to set the number of packets being sent and set the interval
between them. Utility benchmarking Cbench controllers includes operating modes as
the speed measurement mode processing streams and delay measurement mode. The
algorithm works like Cbench simulates N switches Open Flow; and creates N of Open
Flow sessions to the controller. The work results are shown as one of the test: the
number of threads, mounted in a second controller (flow/s) (summed over all the
switches) and Cbench: minimum, maximum and average value of the RPS
(requests/sec) in all tests. In Fig. 3 we can see an example of using the utility.

Fig. 3. Example of the used Cbench utility
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In Fig. 4 showed created GUI over Cbench.

4 Testing Results

The studies were conducted using IXIA IxChariot program that was used to generate
traffic and monitor the quality of the service parameters. For testing, the following
types of traffics were chosen: FPS, HTTP, Bit Torrent, IPTV, VoIP. In order to study
the interaction of DWDM and network equipment SDN, we conducted tests on two
circuits network using DWDM equipment and network segment SDN and using the
network segment SDN. To solve similar problems, we planned to develop an integrated
methodology for testing and localization of bottlenecks in the structure of SDN. To this
end, it is planned to conduct a series of natural experiments, by results of which will be
proposed optimal modes of interaction DWDM and SDN network equipment (Table 1)

Test results showed that DWDM equipment does not introduce significant delays in
the transmission of different types of traffic, such as: FPS, BitTorrent, VoIP, IPTV of
SDN segment. During the experiment, it was found that HTTP traffic is transmitted via
a DWDM equipment bandwidth reduction of 32 %, and increase in response time on
the client side of 47 %. This HTTP traffic dependence on DWDM equipment is caused
by the specifics of the equipment used and its configuration. In particular, a more
detailed study revealed errors in the 1000Base-T network adapter driver. To solve
similar problems, there is a plan to develop a comprehensive methodology for testing
and localization of bottlenecks in the SDN structure. To this end, there is a plan to
conduct a series of field experiments, the results of which will offer optimal modes of
interaction of DWDM SDN network equipment.

For high-quality results display, the controllers have been divided into high pro-
ductive (Maestro, Mul), average productive (Floodlight, OpenDaylight) and

Fig. 4. GUI over Cbench
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unproductive (Ryu, Beacon). The dependence on the number of controller’s perfor-
mance switches shown in Fig. 5.

Increasing the number of connected switches, the number of processing flows
received from each switch decreased. Controller performance depending on the number
of connected end nodes shown in Fig. 6.

Fig. 5. The controller performance vs number of switches: (a) Maestro, Mul; (b) Ryu, Beacon;
(c) Floodlight, OpenDaylight

Table 1. The experimental results
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SDN 0,0151 16,233 5,306 2,472 0,181 0,057 3,929 0,001 1,452

SDN+ 
DWDMM

0,0153 16,299 5,489 2,391 0,124 0,084 3,575 0,001 1,452
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With increasing the number of connected of end nodes was decreased in the
number of flows processed controller. Controller performance dependence on the
number of core (flow) of the processor shown in Fig. 7.

Fig. 6. The controller performance vs number of connected end nodes: (a) Maestro, Mul;
(b) Floodlight, OpenDaylight (c) Beacon, Ryu

Fig. 7. The performance of the controller vs number of processor core (flows): (a) Maestro,
Mul; (b) Floodlight, OpenDaylight, Ryu
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In case of increasing the number used by processor cores, the amount of increased
flows processed by the controller. The dependence of controller delay on the number of
connected of end nodes is shown in Fig. 8.

By increasing the amount of end nodes, considering a fixed number of switches, the
processing flow controller decreased.

5 The Methodology Allowed to Evaluate the Basic
Characteristics of SDN Network Controller

Performance and scalability:

• An increase in the number of connected switches, the number of processing threads
coming from each switch was reduced;

• Increasing the number of end nodes, the number of reduced flows processed by the
controller, but only slightly;

• Increasing the number of used network operating system of processor cores, the
number of processed increased flow controller.

Fig. 8. Controller delay vs number of connected end nodes: (a) Maestro, Mul (b) Floodlight,
Open Daylight, Ryu, Beacon

Table 2. Resource use controllers and CPU cores

Controller OpenDaylight Floodlight Mul Maestro Ryu

The amount of 
server memory 
(GB)

2.1 7.3 0.8 1.2 4.1

Loading 
processor cores 
(%)

three core 96-99%, 
85-87% single core

four cores 97-
100%

4 cores 
90-98%

4 cores 70-
98%

3 7-18% 
kernel, 
kernel 1 
99%
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Delay-flow processing time decreased as considering increasing the number of end
nodes (hosts), generate a large number of packets that the controller within the specified
time processed with greater speed, in less time. Resource capacity - memory and
download the CPU cores shown on Table 2.

6 Conclusion and Future Work

During the research the best results in performance and stability was demonstrated by
controllers Maestro and Mul, as data controllers are better optimized use of physical
server resources. These controllers can be used to manage large networks; Controllers
Open Daylight, Floodlight and Ryu showed low-average performance. These con-
trollers can be used for smaller networks; Beacon controller becomes unstable, which is
unacceptable in the implementation of the SDN. Further research is expected to con-
duct a comprehensive testing of proprietary SDN controller, the reliability of their
operation at high load for a long time, as well as the reaction to the ill-formed message.

On the basis of the available software solutions for network benchmarking SDN
controller to develop its own testing tool with enhanced functionality and intuitive
graphical interface. Testing the interaction of DWDM and SDN network equipment
proved that DWDM equipment does not significantly affect the transfer of these types
of traffic like a FPS, Bit Torrent, VoIP, IPTV segment SDN network. On the HTTP
traffic is affected by factors beyond the control of DWDM equipment, such as the
specificity used in SDN network equipment, its configuration, as well as failures in the
1000Base-T.

Further research is planned to test Open Flow traffic passing through the public
communication network and to make appropriate comparisons.

Acknowledgment. The reported study was supported by RFBR, research project No. 15 07-
09431a “Development of the principles of construction and methods of self-organization for
Flying Ubiquitous Sensor Networks”.
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Abstract. The problem of control and routing of broadband multimedia traffic
has been considered in this paper. We suggest SDN-based network infrastruc-
ture for IPTV. Within the infrastructure IGMP and PIM are replaced by our
OpenFlow-based protocol. To control multicast quality, we also propose
real-time selective marking of IP packets by means of unique tags on input
device, so monitoring respective stream quality and correcting it if necessary.
A simulation model of broadband multimedia multicasting infrastructure based
on SDN has been developed. The infrastructure performance has been studied
on OMNET++ simulator. The experiment shows a growth of switch perfor-
mance up to twice as much when the OpenFlow is used for processing multicast
streams.

Keywords: IPTV � SDN � OpenFlow � Multicasting � Simulation

1 Introduction

At present, there is a tendency of online video spiking in the whole Internet traffic.
According to Cisco within the following 5 years online video consumption will grow
up to 85 % in the USA entire Internet traffic. Globally by 2019 video online IP traffic is
going to grow 3 times as much as now. It is likely to be 2 zettabytes per year [1].
Within mobile traffic audio and video streams hold up to 55 % and this figure is
growing [2].

Around the world multimedia transferring technologies (TV, radio, video on
demand) are getting gradually digitalized. The most progressive and cheapest way of
arranging a multicast network is to use data transfer on the existing networks with IP
stack protocols. IPTV is the most widely used service in this field. Unlike stream
multicasting with HTTP such as videos from web sites, IPTV is based on multicasting,
the content distributed on several client devices. Currently the demand is growing for
IPTV services but there are some obstacles to its wider use.

© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 550–560, 2016.
DOI: 10.1007/978-3-319-46301-8_46



The new data transfer technologies for provider internal networks and wide use of
digital TV devices lead to growing demand for IPTV and VoD services. Most providers
base their IPTV implementation on channel multicast. Each client has to have a device
or a program working through IGMP to receive UDP streams. All the intermediate
devices within provider network also have to support IGMP and multicast.

The first problem is control and routing of broadband multimedia traffic. Simul-
taneous multicasting and transcoding on all the channels is resource-consuming, so
multicasting starts on demand only. In this case the client sends a notice to be con-
nected to a certain multicasting group (e.g. chooses the IPTV channel). The demand
reaches a device making the decision on multicasting or otherwise redirecting the
demand to another network with a multicasting device. The multicasting started, the
IGMP snooping sends the stream only onto the demanded client devices. There are
different IGMP versions and modes of multicasting and routing (dense mode, sparse
mode, sparse-dense mode). Each IPTV provider uses different IGMP versions for
different channels, which requires corresponding streams transcoding on streaming
servers.

For distributed networks with routers different protocols are needed such as PIM or
Multicast OSPF. They follow the IGMP routing, and neighbor routers are connected by
IP tunnels, a multicasting tree is built for each multicasting. In “Dense mode” the tree
covers all the routes like in case of multicasting within one network. In other modes the
tree is built starting from the clients, the IGMPv3 setting the routes based on
Source-Based Trees, Implicit Join, or Shared Trees.

However, most routers support only PIM. While multicasting PIM and IGMP
interact, each of them routes the traffic in its own way: IGMP uses the preset com-
mutation channels, PIM uses multicasting routing protocols such as MOSPF or
DVMRP. Figure 1 shows the process of IGMP request, and Fig. 2 – the process of
multicasting.

As a rule, IGMP uses the same route for the request and response, due to the
absence of parallel routes or loops on L2 within one VLAN. PIM is based on routing
tables with different possible routes. Coordination of routers for optimal load on
channels is complicated, the settings have to be performed by qualified personnel
manually.

Fig. 1. Process of IGMP request
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IGMP low adaptivity on the one hand, and the complicated PIM setting (over 10
auxiliary protocols may be involved) on the other hand, lead to expensive IPTV
deployment and low quality services. There are hardly any technologies for easy setting
of multicasting in heterogeneous networks, the existing provider equipment rarely
supports all the technologies. Many home client switches have very low multicasting
performance, some cheaper devices loose the quality even for 5 streams.

Several services such as “Video on demand” require simultaneous unicasting and
multicasting for the same stream, which requires additional equipment. Therefore, the
main IPTV drawbacks arise due to inflexible and obsolete technologies.

Another important problem in multimedia multicasting is the quality decrease
because of the wrong frame order, skipped frames, artefacts, significant delays, higher
jitter. The existing solutions are expensive, they require complicated settings, and
cannot correct the visual defects in real time.

2 Related Work

Rebuilding of multicasting trees in case of network failures has been considered
in [3–8].

Medard, Xue and others [3, 4] suggest the use of preplanned reserving based on
reservation of multicasting trees. The algorithms involve centralized computations,
which can be effective only in software-defined networks (SDN) with easily determined
client states.

P2MP MPLS [5] provides a method for fast rerouting in case of failure, but it
cannot be used in networks with highly changeable client states because it performs the
routing starting from multicasting devices.

Li, Wang and others [6] suggest an improvement for this algorithm based on the
effective P2MP reserve tree computations, the control of network bandwidth and
reserve routing choice. The P2MP MPLS allows to recover fast after failures, but still it
cannot be used in networks with high client state changeability.

Medard, Finn, and others [3] have suggested the algorithms for redundant tree
computation in vertex-redundant or edge-redundant graphs. These algorithms can be
used for preplanned reservation of multicast routes. Mochizuki, Shimizu, and others [7]
present a similar algorithm, which also minimizes the number of edges in the trees. The

Fig. 2. Process of multicasting
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authors state the necessity of centralized computations for the above algorithms, but do
not use the SDN technologies.

Kotani, Suzuki, and others [8] consider SDN to solve the problem of fast tree
rebuilding in multicasting with minimum frame losses in case of network failure. The
authors suggest two trees for each group: the main one, and the reserve one having no
or minimum common edges.

Kim, Liu, and others [9] give a detail research for reducing zapping time such as
including/excluding a client in/from the multicasting group. The problem is solved in
[10–12].

Keshav, Paul [10] suggest precalculated routing with Prim’s algorithm, the distance
from source node assumed as the weight of each link. This algorithm also requires
centralized computations, but it is not efficient without SDN technologies. Ratnasamy,
Ermolinskiy and others [11] suggest the use of unicast routes for multicasting forming
an overlay network. MPLS using for multicasting traffic control is described in [12],
but this approach lacks scalability and flexibility compared to SDN technologies.

3 IPTV Implementation Based on Software-Defined
Networks

We suggest a network infrastructure based on software-defined networks (Polezhaev
et al. [13–15]) for IPTV (Fig. 3).

It consists of Internet access system, SDN routers on the distribution layer, SDN
switches on the access layer, and client’s networks.

Fig. 3. Multicasting in SDN network
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Video streams are received from Internet or satellites. Video transcoders convert the
streams into one format. Video streamers are stream sources in the network
infrastructure.

The SDN controller should contain modules, which implement the broadband
multimedia multicast routing algorithm based on SDN, the algorithm for collecting
information about the topology and network state, the broadband multimedia traffic
quality analyzer based on SDN.

A client network can include different equipment such as routers, access points, TV
devices.

The SDN approach allows to intercept a multicast connection request on the first
controlled switch directly and to set an optimal route for each stream in a dynamic
mode considering the channel and network equipment load. It is possible to use an
arbitrary number of parallel routes, and there is no need to use and configure the PIM.

The route, once installed, does not require any controller interference, the controller
is used only for IGMP emulation works to the client side on the final switch. If a client
has SDN equipment, there is no need to emulate the IGMP.

The set of all data routes from the video streamer to clients forms a multicast tree.
Construction of optimal multicast tree can be formalized as solution of the Steiner tree
optimization problem for the directed graph of network infrastructure. The vertices of
this graph are network nodes (servers, switches, routers, client devices), the directed
edges are network links. The weights of the arcs are residual bandwidths and current
delays on the ports. In addition, there is the source of multicast stream and the client
vertices. It is necessary to construct a directed tree that each client vertex will accessible
from the source, while optimizing some function that reflects the satisfaction of the
stream QoS to the QoE.

In general, this problem is NP-hard, therefore artificial intelligence approaches can
be used for its solution, including the genetic or the ant colony optimization algorithms.

For calculated optimal multicast tree, we propose to use SDN and OpenFlow to
install corresponding forwarding and mirroring rules (which implement this tree) to the
flow tables of switches and routers. If a new user connects to an existing multicasting
stream, the corresponding tree quickly rebuilds, and the rules for new routes are added
to flow tables of switches, then the old rules are removed. Switches connected to the
client’s equipment drop possible duplicated packets, so tree rebuilding does not affect
the end users. Rebuilding also occurs, in the case of network equipment or links
failures.

Each new IPTV channel will be transmitted by the most efficient routes, taking into
account the following factors: if the route passes through OpenFlow switches, it is
possible to dynamically monitor and ensure not only the QoS (Quality of Service), but
also QoE (Quality of Experience) – the integrated assessment of the streaming media
quality. Statistical analysis of a particular stream can identify the source of problems
before they will affect the quality of video streams transmission or the dynamic changes
of their routes.

It is possible to implement remote traffic monitoring in any specific point of the
network by resending selected traffic from it to quality analyzer (Fig. 4).

We propose to selectively mark packets with unique tags at the entrance to the
network using the OpenFlow header rewriting mechanism. Then, when the packet stays
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in the queue of video streamer or converter, quality analyzer verifies the need for
corrections in the video stream (i.e., reordering packets, removing of corrupted pack-
ets), and, if necessary, sends a correction command to the converter queue (the delay is
not more than 1 s) or to the switch immediately after the streamer. If necessary, the
analyzer can also modify parameters of video streaming.

4 Simulation Model of Multimedia Broadband Traffic
Infrastructure for SDN

At present, a provider cannot control multicast trees on access layer and intermediate
L2 switches. Main links can be overload at 200–300 IPTV channels, if the number of
HD channels grows the overload grows too.

The article [16] shows the statistical regularities and probability distributions for
channel switching within a large IPTV network. Starting and finishing of video channel
watching have different distributions and intensities at different times. There are peaks
with the normal distribution and high intensity from 7.00 to 7.30 am, around 9 am or
12. In addition, there are minimums between the peaks with other parameters, usually
with the exponential distribution. Absolute maximum’s time is in the evening when a
network is sure to be overload.

Based on research data from [16] we assume f(x) =
Pn

i¼1
aikie�kix for the probability

density function of client’s events, where ki is event intensity, ai is weighting coeffi-
cient,

P
ai ¼ 1.

The experimental parameters for n = 3 (minimal possible number of events) are
presented in Table 1.

Fig. 4. Correcting the order of packets in the flow sequence
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This approach cannot be applied for low loads when the distribution is not expo-
nential. In this case, we use the Weibull distribution:

f(x) =
kixk�1e

� x
li

� �k

lki
; ð1Þ

where ki is calculated experimentally, by forecast ki\1.
The channel switching distribution depends on the channel and its popularity.

Around 10 % of channels are significantly in demand compared to the rest of the
channels, and the switching intensity inside this group is exponential.

For multicast traffic study a simple model has been created based on OMNET++
simulator (Fig. 5) and IGMP/PIM example. The network consists of the main ring
10 Gb/s, one video streamer (server) and clients with IPTV devices. The clients request
new channels through IGMP according to the exponential distribution of channel
switching time. In addition, clients receive other traffic in «light browsing» mode (2
requests per second, 100–500 Kb answers on the uniform distribution).

Switches with IGMP support [16] transfer the requests to the video streamer and
connect the clients to a new multicasting group, excluding them from previous one.
IGMP is simulated by PIM-SM to follow the events. For STP simulation OSPF is used
with predefined metrics. Channels are AVC/H264 4 Mb/s UDP streams with frame size
from 1300 to 1450 bytes. The video streamer uses UDPBasicApp, the client uses
UDPSink.

Table 1. Parameters of user events’ distribution

Event k1 a1 k2 a2 k3 a3
TV switching on 0,013 0,3 3,3∙10−3 0,66 2,3∙10−4 0,04
TV switching off 0,032 0,19 2,5∙10−3 0,75 2,4∙10−4 0,06
Channel switching 2,1 0,23 0,026 0,64 3,2∙10−3 0,13

Fig. 5. Simulation model for multicast IPTV
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See the experiment parameters in Table 1.
With the number of requests exceeding 50 at one device the average 500–700 ms

delay grows for channel switching. With the number of requests exceeding 600, the
packet loss is above 0.05 % and delay grows above 1 s (IPTV buffer overflow) and
consequently video artefacts are possible.

IPTV traffic is generated at the same time with 1 Mb/s browsing traffic per client.
Within the experiment the simulation model was to be used for IGMP tree and then

for OpenFlow tree.
We have used the range from minimum to maximum load (flight; fhard) to calculate

the function values:

a)

b)

Fig. 6. Channel switching delays (a) IGMP; (b) OpenFlow.
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Delay(x,a) = a � Delaylightðx)þð1� a) � Delayhardðx), ð2Þ

Load(x,a) = a � Loadlightðx)þð1� a) � Loadhardðx): ð3Þ

Channel switching delays are presented in Fig. 6.
In addition, the switch CPU load was determined. The experimental results are

presented in Fig. 7.
Packet losses are also found in case of time out at switches and in case of IPTV

packet life time out.

a)

b)

Fig. 7. Switch CPU load (a) IGMP; (b) OpenFlow.
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The figures show that the use of OpenFlow for multicast processing is more effi-
cient both for delay and performance. The use of OpenFlow makes the load capacity of
switches up to twice as big in the multicast mode.

5 Conclusion

The problem of control and routing broadband of multimedia traffic has been con-
sidered as well as the problem of low multicasting quality. The analysis of existing
publications shows no complete solution of the both.

This paper suggests SDN-based network infrastructure for IPTV. Within the
infrastructure IGMP and PIM are replaced by our OpenFlow-based protocol, which
also intercepts IGMP requests from client equipment not supporting OpenFlow. The
multicast tree is rebuilt in case of network failures or it is necessary to optimize
multicasting for new clients switching in. To control multicast quality, we suggest
real-time selective marking of IP packets by means of unique tags on input device, so
monitoring respective stream quality and correcting it if necessary.

The simulation model of broadband multimedia multicasting infrastructure based
on SDN has been developed.

The infrastructure performance has been studied on OMNET++ simulator. The
experiment shows a growth of switch performance up to twice as much when the
OpenFlow is used for processing multicast streams.

In the future, we plan to implement the proposed multimedia broadband traffic
infrastructure for IPTV on a real software-defined network and to study its perfor-
mance, scalability and flexibility.
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Abstract. Nowadays, in mobile networks, latency-sensitive services may
compete for the bandwidth of other services, thus degrading overall perfor-
mance. Software-defined mobile networks opening many new possibilities for
dynamic traffic management. This gives chances to ensure strict requirements of
the service quality in changing conditions. We considered two requirements for
the quality of service: bandwidth and latency. Providing the required bandwidth
is relatively simple compared to the end-to-end delay, as its guarantee requires a
complex model that takes into account the mutual influence of flows throughout
the entire path. Our model includes the following metrics: maximum channel
utilization, traffic priority, the number of “hops”. Fuzzy balancer module has
been developed for the Floodlight controller in Java. This module calculates the
weights of the links in accordance with the proposed method. Simulation net-
work was held in Mininet environment. During the experimental implementa-
tion, it has been shown that simple algorithm based on mathematical apparatus
of fuzzy logic allows dynamically adapting the network to the change of the
traffic volume, as well as its structure.

Keywords: SDN � Software-Defined Mobile Networks � Fuzzy model �
Dynamic traffic management � Floodlight controller

1 Introduction

Software-Defined Mobile Networks (SDMN) is a perspective approach of mobile
networks construction, which is based on the concepts and technologies of
Software-Defined Networking (SDN) and Network Function Virtualization (NFV)
[1, 2]. The development of these technologies nowadays outpaces their use among
mobile operators in LTE1 networks. Their implementation opens up the capabilities of
building new solutions to traffic stream optimization in mobile networks by using
modern techniques of separation of control plane (control-plane) and packet forwarding

1 LTE – Long-Term Evolution.
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plane (data-plane). Experience and current trends in the use of these technologies will
help to increase the network utility, reduce energy costs and the number of network
failures on the side of the operator, as well as the overall increase in the quality of
services provided on the network subscriber side [3].

In this article, we will research the possibility of traffic path multi-objective opti-
mization based on the weight coefficients of networks segments. The problem of the
existing traffic priority distribution mechanism in mobile networks is the lack of
workload accounting at a particular route segment in the through-channel provided to
the network subscriber.

The aim of the work is to provide a routing mechanism that ensures strict
requirements fulfillment regarding the service quality for the highest possible number
of streams, and to ensure the maximum network utility.

2 Background

Presently, the separation of the data-plane and control-plane is one of the most effective
approaches to solving existing problems of mobile operators regarding the network
resources optimization in order to increase the services quality.

The ability to provide reliable data transfer with guaranteed low latency is critical,
e.g. for the transmission of voice data by the Voice over LTE technology, as voice
services are currently sharing channel with data transfer services.

Mechanism of ensuring the quality of service QoS2 in LTE marks the traffic streams
with the class identifier QCI (QoS Class Identifier). Each class has the corresponding
QoS parameters for the given traffic type, namely priority, acceptable latency and the
number of lost packets, guaranteed data transfer rate (GBR).

Thus, the network must provide the transfer of isolated traffic streams with different
demand of network resources (quality of service).

In this paper, we consider two requirements for the quality of service: bandwidth
and latency. Providing the required bandwidth is relatively simple compared to the
end-to-end latency. To provide bandwidth it is enough to control the residual con-
nection throughput, and to use speed limiters for the streams at the input routers for
restricting traffic entering the network from the stream source. Dynamic allocation of
traffic streams allows distributing uniformly the load across the network devices and
reducing delays in stream processing queues.

The purpose of the proposed model is to fulfill the QoS requirements for the new
stream without violating the requirements for the existing streams.

Despite the fact that there are technologies that allow to calculate the bandwidth as
a function of the required latency and other QoS requirements, this paper focuses on the
pass-through latency, because providing it requires a complex model that takes into
account the mutual influence of streams across the entire route.

2 QoS – Quality of Service.
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3 Load Balancing Model

With traffic optimization there is always a problem of finding a compromise between
the load balancing and minimizing the route length [4]. While minimizing the route
may cause the overload of individual network segments, load balancing tends to use
more connections than is necessary for load distribution, which leads to the waste of
network resources and increases latency. The proposed routing model solves this
problem by multi-objective optimization of the route «cost». The model includes the
following metrics: maximum channel utilization, traffic priority, the number of «hops».
In contrast to the other algorithms (e.g. WSP), which optimize the load only at the
«bottleneck», the proposed algorithm takes into account the load on all the connections
at the route.

Achieving optimal load balancing requires satisfaction of the several criteria.
First: Maximize route throughput, i.e. maximize the residual throughput at the

connection, which is the «bottleneck».
Second: Minimize the number of priority streams at the route (not to create «bot-

tlenecks» of priority streams), and thereby fulfill QoS requirements for the maximum
number of streams.

Third: Minimize the number of «hops». Since the route with a large number of
«hops» will likely overlap (interfere) with other routes at one of the connections.

Let us consider a detailed model of latency formation. Transmission latency is an
additive metric consisting of the propagation delay, buffering and processing delays.
From the traffic management standpoint, the buffering delay is the key one, which is
determined by the current queue length and the type of queue processing algorithm.

In the queue constructed according to the priorities, the latency value will depend
firstly on the speed with which packets are received in the streams having a higher
priority, and secondly, on how quickly the connection can transmit packets. Thus,
when a new stream is added to the queue, it’s latency will be affected by the streams
having a higher priority, while it, in turn, will increase the latency of streams with low
priority.

Buffering delay Df of the stream f, introduced by the switch, is described by the
following function:

Df ¼ f q;R1:q;C
� �

; ð1Þ

where q - stream priority in the queue, R1:q – sum of the required stream throughputs
having the equal or higher priorities, and C - line throughput.

Function for the buffering delay calculation is defined by the type of queue pro-
cessing algorithm, e.g. FIFO3, WFQ4, HTB5, WRR6 etc.

3 FIFO – First In First Out.
4 WFQ – Weighted Fair Queueing.
5 HTB – Hierarchical Token Bucket.
6 WRR – Weighted Round Robin.
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X
Df\Ds ð2Þ

Sum of delays at all switches of the route must be less than Ds – minimum required
pass-through latency.

The controller must choose a position in the queue along the whole route in order to
satisfy the requirements for all the streams, e.g. if the stream at one of the switch ports
received low priority, then to ensure total pass-through latency at the next switch the
controller must assign that stream a higher priority.

For this, as suggested in [5], at each connection (switch port) maximum possible
position in the queue is calculated for the stream, in which it does not affect the current
streams, and the minimum possible position, in which its latency requirements are
fulfilled, thus we get a range of possible priorities (positions in the queue). The
resulting range can be used as metric in edge weight calculation.

3.1 Mathematical Apparatus

It is known that the problem of route multi-objective optimization with multiple route
cost metrics is NP-hard7. The problem is further complicated due to conflicting opti-
mization criteria.

Fuzzy logic is an effective tool for solving multi-objective optimization problems
with potentially conflicting criteria. Fuzzy logic allows representing the values of
different criteria as linguistic terms, which represent the level of belonging to a par-
ticular term in the form of a number in the range {0, 1}.

Let us introduce the network in the form of a directed graph G (N, L), where N - set
of vertices (hosts), and L – set of edges (connections).

Consider the membership functions for the optimization criteria suggested above.
To evaluate the edge load based on throughput we use the membership function

depicted in Fig. 1, where BWmin
8 and BWmax

9 are the minimum and maximum
available residual throughput of network edges, respectively. Thus, pxy takes the
minimum value at the edge, which is the «bottleneck» in the network.

To evaluate the edge load based on the number of high-priority streams lxy, we use
the same membership function (Fig. 1), but this time BWmin and BWmax are the
minimum and maximum position in the queue. In the case of SSF algorithm proposed
in [5], for membership function value assignment it is possible to use the range width of
the available priorities (queues).

Membership function of the third criterion hsd is calculated not for the individual
edges, but for whole route. In Fig. 2, the maximum and minimum possible route length
is denoted as Hmin and Hmax, respectively, m value is chosen to be 0.75.

7 NP-hard – Non-deterministic polynomial-time hard.
8 BWmin – Minimal bandwidth.
9 BWmax – Maximal bandwidth.
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We use fuzzy s- and t-norm-operators. Generally, s-norm and t-norm operators are
implemented using max and min functions:

lA \B xð Þ ¼ minðlA xð Þ; lB xð ÞÞ ð3Þ

lA [B xð Þ ¼ maxðlA xð Þ; lB xð ÞÞ ð4Þ

Fig. 1. Membership function of the edge load based on throughput

Fig. 2. Membership function of the path preference based on number hops.
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For some formulations of multi-objective functions the stringent operators of dis-
junction and conjunction may not be suitable, also by the reason of their indifference to
individual criteria. To take these requirements into account the Jager’s OWA-
operator10 has been designed [6], which allows to easily set the level of disjunction and
conjunction. Then the OWA-operator for two fuzzy sets A and B will be as follows:

lA \B ¼ b �min lA; lBð Þþ ð1� bÞ � 1
2
ðlA þ lBÞ ð5Þ

lA [B ¼ b �max lA; lBð Þþ ð1� bÞ � 1
2
ðlA þ lBÞ ð6Þ

where b - constant in the range {0, 1}, which defines the degree to which the
OWA-operator corresponds to pure disjunction or conjunction. In this paper b = 0.8.

3.2 Algorithm

The proposed algorithm starts with calculating the edge weights of the traffic with
requested priority by the first two criteria. Then the algorithm calculates k-possible
routes, chooses the best one according to the fuzzy inference rule.

1. Calculate the residual throughput of the edges.
2. Calculate the range of available queues on the edges for the requested traffic class.
3. Calculate weights of the edges based on residual throughput pxy and number of

high-priority streams lxy.
4. Calculate the k - best routes using weights from previous step.
5. Choose the best route considering its length hsd .
6. If there is a conflict with the low-priority streams, then rearrange routes for the

respective streams in the same way.
7. Set rules to routers.
8. Collect statistics, adjust the constants.

3.3 Experiment

Development and testing of the model experimental implementation was carried out
with Floodlight controller in the Eclipse development environment. Floodlight con-
troller module has been developed in Java language, which calculates the edge weights
according to the method proposed above. The module proposed in [7] was used for the
implementation of QoS features. Network simulation was conducted in Mininet
environment [8], which includes the virtual switch Open vSwitch. For implementation
of the QoS mechanism in this environment the standard queues of the Traffic Control
subsystem of Linux operating system are used. For queue construction the HTB

10 OWA-operator – Ordered Weighted Averaging aggregation Operator.
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method was used (Hierarchical Token Buffer). Package planner based on HTB allows
to share the bandwidth among multiple traffic classes and provides a mechanism for
bandwidth borrowing.

Standard topology module of Floodlight controller calculates the best route with the
minimum number of «hops», using the same weight for all connections. In this paper,
the standard module has been modified for the calculation of several best routes based
on the metrics described above. Similar to work [9], for the implementation of the
decision making algorithms we used jFuzzyLogic library written in Java.

For experimental implementation, we used the value of the required bandwidth for
the traffic with the same or higher priority as the lxy metric.

The metrics were calculated based on statistics obtained by the standard Flood-
light REST API. To obtain more accurate data, in the future we plan to use external
solutions of data transfer level, such as sFlow.

In Mininet environment the network has been modeled, which configuration is
shown in Fig. 3.

The network consists of four switches and four hosts. The traffic was being gen-
erated between the hosts H1 and H4, as well as H3 and H2, respectively. For broad-
casting, receiving and saving video to file VLC11 media player was used iperf utility
was used to generate the background TCP12 traffic.

HTTP13 and UDP14 protocols were used as transport for video streams. Queues
configuration on the switches was configured in such a way that the video traffic had
priority over the iperf traffic.

Fig. 3. Network scheme

11 VLC – VideoLAN Client.
12 TCP – Transmission Control Protocol.
13 HTTP – HyperText Transfer Protocol.
14 UDP – User Datagram Protocol.
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We have conducted three sets of experiments. In the first set of experiments, we
have used a standard implementation of the Floodlight controller topology module, in
the second set the topology module has been changed, and the residual bandwidth has
been used as the edge weight, in the third set of experiments the route has been chosen
according to the proposed algorithm.

Testing was conducted according to the following scenario:

1. Form queues with different priorities at the switches.
2. Start video stream transmission between the hosts H1 and H4 via HTTP.
3. Start video stream transmission between the hosts H3 and H2 via UDP.
4. 60 s later using iperf we have simulated constant traffic between the hosts H1 and

H4, as well as H3 and H2.
5. Add another video stream between the hosts H1 and H4 via HTTP.

In the first case, for all the streams the shortest route was selected, thus the data
traffic interfered with the video traffic. In the second case, the data traffic controller
selected an alternative route (e.g., route S1-S3-S4 has been selected between the hosts
H1 and H4), which helped avoid the overloading of the shortest route, however, both
video streams between the hosts H1 and H4 were on the same route. In the third case,
by using the proposed algorithm the controller has selected different routes for video,
data traffic has been transferred through the same routes, but with lower priority. Thus,
it became possible to transmit the maximum amount of streams and achieve greater
utilization of the network.

Figure 4 shows the plots of iperf streams throughput for the two cases, the standard
implementation and the implementation proposed in this paper.

As an objective evaluation metric of the video image quality the Peak Signal-
to-Noise Ratio (PSNR) is typically used, which can be calculated by comparing the

Fig. 4. Route throughput between H1 and H4
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original and transmitted video. Figure 5a depicts the PSNR values for the video
transmitted over UDP between the hosts H3 and H2 with the standard controller
implementation, whereas Fig. 5b - with the implementation proposed in this paper.

The graph in Fig. 5a clearly illustrates the decline in the average PSNR level and
the reduction of the frames number due to interference of the video stream and the data
stream.

For demonstration of the interference of the data traffic and HTTP-video Fig. 6
shows the graphs of congestion window values of TCP protocol.

Fig. 5. PSNR values for video between the hosts H3 and H2.

Fig. 6. CWND values for HTTP video and iperf traffic between the hosts H1 and H4
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4 Conclusion

The results of the study confirm the importance of applying SDN to separate the data
stream plane from the control plane in mobile networks.

In this paper, we propose the model of dynamic load balancing for software-defined
networks that takes into account the mutual influence of traffic flows with different
priorities. Traffic control algorithm, designed based on the proposed model, allows
dynamically adapting the network to the change of the traffic volume, as well as its
structure, and ensures optimal allocation of network resources, thereby providing their
accessibility to the maximum number of streams.

During the experimental implementation, it has been shown that the model can be
implemented by a computationally simple algorithm based on mathematical apparatus
of fuzzy logic, which can be easily integrated with the existing SDN controllers of
wired and wireless networks.

This method can be used for resources optimization of the mobile network
depending on the load, as well as for service chaining, network features mapping
(mapping), optimizing traffic of various applications and QoS, as well as mobility
management.
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Abstract. This paper presents Global Navigation Satellite Systems (GNSS)
attitude determination approach based on solution of direction-finding
(DF) problem. The carrier phase GNSS concept is used to achieve precise
attitude parameters (pitch, roll and yaw angles). This approach consists in
maximization of resulting functions constructed on different combinations of
R-functions. Effective attitude parameters estimations are maximum likelihood
estimations. Well known algorithms (least-square, QUEST, etc.) of likelihood
function maximization are computationally complicated. Besides these algo-
rithms, reference phase differences can be used to maximize likelihood function.
Reference phase differences are easily implemented and have advantages in
computing costs. Angles accuracy is higher, when presented approach compared
to ML, when reference phase differences are used in both cases. DF concept for
attitude determination is discussed in this paper. Two different modifications of
resulting function using for attitude determination are considered. Efficiency of
described methods is expressed in terms of angles accuracy and abnormal error
rate.

Keywords: Attitude determination � Direction-finding problem � Space-time
processing � Carrier phase measurements

1 Introduction

Interferometric methods of attitude determination based on global navigation satellite
systems are widely distributed nowadays [1–5]. Maximum likelihood (ML) method
provides effective attitude parameters (angles yaw a, pitch b, roll c) estimations [5, 6].
Different ways to maximize likelihood function are assumed: based on solving of
Wahba’s problem (for example algorithm QUEST and its different modifications) [6–
9], conventional nonlinear least – square algorithm [4, 10], etc. These algorithms are
computationally complicated [6].

In this context, maximization method based on reference phase differences
(RPD) has certain advantages [11]. Angles accuracy depends on quantity of RPD
values graduations. Along with ML method, other approach in attitude determination
applications can be used [12, 13]. This approach is based on direction-finding
(DF) concept. It consists in obtaining angles estimations by different combinations of
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R-functions maximization. Each R-function is constructed on transformation of spatial
power distribution [14]. The advantages of such method in comparison with ML are
showed in [13], when in both cases RPD are used. Nevertheless, in mentioned papers
proposed results are concerned the heuristic combinations of the signals from several
satellites. In particular, approach based on R-functions summation was considered.
Angles are estimated by searching the maximum of resulting function, which is the sum
of R-functions. Each R-function is calculated separately for each satellite. In the same
time, it is interesting to compare this combination R-functions to another one, which
based on multiplication of these functions for separate satellites. It can be supposed,
that due to global maximum of resulting function narrowing angles accuracy should
increase. Also, it should be pointed out, that in [12] R-function was obtained only for
special case of antenna array (AA) with three elements.

In this paper angles estimation method based on multiplication of R-functions is
analyzed. Antenna arrays with random number of elements are discussed.

2 Attitude Determination Based on R-Function

2.1 Direction-Finding Approach in Attitude Determination

Differences between carrier phase measurements of signals, which are received by
array elements, (AE) are the basis of interferometric methods. The information about
angles between direction to the satellites and vectors, which are formed by AE pairs, is
contained in these differences. Problem of attitude determination is solved by carrier
phase differences, when separate satellites coordinates, location of AE on navigation
object (NO) and location of NO as material point are known.

Pay attention to the fact, that attitude determination problem might be considered as
inverse to direction finding problem. Principal difference this problem from DF
problem is consisted in known NO location, including attitude parameters in last case.
In the same time, emitter (in this case satellite) coordinates are only known in attitude
determination. Values of a; b; c should be measured. Therefore, look first at DF
problem.

In common case, DF problem can be decided as problem of searching spatial power
maximum. In particular case of one emitter, which is considered as satellite, spatial
power estimation for antenna array with M elements can be expressed in follow form,
where noises on AE are statistically independent with equal variances and zero means
[12]:

P̂ðw Þ ¼ wH 1
N

XN

n¼1

F tnð ÞFH tnð Þ� �þ r2I

 !

w; ð1Þ

where w ¼ ½ w1j j � ejh1 ; . . .; wMj j � ejhM �T - vector-column of weight coefficients; F tð Þ ¼
½F1ðtÞ; . . .;FMðtÞ�T - vector-column of signal complex envelopes on AE, FmðtÞ ¼
amj jejumS tð Þ, um – signal phase, which is received on m-antenna element from emitter;
SðtÞ – signal complex envelop of emitter; am – complex propagation coefficient
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between emitter and m-AE, N tð Þ ¼ ½N1ðtÞ; . . .;NMðtÞ�T – vector-column of additive
noise complex envelopes on AE и I – identity matrix. Signs T and H denote transpose
and Hermitian conjugation operations. Main information about spatial orientation of
emitter is contained in phase differences values. So amplitudes of all weight coefficients
are equal 1: w1j j ¼ w2j j ¼ . . . ¼ wMj j ¼ 1. The following equation is obtained:

P̂ðwÞ ¼ e�jh1 . . . e�jhM
�� �� �

1
N

PN

n¼1
F1 tnð Þj j2 þ r2 . . . 1

N

PN

n¼1
F1 tnð ÞF�

M tnð Þ

..

. ..
. ..

.

1
N

PN

n¼1
FM tnð ÞF�

1 tnð Þ . . . 1
N

PN

n¼1
FM tnð Þj j2 þ r2

�����������

�����������

�
ejh1

. . .
ejhM

������

������
: ð2Þ

Path differences of signals, incoming the AE, do not differ much in comparison
with distance to the emitter. So the amplitudes of complex propagation coefficients are
equal:

a1j j ¼ . . . ¼ aMj j ¼ aj j: ð3Þ

Mean power estimation of receiving signal is following:

P̂Snp ¼ 1
N

aj j2
XN

n¼1

S tnð Þj j2: ð4Þ

Considering (3) and (4) Eq. (2) can be converted in the following way:

P̂ðwÞ ¼ P̂Snp Mþ 2 �
XK

k¼1

cosðDuk � DhkÞ
 !

þMr2; ð5Þ

where K is the number of bases in AA, which can be found as M ¼ C2
N ¼

N!= N � 2ð Þ! � 2!ð Þ, Duk ¼ ui � uj and Dhk ¼ hi � hj for i 6¼ j; i ¼ 1. . .M; j ¼ 1. . .M.

To maximize the function P̂ðwÞ is sufficient to find the maximum of the following
equation:

R̂ ¼
XK

k¼1

cosðDuk � DhkÞ: ð6Þ

Function R̂ reaches the maximum in conditions: Dhk ¼ Duk, where Duk- true
values of signals phase differences. Actually, values Duk are unknown and in practice
they can be obtained only as estimations of measured phase differences D~uk. Then
maximization of following function will be implemented as solution of DF problem:
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R ¼
XK

k¼1

cosðD~uk � DhkÞ: ð7Þ

Values of R-function can be obtained for emitter directions by substituting different
values of parameters Dhk, which are defined different emitter directions. Position of
maximum R-function value corresponds to emitter direction estimation.

Initial data for maximization P̂ðwÞ are values of signals complex envelopes on
array elements, and for R-function these values are estimations of measured phase
differences D~uk. Estimation of phase differences can be accomplished after optimal
correlation processing unit, when signals structure is known. In general, sum of signals
from all visible GNSS satellites is received on AE, when the user knows code-
(GPS) or frequency- (GLONASS) GNSS signals division mechanism. Angles a; b; c
are assumed to be known, when satellite direction finding problem is being solved.
Respectively, satellites directions are determined by the values Dhk and known angles.

Then go back to the attitude determination problem. Satellites directions are known,
when attitude determination problem is being solved. Specifically, azimuth and ele-
vation angles are being calculated, using coordinates of satellite and navigation object
in geocentric coordinate system. In this case, values a; b; c are unknown. So values of
R-function can be obtained for different angles a; b; c by substituting different values
of parameters Dhk, which now are defined by different attitude parameters.

Minimum two satellites [15] are required for unique solution of attitude determi-
nation problem. Thus, joint use of several R-functions for different satellites is nec-
essary. Various methods of R-functions joint use are possible. In particular, in
R-functions combination, based on summation, is discussed:

RR ¼
XL

l¼1

Rl; ð8Þ

where Rl ¼
PK

k¼1
cosðDuðlÞ

k � DhðlÞk Þ denotes R-function for l-satellite.

Other resulting function modification, which affords angles estimations, is now
considered. This modification is based on multiplication of functions Rl for different
satellites:

RP ¼
YL

l¼1

Rl: ð9Þ

Angles accuracy is expected to increase because the main maximum width of the
resulting RP-function is reducing in comparison with RR-function. Comparative
analysis of two mentioned approaches for constructing resulting functions is of interest
to carry out. It is also important to investigate as normal and abnormal measurements
errors.

576 I. Tsikin and E. Shcherbinina



2.2 Resulting Functions Maximization Based on Reference Phase
Differences

In paper reference phase differences are proposed to consider as maximization method
of resulting functions (8) and (9):

Dw lð Þ
m ¼ 2p

k
ðxm sin a lð Þ

s þ ym cos a lð Þ
s Þ � cos b lð Þ

s þ zm sin b lð Þ
s

h i
; ð10Þ

where a lð Þ
s , b lð Þ

s - l-satellite’s azimuth and elevation. Coordinates xm; ym; zmð Þ of baseline
m-vectors are obtained in accordance with the equation:

xm ¼ xAEk � xAEn; ym ¼ yAEk � yEn; zm ¼ zAEk � zAEn; ð11Þ

where xAEk; yAEk; zAEkð Þ - coordinates of k-AE in local coordinate system, which is
associated with NO.

Reference phase differences for each specific satellite are phase differences values
of signals, which are received on AE. These values are being calculated in accordance
with Eq. (10) before or during measurements. Matching all possible angle combina-
tions to the coordinates of baseline m-vectors is obtained using transformation matrix
from the fixed coordinate system to the local coordinate system. Hence, RPD values
corresponding to different a; b; c are derived.

So, some table of RPD values is obtained. In this table each angles’ combination is
matched KL set of RPD values. In the end, values of RP;RR functions can be obtained
for all possible angles a; b; c by substitution these sets in these resulting functions.
Position of maximum resulting functions values defines attitude parameters estimations
â; b̂; ĉ.

3 Simulation and Simulation Results

3.1 Data

Comparative analysis mentioned below methods of constructing resulting functions
was accomplished for antenna array with minimum number of elements (M = 3),
which is necessary for attitude determination. These AA are used in small unmanned
aerial vehicles (UAV). AE location on navigation object, which is given as UAV, is
illustrated on Fig. 1. Values of baselines between AE are equal 2 m and

ffiffiffi
2

p
m

respectively.
GPS constellation was used for attitude determination. It was fixed in specific

location of Saint Petersburg on 20 of February 2016. In Table 1 azimuths and eleva-
tions of satellites are showed.
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Fig. 1. AE location on UAV

Table 1.

a lð Þ
s b lð Þ

s

193.89 60.40
262.08 60.56
104.82 42.74
192.77 34.33
108.15 34.05
294.98 32.07
56.72 27.59
318.59 24.66
217.21 16.15

3.2 Simulation

Gaussian approximation of phase difference measurements [16] distribution is used in
simulation for large values of signal to noise ratio.

W Duknð Þ ¼¼ 1
ffiffiffiffiffiffi
2p

p
rDu

exp � 1
2

Dukn � Dûknð Þ2
r2Du

 !

; ð12Þ

where rDu

� �2
, Dûkn denote variances and means values Dukn respectively. Mean

values of these phase differences are equal to the RPD which have been calculated for
true spatial position (a0; b0; c0). Standard deviations (STD) of these phase differences
rDu are determined by (SNR, q) on array elements [16]:

r lð Þ
Du

� �2
¼ 1

qðlÞ
: ð13Þ
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In this paper case of equality SNR for different satellites is considered. In simu-
lation various realizations of phase differences measurements were obtained for chosen
true attitude parameters a0; b0; c0.

3.3 Results and Analysis

Minimum values of normal and abnormal measurement errors were considered as
selection criterion between two resulting functions RP;RR. On Fig. 2 STD values
râ; rb̂; rĉ for different values of SNR are showed. It should be pointed out that view
presented on Fig. 3 dependencies is the same for other possible true attitude
parameters.

Derived dependencies confirm assumption about advantage of the method, based
on multiplication in the normal errors area.

Interferometric methods are characterized by measurement ambiguity when base-
line between AE is of the order of the satellite signal’s wavelength or larger. There are
many different methods of ambiguity resolution [1, 3, 8, 17, 18]. On the other hand,
when presented in this paper approach of attitude determination is used, this problem is
almost solved when a large number of satellites. The RP;RR functions have a lot of side
maximums, when only two satellites are used. This fact leads to abnormal errors in the

Fig. 2. Standard deviations of yaw (a,d), pitch (b,e) and roll (c,f) angles for two true spatial
positions
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attitude determination. For example, on Figs. 3 and 4 different kinds of resulting
function sections RP a; b; cð Þ;RR a; b; cð Þ (excluding the impact of noise) are illustrated
for 2 and 7 satellites respectively.

These dependencies are obtained for true spatial position a0 ¼ 130�; b0 ¼ 0�;
c0 ¼ 0�. As it shown on Figs. 3 and 4, with an increase in the number of satellites
extremely decreases the number of side maximums. This trend persists for other true
spatial position.

Probability of abnormal errors was investigated, and the abnormal error was fixed,
when difference between angles estimations and true angles exceeded 2�. On Fig. 5
abnormal error rate is illustrated for different values of SNR and true spatial position
mentioned above.

In case of abnormal error analysis, method of combination R-functions, based on
multiplication, leads to a larger abnormal error rate than the summation method.

So, as it follows from simulation results, method of R-functions combination, based
on multiplication, does provide the lowest variance of the measurement estimation in
normal errors area. However, this method is inferior to one, based on R-functions
summation, in abnormal errors area. Angles estimations STD derived by these two
methods are similar for SNR values larger than 15 dB. Because the typical SNR values
for GNSS are between 15 and 20 dB, preference is given to resulting function RR.

Fig. 3. Sections of resulting functions, based on multiplication (a,b,c) and summation (d,e,f) for
2 satellites
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Fig. 4. Sections of resulting functions, based on multiplication (a,b,c) and summation (d,e,f) for
7 satellites

Fig. 5. Abnormal error rate for different values of signal-to-noise ratio and two resulting
functions
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4 Conclusions

Attitude determination method based on direction-finding concept was discussed in this
paper. This approach was considered on the basis of the fact that attitude determination
problem and direction-finding problem are inverse to each other. Considering the
spatial power estimation for antenna array with M elements, R-function using in
direction-finding problem was derived and described in detail.

Taking into account that minimum two satellites are required for unique solution of
attitude determination problem, two approaches of different satellites R-functions
combinations were presented in paper: multiplication and summation. The computa-
tionally effective resulting function maximization method based on reference phase
difference was used. Comparison between two modifications of resulting functions was
expressed in terms of angles accuracy and abnormal error rate. Simulation results
showed that in practical area of SNR values the combination method using summation
procedure is more effective.
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Abstract. Signals in global navigation satellite systems (GNSS) due to weak
power are vulnerable to structural interferences which can lead to a significant
deviation of the position solution from its true value. In aviation, UAV-
controlling or some another life critical applications misleading coordinate
information is a great threat so that procedures to detect such GNSS integrity
failure are under a big concern. This paper is focused on decision-making
algorithm for the failure detection applied to Angle-of-Arrival (A-o-A) integrity
monitoring method in a case when the fixed decision threshold is preset in
accordance with false alarm probability restricted for all possible observing
satellite constellations. Decision threshold value was obtained for a different
number of satellites by statistical simulations for quite a number of randomly
generated satellite constellations with suitable geometric dilution of precision
(GDOP) level. Minimum number of navigation signals was estimated for the
situation when the simplest three elements antenna array implemented on
compact UAV is used for a direction-finding procedure. As a result A-o-A
integrity monitoring efficiency was estimated for real GPS satellite constellation
under conditions when decision threshold was fixed as insensitive to satellite
constellation geometry.

Keywords: Global navigation satellite systems � Interference mitigation �
Spoofing detection � Antenna array

1 Introduction

Users of global navigation satellite systems (GPS, Galileo, GLONASS, etc.) estimate
their coordinates by the analysis of satellite signals radio-navigation parameters
(doppler frequency shifting and transmitting time delay) [1]. Open service signals [2],
commonly used in avionic [3], UAV-control systems [4], etc. [5], are vulnerable to
spoofing threats, so that obtained coordinates can be completely mislead by impact of
structural interference signal sources [6]. User navigation equipment (point A on
Fig. 1), located in the area of such false navigation signal source (FNSS on Fig. 1)
coverage, will detect false signals instead of legal, and as a result it will lead to
incorrect information about user’s position (point A0 on Fig. 1).

The situation, when the value of the position error exceeds an admissible limit, is
referred to the integrity failure [7]. The procedure to detect such a failure is known as
integrity monitoring [8] which provide the user with a warning that the satellite
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Fig. 1. GNSS integrity failure

navigation system cannot be used for positioning measurements. Well known civilian
integrity monitoring methods [9] suffer from some shortcomings such as weight and
overall dimensions [10], low noise immunity of additional communication channel
between static reference station and user [11], etc.

On the other hand, in the situations, when all spoofing signals are transmitted from a
single source, their Angles-of-Arrival (A-o-A) [12, 13] can be used to detect such a
failure [12]. Based on this principle A-o-A integrity monitoring method involves
comparative analysis of carrier phase [12, 14, 15] or direction-finding (DF) [12, 16]
measurements for all navigation signals. Such measurements can be obtained during
spatial signal processing using antenna arrays with a small number (2…7) of elements
[17]. Arrays with three elements are widespread on drones and preferable for integrity
monitoring system implementation. This kind of antenna arrays is analyzed in this work.

Obviously, the situation of integrity failure, when all signals are transmitted by a
common source, is characterized by equal values for all measured DF parameters
(azimuth l and elevation g) [16]. But under fault-free GNSS conditions these measured
parameters have different values for all navigation signals because they are transmitted
by separate sources located on GNSS constellation satellites.

Of course, if an attacker uses multiple sources of fake signals, measured parameters
can have different values for the navigation signals. To detect such a kind of integrity
failures some another distinctive feature of differences between directions to real
satellite vehicles (these directions are known values) and to interference signal sources
should be used.

Earlier decision-making algorithms [16, 18, 19] for A-o-A integrity monitoring
method were constructed with optimal decision threshold estimation for each observing
satellite constellation. Practical implementation of such algorithms is not an easy way.

More simple approach can be based on fixed decision threshold for all possible
satellite constellations. During the optimization procedure this fixed threshold can be
preset in accordance with limitations on false alarm PFA probability which must be
averaged or maximized for all possible constellations. First variant leads to the
undesirable situations of PFA probability increase for some constellations. The second
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one leads to the decision threshold excess and, as a result, to the missed detection
probability PMD increase. It is interesting to estimate the efficiency of decision-making
algorithm for the situations when the fixed decision threshold is preset in accordance
with PFA maximum value for all possible satellite constellations.

2 Angle-of-Arrival Integrity Monitoring Method

Decision-making procedure for Angle-of-Arrival integrity monitoring method can be

based on comparative analysis between measured (l jð Þ
msd and g jð Þ

msd) and calculated (l jð Þ
clc

and g jð Þ
clc) DF parameters for each j-th from M navigation signal sources. Calculated DF

parameters denote azimuth and elevation [20] for each j-th real satellite in GNSS
constellation observing from the users estimated position (coordinates of this point may
significantly differ from user’s real position). It is important to note that measured DF
parameters are obtained as a result of DF-procedure for the navigation signal source/
sources at the users real position [21].

In case, when distances between elements in a small antenna array are less than half of
the GNSS signals carrier wavelength, measured DF parameters are normally distributed,
and their standard deviations are not greater than 10 degrees [22]. For example, in the
practical interest area (10…20 dB [23]) of h2 ¼ E0=N0 ratio (where E0 is a received
GNSS signal energy and the N0=2 is a mean power spectral density of white Gaussian

noise (WGN) at the input of the optimal signal processing block), DF-parameters l jð Þ
msd

and g jð Þ
msd are normally distributed and have standard deviations rmsdl;j and rmsdg;j in the range

1…10 degrees [22] which are much greater than respective values rclcl;j and rclcg;j for

calculated DF-parameters l jð Þ
clc and g jð Þ

clc, which are also normally distributed [22].
Arithmetical transformations for likelihood ratio like [24] lead to final form of

constructed decision-making algorithm:

“GNSS integrity failure is detected if

otherwise GNSS fault-free conditions are detected”.
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3 Decision Threshold Estimation

Decision-making threshold estimation procedure can be processed on basis of
Newman-Pierson strategy, which assumes PMD minimization when PFA value is fixed.
It is clear that fixed decision threshold value provides different PFA and PMD values
depending on observing satellite constellation geometry and antenna array structure
that characterize distribution parameters for the random values in (1). So the fixed
decision threshold ln K�

0 providing PFA probability no greater than some predetermined
value must be estimated on basis of the probability characteristics for different
observing constellations.

Observing satellite constellations in modern GNSS are characterized by geometric
dilution of precision c [25] which value for near Earth surface located users is
no greater than 5 [26]. Due to that fact this paper is focused on constellations pro-
viding c\5. Typical GPS constellation observed from the point (60°00’30.8”N
30°22’28.8”E) at the time 09:10 GMT on 03.03.2016 is presented on Fig. 2a. This
constellation provides geometric dilution of precision value close to 2. Satellites
numbers on this figure correspond to the system numbers in GPS.

Monte-Carlo statistical simulations were made for a quite a number G (no more
than 200, because further G increment will not lead to the notable results deviation) of
randomly generated satellite constellations which were selected in accordance with
criterion c\5. One of such randomly generated constellations is presented on
Fig. 2b. It can be noticed that real and randomly generated constellations with equal c
differ little from each other.

False alarm probability P ið Þ
FA for situation, when three elements array with distances

between elements is near half of a wavelength is used for DF-procedure, were obtained
depending on decision threshold ln K0 for each i-th of such constellations for different
M satellites number in use (M� 9) when h2 ¼ 10 dB (lower border of practical interest

area [23]). As a result P ið Þ
FA upper bound max

i
PðiÞ
FA

n o

M
was achieved for the situation

a b

Fig. 2. Real (a) and randomly generated (b) satellite constellations with c ¼ 1:8
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when antenna array with three elements is used for DF-procedure. This simulation
results for different M number of currently available satellites are presented on Fig. 3.

Presented results were obtained for algorithm (1) implementation and enable to
estimate decision threshold value providing PFA for all observing satellite constellations
in admissible limits.

4 Performance of the Algorithm with a Fixed Decision
Threshold

The next simulation procedure was made to estimate averaged �PMD missed detection
probability for all satellite constellations used during previous simulation procedure
with different M number of available satellites. Figure 4 illustrates dependences
between �PMD and ln K0 for the situation when the simplest antenna array (L ¼ 3) is
used for DF procedure. As a result algorithm performance (dependences between �PMD

and PFA) are presented on Fig. 5.

Fig. 3. max
i

PðiÞ
FA

n o

M
dependences on ln K0 for L ¼ 3 and h2 ¼ 10 dB

Fig. 4. Dependences between �PMD and ln K0 for L ¼ 3 and h2 ¼ 10 dB

588 I. Tsikin and A. Melikhova



Presented on Fig. 5 algorithm (1) performance analysis enables us to conclude that
fixed decision threshold presetting allows to achieve suitable probability based char-

acteristics (max
i

PðiÞ
FA

n o

M
\10�5 and �PMD\10�5) even for a small (no greater than 5)

visible satellites number when simplest antenna array (L ¼ 3) is used for
DF-procedure. Required visible satellites number can be provided by single GNSS
constellation (GPS only as example [27]). Under difficult reception conditions such as
urban or indoor areas required performances can be provided by multiple GNSS
constellations (GPS, ГЛOHACC, Galileo [28]).

Finally algorithm (1) performance was tested for fixed decision threshold selected
in accordance with the recent simulation results (Fig. 3) when the real satellite con-
stellation presented on Fig. 1a is used for decision-making procedure. Figure 6 shows
dependences between PMD and ln K0, PFA and ln K0 obtained for mentioned con-
stellation. Dotted and dash-dot lines on this figure illustrate dependences between

max
i

PðiÞ
FA

n o

M
and ln K0, dependences �PMD and ln K0, respectively for M ¼ 9 and

Fig. 5. Dependences between �PMD and max
i

PðiÞ
FA

n o

M
for L ¼ 3 and h2 ¼ 10 dB

Fig. 6. Dependences between PFA and ln K0, between PMD and ln K0 for satellite constellation
presented on Fig. 2b and L ¼ 3
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h2 ¼ 10 dB. As it can be seen from these dependences fixed decision threshold must be

preset on value ln K�
0 � 0 in the restrictions on max

i
PðiÞ
FA

n o

M
\10�5 for all possible

constellations with 9 visible satellites.
Required PFA probability for algorithm (1) implemented for this real satellite

constellation can be provided by its own decision threshold which value in the practical
interest h2 area (10…20 dB) is not greater than −500 (solid line for PFA ¼ 10�5 and
h2 ¼ 10 dB on Fig. 6). It is clear that despite such threshold overstatement (−500
comparing to 0) integrity monitoring system all the same will provide required per-
formance so that PFA\10�5 and PMD\10�5.

5 Conclusions

Decision-making algorithm to detect GNSS integrity failure is analyzed in this paper.
Its performance in accordance with the antenna array structure and visible satellites
numbers is achieved for typical satellite constellations. Unlike another algorithms
which assume various optimal decision threshold for each of visible satellite constel-
lations, presented novel algorithm uses fixed decision threshold for all possible of them.

The fixed decision threshold is selected to provide restrictions on max
i

PðiÞ
FA

n o

M
for all

possible satellite constellations. Simulation results for such situation showed that
despite inevitable losses caused by threshold fixing integrity monitoring system any-
way will provide users with required performance (PFA\10�5, PMD\10�5) even in
the situations when only 5…7 satellites are visible. Simulation results were confirmed
by considering a situation when the real GPS satellite constellation was used for
decision-making procedure. It was shown that in real situation the algorithm with fixed
decision threshold would provide required integrity monitoring efficiency.

It is possible to use the simplest antenna array with 3 elements to detect integrity
failures with required performance which is actual for example for compact UAVs.
Also, in case if the receiver detects the situation that GNSS signals are spoofed, antenna
array spatial signal processing can be used for interference signal cancelation.
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Abstract. On the basis of diffraction problem known solutions on a wedge in
the case of harmonic effects using frequency method was analyzed the UWB
pulse scattering on the impedance wedge. The features of the diffraction dif-
ferent kinds of pulses were revealed. We were defined the influence of the
wedge’s electrical and geometrical parameters, sensing conditions and moni-
toring, as well as probing signal spectrum shape and the diffraction pulse energy.
In study of the time dependence influence the type of probe pulse on the scat-
tering field was tested a time-frequency method.

Keywords: Impedance wedge � UWB impulse � Diffraction � Frequency
method

1 Introduction

It is known that in ultra-wideband (UWB) radar [1] the scattering of the probe pulse at
specific local centers largely determines the nature of the total field of diffraction.
Under certain conditions the main contribution to the total effective scattering cross
section (SCS) of the object with complex geometric shapes makes the scattering at its
edges and kinks. Therefore, practically important task is the study of the diffraction of a
UWB pulse for the impedance wedge, which in some cases can be used as an
electro-dynamic model in the study of scattering on the edges of the real object.
Currently well enough developed methods for solving diffraction problems for the
electromagnetic field in the regime of steady harmonic oscillations. It is much harder to
solve the diffraction problems in cases where the primary source varies in time
non-sinusoidally. To solve this unsteady problem also different methods have been
developed [2]. Most of them are based on the use of the superposition principle, which
is used for the solution of any linear differential equations. In some cases, it seems
appropriate to use frequency method [3], the main advantage of which is the ability to
apply for known solutions found for the case of diffraction of the waves monochro-
matically, in the study of non-stationary scattering. The resulting field is defined as a
superposition of responses to the elementary impact of the spectral components of
UWB pulses.
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Under the UWB signal we mean a signal with a large relative width of the spectrum
[4]. The width of the spectrum Df ¼ fB � fH , where fB; fH are the upper and lower
frequencies in the signal spectrum, and f0 ¼ fB þ fHð Þ=2 – average frequency.

An indicator of the high bandwidth signal is defined by the expression:

l ¼ Df =f0 ð1Þ

Signals, for which l� 1=2, are considered of UWB. The interest in nonstationary
diffraction is caused by the scattering of pulses with the rate of the bandwidth l� 1=2
greatly differs from phenomena occurring during diffraction of the harmonic signal and
requires separate consideration.

Let the impedance wedge with the opening angle F (Fig. 1), formed by two
semi-infinite edges, which in the case of H-polarization are characterized by the nor-
malized impedances Z�=Z0 (Z0 - the impedance of free space), diffracted ultra-
wideband pulse at an angle u0.

Under H-polarization is understood to be the case when the incident field vector H
parallel to the edge of the wedge. The z-axis of a cylindrical coordinate system aligned
with the edge of the wedge.

Fig. 1. Impedance wedge and the kinds of probing UWB pulses: 1-rectangular pulse; 2 - perfect
sounding pulse; 3 - linear frequency modulation pulse.
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2 Main Part

To be determined the time dependence of the diffracted field in the observation point
M r;uð Þ. For this the frequency method is used [3]. The exact solution for the case of
harmonic vibrations has the form:

_Hz ¼ �
_A0i

4U

Z

c

exp �ikr cosa½ � w aþuð Þ cos pu0=2Uð Þda
w u0ð Þ sin p aþuð Þ=2Uð Þ � sin pu0=2Uð Þ½ � ð2Þ

Part of subintegral expression of the function w dð Þ is expressed through the function of
Maluzinetz wm [5]. In the case of diffraction of a plane IBM at impedance for the
wedge Eq. (2) gives the value of the field in any point of space outside the wedge.
However, its direct use in numerical simulations is difficult because the integral is not
expressed through known functions. Away from the edges (i.e. when the condition
kr >> 1) it can be calculated by an approximate asymptotic method [5].

Full field in this case is represented as the following sum of asymptotic series:

ð3Þ

where

characterizes cylindrical IBM, scattered in space edge wedge; and

respectively, and z-components of magnetic field intensity vector of incident and
reflected from the faces of the wedge of electromagnetic waves. Component _Hz POB�
determines the impedance at the excited faces of the wedge surface electromagnetic
waves, which in the case of inductive impedance faces, and in the absence of losses is
sustained and propagated along the edges of the wedge to infinity.

In practice there is no need to compute all partial components. It is enough to
analyze the behavior of those who make the main contribution to the Effective Surface
Scattering (ESS).

According to the frequency method, the approximate solution for diffraction at the
wedge impedance UWB can be found as a result of the inverse Fourier transform of the
spectral density of the probing signal and function reflecting the dependence of field
strength with frequency in the case of steady-state harmonic oscillations. It can be
written as:
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_HðtÞ ¼ 1
2p

Z1

1

_F ixð Þ _Hz x;u; rð Þ exp ix t½ �dx ð4Þ

where _F ixð Þ ¼ R1

1
SðtÞ exp �ix t½ �dt - is the spectral density of the probing signal, and

_Hzðx;u; rÞ — the solution to this problem for the case of harmonic oscillations (3).
Bulky the algorithm for computing special functions of Maluzintza wm zð Þ can be

replaced by more simple approximation of its values [5]:

wmðzÞ ¼ exp
1
2
ðUþ iVÞ

� �
ð5Þ

where

U ¼ �0:3
X5

n¼1

ch ð0:3n� 0:15Þx½ � cos ð0:3n� 0:15Þy½ � � 1
ð0:3n� 0; 15Þch pð0:3n� 0:15Þ=2½ �sh 2Uð0:3n� 0:15Þ½ �;

V ¼ 0:3
X5

n¼1

sh ð0:3n� 0:15Þx½ � sin ð0:3n� 0:15Þy½ �
ð0:3n� 0:15Þch pð0:3n� 0:15Þ=2½ �sh 2Uð0:3n� 0:15Þ½ �:

In the study of the influence of the form of the time dependence of the incident field
at the diffraction of a pulse with fixed terms of sensing and monitoring the electrical
and geometrical characteristics of impedance wedge is advisable to use a time-
frequency method.

First you need to define the functional dependence of field strength _Hzðx;u; rÞ on
frequency in case of harmonic oscillations. Then the result is inverse Fourier transform
of this function finds the spatial impulse response of the wedge:

hðtÞ ¼ 1
2p

Z1

1

_Hzðx;u; rÞ exp ix t½ �dx ð6Þ

The time dependence of the scattered field can now be defined as the result of the
convolution of the spatial impulse response signal and the time dependence of the field
strength of the probing signal:

ð7Þ

While of numerical calculations, we have analyzed the diffraction of a UWB pulse
of several types (Fig. 1). Survey have shown that the form of the time dependence of
diffraction of the pulse (DP) at the point of observation, its magnitude, duration, and
energy largely depend on the geometrical and electro-physical parameters of impe-
dance wedge, and environment sensing and monitoring.
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Figure 2 shows the time dependence of diffracted pulses of different types: 1, 2 -
rectangular; 3, 4 - perfect probe pulse (impulse type 2) (Fig. 1); 5, 6 - signal with
linear-frequency modulation (chirp signal).

The increase in the reactive component of the impedance edges of the wedge
(Fig. 2, curves 1, 2) leads to a decrease of the amplitude of DI. This is due to the
intensive excitation of surface waves on the edges of the wedge. Dependency analysis 3
and 4 in Fig. 2 allows us to conclude that the decrease in the opening angle of the
wedge (the increasing angle F) essentially changes the shape of the scattered pulse. The
position of the point of observation (curves 5 and b in Fig. 2) significantly affects the
amplitude and duration of the scattered pulse. Type of the time dependence of the probe
pulse and its spectrum under other equal conditions has a significant impact on the
process of scattering at the wedge. One reason for this is the frequency dependence of
the impedance faces of the wedge [5]. Compare for example a rectangular pulse and an
ideal sounding pulse (Fig. 1, curves 1, 2). The proportion of the shape of the spectrum
of a rectangular pulse and spatial phase characteristics of the wedge is such that with
the diffraction of this pulse on the wedge increases the level of low-frequency com-
ponents compared with the components of the middle part of the spectrum. Strongly
reduced level of high-frequency spectrum components still makes a negligible con-
tribution to the pulse energy. The above reason leads to a decrease in the energy of the
signal delays of the rise and fall, increasing the pulse duration (Fig. 2, curves 1 and 2).

The shape of the amplitude and phase spectrum of the ideal pulse is such that its
spectrum undergoes even greater changes than in the case described above. There is a
shift of average frequency and spectrum shift in the lower frequency area. Change
energy and type of time dependence DI (Fig. 2, curves 3, 4) are bigger than in the first
case. The nature of the changes of the diffraction of the pulse depends on the bandwidth
of the signal µ. With increasing µ to a value approximately equal to 0.5, the shape of

Fig. 2. Time dependence of the diffraction pulses: Im (h�) = 0,01 (1); 0,5 (2); F = 100° (З);
140° (4); u = 40° (5, 6)
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the pulse does not undergo significant changes. Therefore, for such signals it is possible
to use the ratio found for the case of diffraction of harmonic waves (with certain
amendments). With a further increase µ the nature of the time dependence of DI is
changed substantially.

In Fig. 3 is shown the dependence of diffraction of the pulse energy from the
opening angle of the wedge for various angles of incidence u0. Moreover, the angle of
observation u is chosen equally to the angle of incidence. Analysis of energy changes
of DI showed that all the curves have a maximum corresponding to the case of mirror
reflection from the faces of the wedge.

In case of equality to zero of the values of the angle of incidence and the angle of
observation (curve 1), diffraction of the pulse energy takes the highest value of all
studied cases (curves 2–5) when the opening angle of the wedge F, equal to the value
0.5 □, i.e. when the wedge degenerates into an infinite impedance plane. This is
explained by the fact that in the impedance plane in the absence of inhomogeneity there
are no excited surface waves.

Equality:

lim
h�!0

_Hz POB�
�� �� ¼ 0;

can be considered as a proof of asymptotic stability of solutions to change the opening
angle of the wedge.

At other angles of incidence of the pulse, the position of the maximum is also
determined by the ratio F ¼ u0 þ 0:5p (to u0 ¼ u ¼ 20�, Um ¼ 110�, to u0 ¼
u ¼ 40�, Um ¼ 130�, etc.). The value of the opening angle of the wedge corresponding

Fig. 3. Dependence of the energy DI from the opening angle of the wedge: Im h�ð Þ ¼ �0:5;
F ¼ 0�ð1Þ; 20�ð2Þ; 40�ð3Þ; 70�ð4Þ; 90�ð5Þ
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to the maximum, shifts towards higher values. Such character of change of energy DI is
determined by the dependence of the energy of surface waves from the opening angle
of the wedge.

The scatter plots (Fig. 4) have a clearly cut diffraction. In their structure two
characteristic petals are distinguished, the position of which does not depend on the
magnitude of the impedance and is determined only by the values of the angles u0 and
F, i.e. the geometry of the problem. In case of equality of the impedance faces of the
petals are arranged symmetrically relative to the axis of the wedge.

Therefore, Fig. 4 shows only one petal. The direction of one of them coincides with
a boundary region of a mirror reflection of the illuminated face u0 ¼ 2U� pþu0. The
energy of surface waves in this case is minimal, and the main contribution to the
scattered field introduces diffraction component. When you remove the angle from the
maximum observation, energy of the diffraction field made by surface wave increases,
and the energy of the diffraction component is reduced.

Reducing the opening angle of the wedge (Fig. 4, curves 2, 3) change the condi-
tions of excitation of surface waves on the sides and causes a shift in the position and
magnitude of the maximum petal of the scattering diagram.

The position of the second petal depends on the condition u0\p� U. If this
condition is fulfilled, then the corresponding equal angle u00 ¼ �2Uþ p� u0.
Otherwise this angle is u00 ¼ u0 � p. When reducing the opening angle of F, petals
will approach and in case of equality of angle of aperture value 0:5p will merge into
one. This phenomenon can be given a physical explanation. Back scattering patterns
also have two petals. However, the main petals correspond to the angles of mirror
reflection from the faces (u0 ¼ U� p;u00 ¼ �Uþ p).

The increase of the module |h�| results in the scattering of H-polarized wave to the
fact that a significant part of the energy of the incident pulse is scattered along the edges

Fig. 4. Scatter plot of Im(h�) = −0.5; F = 100° (1); 140° (2); 170° (3).
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of the wedge. Naturally, in this case decreases the value of the j _HzPOB�j sector
juj\60� (Fig. 5, a).

The increase in the modulus of the impedance also leads to the change of DI type in
the time domain (Fig. 2).

In Fig. 5 is presented the results of numerical calculations of energy values of the
diffraction of a pulse the value of the imaginary part of impedance for different values
of the parameter Re jh�j (curves 1, 2), which characterizes the heat losses at the
wedge’s edge. With increasing real part of h�, the energy of the surface waves
decreases, and as faster as the more imaginary part h� is. The total field energy also
decreases. Increase of the impedance value leads to an increase in the proportion of
surface waves energy. The total field energy by increasing the reactive part of the
impedance from 0 to 1 (curves 1, 2) decreases by 2 orders of magnitude. When
reducing the opening angle of the wedge (curves 3, 4) the influence of impedance in
comparison with the described case is not essential.

3 Conclusions

Summarizing the results of the work, it can be noted that the process of diffraction of
UWB pulses at the impedance wedge is significantly different from the case of
diffraction of harmonic waves. Type of diffraction of the pulse, its energy depend on
the angle of signal arrival, the position of the observation point, geometrical and
electro-physical parameters of the wedge, the type of the probe pulse. These charac-
teristics determine the conditions of excitation of surface waves, redistribution of
energy between the partial components of the scattered field. The method of calculation
of the diffraction field change in time during irradiation of impedance wedge
ultra-wideband pulse has a simplicity and physical clarity, saves computational
resources (since it contains only one operation of integration).

Fig. 5. DI Energy Dependence on the magnitude of the impedance: u ¼ u0 = 40°; Re
(h�) = 0.1 (1); 0.5 (2, 4); 0 (3); F = 100° (1, 2); 120° (3, 4)
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Abstract. The combination of multicarrier signals with nonorthogonal fre-
quency spacing (spectrally efficient frequency division multiplexing, SEFDM)
and forward error correction (FEC) schemes is analyzed for LTE convolutional
and turbo codes. BER performance of coded and uncoded OFDM and SEFDM
is considered while keeping the spectral efficiency constant. Also puncturing
patterns are selected for providing different code rates of the LTE turbo-code
encoder with very small step size. It is shown that compared with uncoded
OFDM the best value of SEFDM compression factor providing better BER
performance can be found. But for coded OFDM coded SEFDM always per-
forms worse due to waterfall behaviour of BER curves, thus restricting the
application borders of SEFDM.

Keywords: OFDM � NOFDM � SEFDM � Multicarrier FTN � LTE turbo code

1 Introduction

In the fifth-generation (5G) wireless networks there is a gross need for the data rates
increase. There are two obvious ways to do that: increase the signal bandwidth or use
high order constellations. Frequency domain resource is extremely expensive in
wireless systems. At the same time, big sizes of constellations require transponder’s
amplifiers with the corresponding dynamic range. This attracted attention to SEFDM
signals which are considered as a candidate to be used in 5G wireless network PHY.

It is shown [1–3] that transition from OFDM signals to SEFDM can increase
spectral efficiency in 2…3 times. Besides, SEFDM signals possess high stability in
channels with frequency-selective fading, like OFDM does.

In this paper we compare BER performance of coded or uncoded OFDM-signals
and coded SEFDM-signals provided all of them have the same spectral efficiency. We
want to find out if there is any optimal combination of code rate and bandwidth
compression factor for SEFDM-signals that provide better BER performance than
OFDM-signals.

In this research two popular types of FEC encoders are used: convolutional code
([171 133], 7) encoder (CC) with base rate 1/2 and LTE turbo-code (4, [13 15], 13)
encoder with base rate 1/3.

The rest of the paper is organized as follows: Sect. 2 outlines the SEFDM system
model. Section 3 introduces the FEC schemes and puncturing patterns. Simulation
results are provided in Sect. 4. Section 5 summarizes the paper.
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2 System Model

Complex envelope of the considered SEFDM-signals on the symbol duration T can be
expressed as following:

sðtÞ ¼
XN=2�1

k¼�N=2

Cke
j2pkDft; t 2 ½0; T �: ð1Þ

The following notations are used in (1): N – number of subcarriers, Δf – frequency
spacing between adjacent subcarriers, Ck – complex modulation symbol of the k-th
subcarrier, Δf = α/T, 0 < α ≤ 1. For OFDM α = 1, while for SEFDM: α < 1. We also
use guard intervals in the frequency domain to reduce aliasing effects:

Ck ¼ 0; k ¼ �N=2; . . .;�N=2þNGI left � 1;N=2� NGI right � 1: ð2Þ

In (1) NGI_left – number of subcarriers that determines left guard interval (area of
low frequencies), NGI_right – number of subcarriers that determines right guard interval
(area of high frequencies).

In general, the subcarriers in SEFDM-signals are not orthogonal to each other and
the ISI is presented in SEFDM. This leads to BER performance degradation of SEFDM
compared to OFDM. The main idea, we consider in this paper, is that the bandwidth
compression (values of α) of SEFDM can be exchanged for lower FEC coder rates to
overcompensate ISI in SEFDM and improve overall BER performance. In other words
given the same spectral efficiency for coded OFDM and coded SEFDM the combi-
nation of α and SEFDM code rate providing the best BER performance is to be found.

For SEFDM code rate RSEFDM and OFDM code rate ROFDM the condition for equal
spectral efficiency (the same bandwidth and modulation for both OFDM and SEFDM)
is the following:

RSEFDM ¼ aROFDM : ð3Þ
Several possible combinations of α and RSEFDM for OFDM with ROFDM = 2/3, 3/4

and 5/6 are shown in Table 1.

Table 1. Coded OFDM- and coded SEFDM-signals comparison

OFDM SEFDM
ROFDM α RSEFDM

2/3 9/16 3/8
5/8 5/12
3/4 1/2
7/8 7/12
15/16 5/8

3/4 3/4 9/16
1/2 3/8

5/6 3/4 5/8
1/2 5/12
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The considered system model is presented on Fig. 1. The transmitter includes FEC
encoder (CC or turbo-code), puncturing scheme, bit interleaver for 100 SEFDM
symbols and SEFDM-modulator. SEFDM-modulator operates in frequency domain
using IFFT. We use the first algorithm proposed in [4] to generate time domain samples
of SEFDM-symbol. Only the QPSK modulation is considered. After the SEFDM-
modulator time domain samples of SEFDM-signal enter the AWGN channel.

The receiver performs demodulation (maximum likelihood (ML) for small number
of subcarriers [4] and MAP approximation with parameter K = 7 [5] for big number of
subcarriers in OFDM- and SEFDM-signals), bit deinterleaving, depuncturing and
decoding (soft input Viterbi for CC and max-log-map iterative decoder with 8 iterations
for LTE turbo code).

The following two cases are considered in the rest of the paper: uncoded OFDM vs
coded SEFDM and coded OFDM vs coded SEFDM. In the second case the same FEC
schemes are used both for OFDM and SEFDM, but code rates are different. Also
SEFDM-signals with low (10, IFFT size 16) and big (1200, IFFT size 2048) number of
subcarriers are explored.

3 FEC Schemes and Puncturing Patterns

We consider two popular FEC schemes for joint use with SEFDM and OFDM signals:
CC and LTE turbo-code. The CC is of type ([171 133], 7) with base code rate 1/2.
The LTE turbo-code with two component CCs (4, [13 15], 13) has base code rate 1/3.
Such choice is motivated by the fact that CC ([171 133], 7) is one of the most widely
used encoder in wireless systems and low code rate (1/3) of the LTE turbo-code allow

Source
Encoder:

CC or LTE 
turbo-code

Interleaving
SEFDM-

modulator

SEFDM-
demodulator: 
MAP or ML

DepuncturingDecoderOutput

Puncturing

AWGN 
channel

Deinterleaving

Fig. 1. System model
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to obtain large set of higher code rates via puncturing. This turbo-code is also used in
the prototypes of 5G network PHY layer standards.

Puncturing patterns for CC ([171 133], 7) are widely known. They are represented
in Table 2.

Puncturing patterns for LTE turbo-code are well known only for several popular
code rates. That is why we analyzed various patterns by BER performance simulations
to provide different code rates with low step size. The results are presented on Fig. 2
and in Table 3. Simulation parameters were the following: signal type – OFDM;
subcarrier modulation – QPSK; number of subcarriers – 2048; number of informational
(used) subcarriers – 1200; codeblock size – 6000…10000 bit.

Table 2. Puncturing patterns for the CC ([171 133], 7) with base code rate 1/2

Code rate Puncturing pattern Code rate Puncturing pattern

1/2 1
1

� �
5/6 1 0 1 0 1

1 1 0 1 0

� �

2/3 1 0
1 1

� �
7/8 1 0 0 0 1 0 1

1 1 1 1 0 1 0

� �

3/4 1 0 1
1 1 0

� �

Fig. 2. BER performance of LTE turbo-code with various puncturing patterns

Joint Use of SEFDM-Signals and FEC Schemes 607



4 Simulation Results

We start from the first case of research: compare uncoded OFDM to coded SEFDM.
BER performance simulations results for SEFDM with CC and LTE turbo-code for
various code rates and bandwidth compression factors are presented on Figs. 3 and 4.
For the case of CC the simulation was performed for low number of subcarriers (10
used subcarriers and IFFT size is 16); ML demodulator (exhaustive search in time

Table 3. Puncturing patterns for the LTE turbo-code (4, [13 15], 13) with base code rate 1/3

Code
rate

Puncturing pattern Code
rate

Puncturing pattern

3/8 1 1 1
1 1 1
1 0 1

0
@

1
A

7/12 1 1 1 1 1 1 1
0 1 0 1 0 1 0
0 0 1 0 1 0 0

0
@

1
A

5/12 1 1 1 1 1
0 1 1 1 0
1 1 0 1 1

0
@

1
A

5/8 1 1 1 1 1
0 0 1 0 0
0 1 0 1 0

0
@

1
A

1/2 1 1
1 0
0 1

0
@

1
A

2/3 1 1 1 1
0 1 0 0
0 0 1 0

0
@

1
A

9/16 1 1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1 0
0 0 1 0 1 0 1 0 0

0
@

1
A

3/4 1 1 1 1 1 1 1 1 1
1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0

0
@

1
A

5/6 1 1 1 1 1 1 1 1 1 1
0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0

0
@

1
A

7/8 1 1 0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0

0
@

1
A

Fig. 3. BER performance of SEFDM with CC
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domain) was implemented. For the case of LTE turbo code SEFDM-signal with 1200
used subcarriers and IFFT size of 2048 was considered. For such a big number of
subcarriers the MAP approximation [5] was used.

From Figs. 3 and 4 we can see that for SEFDM the best values of bandwidth
compression and code rate exist providing better BER performance than uncoded
OFDM. Despite the type of demodulator and encoder, for the both experiments this
value is 3/4.

Thus, SEFDM signals usage approach based on equality of the bandwidth com-
pression and code rate provides up to 3 dB energy gain from OFDM without encoder.

Now we turn to the second case of research: compare coded OFDM with coded
SEFDM. The corresponding simulation results are presented on Figs. 5, 6 and 7. The
simulation parameters were the following: number of used subcarriers 1200, IFFT size
2048. On Figs. 5, 6 and 7 BER performance of coded SEFDM with various code rates
and bandwidth compression factors are compared to coded OFDM with code rates of
2/3, 3/4 and 5/6.

Fig. 4. BER performance of SEFDM with LTE turbo-code

Fig. 5. BER performance of OFDM with ROFDM = 2/3 and SEFDM with various RSEFDM
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Coded SEFDM demonstrates worse results in comparison with coded OFDM. For
all OFDM code rate values SEFDM BER performance curves are to the right of the
OFDM. SEFDM curves come closer to OFDM while bandwidth compression increases
and aspires to 1.

5 Conclusions

The joint use of SEFDM-signals and FEC schemes is analyzed for CC and LTE turbo
code for various code rates, bandwidth compression factors. The main advantage of this
approach is that there is no need to difficult upgrade of existing devices for using
SEFDM signals. According to this approach BER performance of SEFDM against
OFDM signals with and without FEC was analyzed.

SEFDM with bandwidth compression equal to the code rate demonstrate better
BER performance than OFDM without encoder if it is near 3/4. This allows to get
about 3 dB energy gain by using SEFDM with proposed parameters compared to
OFDM.

Fig. 6. BER performance of OFDM with ROFDM = 3/4 and SEFDM with various RSEFDM

Fig. 7. BER performance of OFDM with ROFDM = 5/6 and SEFDM with various RSEFDM
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Despite that, there is only energy loss while using SEFDM (with corresponding
parameters) compared to coded OFDM. Thus, limits of this approach applicability were
denoted. SEFDM signals with FEC can be used in telecommunication systems working
in good channel conditions as the alternative of OFDM PHY layer technology.
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Abstract. A possibility of overcoming the “Nyquist barrier” by finding the
optimal waveform for a binary signal is investigated. The same BER perfor-
mance as of BPSK signals is required. This problem can be viewed as an
optimization problem. Parameters to be optimized are the rate of decay with
frequency of out-of-band emissions, duration of signals and BER performance.
BER performance is determined by a cross-correlation coefficient. Solutions to
the optimization problem are obtained numerically. These solutions have the
form of the coefficients of the truncated Fourier series of the waveforms
obtained under different restrictions. Corresponding power spectra are analyzed.
It is shown that the doubling of data rate leads to 30 % increase in bandwidth.
Spectral efficiency can be increased by the use of longer signals. But the increase
in signals duration leads to the increase of peak-to-average ratio of random
sequence of signals. At the same time BER performance degrade insignificantly.
Additional energy losses are no more than 0.5 dB.

Keywords: Optimal waveform � “Nyquist barrier” � BER performance � Data
rate � Bandwidth � Cross-correlation coefficient � Optimization problem

1 Introduction

Overcoming the “Nyquist barrier” [1–3] leads to significant energy losses. These losses
can be reduced by using optimal signals [4–8] with waveforms derived under con-
straints imposed on the values of bandwidth F, out-of-band emissions (OOBE), signal
energy E and duration Tc, as well as on the cross-correlation coefficient K0 [8]. The K0

determines the energy losses related to significant intersymbol interference (ISI). Such
interference appears with the increase of binary data transmission rate R = 1/T where
T is the duration of data bit exceeding the Nyquist rate RN = 1/(αT) for α < 1 [2, 3].

Comparison of solutions to the optimization problem, even in the case of the binary
channel alphabet, results in appearance of ambiguity when comparing the spectral
efficiency of the optimal signals with Nyquist signals. It is linked on the one hand to the
correct comparison of bandwidth F of finite length signals, and on the other hand, with
the influence of peak-to-average power ratio PAPR of the random sequence of signals
on the change of average power Pav of transmitted signals.
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The communication channel is modeled as AWGN channel with the bandwidth F,
and the shape of the frequency response repeating the shape of the power spectrum of a
random signal sequence.

The goal of this work is to find the possibilities of increasing the spectral efficiency
R/F of signals under the conditions of overcoming the Nyquist barrier by finding the
optimal waveform taking into account different constraints.

2 Signal Model and Optimization Functional

Let us consider spectrally efficient signals with QPSK modulation [9] as the signal
model. In generalized form the truncated r-th realization of the random sequence
consisting of L signals of duration Tc with the carrier frequency ω0 can be written as
follows:

f rð Þ tð Þ ¼ A0

XL

k¼0

a t � k= aTð Þð Þd kð Þ
i cos x0tð Þ

þA0

XL

k¼0

a t � k= aTð Þð Þd kð Þ
q sin x0tð Þ;

ð1Þ

where A0 is the amplitude; a(t) is the function that defines the envelope shape; di
(k), dq

(k)

are the binary symbols of the respective quadrature components; di
(k) = 1 at i = 1 and

di
(k) = –1 at i = 0.

Note that in Eq. (1) the single signal duration is assumed to be Tc > T. The power
spectrum |Sa(f)|

2 of a random sequence of such signals is determined by the spectrum of
real envelope a(t) of the quadrature component and is equal to:

Sa fð Þj j2¼ A2
0

Zþ1

�1
a tð Þe�j2pftdt

������

������

2

: ð2Þ

One of the criteria, which determines the behavior of |Sa(ω)|
2 within the frequency

band F and outside of this band is the required rate of decrease of OOBE with
frequency [7, 8] determined by the weighting function g(f) = 1/f 2n (n = 1, 2, …).
Solution to the optimization problem using this criterion is linked to the minimization
of a functional given by [4, 5, 7, 8]:

J ¼ A2
0

1
2p

Zþ1

�1
g fð Þ Sa f � f0ð Þj j2df : ð3Þ

If the solution to (3) is to be found numerically, it is necessary to define the
coefficients of the truncated Fourier series expansion of a(t):
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aðtÞ ¼ a0
2

þ
Xm

k¼1

ak cos
2p
T

kt

� �
: ð4Þ

Let us suppose that a(t) is even in the [–Tc/2; Tc/2] interval. When using (4), the
initial functional (3) may be converted into a function of several variables in the
following way [8]:

J akf gmk¼1

� � ¼ Tc
2

Xm

k¼1

2p
Tc

k

� �2n

a2k : ð5Þ

In this case, the optimization problem is converted into a problem of minimizing
the function of several variables (5). The optimization constraints are:

• fixed signal energy E;
• fixed signal duration Tc;
• restriction on the value of K0 [8], which determines the ISI level and BER

performance

max
k¼1... L�1ð Þ

ZL�kð ÞT

0

a tð Þa t � kTð Þdt

8
><
>:

9
>=
>;
\K0 for Tc ¼ LTð Þ: ð6Þ

Using this approach, the problem of finding the value of peak-to-average power
ratio of random sequence of signals with duration Tr is reduced to calculation of PAPR
after minimization of function (5). Let us present the formula for calculation of PAPR
in the following form:

PAPR ¼ max
r

fP rð Þ tð Þg
,

1
D

XD

r¼1

Pav rð Þ; ð7Þ

where P(r)(t) is the power of the r-th realization of the random sequence (1); D is the
number of possible realizations of the random sequence (1); Pav(r) is the average power
of the r-th realization of the random sequence (1):

Pav rð Þ ¼ 1
Tr

ZTr

0

P rð Þ tð Þdt: ð8Þ

3 The Optimization Results

Let us review the results of optimization of (5) with constraints considered earlier.
Here, we assume that the value of K0 in (6) is equal to 10−2 that provides the BER
performance of BPSK signals that is close to the potential limit. The rate of OOBE
decay with frequency is equal to 1/f 4 (n = 2), Fig. 1 shows the shapes of the real
envelope a(t) (Fig. 1a, c and e) and plots of normalized spectra |Sa(f)|

2/|Sa(0)|
2 (Fig. 1

b, d and h) for the optimal signal durations where Tc = 2T, 4T, 6T.
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(a)    (b) 

(c)     (d) 

(e)     (h) 

Fig. 1. Real envelopes of optimal signals and respective energy spectra
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Figure 1b, d, and h show the behavior of a(t) versus the transmission rate of binary
symbols (value of α = 1 corresponds to the Nyquist rate, α = 0.5 to the double Nyquist
rate). It can be seen that in the case of coherent bit-by-bit detection of such signals, the
energy losses are small to negligible (below 0.5 dB) and the potential BER performance
is achieved. Change of the shape of the main lobe of a(t) with the transmission rate
increase is interesting. The main lobe becomes narrower and its side lobes increase. Of
course, it must result in the energy spectrum widening, as is shown in Fig. 1b, d and h. If
the bandwidth is determined by the first nulls of normalized spectrum |Sa(f)|2/|Sa(0)| 2
then the bandwidth F widens by more than 30 % in the case of the doubling of R.

In view of the above, it is interesting to consider the dependence of spectral
efficiency, especially the number of data bits transmitted in the unit of bandwidth
1/(αF), on the value of α (Fig. 2).

Fig. 2. Spectral efficiency vs. α

As can be seen from comparison of the curves in Fig. 2, the spectral efficiency
grows with the increase of the duration of the transmitted signals. If the duration of the
signal grows from 2T to 6T the spectral efficiency increases on average by 50 %.
However, as it follows from Fig. 2, with the increase of Tc the relative growth of
spectral efficiency with data transmission rate is diminishing. For example, for
Tc = 5T and a double increase of R the relative growth reaches 24 % while at 2T it
reaches 70 %.

Let us move on to the analysis of the peak-to-average power ratio of random
sequences of the optimal signals. Figure 3 shows the realization of 5 signals (only one
quadrature component is shown) for Tc = 4T at the double data transmission rate
(α = 0.5) for the {+1, −1, −1, +1, −1} sequence of binary signals. As can be seen in
Fig. 3a, these signals have a significant ISI. However, the use of the optimization
problem solution with K0 = 10−2 makes it possible to state that BER performance will
not be reduced by more than 0.5 dB. Figure 3b provides an example of the normalized
instantaneous power of a random sequence of these signals with a carrier frequency of
20 MHz.
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It is obvious that there is a great difference between the peak and average power,
which determines the value of PAPR. Even in a short sequence of signals there are
significant oscillations of the instantaneous power that indicate a high value of the
peak-to-average power ratio.

The results of investigation of dependence of the PAPR on α are shown in Fig. 4.
The increase of Tc leads to the growth of PAPR. Yet it should be noted that for each
value of Tc and α the value of PAPR of the proposed optimal signals will be lower than

(a)     (b) 

Fig. 3. Signal sequence (a) and normalized instantaneous power (b) level

Fig. 4. Peak-to-average power ratio vs. α

Possibilities of “Nyquist Barrier” Breaking 617



the value of PAPR of the respective Nyquist signals. For example, for α = 1 and
Tc = 4T the average value of PAPR = 8 dB for the Nyquist signals, and for the pro-
posed optimal signals PAPR = 5.7 dB. With α decreasing to 0.5 the value of
PAPR = 10.3 dB for Nyquist signals and PAPR = 9.5 dB for the proposed optimum
signals. In other words, with the increase of the transmission rate, the advantage in
PAPR value relative to the Nyquist signals decreases (see Fig. 4).

4 Conclusions

This work shows that it is possible to increase the spectral efficiency R/F of signals
overcoming the “Nyquist barrier” using an optimal waveform. Such signals allow
nearly doubling of the data transmission rate at the expense of insignificant additional
energy loss (no more than 0.5 dB). From the theoretical point of view, the demon-
strated possibility of increasing the spectral efficiency appears to be important even in
the simplest case of binary data transmission. However, this increase leads to the
growth of the peak-to-average power ratio of transmitted signals. Thus, as the spectral
efficiency increases by 50 %, the peak-to-average power ratio increases on average by
37 %. Nevertheless, the peak-to-average power ratio of the proposed optimal signals is
lower than the peak-to-average power ratio of the Nyquist signals for the same
transmission parameters. It is interesting to perform similar studies for the channel
alphabet of more than two symbols and for different types of modulation, for example,
OFDM.

Appendix A

The Fourier Series Coefficients of the Waveform a(t). It should be noted that the
accuracy of the representation of the function a(t) depends on the number of terms of
the truncated Fourier series. The number of terms in the truncated Fourier series can be
determined using the standard deviation between the values of the functions am(t) and
am–1(t), which are calculated using m and (m – 1) terms of the truncated Fourier series:

eðmÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZT=2

�T=2

am tð Þ � am�1 tð Þð Þ2dt

vuuuut :

If we restrict the number of terms in the truncated Fourier series to m = 7 then the
standard deviation ε is less than 10−2. Solutions to the problem of finding an optimal
waveform a(t), in the form of the coefficients of the truncated Fourier series, are listed
in Table A.1.
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Tc 2 4 6
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a3 −0.037072 0.250595 0.283111
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a7 −0.001153 −0.003375 0.007840
a8 0.000671 0.002036 −0.004541
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Abstract. A problem of overcoming “Nyquist barrier” for single-frequency
signals minimum energy losses is discussed. Main constrains for this opti-
mization problem are the rate of decay of out-of-band emissions and BER
performance. BER performance is determined by the cross-correlation coeffi-
cient. The optimization problem is solved numerically. The solutions of opti-
mization problem with different constraints give the envelopes of optimal
signals. The simulation showed that energy losses can be significantly reduced
by using the optimal signals. Additional energy losses for the doubled data rate
are no more than 0.5 dB. In contrast the use of the Nyquist signals in the same
conditions leads to BER performance degradation up to 8 dB for 20 % data rate
increase.

Keywords: “Nyquist barrier” � BER performance � Bandwidth �
Cross-correlation coefficient � Optimization problem

1 Introduction

Let us consider the classic formulation of the problem of signal reception under the
conditions of overcoming the “Nyquist barrier”. It is necessary to recall [1, 2] the
formula of the channel capacity C of a baseband communication channel:

C ¼ F � log2 1þPs=Pnð Þ; ð1Þ

where F is the bandwidth of the communication channel; Ps is the signal power; Pn is
the power of additive white Gaussian noise (AWGN) in the channel.

The closer the data rate R to C the more complex the signal-code construction and
reception algorithm are. Let us assume that the complexity is acceptable when the
transmission rate R = 0.75C. In this case, for relatively simple systems, we have:

R� 0:75 � F � log2 1þPs=Pnð Þ ¼ 0:375 � RN � log2 1þPs=Pnð Þ ð2Þ

where RN = 2F is the Nyquist speed.
Therefore, it is easy to derive the following estimation of the required increase of

signal-noise ratio (SNR):
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PS

.
Pn [ 2 1=0:375ð ÞR=RN � 1: ð3Þ

Exceeding of the “Nyquist barrier”, for example, by two times, requires increasing
signal power about 150 times compared to transmission speed R = RN/2.66, which
provides the maximum use of the communication channel’s capacity.

The attempts of overcoming the “Nyquist barrier” with minimum energy losses
have been undertaken in numerous studies [1–3]. Main results were obtained by
solving the optimization problem of finding the Nyquist signal waveform that provides
maximum concentration of energy in a frequency band [4, 5]. The duration of signals
Ts > T was fixed during optimization.

When evaluating the frequency and energy efficiency, it is necessary to consider the
following two factors. First, the reception of signals under such conditions occurs with
significant intersignal interference (ISI). Appearance of ISI is related to the increased
duration of signals Ts > T. The ISI level is related to the value of cross-correlation
coefficient K0 [6]. The illustration of this for R = 2RN is given in Fig. 1a that shows a
random sequence of the truncated Nyquist signals of the sin(x)/x type for the sequence
of binary symbols di(k).

In this notation the index k = 1…L gives the symbol place in the sequence and
index i determines the binary symbol value. Index i has a value of either 1 or 0 and
d1(k) = 1, and d0(k) = −1. Figure 1a shows the signals consisting of a sequence of
symbols {1;1;−1;−1;1}. The signal duration is Ts = 6T. As is clear from Fig. 1a there
is significant ISI that reduces BER performance. Also there is an ambiguity in deter-
mining the bandwidth F (Fig. 1b). Indeed, for the Nyquist signals of infinite duration
the communication channel bandwidth is equal to the signal bandwidth and is
F = 1/T. For signals of limited duration, F may be determined by different ways. For

(a)     (b)

Fig. 1. Truncated Nyquist signals with duration Ts = 6T for R = 2RN (a) and corresponding
energy spectrum (b).
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example, by selecting a certain level of the normalized power spectrum |S(f)|2/|S(0)|2

(Fig. 1b). For example, for the level of −30 dB the bandwidth is F = 1.7/T; for −40 dB
the value is F = 2.6/T. Selection of the criterion of determination of F influences the
value of spectral efficiency (number of data bits transmitted per unit of channel’s
bandwidth).

As has been previously noted, the truncated Nyquist signals are transmitted with
considerable ISI. It can be shown that when R = 2RN the energy losses is above 15 dB
irrespective of Ts. The reduction of the energy losses can be achieved by switching
from the “classic” Nyquist time limited signals to the signals found as a result of the
solution of an optimization problem.

The Work Objective. Reduction of energy requirements under the conditions of
overcoming the “Nyquist barrier” by optimizing the signal waveform with constraints
on the rate of decay of out-of-band emissions (OOBE) and on the correlation coeffi-
cient, determined by intersymbol interference.

2 Model of Signals

To solve the optimization problem, it is necessary to define the signal’s model. Let us
consider the spectrally efficient signals with binary phase modulation [6, 7]. In general,
the truncated r-th realization of a random sequence that consists of L signals with
duration Ts and carrier frequency ω0 can be written as follows:

f rð Þ tð Þ ¼ A0

XL

k¼0

a t � kDTð Þd kð Þ
i cos x0tð Þ ð4Þ

where A0 is the amplitude; a(t) is the function that defines the shape of the envelope;
1/ΔT is the transmission speed R of binary symbols.

Keep in mind that in Eq. (4) the duration of a single signal Ts > ΔT. The power
spectrum |Sa(f)|

2 of a random sequence of these signals is:

Sa xð Þj j2¼ A2
0

Zþ1

�1
a tð Þe�jxtdt

������

������

2

; wherex ¼ 2pf : ð5Þ

3 Optimization Problem

When formulating the optimization problem, it is first of all necessary to choose the
criterion that determines the behavior of the energy spectrum of the synthesized signals
within and outside the band F. This is required for the unambiguous comparison of
bandwidths F of the truncated Nyquist signals (Fig. 1b) and optimal signals. The most
general criterion is that of the specified rate of decay with frequency of OOBE com-
bined with the minimum distortion of the spectrum |Sa(f)|

2 within the band. As addi-
tional constraints we introduce the requirements of constant energy E and duration
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Ts > ΔT of the signal, the minimal ISI level that provides maximum reception noise
immunity. Solution to the optimization problem satisfying the criterion of the specified
rate of decay of the OOBE level can be found by minimizing the following equation
[7–10]:

J ¼ 1
2p

Zþ1

�1
g fð Þ S fð Þj j2df ¼ A2

0

1
2p

Zþ1

�1
g fð Þ Sa f � f0ð Þj j2df ð6Þ

where g(f) = 1/f2n is the weighting function, and the parameter n sets the rate of decay
of the OOBE level with frequency.

The solution can be found in the form of coefficients of expansion of a(t) into the
truncated Fourier series:

aðtÞ ¼ a0
2

þ
Xm

k¼1

ak cos
2p
T

kt

� �
: ð7Þ

Let us assume that the function a(t) is symmetric within the interval [−Ts/2; Ts/2].
Using (7) Eq. (6) can be transformed into a function of several variables [7]:

J akf gmk¼1

� � ¼ Tc
2

Xm

k¼1

2p
Tc

k

� �2n

a2k : ð8Þ

Thus the initial optimization problem is transformed into the problem of finding the
minimum of the function of several variables (8). It important to note that the
restrictions on signal energy, conditions that determine the rate of decay of the OOBE
level, and constraint on the cross-correlation coefficient K0 [7] must all be satisfied:

max
k¼1... L�1ð Þ

ZL�kð ÞT

0

a tð Þa t � kTð Þdt

8
><
>:

9
>=
>;
\ K0 for Ts ¼ LTð Þ: ð9Þ

Results of Optimization. The results of solving the optimization problem are ana-
lyzed for the rate of decay of the OOBE level of 1/f4 (n = 2) which is the same as for
the truncated Nyquist signals (Fig. 1b). The real envelopes of the optimal signals are
shown in Fig. 2a for a sequence of symbols {1;1;−1;−1;1}. The duration of signals is
Ts = 6T and the cross-correlation coefficient is selected as K0 = 5�10−2. The trans-
mission speed is R = 2RN. As is shown in Fig. 2a these signals also have significant
ISI. As it will be shown below, this ISI does not significantly reduce BER performance.
Figure 2b shows the normalized power spectrum |Sa( f )|

2/|Sa(0)|
2. For the level of

|Sa( f )|
2/|Sa(0)|

2 = −30 dB the value F = 2.6/T; for −40 dB the value F = 3.1/T. These
values of the bandwidth are wider than of the truncated Nyquist signals by 40 % and
16 % respectively. It can be seen that the optimal waveform with the selected rate of
decay of the OOBE level has lower spectral efficiency.
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Let us consider changes in the shape of the real signal envelope a(t) for various
optimization problem parameters. Figure 3 shows the envelopes a(t) of optimal signals
having duration Ts = 6T at various data rates: from R = 1.1 RN =1.1/T to R = 1.8
RN = 1.8/T (Fig. 3a). As is clear from the figure, the maximum value of a(t) increases
and the duration of the main lobe decreases with the increase in R. This causes changes
in the peak-to-average power ratio (PAPR) of the random signal sequence. Let us also
remark here that the real envelope is bipolar in the region of |t|2 [0.5T, 3T]. The
bipolarity of the real envelope is explained by the value of K0 < 0.1. If no constraints on
K0 is set then the real envelop will be unipolar.

Figure 3b shows the shapes of the real envelopes a(t) of optimal signals for various
values of K0. It is obvious that the influence of this parameter on the shape of a(t) is less
than in the previous case (Fig. 3a). We can make an assumption that PAPR of a

(a)      (b)

Fig. 2. Sequence of envelopes of optimal signals for the case of R = 2RN (a) and corresponding
normalized power spectrum (b).

(a) (b)

Fig. 3. Signal envelopes for K0 = 10−2 (a) and R = 1.81/T (b).
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random sequence of such signals with the fixed value of data rate R will be practically
independent of the value of K0.

To analyze BER performance of optimal signals a computer simulation of the
transmission system was carried out for a channel with constant parameters, additive
white Gaussian noise (AWGN) and the bandwidth F.

4 Simulation

Figure 4 shows the flow diagram of a simulation process. The simulation was per-
formed using Matlab. The objective of the simulation modeling was to evaluate BER
performance of optimal signals at different data rates above the “Nyquist barrier”.

The input parameters of the model: Ts, R, envelope a(t), SNR, f0 = 10 MHz.
Generation of the data sequence is performed after initialization of the parameters. The
sequence of 107 bit was used to evaluate the error probability for each value of the
signal-to-noise ratio.

The generated symbols arrive at the input of the “Signal modulator” unit. From the
output of this unit the signal goes to the input of the communication channel simulation
unit where AWGN is added to the signal at a specified signal-to-noise ratio.

The mixture of the signal and noise is processed by the “Reception of signals” unit.
The coherent bit-by-bit detection algorithm [11, 12] is used as a reception algorithm.
The decisions about the received symbols are used for calculation of error probability
in the respective unit.

Initialization of 
modeling 

parameters

Generation of necessary selection 
of data bits

Signal modulator

Reception of 
signals

Algorithm of 
coherent signal-

by-signal 
detection

Error probability 
calculation

Simulation of 
transmission 

channel
+ AWGN

Measurement of signal 
energy spectrum 

(averaging)

Calculations of 
occupied bandwidth

Fig. 4. Flow diagram of simulation process.
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Figure 5 shows the results of analysis of BER performance. Figure 5a shows how
error probability depends on signal-to-noise ratio Eb/N0 in case of reception of binary
signals with the Nyquist envelope of duration Ts = 6T (see Fig. 1a). It follows from the
analysis of this graph that even 20 % increase of R above RN leads to energy losses of
at least 8 dB for error probability of 4∙10−2. For the optimal signals of the same
duration BER performance is close to the potentially achievable. Energy losses are less
than 0.5 dB (Fig. 5b).

5 Conclusions

The signal energy required to overcome the “Nyquist barrier” can be significantly
reduced using optimal signals. The reduction of losses to 0.5 dB is achieved for the
two-fold increase of the bit stream rate above the “Nyquist barrier”.

The bandwidth F occupied by a random sequence of optimal signals is wider than
of the truncated Nyquist signals. The widening of F depends on the selection of the
criterion of bandwidth determination and ranges from 40 % to 16 %.
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Abstract. In the paper we compare two approaches of intentional introduction
of inter-symbol interference (ISI) into single-carrier signal to improve its
bandwidth efficiency. The first approach is “faster-than-Nyquist” signaling
(FTN) with infinite rrc-pulses. The second approach is generation of multi-
component signals (MCS) utilizing optimal finite pulses. In the optimization
problem, we used a criterion of minimal bandwidth comprising 99 % of signal
power. The maximal level of ISI and peak-to-average power ratio were used as
additional constraints. The comparison of optimal MCS and FTN is given in the
bandwidth and energy consumptions plane for the fixed computational com-
plexity of the receiver. In addition, we considered modified energy consump-
tions taking values of PAPR into account. It is shown that optimal MCS provide
lower consumptions with respect to FTN with rrc-pulses.

Keywords: Faster-than Nyquist � Optimal finite pulses � Multicomponent
signals � Bandwidth efficiency � Energy efficiency

1 Introduction

A trend of data transmission rate increase can be explicitly observed in the changing of
generations of digital communication. In simplified terms, the second generation (2G)
has tried to provide a bitrate up to 1 Mbits/s for a single user, in the third generation
(3G) an upper bound has been increased to 10 Mbits/s, and it has been wished for the
fourth generation (4G) standard to provide a 100 Mbits/s bitrate. It is also known that
the changing of generations of telecommunication systems imply an improvement of
other network parameters such as latency, a throughput, a flexibility of time-frequency
resource allocation, and a reduction of physical size of devices.

In the evolution from the 2G to the 4G the rise of user bitrate is reached by
following means: a signal constellation size increase, new efficient forward error cor-
rection schemes, wider occupied bandwidth, and efficient methods for inter-symbol-
interference (ISI) cancellation. Almost all of these systems utilize orthogonal signals:
there is no intentional ISI in 3G and 4G systems.

Similar changes took place in other telecommunication standards. For instance,
European standards for satellite digital video broadcasting DVB also have two gen-
erations: DVB-S1 and DVB-S2. The changes of physical layer are utilization of larger
signal constellations, and more efficient forward error correction schemes. These
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standards do not define any means for ISI cancellation since, with a good approxi-
mation, the channel can be considered with a single-path propagation. The DVB
standards also define orthogonal signaling.

It was shown by Mazo in 1975, that a transition from orthogonal signals to signals
with controlled ISI is an efficient way to improve spectral efficiency [1]. The results
were obtained for orthogonal signals with linear modulation:

yðtÞ ¼
X

k

Ckaðt � kTÞ; ð1Þ

where Ck are symbols uniformly chosen from a M-symbols constellation, T is a symbol
transmission period, and a(t) is a pulse which meets the orthogonality condition:

Z1

�1
aðtÞaðt � kTÞdt ¼ 0; k ¼ �1; �2; . . . : ð2Þ

Signals based on pulses which meet the condition (2) are called full response signals
(FRS), otherwise the term partial response signals (PRS) is used.

For signals (1) Mazo proposed to increase symbol transmission rate making it
higher than in the case of FRS. These signals can be written as:

yðtÞ ¼
X

k

Ckaðt � ksTÞ; ð3Þ

where τ = 1 for original signals without ISI (FRS), and τ < 1 for signals with controlled
ISI (PRS). Mazo showed that in this approach, for BPSK constellation and sinc-pulse
used in (3), a 25 % gain of spectral efficiency is possible with zero losses of energy
efficiency with respect to orthogonal signals; it corresponds to a transition from τ = 1 to
τ = 0.8.

The power spectrum of sinc-pulse and, hence, power spectrum of random sequence
(3) has rectangular shape. Thus, in the 1/T bandwidth, it is possible to transmit and
detect symbols with the 1.25/T symbol rate that more than the theoretical Nyquist limit
of 1/T symbols per second. According to this fact, Mazo proposed the term
“Faster-than-Nyquist” signaling (FTN).

Obviously, a transition to PRS leads to a necessity of utilization of more compu-
tationally complex detection algorithms. For instance, for signals with linear modula-
tion the Viterbi algorithm can be employed instead of a conventional matched filter
receiver.

Despite the Mazo results, the FTN approach has not been implemented in
telecommunication systems. A possible reason is the high computational complexity of
receivers which must perform real time signal processing. Nevertheless, there are some
publications which claim that the prospective systems (such as systems of fifth gen-
eration (5G)) will utilize signals with controlled ISI [2].

Apparently, a development of signal processing units has made it possible to
implement complex algorithms for PRS detection. In particular, a candidate for
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physical layer of 5G systems is SE-FDM technique [3]. The SE-FDM signals can be
derived from OFDM signals by allocation of subcarrier signals closer to each other,
with a frequency spacing lower than in the orthogonal mode. Obviously, each sub-
carrier spectrum has shape of sinc function, and such signals are frequency-domain
analog of Mazo signals.

Since the first FTN publication, some new papers developing this approach have
appeared. In particular, Liveris and Georghiades [4] have proposed utilization of
rrc-pulses

aðtÞ ¼ 1
T1=2

sinfðpt=TÞð1� aÞgþ ð4at=TÞ cosfðpt=TÞð1þ aÞg
ðpt=TÞf1� ð4at=TÞ2g ; 0� a� 1; ð4Þ

(the sinc pulse is a particular case of (4) with α = 0), which are widely used in many
communications standards for definition of orthogonal signals. It has been shown in
[4], that introduction of ISI into signals with rrc-pulses similarly to (3) can also improve
spectral efficiency with zero energy efficiency losses.

We should notice that for any non-zero value of roll-off α, the rrc-pulse spectrum is
not rectangular. Therefore, the signal bandwidth computed with any criterion can be
larger than 1/T. It means that utilization of τ < 1 does not necessarily lead to exceeding
the Nyquist limit, and, to be meticulous, we can deal with “PRS without FTN” or with
“PRS with FTN”. Nevertheless, we will use the term “FTN with rrc-pulses” to refer the
signal generation technique (3) with rrc-pulses. To highlight the case τ = 1 we will use
the term “FRS with rrc-pulses”.

In [5] it has been suggested to generate PRS with optimal pulses instead of the
generation technique (3) with conventional rrc- or sinc-pulses. The optimal pulses
provided maximal free Euclidean distance (Dfree) for signal sequences based on a
chosen signal constellation, and for a chosen ISI window length and for a bandwidth
W99%, comprising 99% of signal power. The free Euclidean distance is similar to free
distance of convolutional codes but the former is computed with Euclidean metric
instead of Hamming metric. This term is correct since a PRS generator can be con-
sidered as a finite state machine and described by a trellis. As a result, authors obtained
characteristics of PRS outperforming characteristics of signals from [1, 4].

All of noted works consider infinite pulses. On the one hand, it increases gains in
spectral and energy efficiencies, but on the other hand, the problem of practical
implementation of shaping filters remains relevant. It also remains unknown how
spectral characteristics vary with pulses truncation which takes place in practice.

In [6, 7], to overcome negative effects of pulse truncation we proposed formulation
and numerical solving of optimization problem for finite pulses for linear
modulation (1):

aðtÞ ¼ 0; tj j[ LT=2; ð5Þ

where L is a natural number showing pulse duration as a number of symbol periods
T. This approach allows to obtain shaping filter impulse response with no additional
transformations of infinite pulses. We utilized a criterion of minimal bandwidth W99%.
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As an additional constraint, we introduced a signal peak-to-average power ratio
(PAPR) as a ratio of the maximal signal power Pmax to the average power Pav:

PAPR ¼ Pmax=Pav: ð6Þ

The value of PAPR is especially critical in a design of satellite telecommunication
standards. Finally, we introduced the ISI measure called maximal group correlation
MGC. The value of MGC gives the maximal normalized power of ISI noise at a
matched filter output at reference time instants:

MGC ¼ ACFð0Þ�1
XL�1

k¼�Lþ 1k 6¼0

ACFðkÞj j;

ACFðkÞ ¼
ZLT=2

�LT=2

aðtÞaðt � kTÞdt:
ð7Þ

The introduction of this ISI measure instead of the conventional free Euclidean distance
allowed significant reduction of a number of problem constraints.

The utilization of finite pulses in a linear modulation makes it possible to write a
convenient decomposition of signal into separate components:

yðtÞ ¼
XL�1

p¼0

yðpÞL ðtÞ ¼
XL�1

p¼0

X

k

CðpÞ
k aðpÞL ðt; kÞ ¼

XL�1

p¼0

X

k

CðpÞ
k aðt � pT � kLTÞ: ð8Þ

A peculiarity of each component is in non-overlapping neighboring pulses. Thus,
there is no ISI in a single component, but signals of different components interfere. To
refer such cases of linear modulation with finite pulses we introduced the term “mul-
ticomponent signals” (MCS). In cases of optimal pulses utilization, we will call our
signals as optimal multicomponent signals.

For estimation of optimal MCS gain in [6, 7] we compared bandwidth and energy
consumptions of these signals with consumptions of conventional signals with
orthogonal rrc-pulses. Since the optimal signals provided minimal values of bandwidth
W99%, we computed the bandwidth consumptions as:

bF ¼ W99%=R; ð9Þ

where R is a transmission bitrate (bits/s). The energy consumptions were computed as a
signal-to-noise ratio required for the fixed value of bit error rate (the value BER = 10−4

was considered in [6, 7]):

bE ¼ h2 ¼ Ebit=N0: ð10Þ

Since the optimization problem included additional constraints of signal PAPR, we
also considered the modified energy consumptions:

Root-Raised Cosine versus Optimal Finite Pulses for FTN 631



b�E ¼ PAPR � bE: ð11Þ

A comparison of βE values is a conventional approach, and, for instance, it allows
an estimation of gain provided by ISI introduction with respect to increase of signal
constellation size. A comparison of b�E values allows a gain estimation with signal
PAPR variation taken into account, that is important for a design of power amplifiers.

We have shown in [6, 7] that the optimal 8-component signals based on QPSK
constellation provide a significant gain with respect to orthogonal signals based on
QPSK, 16-QAM and 64-QAM constellations. Thus, we have confirmed Mazo results
and proved that the introduction of ISI is more effective than the increase of signal
constellation size. The penalty for bandwidth and energy efficiency gain is a significant
increase of receiver’s computational complexity.

The objective of this paper is a comparison of bandwidth and energy consumptions
for FTN with rrc-pulses and for optimal MCS with a fixed receiver’s computational
complexity. In other words, our goal is the comparison of two approaches for PRS
generation: the utilization of optimal finite pulses (MCS) and non-optimal infinite
rrc-pulses (FTN). The retention of receiver’s computational complexity, at first, is
required for the correct comparison of these two approaches. At second, the results will
be closer to practical implementation, whereas some other works represent asymptotic
characteristics of signals.

If the optimal MCS outperform FTN, we will show a way to improve SE-FDM
signals characteristics, which is in the transition from sinc-pulses to optimal finite
pulses. If successful, the optimal MCS will be a candidate for prospective communi-
cations standards including 5G systems.

2 Simulation Details

For comparison of optimal MCS with FTN with rrc-pulses in terms of energy con-
sumptions, we implemented a simulator, which performed a generation, a passing
through a channel with additive white Gaussian noise, and a detection of these signals.
In all modes we considered QPSK constellation, and needed values of bandwidth
consumptions were set by handling of ISI. For optimal MCS, stronger ISI was set by
increase of MGC from the minimal value MGC = 0, or by reduction of Dfree from the
maximum Dfree ¼

ffiffiffi
2

p
. For FTN a stronger ISI corresponds to a reduction of τ from the

maximal value τ = 1.

2.1 MCS Parameters

We considered five sets of pulses for optimal MCS. In all sets, the optimization was
done with the criterion of minimal bandwidth W99%, comprising 99% of signal power.
A numbers of components and, hence, pulses’ durations were equal in all sets: L = 8.
These sets were obtained under different types of additional constraint. The values of
MGC, Dfree, and signal PAPR were bounded, and pulse’s symmetry was or was not
required (Table 1).
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For the PAPR constraint, we considered only symmetric pulses because for this
type of constraint a utilization of asymmetric pulses do not lead to any different signal
characteristics in comparison with the case of symmetric pulses [7]. Each set contained
optimal pulses obtained for several values of particular constraint from an allowed
range. The detailed technique of pulse optimization and some particular pulse shapes
are represented in [6, 7].

2.2 FTN Parameters

For FTN with rrc-pulses we considered 11 values of roll-off factor α: from 0 to 1 with a
0.1 step. For each value of roll-off we considered 11 values of τ: from 1 down to 0.5
with a 0.1 step, and from 0.5 down to 0.25 with a 0.05 step (1, 0.9, 0.8, 0.7, 0.6, 0.5,
0.45, 0.4, 0.35, 0.3, 0.25).

It is known, that rrc-pulses are infinite, and a shape of rrc-pulse in time domain is
utilized as shaping filter impulse response in both of FRS and FTN modes. In order to
design a shaping FIR-filter for these schemes an original pulse is multiplied by a finite
window function. Additionally, this truncation procedure provides a transformation
from FRS and FTN with infinite rrc-pulses to MCS since pulses become finite.

We performed the truncation of pulse with a rectangular window with a duration
equal to integer number of symbol periods T. A particular window durations were
chosen by a criterion of comprising no less than EPART = 99.9% of energy of original
infinite pulse in its truncated version. To clarify this criterion, we should remind that
the signal efficiency was estimated in (βF, βE) and (βF, b

�
E) planes, and we tried to make

the truncation which does not deteriorate these consumptions values with respect to the
case of infinite pulses. It was required, that the values of W99%, PAPR and h2 for the
chosen BER do not change after the truncation. As we can see from Table 2, the values
of W99% do not change after EPART = 99%, the limit values of h2 can be reached with
EPART = 99.9% (there is only a slight 0.1 dB loss for α = 0, 0.1). The PAPR value is
increased with an increase of EPART, but the difference is small for all values of roll-off
α > 0 at the transition from EPART = 99% to EPART = 99.9%. Thus, the truncation with
EPART = 99.9% provides limit values of W99% and h2; and, for this truncation mode,
the values of PAPR are reduced especially for the roll-off α = 0. This reduction of
PAPR can be considered as a some gain from pulses’ truncation.

Notice that non-rectangular window functions can also be utilized for the trunca-
tion. On the one hand, these window functions can reduce a level of spectrum side lobs,
that has small effect on the occupied bandwidth W99%. On the other hand, a choice of

Table 1. Additional constraints for five sets of optimal pulses

Set number Constraint type Pulse’s type Notation

1 MGC Symmetric SMGC-pulses
2 MGC Asymmetric AMGC-pulses
3 Dfree Symmetric SDfree-pulses
4 Dfree Asymmetric ADfree-pulses
5 PAPR Symmetric PAPR-pulses
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particular window function can be considered as a kind of pulse optimization thus
representing an independent problem. However, in this work, we intend to compare
optimal MCS with conventional FTN with rrc-pulses.

Let us consider a utilization of truncated rrc-pulses for FTN generation. For
instance, if τ = 1 and some pulse of duration LT is utilized, then modulation symbols
go to shaping filter with a 1/T rate, and output signal contains L components. Now, if
we increase symbol rate and send them to the shaping filter 1/τ times faster (τ < 1), it
means a reduction of symbol period: T′ = τT < T. As a result, a new pulse duration is
increased in terms of number of symbol periods: L′ = L/τ > L. Therefore, the transition
from FRS with rrc-pulses (or, equally, from MCS with truncated rrc-pulses of duration
LT) to FTN with a factor of bandwidth consumptions reduction τ is equal to the
increase of number of components from L to L/τ. In general, to obtain a new integer
number of components with no losses of pulse’s definition accuracy the value L′ = ceil
(L/τ) should be utilized, where ceil() is a rounding to the right nearest integer. The
particular L values depending from τ and α are represented in Table 3 for the truncation
with EPART = 99.9%.

To sum up, our simulation for FTN was done with finite pulses. Thus, in both cases
of optimal MCS and FTN a shaping filter had finite impulse response.

Table 2. A dependence of W99%, h
2, and PAPR from the truncation parameter EPART

EPART α

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

W99%

90% 1,22 1,29 1,26 1,26 1,23 1,28 1,34 1,40 1,48 1,55 1,63
95% 1,08 1,06 1,08 1,13 1,20 1,26 1,34 1,41 1,48 1,56 1,63
99% 0,99 1,02 1,07 1,13 1,20 1,27 1,34 1,41 1,48 1,56 1,63
99,9% 0,99 1,02 1,07 1,13 1,20 1,27 1,34 1,41 1,48 1,56 1,63
99,99% 0,99 1,02 1,07 1,13 1,20 1,27 1,34 1,41 1,48 1,56 1,63
h2 (dB) for BER = 10−4

90% 14,4 13,6 12,8 11,9 11,1 8,4 8,4 8,4 8,4 8,4 8,4
95% 10,3 9,8 9,2 11,9 11,1 10,4 9,7 9,2 8,4 8,4 8,4
99% 8,9 8,9 8,7 9,1 8,6 8,4 8,4 9,2 8,8 8,5 8,4
99,9% 8,5 8,5 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4
99,99% 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4 8,4
PAPR (dB)
90% 2,54 3,60 3,35 3,02 3,11 2,87 3,16 3,10 3,31 3,51 3,56
95% 5,41 5,68 5,27 4,25 3,43 3,29 3,41 3,34 3,46 3,57 3,70
99% 8,82 7,38 5,81 4,62 3,67 3,44 3,53 3,44 3,53 3,63 3,77
99,9% 12,45 7,68 5,95 4,72 3,74 3,48 3,57 3,47 3,55 3,65 3,78
99,99% 15,05 7,71 5,97 4,73 3,75 3,49 3,57 3,48 3,56 3,65 3,79
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2.3 Detection Algorithm Details

A generation of L-component signal is similar to an encoding by convolutional code
with a code constraint length equal to L – 1 [6, 7]. During the MCS generation,
fragments of pulse modulated by information symbols are sent to a “shift register”
instead of information bits in the encoding. The signal is generated by summation of all
modulated fragments stored in the register. According to this analogy between linear
modulation and convolutional encoding, for MCS detection we implemented the
Viterbi algorithm which is usually utilized for decoding of convolutional codes. This
algorithm computed Euclidean metrics for each branch in a trellis. These metrics are
Euclidean distances between the received and ideal sequences of samples.

The MCS signal was generated in frames of N modulation symbols. During the
demodulation by the Viterbi algorithm, the initial and the final states of shift register
were known. Decisions about transmitted sequences were made after a processing of
entire frames, in other words, the traceback depth was set to TBLen = N + L – 1. It
was done in order to obtain the best performance because in this mode the Viterbi
algorithm actually performs a computationally efficient exhaustive search detection.
The initialization and the termination of shift register can be implemented by insertion
of pilot symbols or guarding intervals between neighboring frames. For analogy, for
signals generated in frequency domain (SE-FDM signals), these procedures are pro-
vided by guarding frequency intervals.

Taking into account the chosen TBLen value and utilization of QPSK constellation
in all modes, the computational complexity of the receiver was O((N + L – 1)∙2(L – 1)).
As we can see from the Table 3, the complexity of the Viterbi algorithm is extremely
high for some combinations of α and τ. Because of this fact, we decided to estimate
energy consumptions of MCS and FTN with the fixed complexity of the receiver. Since
the optimal pulses for MCS were obtained for the L = 8 duration, it was decided to
implement the Viterbi algorithm with 28 – 1 states no matter which pulse duration had
been utilized during the generation. This reduced-complexity detection can be

Table 3. A duration of rrc-pulse as a number of symbol periods L depending on roll-off factor α
and factor of bandwidth consumptions reduction τ for the truncation with EPART = 99.9%

τ α

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 203 15 9 7 5 5 4 4 4 3 3
0.9 226 17 10 8 6 6 5 5 5 4 4
0.8 254 19 12 9 7 7 5 5 5 4 4
0.7 290 22 13 10 8 8 6 6 6 5 5
0.6 339 25 15 12 9 9 7 7 7 5 5
0.5 406 30 18 14 10 10 8 8 8 6 6
0.45 452 34 20 16 12 12 9 9 9 7 7
0.4 508 38 23 18 13 13 10 10 10 8 8
0.35 580 43 26 20 15 15 12 12 12 9 9
0.3 677 50 30 24 17 17 14 14 14 10 10
0.25 812 60 36 28 20 20 16 16 16 12 12
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implemented by consideration of 8-component signal instead of LTX-component signal,
where 8 ≤ LTX. In other words, we truncated the pulse at the detection stage whereas
the finite pulse with larger duration was utilized in the transmitter. In this technique, in
the receiver it is reasonable to consider a central part of pulse since rrc-pulses contain
stronger oscillations with higher amplitudes in the center, and this central part causes
stronger ISI with respect to pulse’s edges.

3 Simulation Results

During the simulation, we obtained a lot of numerical results for different modes of
FTN and optimal MCS. A direct comparison of the results in form of BER curves is
rather complicated. In this section, we represent the results on the (βF, βE) and the (βF,
b�E) planes for the fixed BER = 10−4 and for the frame length N = 1000 unless other
values of N are defined.

At first, we consider the results for FTN with rrc-pulses. As we can see from Fig. 1,
the asymptotic characteristics from [1] have not been reached for the α = 0: the energy
loss for τ = 0.8 is about (13.5 – 8.4) = 5.1 dB. For τ = 1, a utilization of the Viterbi
algorithm instead of the matched filter receiver has led to a 0.4 dB energy loss. These
energy losses can be explained by small ISI window length used in the receiver and by
the fact that we analyzed energy consumptions corresponding to the BER = 10−4. In
addition, by the transition in the receiver from L = 8 to L = 10 and 12 the energy losses
were reduced to 3.4 and 2.5 dB respectively for τ = 0.8. Nevertheless, resultant values
of energy consumptions were far from asymptotic characteristics [1]. With L = 8

Fig. 1. Bandwidth and energy consumptions curves for FRS with rrc-pulses for a matched filter
receiver (FRS, QPSK and FRS, 16-QAM), and for FTN with rrc-pulses for the Viterbi receiver
with L = 8
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a transition from BER = 10−4 to BER = 10−5 led to a 10 dB increase of energy loss,
and the BER-curve did not reach BER = 10−6.

Another way to reduce energy losses is a reduction of the frame size N to values
near or less than L. For the reduced frame size, the ISI caused by non-orthogonal pulse
can not be “accumulated” to the maximal possible level. By initialization and termi-
nation of the trellis, an additional energy gain can be obtained. For instance, for the
frame size N = 10 and α = 0 roll-off, the energy losses were 0.8 and 0.3 dB for τ = 0.8
and 1 respectively. A reduction of N is more reasonable for frequency-domain ISI (in
SE-FDM signals) than for time-domain because in time-domain it leads to a significant
increase of percentage of pilot symbols or guard intervals.

In addition, we can see from Fig. 1 that better results can be reached with increase
of α. For instance, for α = 0.2 and τ = 0.8, energy losses are about 0.1 dB with respect
to signals with zero ISI.

For further comparison, we chose the combinations of α and τ that provide minimal
consumptions for FTN with rrc-pulses. These minimal consumptions are shown in
Fig. 2. Notice, that most of the “optimal” combinations contain values of roll-off
near 0.5.

Let us compare FTN with rrc-pulses and optimal MCS. It follows from Fig. 3, that
the choice of MGC constraint is not reasonable because FTN signals outperform
optimal MCS in the range βF > 0.35. Optimal MCS outperform FTN only in the range
of strong ISI (βF < 0.2), and in the range 0.2 < βF < 0.35 there is no apparent
advantage of optimal MCS over FTN.

Fig. 2. An illustration of choice of “optimal” α and τ combinations for FTN with rrc-pulses
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We can see from Fig. 4, that the optimal pulses obtained with the Dfree constraint
provide the best results in the (βF, βE) plane.

In some cases, FTN and optimal MCS with SDfree-pulses have equal consumptions,
but FTN never outperform optimal MCS. Thus, consumptions of MCS with
SDfree-pulses correspond to ultimate consumptions of FTN with rrc-pulses. A transition

Fig. 3. A comparison of FTN with rrc-pulses and MCS with SMGC and AMGC-pulses in the
consumptions plane

Fig. 4. A comparison of FTN with rrc-pulses and MCS with SDfree and ADfree-pulses in the
consumptions plane
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to ADfree-pulses for MCS leads to an additional energy gain. We can see, that optimal
MCS with Dfree constraint, as well as MCS with MGC constraint, provide a significant
energy gain with respect to FTN in the range of strong ISI (βF < 0.2). In general, the
energy gain of optimal MCS varies from 0.2 to 2 dB.

We should notice, that for the constraint Dfree ¼
ffiffiffi
2

p
the potential energy charac-

teristics of orthogonal pulses have not been reached by MCS with SDfree as well as
with ADfree-pulses. It can be explained by the fact that the Dfree give an asymptotic
BER performance, and the values of energy consumptions will be equal for FRS and
PRS in the range of very low values of BER.

It follows from Fig. 5, that consumptions of MCS with PAPR-pulses correspond to
ultimate consumptions of FTN in the (βF, b

�
E) plane. This observation is similar to the

case of SDfree-pulses in the (βF, βE) plane. In other words, in the (βF, b
�
E) plane, the

consumptions of MCS with PAPR-pulses are lower than for FTN with rrc-pulses. The
energy gain of optimal MCS varies in different ranges of βF. The maximal values of
energy gain can be observed in βF < 0.2 and βF > 0.45 ranges, they are about 2 and
0.9 dB respectively.

From Fig. 5 we can also see that, in the (βF, b
�
E) plane, ISI introduction is more

efficient than constellation order increase. However, from Figs. 3 and 4 it follows that,
in the (βF, βE) plane, ISI introduction provides gain only with respect to FRS with
QPSK.

Fig. 5. A comparison of FTN with rrc-pulses and MCS with PAPR-pulses in the modified
consumptions plane
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4 Conclusions

A utilization of optimal MCS provides lower values of bandwidth and energy con-
sumptions with respect to FTN with rrc-pulses for the fixed computational complexity
of the receiver. There are optimal combination of α and τ for FTN with rrc-pulses, but
these combinations can be found by an exhaustive search procedure. The advantage of
MCS is that the rigorous constraints can be included in the optimization problem, and
combinations of different types of constraints are also allowed. Finally, the optimal
pulses for MCS are finite that is important for practical implementation.

References

1. Mazo, J.E.: Faster-than-Nyquist signaling. Bell Syst. Tech. J. 54(8), 1451–1462 (1975)
2. Dai, L., Wang, B., Yuan, Y., Han, S., Chih-Lin, I., Wang, Z.: Non-orthogonal multiple access

for 5G: solutions, challenges, opportunities, and future research trends. IEEE Commun. Mag.
53(9), 74–81 (2015)

3. Kanaras, I., Chorti, A., Rodrigues, M.R.D., Darwazeh, I.: Spectrally efficient FDM signals:
bandwidth gain at the expense of receiver complexity. In: International Conference on
Communications ICC, pp. 1–6. IEEE (2009)

4. Liveris, A.D., Georghiades, C.N.: Exploiting faster-than-Nyquist signaling. IEEE Trans.
Commun. 51(9), 1502–1511 (2003)

5. Said, A., Anderson, J.B.: Bandwidth-efficient coded modulation with optimized linear
partial-response signals. IEEE Trans. Inf. Theory 44(2), 701–713 (1998)

6. Gelgor, A., Gorlov, A., Popov, E.: Multicomponent signals for bandwidth-efficient
single-carrier modulation. In: Black Sea Conference on Communications and Networking
BlackSeaCom, pp. 19–23. IEEE (2015)

7. Gelgor, A., Gorlov, A., Popov, E.: On the synthesis of optimal finite pulses for bandwidth and
energy efficient single-carrier modulation. In: Balandin, S., Andreev, S., Koucheryavy, Y.
(eds.) NEW2AN/ruSMART 2015. LNCS, vol. 9247, pp. 655–668. Springer, Heidelberg
(2015)

640 A. Gorlov et al.



Optimal Input Power Backoff of a Nonlinear
Power Amplifier for FFT-Based Trellis

Receiver for SEFDM Signals

Andrey Rashich and Dmitrii Fadeev(&)

Peter the Great St. Petersburg Polytechnical University, St. Petersburg, Russia
andrey.rashich@gmail.com, fadeev_dk@spbstu.ru

Abstract. In this paper BER performance of FFT-based trellis receiver for
multicarrier signals with spectrally efficient frequency division multiplexing
(SEFDM) is evaluated taking into account the impact of nonlinear distortions
caused by nonlinear power amplifier (PA). Values of input power back-off
(IBO) corresponding to the best BER performance are obtained. The energy
efficiency is quantified with energy loss with respect to the system with ideal
linear PA. The energy efficiency of considered system is compared with the one
of SEFDM system with detection algorithm based on decision diagram and no
coding.

Keywords: OFDM � SEFDM � BER performance � Input back-off � IBO �
Iterative receiver � MAP algorithm � 5G

1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) has been widely used in
wireless communications. Such signals have high spectral efficiency and good BER
performance in channels with inter-symbol interference (ISI).

The extension of OFDM signals is spectrally efficient frequency division multi-
plexing (SEFDM) signals. This kind of signals has higher spectral efficiency due to
smaller subcarrier spacing. On the other hand, nonorthogonal frequency spacing
between subcarriers causes energy loss in comparison with OFDM. SEFDM is the
possible technique to be used in the 5th generation wireless systems (5G) [1].

The majority of papers devoted to SEFDM BER performance does not take into
account the effect of transmit and receive signal path. SEFDM signals have high
peak-to-average power ratio (PAPR) which may cause significant distortions in the
power amplifier (PA) output signal.

It was shown in previous work that the optimal value of input power back-off
corresponding to the best BER performance for SEFDM signals are different from the
one for OFDM signals [2]. For significant decrease of frequency spacing even small
distortions can affect BER performance. It should be noted that the optimal value of
IBO could vary for different demodulation algorithms too.

SEFDM demodulation algorithms continue to be improved. Particularly, a new
FFT-based trellis receiver for SEFDM signals is proposed [3]. A FEC scheme is used in
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concatenation with SEFDM modulation. Iterative SEFDM demodulator with the
log-MAP algorithm for SEFDM-symbols demodulation/demapping is proposed.

The aim of this work is to determine the optimal value of IBO for a PA to obtain the
best BER performance of FFT-based trellis receiver for SEFDM signals.

2 Model Description

The SEFDM signal is a multicarrier signal that consist of a number of symbols fol-
lowing one after another. One SEFDM symbol of duration T can be written as:

xðtÞ ¼ 1ffiffiffiffi
T

p
XN�1

n¼0

sne
j2pnDft ð1Þ

where N is the number of subcarriers, sn is the complex manipulation function for n-th
subcarrier, Df ¼ a=T is the frequency separation between adjacent subcarriers, α is the
bandwidth compression factor.

In this work solid-state power amplifier (SSPA) model is used. AM/AM and
AM/PM conversions are expressed as [4]:

G jxðtÞj½ � ¼ g0jxðtÞj

1þ jxðtÞj
xsat

� �2p
� � 1

2p

ð2Þ

U jxðtÞj½ � ¼ 0

where g0 is the amplifier gain, xsat – is the saturation level, p is the parameter to control
the AM/AM sharpness of the saturation region and equals 2.

Typical AM/AM conversion curve in dB scale is shown at Fig. 1. The value of the
input power 0 dB corresponds to saturation level xsat, the value of the output power
0 dB corresponds maximum output power g0 � xsat.

Fig. 1. AM/AM conversion curve for SSPA model with p = 2 in dB scale
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Maximum PA power efficiency is obtained when operating point is at saturation
level. As mentioned above, SEFDM signals exhibit high PAPR, therefore input power
back-off (IBO) is required to shift the operating point to ensure that the PA operates
within linear region, as shown in Fig. 1.

IBO shows the value of the average input power decrease compared with saturation
level, in dB, and can be written as

IBO ¼ 10 log10 Psat=Pavg
� � ð3Þ

On the one hand, higher IBO corresponds to less output power and less BER
performance. On the other hand, higher IBO corresponds to lower distortions caused by
the PA.

For performance estimation, Total Degradation (TD) metric is used [5]. Actually, TD
is the energy loss with respect to the system with ideal linear PA. TD can be written as:

TD ¼ SNRPAðIBOÞ � SNRAWGN þ IBO ½in dB� ð4Þ

where SNRAWGN is the SNR which is required to achieve a target BER in AWGN
channel and SNRPA(IBO) is the SNR which is required to achieve a target BER taking
into account distortions caused by the PA at a given IBO.

SEFDM signals show energy loss in comparison with OFDM which inversely
depends on α due to inter-carrier interference (ICI). Let us introduce modified metric
TD� taking into account energy losses caused by both ICI and PA nonlinearity:

TD� ¼ SNRPAðIBOÞ � SNRBEST þ IBO ½in dB� ð5Þ

where SNRBEST is the SNR which is required to achieve a target BER in AWGN
channel for OFDM signals with the same FEC code as used in SEFDM demodulator.

The MatLab simulation model was developed to evaluate BER performance, TD
and TD* metrics (Fig. 2).

FEC

Interleaver

Mapper

IFFT-based SEFDM 
modulator

PA

Receiver FFT

Iterative SEFDM demodulator

+ AWGN samples

IBO

Receiver FFT

Iterative SEFDM demodulator

+ AWGN samples

BER, TD, TD* estimation

Fig. 2. System model
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The model for SNRAWGN estimation includes generation of SEFDM symbols,
AWGN channel and the receiver of SEFDM-signals. SSPA model unit is added to the
model to obtain SNRPA for the set of IBO values.

The algorithm for SEFDM generation based on Inverse Fast Fourier Transform
(IFFT) [6] is used. Informational bits are previously coded by (3, [5, 7]) convolutional
code of rate = 1/2. Modulation scheme is QPSK.

FFT-based trellis receiver for SEFDM is used [3]. It employs iterative SEFDM
demodulator with the log-MAP algorithm for SEFDM-symbols demodulation/
demapping. Its structure is quite similar to turbo equalizer schemes. In this model
the number of iterations is three.

3 Simulation Results

BER curves are obtained for various values of N and α. Figure 3 shows BER curves for
N = 8192, α = 3/4 for the set of IBO values. There is no energy loss when IBO =
10 dB. For another considered values of IBO there is energy loss, which is higher for
less IBO. TD metric helps us compare energy losses corresponding to different N and α.

TD values are obtained for various values of N and α. The case of α = 1 corre-
sponds to OFDM signal with the same FEC coding scheme as used for SEFDM.
Simulation results are shown at Figs. 4, 5 and 6.

Total degradation for current α is nearly the same for different N (Figs. 4 and 5).
SEFDM signals with higher N have higher PAPR resulting in distortion increase, but it
is compensated by increased efficiency of iterative algorithm caused by larger code
block.

Fig. 3. BER performance for different IBO, α = 3/4, N = 8192
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TD versus IBO curves for different α are shown at Fig. 6. Minimum value of TD is
larger for lower α.

In previous work TD metrics has been obtained for SEFDM system with detection
algorithm based on decision diagram and no coding [2]. The energy efficiency of
FFT-based trellis receiver is higher for all corresponding values of α. Total degradation
for SEFDM with α = 3/4 is nearly the same as for OFDM signals and no coding.

TD* metric is evaluated to show energy losses caused by both ICI and PA non-
linearity in comparison with coded OFDM signals (Fig. 7).

Fig. 4. TD vs IBO for different N, α = 1/2

Fig. 5. TD vs IBO for different N, α = 3/4
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For IBO > 6 the key impact to the difference between curves is caused by ICI.
Minimum value of TD* is 2.4, 4.3 and 7.1 dB for α = 3/4, 5/8 and 1/2, respectively.
Corresponding values of IBO are 0, 2 and 4 dB.

Out of band emission level is the same as one considered in previous work [2].

Fig. 6. TD vs IBO for different α, N = 8192

Fig. 7. TD* vs IBO for different α, N = 8192
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4 Conclusion

In this paper, BER performance of FFT-based trellis receiver for SEFDM is evaluated
taking into account the impact of nonlinear distortions caused by nonlinear power
amplifier.

The MatLab simulation model was developed to evaluate BER performance.
Values of IBO corresponding to the best BER performance are obtained. The energy
efficiency is quantified with energy loss TD with respect to the system with ideal linear
PA. The energy efficiency of considered system is higher in comparison with the
SEFDM one with detection algorithm based on decision diagram and no coding.

The second metric TD* is introduced to show energy losses caused by both ICI and
PA nonlinearity in comparison with coded OFDM signals. Minimum value of TD* is
2.4, 4.3 and 7.1 dB for α = 3/4, 5/8 and 1/2, respectively. Corresponding values of IBO
are 0, 2 and 4 dB.
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Abstract. The paper is devoted to the Allan variance usage for output signal
fluctuation analysis of weak signal receivers. The tri-band microwave receiving
system for the new radio telescope RT-13 of Institute of Applied Astronomy of
Russian Academy of Sciences is considered. The Allan variance correction for
signals with «dead time» in data acquisition is developed. Output stability of the
receiver is investigated in terms of noise fluctuation type – white, flicker, drift,
etc., and their time stability intervals calculation. Investigations are performed in
S-, X-, and Ka- receiver bands. The influence of the input cryogenic stage
temperature on output receiver signal is considered also.

Keywords: Receiver stability � Allan variance � Cryogenic receiver � Noise
signal analysis � Flicker-noise � Drift � Measurement dead time � Corrected
Allan variance

1 Introduction

The sensitivity of weak signal receivers and accuracy of obtained data are limited by
instability of their parameters. Receiver output signal fluctuations have components
with different power spectral density – white noise, flicker noise, drift, and other
spectral components, which limits fluctuations decrease with increasing the averaging
time. The Allan variance (AV) analysis allows to identify noise types and their levels,
and also to determine the time stability interval of receiver – optimal averaging time, at
which the best sensitivity is achieved. Initially, AV was used to analyze the frequency
standards stability [1], but in recent times, it has been used to receiver stability research
[2–4]. In this paper, AV is applied for the stability analysis of the tri-band receiving
system for the new radio telescope RT-13 of Institute of Applied Astronomy RAS.

2 Allan Variance: Calculation and Correction

The Allan variance r2
AðsÞ – is the variance of the averaged over the time interval τ first

differences of the processed data y values, sampled with a period T; s ¼ n � T;
n ¼ 1; 2; . . .:
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r2
AðsÞ ¼

1
2ðN � 1Þ �

XN�1

j¼1

ð�yjþ 1ðsÞ��yjðsÞÞ2: ð1Þ

The Allan variance r2
AðsÞ is associated with the noise power spectral density

(PSD) S fð Þ ¼ ha=f a: r2AðsÞ ¼ Kasa�1, where K0 ¼ h0=2s;K1 ¼ h12 � ln2;K2 ¼ h2p2 �
2s=3 [1].

We have made modeling of noises with different PSD (and its combination) in
LabVIEW. AV calculations for these noises are presented in log-log scale at Fig. 1,
where: 1 – is the white noise, decrease of r2

AðsÞ is 10 dB/decade; 2 – is the 1/f noise,
r2
AðsÞ – const; 3 – is the 1/f 2 noise, increase of r2

AðsÞ is 10 dB/decade; 4 – is the sum
of the white and the 1/f noise, r2

AðsÞ ¼ K0=sþK1; 5 – is the sum of the white and the
1/f 2 noise, r2

AðsÞ ¼ K0=sþK2 � s, 6 – is the linear drift, increase of r2
AðsÞ is

20 dB/decade. There is a minimum on the r2
AðsÞ plot, when the analyzed signal is the

sum of several noise types. This minimum gives an optimal averaging time τOPT of
noise signal y, at which the considered system is stable and averaging of signal y gives
decrease of its variance.

In practical measurements sample registration is often characterized by the presence
of the dead time DT between samples, when the averaging time τ is less than the
sample period T, DT = T – τ. In this case, the Allan variance correction, calculated by
(1), is required, since DT = 0 is supposed in (1) [4, 5]. We have developed the Allan
variance correction technique.

Fig. 1. Relationship between the Allan variance (a) and the power spectral density (b) for
different noise types
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The Allan Variance plot for measurements with «dead time» – r2
ADTðsÞ is calcu-

lated on multiple to period T intervals. r2
ADTðsÞ plot is approximated by linear com-

bination of power functions, that are supposed to noise basic components: white noise,
1/f noise, 1/f 2 noise, linear drift:

r2
ADTðsÞ ¼ K0=sþK1 þK2sþK3s

2; ð2Þ

weights Ki is determined by approximation. Then Ki are corrected by multipliers Bi:

r2
ACðsÞ ¼ BCr

2
ADTðsÞ ¼ B0K0=sþB1K1 þB2K2sþB3K3s

2; ð3Þ

where B0 = τ/T, B1 = B2 = B3 = 1.
The correction technique is tested in numerical experiments with models of noise

signals. The result for the sums of noises: white noise, 1/f noise, 1/f 2 noise, linear drift,
is presented at Fig. 2: 1 – AV σ2(τ) for original signal without «dead time», s ¼ T ¼
0:1s; 2�AVr2

ADTðsÞ for signal with «dead time», obtained by decimation the original
signal, τ = 0.1 s, Τ = 1 s («dead time» DT = 0.9 s); 3 – AVr2

ACðsÞ after correction
accordingly (3). The corrected AV r2

ACðsÞ coincides with the AV for original signal
without «dead time». Standard deviation of the relative difference of these plots does
not exceed 5 % when averaged over all values of τ. This AV correction gives good
coincidence with original AV, when τ/Τ not very small (τ/Τ > 0.01).

3 Measurement System Configuration

Stability investigations are conducted for the tri-band receiving system of the radio
telescope RT-13. Radio telescope RT-13 with a mirror diameter of 13.2-m is a part of
the two-element radio interferometer of new generation, created in the Institute of

Fig. 2. Test of the Allan variance correction technique for measurements with «dead time» on
model signal: 1 – the Allan variance for original signal without «dead time»; 2 – the Allan
variance for signal with «dead time»; 3 – the corrected Allan variance
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Applied Astronomy of Russian Academy of Sciences at the stations of “Quasar” VLBI
network [6]. The radio interferometer is designed for the well-timed determination of
Universal Time (UT1).

The radio telescope receiving system (Fig. 3) operates at two circular polarizations
simultaneously in the following bands: S-band (2.2–2.6 GHz), X-band (7.0–9.5 GHz),
Ka-band (28–34 GHz) [7]. The tri-band feed and input low-noise amplifiers with
microwave isolators are placed in cryostat (the cryogenic unit) and cooled using
microcooler by the closed-cycle cryogenic system to the temperature below 20 K, that
significantly reduces the receiver noise temperature. The frequency converters split up,
filter and convert amplified by cryogenic unit input microwave signals to intermediate
frequency band 1–2 GHz – the operating band of the digital acquisition system. The
commutator provides additional gain and subchannels to record selection. Calibration
unit contains adjustable noise generators for each band. The noise temperature Tr
(referenced to input), total gain Gtotal of the receiving system and gain of the receiving
system units G are presented at Table 1.

Long-term (few hours) recording of the receiving system output signals Pout was
performed for stability measurements (measurement scheme at Fig. 4). The special
noise load (Low temperature Noise Generator), cooled by a liquid nitrogen (made for
calibrating tasks) was installed on receiving system input. For stability measurements
of single units in receiver chain their inputs were match loaded.

Fig. 3. Block diagram of the radio telescope tri-band receiving system

Table 1. Main parameters of the receiving system

Parameter S-band X-band Ka-band

Tr, K 20 15 50
Gtotal, dB 103 99 95
Gcryogenic unit, dB 30 30 30
Gconverter, dB 48 44 40
Gcommutator, dB 25 25 25
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Signals at commutator outputs were registered by power meter Agilent N1914A
with the 8487D power sensors (in X- and Ka-bands) and by spectrum analyzer Agilent
N9030A (in S-band), managed by LabVIEW.

The spectrum analyzer was used as a spectral-selecting registration system due to
the presence of RF interference (mainly communication networks 3G and Wi-Fi).
Signal analyzer sweeps frequency band Δf over sweep time ST using relatively narrow-
band filter with resolution bandwidth RBW (max 8 MHz in N9030A) and averaging
time τ. Time T of receiving one sample in wideband Δf (hundreds of MHz) is much
more than averaging time τ, that leads to «dead time». So, the Allan variance correction
to reduce the results to the entire band Δf and continuous registration is performed by
(3) with coefficient

B0 ¼ s=T ¼ RBW=Dfð Þ � ST=Tð Þ: ð4Þ

This correction was verified by the experiments.
Relative variance of receiver output power POUT fluctuations can be represented as

DPOUT

POUT

� �2

¼ DT
TSYS

� �2

¼ 1
Df � s þ DG

G

� �2

þ DPOUT REG

k � TSYS � Df � G
� �2

; ð5Þ

where TSYS – the system noise temperature (referred to receiver input), Δf – bandwidth,
ΔG/G – relative total gain fluctuation, ΔPOUT REG – data acquisition system noise, k –
Boltzmann constant. This representation is convenient when single part contribution in
total variance is analyzed.

The relative total gain fluctuation is the sum of the relative gain fluctuations of the
receiver single stages (G1 and G2):

DG
G

� �
¼ DG1

G1

� �
þ DG2

G2

� �
: ð6Þ

If the relative gain fluctuation of each stage is independent, the total variance σ is
the sum of variances of single stage gain fluctuations

r2 ¼ r21 þ r22: ð7Þ

Fig. 4. Measurement scheme
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So, we can try to predict fluctuations of all system, if single stage fluctuations are
known, or, contrariwise, to distinguish gain fluctuation of single stage if fluctuations of
all system and fluctuations of other stages are known.

If the Allan variance plot for relative output power fluctuations of one cascade with
gain G1 is known, the addition in the Allan variance figures of relative output power
fluctuations of combination of cascades with gain G1 and G2 can be related with gain
fluctuation G2, assuming that noise temperature TSYS is stable and data acquisition
system noise is negligible:

DPOUT

POUT

� �2

¼ DT
TSYS

� �2

¼ 1
Df � s þ DG1ðsÞ

G1

� �2

þ DG2ðsÞ
G2

� �2

: ð8Þ

The first term in (8) is due to the so-called “radiometric noise” at radiometer output
with no gain fluctuations. Radiometric noise is sensitivity for ideal radiometer [2].

4 Investigation Results

Stability investigations of the receiving system output signals are performed in «warm»
mode (physical temperature inside cryogenic unit at the second stage of microcooler
T2st = 300 К) and «cold» mode (physical temperature inside cryogenic unit at the
second stage of microcooler T2st = 10 К). Results of calculating of the relative Allan
deviation σA REL(τ) for the receiving system output signals in X-band (7–8 GHz) are
presented at Fig. 5. The relative Allan deviation is the Allan deviation for relative
fluctuations ΔP/P. At Fig. 5 plot 1 is σA REL(τ) for output signal of the receiving system
in «warm» mode, 2 – the same σA REL(τ) plot for «cold» mode, 3 – theoretical

Fig. 5. X-band receiver stability: 1 – σA REL(τ) plot for the receiving system output signal in
«warm» mode; 2 – σA REL(τ) plot for the receiving system output signal in «cold» mode; 3 –

theory – white noise for 1 GHz bandwidth; 4 – 1/f noise component of 2; 5 – 1/f noise
component of 1; 6 – drift component of 1 or 2; 7 – absolute σA (τ) plot for the receiving system
output signal in «warm» mode; 8 – absolute σA (τ) plot for the receiving system output signal in
«cold» mode
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σA REL(τ) plot, corresponding to case of white noise for 1 GHz bandwidth. Plot 1 is
approximated by sum of white noise, 1/f noise 5 and drift 6. Plot 2 is approximated by
sum of white noise, 1/f noise 4 and drift 6. It is obvious that 1/f noise component in
«warm» mode is under than in «cold» mode in terms of relative Allan deviation. The
«warm» noise load (with temperature TL = 300 К) was installed on the receiving
system input during these experiments. To evaluate absolute sensitivity of the receiving
system, output signal was calibrated in K degrees, and temperature of «warm» noise
load TL was substracted, the results in terms of absolute Allan deviation σA (τ) in
«warm» mode (Tr = 115 K) is presented at plot 7, in «cold» mode (Tr = 15 K) is
presented at plot 8. The stability interval of the receiving system in «cold» mode (plot
8) is about 30 s (the Allan deviation decreases on this interval). Receiver signal chain
without cryogenic unit is also investigated, the σA REL(τ) plot is coincide with the plot
1, that indicates, that in «warm» mode instability of subsequent stages (converter and
commutator) is dominant. When considering the entire receiving system in «cold»
mode, 1/f noise of cryogenic unit is dominant in the range of averaging time 1–100 s.
At averaging time greater than 100 s main source of instability is drift of subsequent
stages.

Results of the stability investigations of the receiving system output signals in Ka-
band (28–29 GHz) are shown at Fig. 6. Plot 1 indicates σA REL(τ) of the entire receiver
in «cold» mode, plot 2 corresponds σA REL(τ) for receiver signal chain without cryo-
genic unit, plot 3 – theoretical σA REL(τ) plot, corresponding to case of white noise for
1 GHz bandwidth. Plot 1 is approximated by sum of white noise, 1/f noise 4 and 1/f 2

noise 6. Plot 2 is approximated by sum of white noise 3, 1/f noise 5 and 1/f 2 noise 7. It
is obvious that 1/f noise component of cryogenic unit is above than for receiver chain
without cryogenic unit in terms of relative Allan deviation and plot 1 lies above plot 2.
It indicates that dominant source of instability is cryogenic unit. In the range of output
signal averaging time 1–100 s fluctuation of Ka-band receiver is flicker-noise (the

Fig. 6. Ka-band receiver stability: 1 – for the entire receiver chain in «cold» mode; 2 – for
receiver chain without cryogenic unit; 3 – theory – white noise for 1 GHz bandwidth; 4 – 1/
f noise component of 1; 5 – 1/f noise component of 2; 6 – 1/f 2 noise component of 1, 7 – 1/f 2

noise component of 2
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Allan deviation is constant), after 100 s averaging time 1/f 2 noise appears. Time
stability interval is about 1 s.

Stability investigations of the receiving system output signals in S-band are per-
formed in 2290–2360 MHz band (this band is free from the RF interference) using
swept spectrum analyzer. Results are presented at Fig. 7; plot 1 is σA REL(τ) plot for the
receiving system output signal in «cold» mode, registered by swept spectrum analyzer,
so it is signal with «dead time». So, the Allan deviation correction (see (3) and (4)) is
applied, the result of correction is plot 2. Corrected σA REL(τ) is approximated by sum
of white noise 3 (70 MHz bandwidth), 1/f noise (plot 4) and drift (plot 5). Flicker-noise
is dominant at 3–100 s averaging times, at longer intervals drift appears. Time stability
interval is about 3 s.

The influence of the input cryogenic stage temperature on the output receiver signal
is investigated. Figure 8 shows the feed temperature TFEED variation (a) and the
simultaneous relative variation of X-band output signal (b) 100 min after the change of
the “cold” load to the “warm” load on the receiving system input. The correlation
coefficient (c) for these signals (a, b) is calculated after deduction of linear and
quadratic drifts. Signals correlation is visible, the correlation coefficient KCOR1 = –0.4,
indicating that the feed temperature effects on the cryogenic unit transfer coefficient.
The influence coefficient of the TFEED on the ΔP/P variation КINF1 = –0.047 1/K, it is
estimated as

ð9Þ

The influence of the second stage temperature T2ST of microcooler in cryogenic unit is
illustrated at Fig. 9. Variations with 1 Hz frequency (microcooler operating frequency)
are observed (Fig. 9a). This spectral component is slightly visible in the amplitude
spectrum of X-band output signal SΔP/P also (Fig. 9b). The influence coefficient of T2ST

Fig. 7. S-band receiver stability: 1 – not corrected σA REL(τ), with «dead time»; 2 – corrected
σA REL(τ), without «dead time»; 3 – theory – white noise for 70 MHz bandwidth; 4 – 1/f noise
component of 2; 5 – drift component of 2
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ripples on the ΔP/P variation is calculated by the ratio of 1 Hz harmonics in its
amplitude spectra: КINF2 = 1.7∙10−4 1/K. Calculation of correlation coefficient KCOR2

for signals T2ST and ΔP/P shows 1 Hz ripple also, and KCOR2 ≈ 0.02.

5 Conclusions

The Allan variance is useful to characterize and compare stability of different type’s
receivers when steady state condition at its input is realized. It allows distinguishing the
contribution of the different noise components (white noise, 1/f noise, 1/f 2 noise, drift)
in analyzing data at specific time intervals. The Allan variance can be applied to noise

Fig. 8. The influence of the feed temperature on the X-band receiver output signal: a – the feed
temperature; b – the output signal; c – the correlation coefficient of the feed temperature and the
output signal

Fig. 9. The influence of the second stage temperature of microcooler in cryogenic unit on the X-
band receiver output signal: a – the second stage temperature; b – amplitude spectrum of the
output signal
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and stability measurements of receiver as whole device, so also to separate cascades in
receiver chain, in last case one can analyze cascades’ gain fluctuations and look for its
main contributions. For case of receiver output signal data acquisition with «dead time»
the Allan variance correction technique is developed and it is applied for wideband
noise power measurements using swept spectrum analyzer. The Allan variance was
used for investigations of output signal stability of the modern very sensitive radio
telescope receiving system and its chain stages in S-, X-, and Ka-bands. Dominant noise
components and the receive time stability intervals are determined. Time stability
intervals – the optimal averaging time of the output signal, at which minimum of the
noise variance is achieved, for the receiver in «cold» operation mode are: 3 s for S-
band, 30 s for X-band, and 1 s for Ka-band. Flicker-noise is dominant component for
averaging time in range from few seconds to 100 s. At longer averaging times drift
appears in S-, X- bands and 1/f 2 noise appears in Ka-band. Stability of the receiving
system output signals in «warm» and «cold» receiver modes is compared for X-band.
Absolute Allan deviation values in «cold» mode are below than in «warm» mode, but
1/f noise component is above than in «warm» mode. Comparing relative fluctuations of
the receiver chain stages allows to determ main sources of instability. Fluctuations of
the first cryogenic stage are dominant in S-, X-, and Ka-bands: they exceed fluctuations
of the subsequent stages (frequency converters and commutators). The influence of the
input cryogenic stage temperature variation on the receiver output signal is obtained
also using correlation and spectrum analysis.

We consider the presented results show that the Allan variance usage is productive
and informative approach and it can be applied to study instabilities of various types’
multi-stage receivers.
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Abstract. In this paper, the fundamental PHY-MAC throughput limits and
extremum of the energy, power, spectral efficiency invariant criteria are proved.
The invariant criteria are constructed relying on Shannon’s m-ary digital channel
capacity which a rich palette of the technically interpreted PHY-MACs
parameters consider. Therefore, the invariant criteria as very suitable for
research and design of an 5G extremely performance problems are found. The
PHY-MACs smart distributed control techniques which able implements
“on-the-fly” the limits close and invariant criterion optimization or trade-off is
proposed. Such PHY-MAC’s smart control techniques represent a key disrup-
tive technologies meet the 5G/B5G network challenges.

Keywords: 5G/B5G � Rural � PHY-MAC � Green � Profitable

1 Introduction

Unacceptably high investments are required into deployment of the optic core infras-
tructure for ubiquitous wide covering of sparsely populated rural, remote, and difficult
for access (RRD) areas using the recent (4G) and also forthcoming (5G) broadband
radio access (RAN) centralized techniques, characterized by short cells ranges, because
their profitability boundary exceeds a several hundred residents per square kilometer.
Furthermore, the unprecedented requirements and new features of the forthcoming
Internet of Things (IoT), machine-to-machine (M2M), smart city, and also many other
machine type IT-systems lead to a breakthrough in designing extremely intensive
technologies for future 5G/B5G wireless systems which will be able to reach in real
time the performance extremums, trade-off optimums and fundamental limits [1–3].
Recently, a number of 5G extremely intensive solutions were proposed which are
suitable mainly for well-urbanized areas: ultra-dense networks [4], massive MIMO [5]
and M2M for smart city [6], disruptive 5G PHY technology [2].

For weakly urbanized areas, we offer extremely effective green [8] techniques as
an approach for ubiquitous profitable covering by 5G/B5G IoT/M2M/H2H multifunc-
tional communications of the RRD territories [8, 9]. Practically, the necessary and
sufficient conditions for RRD areas profitability border overcoming envisages three
extremal RRDs networking performances’: (i) the hyper long range hypercells’ radically
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distributed cost-effective Multifunctional Hyperbus Architecture (MFHBA) [8, 9] and
MFHBA mission-critical convergent techniques – (ii) the extremely energy-effective
green PHY [11], and (iii) the supreme throughput capacity multifunctional MAC [11].
Convergent PHY-MACs shall close the Shannon’s fundamental limits or extremums
using the multifunctional optimal “on-the-fly” control techniques [8, 12].

Recently [3, 7], the spectral (SE) and energy (EE) efficiency criteria are expressed
usually through the Shannon’s capacity of the continuous channels with additive white
Gaussian noise (AWGN) [13] which, in principle, allow to study only the PHY
potential efficiency values depending directly on three spectral-power basic parameters,
i.e., bandwidth ΔFs, signal power Ps and AWGN noise power Pn. In [10, 14] so called
invariant criteria of spectral (ICSE), power (ICPE) and energy ICEE) efficiency were
first introduced for orthogonal spread spectrum m-ary signals. The invariant criteria are
constructed relying on Shannon’s m-ary digital channel capacity which considers a rich
palette of the technically interpreted PHY-MAC parameters. Therefore, the invariant
criteria were found very suitable for research and design of an 5G extremely perfor-
mance problems.

In this paper, we generalize and develop the results of our above cited researches of
the RRD radically distributed multifunctional device-centric MFHBA architecture,
fundamental RRD PHY and information-theoretic RRD MAC limits and extremums
focused on the 5G/B5G extremely performance issues and also PHY-MAC multi-
functional optimal control techniques which meet green profitable ubiquitous rural and
remote 5G/B5G IoT/M2M/H2H communications. The conceptual vision of the green
profitable ubiquitous RRD 5G/B5G IoT/M2M/H2H architecture is also presented.

2 Extremely Green and Cost-Effective Ubiquitous
RRD 5G PHY

2.1 Vision of Extremely Green and Effective 5G PHY for RRD Areas

As stated above, the widespread cell range of the recent (4G) and forthcoming (5G)
generations of radio access technologies (RAN) does not exceed few kilometers. The
sparsely populated RRD areas differ by low density up to a few tens residents. Hence,
the really indispensable approach for overcoming the 5G RRDs economical barrier lead
to extremely increasing of the number of the effectual subscribers, i.e., to increasing of
the air interface range of broadband hypercells by several ten times through
approaching the fundamental Shannon limits of spectral (SE) and power (PE) effi-
ciency. Usually [3, 7], the SE and PE efficiency criteria are expressed through the
Shannon’s capacity of the continuous channels with additive AWGN noise [13]

C ¼ DFs log 2ð1þPs=PnÞ; ð1Þ

where DFs is bandwidth, Ps – signal power, Pn – noise power, Pn ¼ DFsN0, N0 –

signal-sided spectral power noise density, in Watt-per-Hertz. In the channel output, or
receiver input, power characteristic Ps=Pn is called the signal-to-noise-ratio (SNR).
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However, the continuous channel throughput capacity (1) allow to study only the
potential efficiency PHY values depending directly on three spectral-energy basic
parameters. So called invariant criteria of spectral, power and energy efficiency [10]
allow to solve an optimization or trade-off problem depending on the set of real
conditions and parameters of the radio channel, methods of signal coding, formation,
modulation, transmitting, receiving, processing, decoding, etc. Two invariant efficiency
criteria were first introduced for the wireless physical layer with orthogonal spread
spectrum m-ary signals in [14] basing on Shannon’s m-ary digital channel capacity. As
in [10], let us introduce an invariant efficiency criterion for modern 5G PHY relying on
SINR [15] approaches. The invariant criterion for spectral efficiency (ICSE) was
introduced as the digital channel Shannon capacity per Hertz ((bit/sec)/Hz):

cFðm; g;BsÞ ¼ Cmðg;BsÞ=ðBs=2Þ ð2Þ
where g is channel-side, or receiver input, mean square signal power invariant variable
expressed via signal-to-interference plus noise ratio (SINR) [15],

g2 ¼ Ps=ðPi þPnÞ ð3Þ
Ps, Pi, Pn are, respectively, signal, interference, and noise powers, Bs is frequency-time
invariant variable named as signal’s base, Bs ¼ 2DFsTs, Ts is m-ary signal duration.
Further, Cmðg;BsÞ is m-ary digital channel Shannon capacity in bit-per-symbol [10],

Cmðg;BsÞ ¼ log2 mþ ½1� pmðg;BsÞ� log2½1� pmðg;BsÞ�
þ pmðg;BsÞ log 2½pmðg;BsÞ=ðm� 1Þ�; ð4Þ

where pmðg;BsÞ is m-ary symbol’s error probability (SER) [15] defined through
invariant variable hðg;BsÞ ¼ g

ffiffiffiffiffiffiffiffiffiffi
Bs=2

p
expressed, in turn, through receiver’s output

ratio signal energy per symbol to signal-sided spectral power additional Gaussian
interference plus noise density N0in ¼ N0i þN0n , i.e., energies SINR, or ESINR [10]:

h2 ¼ Es=N0in ¼ PsBs=½2ðPi þPnÞ� ¼ g2Bs=2 : ð5Þ

An invariant criterion for power efficiency (ICPE) was introduced as the
signal-to-interference plus noise ratio (SINR) per m-ary digital channel Shannon
capacity per Hertz: SINR/[(bit/sec)/Hz] [10]:

wðm; g;BsÞ ¼ g2=cFðm; g;BsÞ: ð6Þ

One can express a power efficiency criterion (6) through various measure units:
dBm per (bit/sec)/Hz, Watt per (bit/sec)/Hz, and also convert it to energy efficiency
invariant criterion (ICEE) in Joule per (bit/sec)/Hz. Moreover, through invariant cri-
terion for power efficiency (6) one can express the invariant criteria for cover efficiency
(ICCE) in Watt/(bit/sec)/Hz/square km, i.e., ICPE per area covering by cell radius
Rcðm; g;BsÞ and also invariant criterion for investment (cost) efficiency (ICIE) through
CAPEX calculated as some invariant function FI ½wðm; g;BsÞ� divided into area cov-
ering pR2

cðm; g;BsÞ.
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Based on the introduced invariant criteria, we can formulate the following
RRD-aimed breakthrough qualities and techniques capable to implement the perfect
green 5G PHY for hyperrange space/wireless mediums corresponding to rural ubiq-
uitous IoT/M2M/H2H 5G communications:

• design an advanced set of the orthogonal broadband m-ary OFDM-CDMA like
waveforms corresponding to a perfect green 5G PHY for hyperrange space/wireless
mediums which are well adapted to cognitive interference-robust “on-the-fly”
control and approaching the trade-off extremums or fundamental limits of the
spectral/power/energy/economics efficiency criteria [10];

• refine the green 5G PHY disruptive approaches for the potentially reachable
energy-saving techniques of hyperrange rural area cost-effective covering;

• increase the channel-side ratio SINR (3) in pure ecological way of improvement
both the denominator (reduce an interference [18]), and the numerator (smarter
increase a beamforming and antenna gain, as Friis models), close to the funda-
mental limits without the rise of transmitter power;

• reaching continuously the fundamental minimum [10] power consumption criterion
ICPE representing an imperative law for smart green PHY optimization and
trade-off problems;

• as in [3], developing the profitability-power-efficiency-aimed fundamental trade-
offs for rural green 5G networks in practical invariant variables notions.

2.2 Fundamental Limits and Extremums of 5G PHY

The fact that the value of invariant function F(x1, x2…) does not change by substitution
instead of every xi argument’s his x�i ðx1; x2; . . .Þ invariant maps may be suitable for
universal appropriateness research all measures: the information, the power, the cov-
ering, and the investment (i.e., profitability) measures. Let us denote by U the set of
possible values of the invariant parameters ðm; g;BsÞ. In a specific optimization
problem some invariant variables are free and other parameters are fixed. We denote
the set of possible values of the free variables by V ; V 2 U. Next we can formulate a
set of general optimization problems [10].

Power Efficiency Optimization Problem. For ICPE (6), we can formulate the general
optimization problem

wðm; g;BsÞ ! min, ð7Þ

where a free variable belongs to V. It is necessary to bind the problem (7) with the
constraint on the least permissible value ½cF �min of ICSE

cFðm; g;BsÞ� ½cF �min ð8Þ

and, possibly, the constraints on the permissible values of cover efficiency ICCE and
investment efficiency ICIE, i.e. profitability. The example of the numerical analysis
[10] of ICPE optimization problem is shown in Fig. 1.
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Studying the Fig. 1a and [14], we can formulate a fundamental power-consumption

Statement 1: The minimal specific power consumption (6) wminðm; g;BsÞ per (bit/sec)/
Hz for fixed alphabet size m, and free g and Bs for both Gaussian noise and interference
is a universal power constant which depends neither on the signal base Bs nor on
SINR (3).

Let w�
minðm; g�;B�

s Þ be some minimum point on graph of Fig. 1a which was
expressed in SINR-per-(bit/Hz)/sec. We can express this minimum value in Joule-per-
(bit/Hz)/sec using the invariant relationship w�

Jcðm; g�;B�
s Þ ¼ w�

minðm; g�;B�
s Þ�

N�
0inB

�
s=2, where N0in is the value realized in minimum point of both Gaussian inter-

ference and signal-sided noise spectral power density as in (5), N0in ¼ N0i þN0n , in
Watt-per-Hertz. Moreover, we can express this minimum value in Joule-per-bit
w�
Jbðm; g�;B�

s Þ ¼ w�
Jcðm; g�;B�

s Þ � B�
s=2.

Spectral Efficiency Optimization Problem. For ICSE (2), we can formulate the
general optimization problem [10]:

cFðm; g;BsÞ ! max ð9Þ

with respect to free variables belonging to the subset V ; V 2 U. The problem (9)
expediently be bound with constraints on the infimum value of ICPE criterion

wðm; g;BsÞ ¼ const(mÞ � winfðm; g�;B�
s Þþ oðwÞ; ð10Þ

where o(w) is Landau Small Symbol. The Eqs. (9) and (10) determine the fundamental
extremum of the invariant power efficiency ICPE (6) as in

Statement 2: The fundamental local maximum, or conditional supremum, of the
invariant spectral efficiency (2) under the condition of minimal power consumption, or
conditional infimum (10), equals the solution of the problem (9).

Fig. 1. The graphs of general optimization problems of green invariant efficiency criterion:
(a) close fundamental minimum limit (infimum) of power efficiency ICPE [10]; (b) close upper
limits of spectral efficiency ICSE (calculation: T. Pereverzina, D. Shatsky).
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Figure 1b shows three subsets of ICSE spectral efficiency optimization graphs
accordingly to three fixed values of SINR invariant variable (g = 0,5/1,0/2,0) and
different signal alphabet sizes m with dependency from signal base Bs variations. In
fact, the given series of SINR express the changes of channel quality from very poor up
to average. Observing the numerical optimization graphs according to the given SINR
series and correlating the signal complexity with signal base Bs values presented on
Fig. 1b graphs and [15], we can state the following fundamental ICSE.

Statement 3: Optimal signals according to the spectral efficiency criterion (2) should
be more complicated as the quality of SINR of the channel is worse, and, on the
contrary, these signals should be easier when the quality of the SINR is better.

The above formulated statements lead to extremely green strategies of minimal
power consumption and energy saving for both the ultra-dense urban and also the
ultra-covering or extremely cost-effective rural optimization problems.

2.3 Fundamental Limits of m-ary Orthogonal Signal Interference

As shown in [16], the errors of inaccurate fulfillment of conditions of mutual signals
orthogonality inevitably generate the intra-cell and inter-cell interference that deter-
mines the available value of the SINR ratio. The SINR value, in turn, limits the
capacity of cellular cell. In [16], an advanced calculation method of the CDMA net-
work capacity is offered, which allows to consider the dependences “SINR versus not
strict orthogonality errors” directly through the orthogonal signals autocorrelation and
mutual correlation functions. It is shown, that it is possible to raise many times the
SINR or network capacity by reduction of the signal orthogonality errors. The state-
ments concerning fundamental limits for interference power are proved [16]:

Statement 4: If the errors E caused of the not-strictly orthogonality of the intra-cell m-
ary orthogonal signals ensembles can be reduced as wished, then the power P(E) of
intracell interference can be asymptotically decreased up to as much as small values:

lim
E!0

Pintra�cellðE) ¼ lim
E!0

Xn�1

j¼0; j6¼i

1
T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M½K2

jiðt;EjÞ
q

� ¼ 0; ð11Þ

where K2
jiðt;EjÞ is the intra-cell mutual correlation function.

Figure 2 explains the impact of the reduction of the signal orthogonality errors on
the raise many times of the SINR or the network capacity.

Statement 5: If the errors E caused by the not-strict orthogonality of the inter-cell m-
ary orthogonal signals ensembles can be reduced as wished, then the power P(E) of
inter-cell interference can be asymptotically decreased to small values of an order of
Landau Big Symbol 0ðM½a�; 1= ffiffiffi

n
p Þ:
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lim
E!0

Pinter�cell ¼ lim
E!0

X
J2GnI

X

J2GnI

Xn�1

jJ
M½ajJ �=T�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M½K2

jJ iðt;EjJ ÞjjJ2J;i2I �
q

¼ 0ðM[a�; 1 ffiffiffi
n

p Þ;
ð12Þ

where K2
jJ i
ðt;EjJ Þ is the inter-cell mutual correlation function, M[a� is the weighted

average of the space path loss indexes ajJ , n – the degree of the generating M-sequence
polynomial.

3 Extremely Flexible and QoS-Guaranteed Distributed
Multifunctional RRD 5G MAC

3.1 Vision of the Distributed Multifunctional Perfect 5G MAC

Assume that at some time t some quantity Nt of machine type network’s ith devices’/
users’ which defined by kth data service classes, Gikt input traffics intensities, Sikt output
traffic intensities, total traffic Gt ¼

P
i;k Gikt 	CMAC , where CMAC ¼ max

fGt ;tg
P

i;k SiktðGtÞ
is MAC useful throughput, is active. Let we denote further by Xikt the really values of
service parameters by ½Xikt� – their required values, and by Yit – ith device’s bandwidth
resource. In our vision, the perfect machine type (MTC) rural 5G MAC protocol
represents a MTC-enhanced flexible multifunctional distributed long-delay medium
access control technology (MFMAC [8]), including also the functions of guaranteed
dynamical control up to real time (“on the fly”) of the bandwidth resources fYitg
allocation, guaranteed dynamical control accordingly to kthdata service classes of the
traffic parameters fSiktg and soft/different QoS parameters fXiktg, i.e., personally
guaranteed Quality of Experience (QoE) for any user/device.

Fig. 2. 3D graphs SINR versus standard deviations of the synchronization et and phase error e/
by thermal noise −113.101 dB [18].

664 A. Markhasin



The required qualities of a perfect rural 5G MAC protocol may be implemented as
MTC-aimed enhancements of the multifunctional distributed long-delay medium
access control techniques [8, 12] exactly:

• high efficiency, tolerance, and lower latency [12], higher throughput and minimal
overheads both come nearing fundamental limits [11] for a distributed multiple
access control to long-delay wireless/space mediums;

• high controllability, reliability, stability, flexibility, and guarantee of distributed
dynamical (“on the fly”) control of broadband RAN technologies [8, 9, 12];

• multifunctional and universality abilities that rely on the dynamically controlled and
adaptive ATM-like smart unified protocol MAC, i.e., MFMAC [8, 12], through the
entire wireless networking hierarchy – core, backbone, and access networks;

• fully mesh all-device-centric radio access architecture all_device-to-all_device
(DmD, m>>2) relies on the multipoint-to-multipoint (MPMP) [9] Virtual Space/
Wireless ATM Hyperbus topology with fully distributed QoS-guaranteed multi-
functional long-delay MAC [8];

• cost-effective completely distributed (grid-like) all-IP/MPLS over ATM-MFMAC
Hyperbus (MFHBA) that implements the data packet selecting technique rather than
packet switching technique [8, 9].

3.2 Fundamental Limits of the Distributed MAC

As showed [11], the real reachable throughput for various MAC protocols depends on
ensuring the “MAC collective intellect” that contains a plenitude of information about
the real-time state of the multiple access processes in geographically distributed queues,
and also on the normalized overhead for provisioning QoS. What is the minimum
reachable, or infimum, MAC overhead? And what is the potential reachable maximum
throughput, or fundamental limit of potential capacity, of the ideal MAC protocol? It is
reasonable to find the MAC overhead infimum as the Shannon entropy of the distributed
multiple access processes based on the Markov models of distributed queues, and to find
the potential capacity of MAC protocols as a function of the overhead infimum.

Let we define the real throughput capacity for real MAC protocol specified by real
structural specifications and system parameters Γ, and by real medium conditions Ψ
including presence of errors as

CC;W ¼ max
fG2FGg

SC;WðGÞ; ð13Þ

where FG is the field of the possible values of input traffic intensity G. As in [11], we
define the MAC throughput fundamental limit as supremum of the real throughput (13)
on the set FC of MAC protocol’s possible structural specifications and system
parameters by given medium conditions Ψ, i.e., as potential capacity,

Csup
W ¼ sup

fG2FG;C2FCg
SC;WðGÞ¼M½s�=ðM½s� þ dinfW Þ¼ 1=ð1þ vinfW Þ; ð14Þ
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where dinfW is the potential reachable minimum, or infimum, of the time resource
overhead for medium access control per data unit/packet by duration M½s�,

dinfW ¼ inf
fC2FCg

dC;W; ð15Þ

minfW is the normalized value of the infimum of overhead (15) according M½s�. The
MACs overhead and throughput fundamental limits for widespread queueing models of
distributed multiple access systems TDMA determine the statements [11]:

Theorem 1: If the TDMA system is described by an infinite model of equivalent
centralized M/M/1 queue C0 by W0 zero errors channel conditions, then the value of
minimum reachable overhead on distributed MAC control is equal to

inf
fC2FCg

vC;W0 ¼ vinfC0;W0
¼ ½2þHðsÞ�=BM½s�; ð16Þ

and the potential throughput capacity of the ideal MAC is equal to

sup
fC2FC;G2FGg

SW0;CðGÞ ¼ Csup
W0

¼ 1=ð1þð2þHðsÞÞ=BM½s�Þ; ð17Þ

where B is the bit rate, M½s� is the mean duration of traffic packets, HðsÞ is the entropy
of the packets duration distribution given by the geometric law [11].

Theorem 2: If the TDMA system is described by the infinite model of equivalent
centralized M/D/1 queue Γ0 under conditions described in Theorem 1, then the value of
minimum reachable expenses on distributed MAC control is equal to

inf
fC2FCg

vC;W0 ¼ vinfC0;W0
¼ 1; 854=BM½s� ð18Þ

and the potential throughput capacity of the ideal MAC protocol is equal to

sup
fC2FC;G2FGg

SW0;CðGÞ ¼ Csup
W0

¼ ð1=ð1þ 1; 854=BM½s�Þ: ð19Þ

We observe in Fig. 3, that the MAC’s total entropy, i.e., overhead infimums (16)
and (19), depends mainly from the data slots duration law indeterminacy. The M/M/1/*
systems family must be characterized by greatest entropy in accordance with its
exponential law’s greatest indeterminacy. Opposite them, the M/D/1/* systems which
are described by deterministic duration law ensure the least entropy, therefore – the
greatest MAC potential throughput capacity (17) and (20). As proved in [11], the
adaptive controlled multiple access MAC protocols with deterministic packet size and,
hence – the least overheads, allow to reach to a fundamental limit of a MACs
throughput capacity which, in turn, as much close to 1,0 as it’s wished. The fully
distributed ATM-like multifunctional MAC technology (MFMAC) [8, 12] meets the
above breakthrough qualifications.
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The disruptive MFMAC technology uses the recurrent M-sequences (RS) MAC
addressing opportunities [8, 14] in order to organize a RS-token tools “all-in-one” for
high effective multiple access to long-delay space medium, soft QoS provision and
distributed dynamical control of traffic parameters and bandwidth resources [8, 12, 14]
approaching the sublimit of throughput capacity. The M-subsequences Aj ¼ aj�ðn�1Þ;
aj�ðn�2Þ; . . .; aj serve as RS-identifiers of the unique MAC addresses and other protocol
subjects. Some subset of ith “personal” identifiers fAi

jkt k ¼ 1; 2j ; . . .;mitg ¼ Bit are
dynamically assigned to each ith station on a decentralized basis by Shannon-Fano
method for passing of the user’s request in proportion to the required bandwidth
resource ½Yit�.

4 Concept of Ubiquitous IoT/M2/H2H Green RRD 5G
System

The RRDs extremely green device-centric Hypercelle is explained in Fig. 4. A con-
ceptual look of the IP over DVB-2S multifunctional satellite-based fully distributed
hybrid 5G networking technology RCS-MFMAC for RRD areas is explained in Fig. 5.

The hybrid architecture relies on implementation of the QoS-guaranteed multi-
functional 5G machine type MAC perfect rural PHY-MAC techniques basing on the
developing of the advanced delay-tolerant 5G ATM-like MPMP MFMAC technologies
[8, 12] which in turn should be adapted to conditions of the satellite platforms’
DVB-2S-RCS [10], VSAT, etc. The main breakthrough drivers for RRD-oriented 5G
communications include also a push MFMAC-based next generations of wireless
asynchronous transfer mode (ATM/MFMAC), of multi-protocol label switching
(MPLS/MFMAC), and also of IP over DVD-S/MFMAC integrated networking tech-
nologies [9].

Fig. 3. MACs state entropy, or overhead infimum (a), and MACs throughput supreme (b) versus
packets duration laws, SER = 1.0E-3.
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5 Conclusion

In this paper, the green, ecological and cost-effective advanced approach to creation of
the flexible QoS-guaranteed ubiquitous 5G IoT/M2M/H2H multifunctional RRD
communications has been designed. Offered approach rely on implementation of the
extremely flexible, energy and spectral effective 5G PHY-MAC techniques: (i) smarter
increase of the SINR through beamforming/antenna/orthogonality gain, without rise of
the transmitter power; (ii) closing “on-the-fly” the fundamental minimum of power
consumption ICPE; (iii) providing “on-the-fly” the profitability/power efficiency aimed
fundamental trade-offs for rural green 5G networks in practical invariant variables
notions. It should be noted the key mission critical opportunities of a perfect rural 5G
MAC: (j) the reachable low overhead close to fundamental infimum; (jj) the flexible 5G
scheduler adapt “on-the-fly” the superframe formats and optimally allocate the massive

Fig. 4. Rural extremely green 5G Hypercelle.

Fig. 5. Ubiquitous Green Rural 5G Hybrid Architecture.
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machine type and also multiservice traffic by equal ATM-like minimal bandwidth
block per second, without superframe overflow or redundancy.
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Abstract. We consider beamforming arrangement for ultrawideband antenna
array that can currently provide the required true time delay capabilities by using
the units and elements available at the market of modern components of
fiber-optical telecommunication systems. The essential parameters of accessible
analog microwave photonic link’s main components as well as performance
characteristics of the complete photonic link assembly have been measured. The
beamformer scheme based on true-time-delay technique, DWDM technology
and fiber chromatic dispersion has been designed. The developed and tentatively
investigated beamformer model is mainly composed of commercial microwave
photonic components. The results of beamformer model experimental testing
jointly with the wideband linear antenna array in 6–15 GHz frequency range
show no squint effect while steering the antenna pattern and good accordance
with the calculation estimates.

Keywords: Phased array antenna � True time delay � Photonic beamforming �
Fiber optic link � Fiber dispersion

1 Introduction

For different applications, particularly in electronic warfare, phased array antenna
systems, microwave antenna signal distribution and so on microwave photonics
potentially offer the well known advantages of large instantaneous bandwidth, low loss
in signal transmitting, small size and weight, high resistance to electromagnetic
interference and flexible designing [1–3]. Especially ultrawideband large antenna
arrays could benefit from development of photonic beamformers based on true-time-
delay (TTD) technique. The application of microwave photonic components and links
in such beamformers could yield significant improvements to their performance
parameters. So, in the last two decades intensive researches have been carried for
phased array antenna (PAA) control using both of TTD and microwave photonic
techniques. It has been shown that applying the microwave photonic devices for PAA
beamforming could afford the means to overcome conventional radio electronic
beamformer limitations [4, 5]. Therefore, many beamforming architectures based on
microwave photonics have been proposed and evaluated, both in transmitting and
receiption modes. Most of the proposed architectures using fiber optic components to
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provide control of one- or multibeam antenna array pattern require specially developed
units, such as low-noise, fast tunable lasers with narrow spectral linewidths, chirped
fiber Bragg gratings, reflection fiber segments with precise lengths, optical filter arrays
and others. Numerous research over the past ten years have yielded significant
improvements in the key performance parameters and have advanced the state-of-the-
art for those special microwave-photonic components [6–8], meanwhile, implemen-
tation of widely developed analog fiber-optic link components to compose the antenna
array beamformer (BF) arrangement has been extensively investigated [9–11]. Some of
proposed architectures were found to be the most suitable for this way of BF prototype
designing; however there are special requirements (namely, phase-frequency depen-
dence, intrinsic time delays in photonic transmitter and receiver modules) which the BF
photonic components have to meet anyway while the fiber-optic communication links
manufacturers do not take them into account. Examined here photonic beamformer
model for PAA in receive mode is based on dense wavelength division multiplexing
(DWDM) components and chromatic dispersion of a single mode optical fiber and
implemented with units and components available at the market of modern fiber-optic
communication systems [10, 11]. We consider the results of a kind of BF experimental
model assembling and adjustment and its initial performance investigation including
the microwave receiving linear (1-D) PAA far-field pattern measurement in the 6–15
GHz frequency band.

2 Photonic Beamforming System Configuration

The developed beamformer architecture based on the components implementing a
DWDM technology approach and optical fiber chromatic dispersion is shown in Fig. 1
[9, 11, 12]. This scheme is designed for the N element’s linear PAA and uses optical
comb – a set of N lasers with different but uniformly spaced (step Δλ) wavelengths, the
total wavelength band is (N − 1) �Δλ. The RF signals from the antenna elements A1–AN

modulate a set of laser diodes. Electrooptic conversion is achieved either by direct
modulation of lasers or by using an external modulators as represented in Fig. 1
(scheme elements M). Further, the intensity-modulated optical carriers are combined
into a single fiber by a multiplexer (MUX N x 1 unit) and fed into a time delay unit
(TDU). As all the optical carriers share with the same light paths, the time delay
differences between adjacent channels are produced by the fiber chromatic dispersion
D measured in ps/(nm�km). Time delay τ = Δλ�L�D introduced between adjacent
channels results in the respective tilting of PAA beam. Photodiode (PD) at TDU output
converts sum of delayed intensity-modulated optical carriers back to microwave
domain. In Fig. 1 one can see 2 fiber segments (single mode fibers) with lengths L1 and
L2 successively inserted between the multiplexer and the photodiode thus giving (to-
gether with “0” - length position) 3 interchannel delay values: 0, τ1 and τ2 corre-
sponding to 0, θ1 and θ2 beam pointing angles. The “Correction Delays” unit contains
fiber segments with strictly sized up lengths equalizing the interchannel delays from RF
sources (scheme elements A1–AN) to the MUX output. Hence, it corresponds to a flat
phase law tilted 00 to PAA base line – the PAA beam directed normal to PAA base.
The RF signals modulating the comb of optical wavelengths are coherently summed at
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the photodetector output while optical carriers are summed incoherently. So due to
chosen fiber segment lengths and thus specified interchannel delays RF signals received
from the corresponding direction are combined in phase.

In the considered architecture of 1-D beamformer the number of switching beams
can be increased that only requires increased number of dispersive fiber segments. Also
a multibeam mode could be realized (for example as in [9]) by using of a higher
splitting ratio after MUX and a set of photodiodes.

3 Beamformer Model Arrangement Design

The beamformer model developed for initial demonstration of linear PAA beam
steering is based mainly on microwave photonic components commercially available
on the market of fiber optic telecommunication links (radio over fiber link - RFoFL).
Among the photonic key components depicted in Fig. 1 the units converting radio
signal into optical one (laser jointly with modulator) and backward (photoreceiver) are
crucial for BF correct performance. In our BF model arrangement the transmitters and
receiver modules from analog fiber-optic links OTS-2-18 from Emcore [13] were used
which can operate at 0.1…18 GHz bandwidth. The transmitter block diagram is
depicted in Fig. 2. In-built microprocessor-based transmitter control for laser bias and
temperature as well as Mach-Zehnder modulator bias provides better consistent per-
formance operation and allows for appreciably reduce the measurement results varia-
tions. Transmitter unit includes three separate optically combined elements: DFB laser
with wavelength corresponding to ITU grid with 100 GHz step, LiNbO3 Mach-Zander
modulator (MZM) with half-wave voltage approx. 5.8 V, optical 10 dB directional
coupler and photodiode for MZM quadrature working point stabilization. Transmitter
optical power in a fiber is about 10 dBm. The receiver module has an additional RF
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amplifier with 15 dB gain after photodetector. Shown in Fig. 3 frequency responses of
two links for frequency band up to 20 GHz are │S21(f)│ for link ‘Ch 28’ (line ‘1’)
and for ‘Ch 32’ (line ‘2’), where channel numbers correspond to ITU grid numbering.
Other links have parallel │S21(f)│ frequency behavior. The traceable curve ripples
we expect to follow from the features of receiver module optical entrance.

The measured link gain ranges from −3 dB at 1 GHz to −7 dB at 18 GHz giving
the respective links gain about –6 dB for frequency 10 GHz. The 1 dB compression
point PIN 1dB = 16.5 dBm, and the minimum input level is PIN MIN = −144 dBm/Hz
for the receiver output noise PN = −155 dBm/Hz, averaged through the total frequency
bandwidth 18 GHz. We have measured also transfer function POUT (PIN) for one of
OTS-2-18 links for two input RF signals with frequencies near 4 GHz and equaled
powers. As the result, the 1 dB compression dynamic range comes to 160.5 dB/Hz and
the spurious free dynamic range is about 113 dB/Hz2/3. The input signal level IP3
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corresponding to the third order intermodulation products amounts to 25 dBm. More
detail estimations of link’s performance characteristics are given in [11].

As it was pointed earlier, the RFoFL manufactures do not take into account the
intrinsic time delays in link components, so one need to align the delays of all
beamformer channels from MZM inputs to common MUX output. This can be done by
insertion of equalizing fiber patch cord in each BF channel (see Correction Delays unit
in Fig. 1). We have measured channels time delays τCH using a phase unwrapping
procedure available in Vector Network Analyzer (R&S, ZVA 40) and subsequent
phase approximation by linear dependence in accordance with the relation: arg
[S21 (f)] = 2πf�τCH). The results of time delays measurements for used components
(MUX and Transmitters) converted to their electrical length LEL are presented in
Table 1. Because of very large difference in electrical length of MUX channels (up to
6 m, as it has chain inner structure), we have replaced the multiplexer by 8 × 1
splitter/combiner (LiNbO3 Planar Light Circuit, PLC). In view of the fact of Ch 32
transmitter large electrical length, we exclude it from lengths’ alignment procedure,
limiting BF model actual number of channels up to 5. The values ΔLEL in column 4 are
given relative to electrical length LEL of Ch 30 and they have to be corrected by
insertion of additional fiber patch cords. Optical losses in 8 × 1 combiner channels
were 11.5 ± 0.35 dB (including FC/APC connectors), channels electrical lengths were
in range 1558.1 ± 1.2 mm. Pointed deviation of the lengths is considerably less than
that of the multiplexer. One have in mind that in fiber-optic link 1 dB change in optical
power leads to 2 dB change in RF output power and we do not use any alignment
additional attenuators.

Further, the necessary lengths of corrective patch cords for all BF channels were
calculated to provide the identical channel delays at the TDU input. The calculated
lengths of 5 corrective patch cords were: 200, 226, 254, 550, 624 mm and they were
made with deviations in range +2.43–−0.02 mm from required values and inserted in
BF model channels. Figure 4 shows RFoFL phase-frequency characteristics, as devi-
ation Δφ(f) from arg[S21 (f)] linear approximation, for 5 transmitters (Ch 28–Ch 31) in
frequency band 0.4–12.4 GHz. They were measured for direct connection of trans-
mitters with one receiver unit. One can see rather good Δφ maintenance in near +/−8°
limits for these channels in the whole band.

Table 1. Electrical lengths of BF components

ITU Ch # MUX Transmitters
LEL, m LEL, m ΔLEL, m

27 4.975 9.638 0.403
28 6.208 9.587 0.352
29 7.156 9.261 0.026
30 8.359 9.235 0.0
31 9.689 9.289 0.054
32 10.607 13.295 4.06
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TDU in our BF model include consistently connected segments of SM fibers with
lengths labeled 0, L1, L2 corresponding to PAA beam pointing angles θ0, θ1, θ2 in
accordance with relation L = d�sin(θ)/(c�D�Δλ), where d is the distance between
neighboring antenna elements and c is the speed of light in a vacuum. Figure 5 shows
the measured channel dispersion delays resulted from connection L1 or L2 fiber seg-
ment compared with the calculated ones on the assumption of dispersion index being
equal to 17 ps/nm�km at λ = 1550 nm for standard SMF 28 type fiber. It can be seen
good accordance the expected and measured values.

4 BF with PAA Testing and Results

Steering performance of BF model assembled 1-D antenna array is characterized
through far-field pattern measurements in anechoic chamber. Figure 6 schematically
depicts experimental setup for these measurements. Actually available receiving PAA

Fig. 4. Phase-frequency characteristics of five channels

Fig. 5. Calculated and measured channels delays for two beam point angles.
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has 5 radiating elements and some inactive elements around them, radiating elements
being Vivaldi patch antennas elements spacing d = 20 mm, working frequency range
6–15 GHz. The wideband transmitting horn fed by a vector network analyzer (with
additional RF power amplifier) radiates a microwave signal. The PAA under test
located in front of the transmitting horn is fixed on an azimuth scan drive. The distance
between the horn and array is about 6 m to fulfill far-field condition requirement. PAA
was connected with BF through 5 RF cables with equal lengths 40 cm. Microwave
signal from BF (RF output of its optical receiver unit) is returned to vector network
analyzer and compared with signal that feeds through RF power amplifier transmitting
horn during azimuth scan. For each azimuth position – 1° step – network analyzer
scans wide frequency range from 6 to 15 GHz. These measurements were done for 3
different lengths of dispersive fiber. Chosen fiber lengths in TDU L0 = 0 m,
L1 = 1600 m, L2 = (1600 + 1500) m have to result in the expected beam point angles
θ0 = 0°, θ1 = 18.9°, θ2 = 38.7° To provide the lengths L0, L1, L2 we used short
patch-cord and two SM fiber coils with lengths 1600 m and 1500 m (2 coils in
Rack-mount Fiber Lab 250 from M2 Optics) inserted separately or one after another.
Photograph of the experimental arrangement for demonstration of photonic BF beam
steering performance is shown in Fig. 7.

Figure 8 represents the far-field patterns measured with photonic BF for 3 optical
fiber lengths at frequencies 6 (red), 9 (blue), and 12 GHz (green), respectively.
Insertion of 0, 1600 and 3100 m optical fibers shifts the antenna pattern to θ0 = 1.3°
(red), θ1 = 18.8° (blue), and θ2 = 36.8° (green), respectively. The measured shifts are
close to the calculated ones when time delays between two neighboring radiating
elements are 0, 21.57, 43.14 ps, see Fig. 5. Small “0”- beam deviation from the normal
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Fig. 7. The PAA with BF located on an azimuth scan drive.
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position (0°) was generated by residual differences about a few tenth of a millimeter in
total channel electrical lengths (including RF cables between PAA and the BF model
inputs, with no RF phase fine adjustment used).

The sidelobe level for θ0 = 1.3° is approx. –13 dB in accordance with the uniform
amplitude distribution. One can see no squint effect in wide frequency range for PAA
with designed photonic BF model.

5 Conclusions

The photonic beamformer model to form and steer a beam of microwave linear phase
antenna array in the receive mode has been developed and demonstrated. We have
investigated the essential characteristics of commercially available new analog fiber
optic links main components included in BF model based on DWDM technique and
fiber dispersion. Experimental demonstration of the designed model beamforming
features includes actual measurement of 5-element microwave linear array antenna with
the developed BF model far-field patterns for 3 beam directions up to 36º at frequencies
6..12 GHz. The results obtained demonstrate wideband squint-free performance and
good agreement with the calculated estimates.

These preliminary results clearly indicate that chosen composition of photonic BF
model gaining advantage the components of modern RF over fiber links can be a base
for development of wideband PAA beam control system. In the considered architecture
of 1-D beamformer the number of switching beams can be increased that only requires
increased number of dispersive fiber segments which can be dozens of times shorter
when using DCF fibers. Also a multibeam mode could be realized by splitting optical
signal after multiplexer and using a set of photodiodes.
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Abstract. Ferromagnetic fluids are considered to be advanced materials both
for the fundamental research and for possible applications, among which some
integrated optic devices with the elements containing ferrofluids and controlled
by an external magnetic field have recently been discussed. This work is devoted
to the experimental study of the factors affecting the intensity and spatial dis-
tribution of the laser radiation scattered by the particle structures in ferrofluids in
a zero magnetic field and in the presence of magnetic field with H = 1000 Oe.
The samples of nanodispersed magnetite (Fe3O4) suspended in kerosene and in
water were studied. Certain trends determining the scattering patterns were
observed.

Keywords: Ferrofluids for optoelectronic systems � Light scattering � Z-scan �
Laser correlation spectroscopy � Particles aggregation

1 Introduction

Ferromagnetic fluids or ferrofluids (FF) are colloids comprising a solid phase in the
form of magnetic nanoparticles dissolved in liquids, such as kerosene, oil, and others.
FF are usually produced by a chain of chemical reactions and are comprised of three
major ingredients. The first is magnetically ordered nanoparticles with the sizes nor-
mally ranging from 1 to 30 nm. Another component of FF is a surfactant (oleic acid)
which prevents the particles from aggregation. The two components mentioned above
are suspended in a liquid carrier.

Ferromagnetic fluids are attractive as elements of optoelectronic systems because
they can be built in systems and sensors that use optical fibers (such as modulating
equipment, sensors, reflectors, interferometers, etc.) [1–3].

An exponentially growing interest of researchers to these systems stems from their
remarkable properties. A comprehensive review of the problem can be found in [4, 5].
Though FFs were first produced a few decades ago, a lot of questions on their
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behaviour remain to be unanswered. Currently, rheological properties of these materials
are mostly exploited. Computer hard drives, where magnetic fluids serve as bearings,
may be considered as the most representative example.

FFs also possess peculiar nonlinear optical properties which are poorly studied, but
which may provide a direct light control in modern photonic devices [6, 7].

When laser radiation is transmitted through a colloidal medium with magnetic
nanoparticles, some important effects can be observed. First, magnetic nanoparticles
can interact with the incident light, and magnetic particles conglomerate under the
action of radiation field [8]. In addition, an applied magnetic field can dramatically
change a FF sample optical properties. The commonly accepted point of view is that
ferromagnetic particles form elongated clusters or chains under the influence of
external field [4, 9]. Magnetic fluid as a poorly light transmitting substance can absorb
a large part of incident radiation. This leads to substantial heating of FF samples.
Therefore, when the light intensity is high enough, a number of effects related to the
heat arise. These are thermomagnetic convection [10], Soret effect [11], and thermal
lens [12]. The first one depends on the geometry of the sample [13], the two others
depend on the chemical composition and applied magnetic field [14].

Light scattering appears to be the most important measurement technique for FF
studies because it provides information on the mechanism of propagating light control.
In this work the results of study of peculiarities of laser radiation scattering by
aggregates of nanoparticles in ferrofluids are discussed.

2 Experimental Techniques

In order to understand the nanoparticle behavior, a number of experimental techniques
are usually employed. For example, microphotography can be used to visualize the
particle structures at the micro level [15]. However, the majority of standard tech-
niques, such as scanning and probe microscopy, are insufficient for studying the
nanosize magnetic particles directly in the colloidal solutions. Some noninvasive
techniques, such as optical methods, should be used. They allow observation of
changes in the agglomerate sizes without a strong influence on the characteristics of the
surrounding medium and evaluation of their forms and microscopic structure. Besides,
the optical methods allow one to analyze the system in real time. Therefore, the current
study was devoted to the exploration of some indirect techniques, which, especially
being used in combination, can render a valuable opportunity to investigate physical
processes in FFs.

2.1 Samples

In this work the samples with suspended magnetite Fe3O4 were studied. The average
particles diameter was about 10 nm and the typical concentrations were 0.02–0.2 vol.
% (In order to achieve an acceptable transparency, the studied samples were diluted to
a concentration of 0.02 vol. % of Fe3O4.). Another component of FF was a surfactant –
oleic acid – which prevented the particles from aggregation. Kerosene and water served
as solvents.
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2.2 Laser Correlation Spectroscopy

The first method which was used to study the scattering properties of FFs was laser
correlation spectroscopy. Among the optical approaches the laser correlation spec-
troscopy has many advantages in measuring the sizes and investigating the cluster
formation in solutions [16]. The principle of the method involves measurements of an
autocorrelation function of the light scattered by the sample. Correlation analysis of this
signal provides information about translational and rotary Brownian diffusion. The
autocorrelation function g(τ) is commonly characterized by an exponential behavior
with the power depending on the size of particles (Fig. 1).

The characteristic time is defined by the wave vector of scattered light and coef-
ficient of translational diffusion [17]. For polydisperse solutions the autocorrelation
function can be approximated as

gðsÞj j ¼ Z1

0

FðCÞe�CsdC; ð1Þ

where Г is the diffusion broadening, and F(Г) is the contribution of the radiation
component scattered by the particles of one size to the total intensity.

The diffusion broadening is related to the diffusion coefficient D as

C ¼ Dq2; ð2Þ

where q = (4πn/λ)sin(θ/2) is the scattering vector, n is the refractive index of the
medium, λ is the wavelength, and θ is the angle of scattering.

Fig. 1. Typical autocorrelation function of the light scattered by the particles’ Brownian motion
(measured on the model object)
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By using the Stokes-Einstein formula

D ¼ kbT=6pgR ð3Þ

one can calculate the radius of the particles under study. Here, η is the viscosity of the
medium, kb is the Boltzmann constant, T is the temperature, and R is the particles’
radius. In our study it was assumed that the temperature was constant within the laser
spot.

Equation (1) belongs to the class of the so-called ill-posed problems. To solve this
problem, a special algorithm based on regularization methods was used [18].

Since an applied magnetic field results in nanoparticle aggregation, it was expected
that the laser correlation spectroscopy would yield a significantly greater measured
particle diameter. In order to check this experimentally, a standard laboratory corre-
lation spectrometer was supplemented with an electromagnet. The experimental setup
is shown in Fig. 2.

A coherent light beam from a laser was transmitted through a converging lens and
focused on the FF sample. The scattered light at an angle θ = 15 degrees passed
through a diaphragm and was detected by a photomultiplier. The signal from the
photomultiplier was registered by an oscilloscope and passed to a computer for the
processing. The magnetic field was generated by the DC coils and magnetic field
strength was measured by the Hall probe.

2.3 Direct Measurement of Laser Radiation Scattering by Ferrofluid

One more method which was used to study the scattering properties of FFs refers to a
direct measurement of the laser radiation intensity as a function of the scattering angle.
The experimental setup is shown in Fig. 3.

In the experiment a translation stand was moved perpendicularly to the laser beam
propagation axis. The maximum observed angle α was 52 degrees. A permanent
magnet with the FF sample in-between its poles was located at the focal plane of a
converging lens with focal length of 6 cm. In order to minimize absorption of the
radiation and thus reduce the thermal effects, a He-Ne laser with the power in the range
0.7 to 4 mW was used as a light source (λ = 632.8 nm).

Fig. 2. Experimental setup for scattered radiation recording. 1 – laser radiation source; 2 –

converging lens; 3 – sample; 4 – magnet; 5 – photomultiplier; 6 – oscilloscope; 7 – computer
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2.4 Z-Scan Technique

Z-scan technique is a comparatively recent but already well accepted method for the
study of nonlinear properties of optical media [19]. It is often used to obtain nonlinear
refraction and absorption coefficients. The technique is very sensitive and allows the
estimation of nonlinearities of the order of 10−14 cm2/W, which makes possible to
analyze the Kerr effect. The other practically interesting and much stronger effects, like,
for example, thermal convection of nanoparticles, also can be investigated in this
manner.

Figure 4 shows an experimental setup for Z-scan measurements used in the present
work. Axis z is defined as a laser beam propagation direction. A translation stand
allowed the movement of the sample together with a permanent magnet along z. The
magnetic field strength of the latter was around 1000 Oe. A cell with the FF having an
optical path of 0.1 mm was placed in-between the magnetic poles. A converging lens
with focal length f = 12 cm was utilized to form the beam with the radius depending on
z. Thus, the displacement of the translation stand produced the laser spot with a
variable light energy density on the sample. In this experiment the so-called closed
aperture variant of the z-scan technique was applied, when all the radiation was col-
lected at the photodetector. As a light source, a Nd:YAG laser operating at the second
harmonic (λ = 532 nm) was employed.

Fig. 3. Experimental setup for measuring scattered radiation from a ferrofluid sample

Fig. 4. A schematic illustration of a z-scan experiment
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3 Results and Discussion

Before carrying out the principal experiments, the transmission bandwidths of the FFs
were obtained - this was necessary for the choice of a light source with an appropriate
wavelength. The transmission curve T(λ) of the solution of 2.1 vol. % of magnetite in
water is shown in Fig. 5 as an example. From these data a semiconductor laser
KLM-G650-13-5 with a wavelength of 650 nm, high stability and a narrow spectral
line was selected for further measurements.

The measurements by laser correlation spectroscopy were completed for the fields
ranging from 0 to 10 mT. The experimental results are presented in Figs. 6 and 7.

The size of magnetic particles in the same FF was also investigated by means of
electron microscopy [20]. It was found that the radii of individual particles did not
exceed 7 nm. One can notice, however, that, as it can be seen from Fig. 6, even in the
absence of magnetic field a certain percentage of particles appears to be aggregated.
This is reflected by the presence of an additional peak in the size distribution at about
13 nm. It can imply an interaction of the incident optical radiation with the nanopar-
ticles, resulting in cluster formation. The mechanism of this interplay is not well
understood now. According to [21], photoinduced polarizability of magnetite may be
altered in the presence of radiation, which can provoke instability of a colloidal system
[22]. Another possibility is a partial aggregation of particles over the long storage time
(it is an important issue to consider for the industrial use of FFs).

Fig. 5. The transmission curve of the water based magnetic fluid
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Under the action of magnetic field (Fig. 5) the size of the scattering objects in the
sample significantly increases, up to 20–35 nm. Apparently in this case magnetic
particles are built in conglomerates.

Fig. 6. Magnetic particle size distribution in the absence of magnetic field (the experimental
data are presented by the smoothed function)

Fig. 7. Magnetic particle size distribution under the influence of magnetic field of 1 mT (the
experimental data are presented by the smoothed function)
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Thus, it may be concluded that the laser correlation spectroscopy is an efficient tool
for studying the structures of magnetic particles in FF under the influence of an external
magnetic field as well as in the presence of optical radiation.

Figure 8 presents a typical result of the experiments on scattering of the laser
radiation. It is clear that the lower the incident radiation power, the greater the scat-
tering. This can be explained by the fact that the absorbed light causes an increase in
thermal motion of the aggregated particles, which in turn results in a partial destruction
of the clusters. Therefore, a higher laser power results in a lower scattering from the FF
sample.

A representative result of the experiments by Z-scan measurements is shown in
Fig. 9. When the magnetic field is not applied, a slight valley is seen in the area of the
beam waist (z = 0 cm), reflecting the fact that here only a small portion of the light is
scattered or absorbed by the particles. It is obvious from the curve that the transmission
depends on the energy density of the incident beam. This provides a strong support for
the hypothesis of particle aggregation under the influence of light. The magnetic field
application leads to a dramatic change in the dip in the transmitted light, which can be
attributed to formation of large clusters and therefore increased light extinction.

In summary, the authors employed a number of techniques to study nonlinear
optical effects in ferrofluids in the presence of magnetic field. It was confirmed that
application of field leads to the formation of particle aggregates. A less strong but
noticeable aggregation also occurs due to illumination of the sample. This
photo-induced effect can be investigated by laser correlation spectroscopy.

Particle clusters cause a substantial part of the light scattering. When the light
power is high enough, thermal effects strongly influence the scattering pattern. The
thermal effects, though generally are able to destroy clusters by the convective motion
of the fluid, result in some interesting effects appearing as a specific behavior of
scattering which strongly depends on the applied magnetic field.

Fig. 8. Magnetic particles size distribution under the influence of magnetic field of 1 mT (the
experimental data presented by the smoothed function)
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4 Conclusion

The authors employed a novel way to study optical effects in ferrofluids in the presence
of magnetic field. It was confirmed that application of field leads to the formation of
particle aggregates. A less strong but noticeable aggregation also occurs due to illu-
mination of the sample.

The results obtained in our studies confirm that ferrofluids implemented in different
optical fiber systems may be used as elements which are operated by light or magnetic
field. In particular, ferrofluid infiltrated microstructured optical fibers are promising
materials for the use as controlled elements in modern optoelectronic communication
devices, such as modulators, interferometers, sensors, etc.
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Abstract. A laboratory model of an acousto-optic switch in a combined
implementation was created and investigated. The output optical elements and
input fibers were implemented by using the space-wired interconnection, and the
acousto-optic interaction took place in a planar waveguide. The operating
abilities of the model and the possibility to build real devices are demonstrated.
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1 Introduction

Considerable attention is given at present to development of all-optical communication
systems. However, in spite of this, the circuit and packet switching is still performed by
electronic switching devices (routers and cross-switches). For this reason, the devel-
opment of optical channel switching devices is of vital importance.

The consideration of the applicability of acousto-optic control devices (AOCDs) in
modern fiber-optic information systems shows that the use of AOCDs in the devel-
opment of a number of subsystems can prove efficient [1]. Advantages of AOCDs are a
high efficiency, information capacity, response speed and also a very simple technical
implementation.

Alternatively to the space-wired interconnection (assembly of discrete elements),
the device can be implemented in a combined or full optical integrated circuit [2, 3].
The major merits of the integrated implementation is a small size and a high vibration
resistance, a high speed of operation due to a higher speed of the surface acoustic wave
(SAW), and a low power consumption. The geometry of the acousto-optic interaction
is shown in Fig. 1.

When a light wave is incident at the Bragg angle on an acoustic wave area, the
electric field of the diffracted light wave is

EIII ¼
X1

m¼1

X1

i¼�1
TmiðxÞ � expð�j bIIIymi yÞ expð � j bIIIzmiðz� LÞÞ ð1Þ

where L is the acousto-optic interaction length m, i is the diffraction order, m is the
mode number, and βvmiIII is the projection of the wave number of the light flux in
zone III (see Fig. 1) on the OY axis or the projection of the OZ mode of the i-th
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diffraction order. Equation (1) describes the electric field distribution for any form of
diffraction for any electromagnetic wave [4].

From the fact that the electric field at the interface must be continuous, we obtain
the following relation for the wave numbers

bIIIymi ¼ bIIvmi ¼ bIIIvm0 þ iKa ð2Þ

Here the wave number is b2m ¼ bIII2zmi þ bIII2ymi.
The most important parameter of an integrated optical switch is diffraction effi-

ciency. Figures 2 and 3 show the +1 order diffraction efficiency for the TE0 and TM0
modes as functions of the wavelength (acousto-optic tunable filter mode). It can be seen
from Figs. 2 and 3 that the diffraction efficiency strongly depends on the wave
polarization [5].

In addition to the application in telecommunication, combined and integrated-
optical AOCDs can be used in optical information processing systems. The advantage
of the integrated-optical approach is a possibility to locate several devices on the same
substrate. Figure 4 shows a diagram of an acousto-optic digital processor which con-
sists of several switches. The input optical signal has frequency v0 in all channels, its
amplitudes at each moment of time are «an optical vector» ak. In each channel the
surface acoustic waves (SAW) have their own frequencies which obey the harmonic
law fi ¼ f0qi (i = 1, 2…N). The SAW amplitude in each channel can be written as
̅bk = bk(f1, f2…fN). Here ak, bk 2 (0, 1). A vector of convolutions c ̅, where each of its
components can be written as

Fig. 1. Geometry of acousto-optic interaction, I - zone of the input light beam incident at the
Bragg angle (θin), II - zone of propagation of surface acoustic wave with wave vector Кa, III -
zone of diffraction orders
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ci =
Xk

i¼1

bijai ð3Þ

is formed at the processor output. This algorithm is referred to as «digital multiplication
via analog convolution» (DMAC algorithm)

Fig. 2. Efficiency of the +1 diffraction order for mode TM0 as a function of light wavelength

Fig. 3. Efficiency of the +1 diffraction order for mode TE0 as a function of light wavelength
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The implementation of a multi-channel device that uses several frequencies of light
waves v0…vN allows one to realize a multi-channel calculation of convolutions [6].

The optical channel separation is performed by an acousto-optic tunable filter. The
major difficulties encountered in the use of fully integrated optical technologies are
related to the technological processes of growing layers with the desired electro-optic
properties.

The application of the integrated-optical technologies is limited by two important
factors, i.e., sizes and a high scattering in the waveguide plane. A reduction of the size
to less than 1 micron is impossible because of the wavelengths used in the devices and
final interaction lengths. So, size of the optical switch, even in the optical integrated
circuit, makes this device inferior to the electronic counterparts [7].

2 Experimental

A combined acousto-optic 1 × 10-channel switch was implemented in the studies. An
acousto-optic deflector which serves for the light beam deflection was built in the
integrated optical implementation. The acousto-optic interaction took place in a
thin-film glass waveguide DC 7059.

The output optics and receiving fibers were in the space-wired interconnection
(separately from the substrate with the deflector). Therefore, this implementation can be
regarded as a combined one [8]. A block diagram of the acousto-optic deflector is
presented in Fig. 5.

The interaction length L was 3 cm. The optical beam wavelength was 635 nm. In
the experiment, the operating frequency bandwidth and the central frequency of the
switch f0 = 190 MHz, df = 20 MHz were measured. Hence, the device can have
48 output channels.

Fig. 4. Acousto-optic processor based on DMAC algorithm
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A multimode silica fiber (not shown in Fig. 4) was used as a receiving fiber.
A telescopic lens system was used for matching the fiber aperture and the output beam
(not shown in Fig. 4). It is necessary to consider the efficiency of excitation of the
mode by the light beam incident at an angle on the fiber end when the light is launched
into the optical fiber. Figure 6 shows the Gaussian beam which is incident on the end of
the fiber with a gradient refractive index profile.

The beam axis is deflected at angle Δα with respect to the fiber axis and is shifted
by distance Δh. The minimum spot radius wi is at distance Δz from the fiber end, so the
phase front of the beam at the fiber end has a curvature with radius R

R = Dz +
w4
i k

2
m

4Dz
; ð4Þ

where w0 is the spot radius of the fundamental fiber mode, and km is the wave number
of the matching medium between the beam and the fiber end. The dependence of the
efficiency of excitation of the fundamental mode p00 on the spot radius of the

Fig. 5. Acousto-optic switch in the integrated implementation.

Fig. 6. Gaussian beam incident on the end of fiber
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fundamental fiber mode w0 for this case is shown in Fig. 7. In the graph parameter σ is
equal to kmw2

0=R. At a 100-% excitation efficiency, the minimum beam cross-section
must be equal to the area of the input fiber end (the spot radius wi was taken to be equal
to the radius w0 of the fundamental fiber mode) [9]. Any deviation from these con-
ditions reduces the efficiency p00 because the excitation of higher order modes absorbs
a part of power occurs.

The measured crosstalk of the output channels did not exceed the ambient
illumination.

3 Conclusions

A combined acousto-optic switch for the potential use in fiber-optic networks as a
traffic control device has been implemented. The results obtained in our studies suggest
that it is possible to build a real device on the basis of the model we have developed.

The following results were obtained in our studies:

1. A laboratory model of an acousto-optic switch with 1 × 10 channels was built;
2. Characteristics of the basic switch elements and device as a whole were measured.

The results confirmed the operating ability of the model;
3. Ways of optimization of the model parameters were found.

Fig. 7. Efficiency of excitation of fundamental mode of the fiber with a gradient refractive index
profile as a function of relative size of the spot radius
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A further improvement of the model involves the use of the fully integrated-optical
technology instead of the combined one. This gives a huge gain in the speed of
operation, sizes, and power consumption. Of importance also is a study of the possi-
bility to add a second acousto-optic deflector to control the light beam in two planes.
This gives a huge gainin the number of output channels.
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Abstract. The longitudinal and transverse electrical conductivities of
graphene are calculated at both zero and nonzero temperature start-
ing from the first principles of thermal quantum field theory using the
polarization tensor in (2+1)-dimensional space-time. An expression for
the universal conductivity of graphene found previously using different
phenomenological approaches is confirmed. Both exact and approximate
asymptotic expressions for the real and imaginary parts of the conductiv-
ity of graphene are derived and compared with the results of numerical
computations. The obtained results can be used in numerous applica-
tions of graphene, such as in optical detectors, transparent electrodes
and nanocommunications.
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1 Introduction

Among several novel materials of high promise for applications in nanotechnol-
ogy, the two-dimensional sheet of carbon atoms called graphene occupies an out-
standing position due to its unusual electrical, mechanical and optical properties
[1,2]. These properties originate from the fact that at energies below a few eV
the quasiparticles in graphene are massless Dirac fermions possessing the linear
dispersion relation, but moving with the Fermi velocity vF ≈ c/300 rather than
with the speed of light c. Thermal quantum field theory in two spatial dimen-
sions provides the well developed formalism for theoretical description of such
kind systems. Technological applications of graphene are numerous and diverse.
Graphene coatings are used in optical detectors to increase an efficiency of light
absorption on metallic surfaces [3]. Graphene-coated substrates are applied as
transparent electrodes [4]. Deposition of graphene on silicon plates provides an
excellent antireflection and is used in solar cells [5]. The electrical properties of
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graphene make it prospective material for applications in electromagnetic com-
munications, specifically in nanoantennas.

The main electronic property of graphene is its electrical conductivity, which
was investigated in many papers both theoretically [6–18] and experimentally
[19–23]. The most of theoretical results were obtained using the current-current
correlation function, the Kubo formalism and Boltzmann’s transport theory.
It was found that even at zero temperature graphene possesses the universal
finite frequency-independent conductivity σ0 expressed in terms of fundamental
constants e and �. In so doing, the specific values of σ0 obtained by different
authors vary depending on the order of limiting transitions used in different
formalisms [8].

In this paper, we investigate the electrical conductivity of pure graphene do
not using any phenomenological approach, but starting from the first principles
of thermal quantum field theory. This is achieved by using the polarization tensor
of graphene, which was previously applied to study the Casimir effect in graphene
systems [24–34] and the reflectivity properties of graphene and graphene-coated
substrates [35–37].

The polarization tensor of graphene at T = 0K was calculated in Ref. [24].
The thermal correction to the polarization tensor was found at pure imaginary
Matsubara frequencies in Ref. [25]. In Ref. [36] the thermal correction to the
polarization tensor was determined along the real frequency axis. At zero tem-
perature, we find the universal real conductivity of graphene obtained previously
using different methods. At nonzero temperature, we obtain simple asymptotic
expressions for both the real and imaginary parts of the conductivity of graphene.
Specifically, it is shown that the imaginary part of conductivity changes its sign
as a function of frequency and temperature.

2 Conductivity of Graphene at Zero Temperature

We consider the pure (pristine) graphene in the application region of the Dirac
model. Our formalism can be generalized for the case of graphene with nonzero
mass-gap parameter and chemical potential.

At both zero and nonzero temperature, the longitudinal (along the surface
of graphene) and transverse (perpendicular to it) electrical conductivities of
graphene can be expressed via the components of the polarization tensor of
graphene as [38,39]

σ‖(ω, k, T ) = −i
ω

4π�k2
Π00(ω, k, T ),

σ⊥(ω, k, T ) = i
c2

4π�k2ω
Π(ω, k, T ). (1)

Here, the polarization tensor is notated as Παβ with α, β = 0, 1, 2, ω is the
frequency, k is the magnitude of the wave vector component in the plane of
graphene, and the quantity Π is defined as

Π(ω, k, T ) ≡ k2Πtr(ω, k, T ) +
(

ω2

c2
− k2

)
Π00(ω, k, T ), (2)
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where Πtr ≡ Π α
α .

At T = 0K the 00-component of the polarization tensor and the quantity Π
are given by [24,36]

Π
(0)
00 (ω, k) = ie2π

k2

ωη(ω, k)
, Π(0)(ω, k) = −ie2π

ω

c2
k2η(ω, k), (3)

where
η ≡ η(ω, k) =

√
1 − κ2(ω, k), κ ≡ κ(ω, k) = ṽF

ck

ω
(4)

and ṽF ≡ vF /c. For real photons on a mass-shell k ≤ ω/c and, thus, κ ≤ ṽF � 1.
Substituting Eq. (3) in Eq. (1), one finds that both components of the con-

ductivity of graphene at T = 0K are real and given by

σ‖(ω, k, 0) =
e2

4�η(ω, k)
=

σ0√
1 − κ2(ω, k)

,

σ⊥(ω, k, 0) =
e2

4�
η(ω, k) = σ0

√
1 − κ2(ω, k), (5)

where the universal conductivity of graphene is defined as

σ0 ≡ e2

4�
. (6)

The same result was obtained by many authors using the Kubo formula [8–
10,12,18]. In the local limit (the nonlocal corrections are of the order of 10−5)
one arrives at σ‖ = σ⊥ = σ0.

3 Real Part of the Conductivity of Graphene at Nonzero
Temperature

At T �= 0K, the 00-component of the polarization tensor and the quantity Π
are represented as

Π00(ω, k, T ) = Π
(0)
00 (ω, k) + ΔT Π00(ω, k, T ),

Π(ω, k, T ) = Π(0)(ω, k) + ΔT Π(ω, k, T ), (7)

where ΔT Π00 and ΔT Π are the thermal corrections to the zero-temperature
parts (3).

According to Eq. (1), the real part of conductivity of graphene is determined
by the imaginary part of the polarization tensor. Using the results of Refs. [36,
37], the imaginary parts of the thermal corrections are given by

ImΔT Π00(ω, k, T ) =
4e2ω

ṽ2
F c2η

Y00(ω, k, T ),

ImΔT Π(ω, k, T ) = −4e2ω3η

ṽ2
F c4

Y (ω, k, T ), (8)
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where

Y00(ω, k, T ) = −κ2

∫ 1

−1

dt

eβe−βκt + 1

√
1 − t2,

Y (ω, k, T ) = −κ2

∫ 1

−1

dt

eβe−βκt + 1
t2√

1 − t2
, (9)

and β ≡ β(ω, T ) = ω/(2ωT ) ≡ �ω/(2kBT ).
Using Eqs. (1), (3), (7), and (8), for the real part of conductivity one obtains

Reσ‖(ω, k, T ) =
σ0

η

(
1 +

4
πκ2

Y00

)
,

(10)

Reσ⊥(ω, k, T ) = σ0η

(
1 +

4
πκ2

Y

)
.

It is easily seen that the integrals (9) can differ from zero only under a
condition βκ � 1. Expanding in (9) in powers of βκ, calculating the integrals
and using Eq. (10), we arrive at

Reσ‖(⊥)(ω, k, T ) = σ0

[
1 − 2

eβ + 1
− κ2C‖(⊥)(β) + O(κ4)

]
, (11)

where the functions C‖ and C⊥ are given by

C‖(β) =
β2e−β(1 − e−β) + 2(1 + e−β)2(1 + 3e−β)

4(1 + e−β)3
,

C⊥(β) =
3β2e−β(1 − e−β) − 2(1 + e−β)2(1 + 3e−β)

4(1 + e−β)3
. (12)

Note that the relative contribution of the second order terms in Eq. (11) does
not exceed 10−4. By omitting these terms, we return to the previously known
result [40]

Reσ‖(⊥)(ω, T ) ≈ σ0

[
1 − 2

e�ω/(2kBT ) + 1

]
= σ0 tanh

�ω

4kBT
. (13)

From Eq. (13) it is seen that at fixed temperature Reσ‖(⊥) goes to σ0 at high
frequencies ω � 2ωT and to zero at low frequencies ω � 2ωT . However, if the
frequency is fixed, Reσ‖(⊥) goes to σ0 with vanishing temperature. This means
that there is a discontinuity of the real part of conductivity of graphene as a
function of ω and T at the point (0,0).

As an example, in Fig. 1 we present the computational results for Reσ‖(⊥) as
a function of T by the lines 1, 2, 3, and 4 computed at ω = 10−1, 10−2, 10−3,
and 10−4 eV, respectively. Computations are done using the exact Eq. (10). The
computational results for Reσ‖ and Reσ⊥ are indistinguishable in the used scales.
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Fig. 1. The real part of the electrical conductivity of pure graphene as a function of T
is shown by the lines 1, 2, 3, and 4 computed at ω = 10−1, 10−2, 10−3, and 10−4 eV,
respectively.

4 Imaginary Part of the Conductivity of Graphene
at Nonzero Temperature

According to Eq. (1), the imaginary part of the conductivity of graphene is
determined by the real part of the polarization tensor. Taking into account that
at T = 0K the polarization tensor (3) is pure imaginary, Imσ‖(⊥) is determined
exclusively by the real part of the thermal correction to the polarization tensor.

According to the results of Refs. [36,37],

ReΔT Π00(ω, k, T ) =
8e2ω

ṽ2
F c2

3∑

j=1

Z
(j)
00 (ω, k, T ),

ReΔT Π(ω, k, T ) =
8e2ω3

ṽ2
F c4

3∑

j=1

Z(j)(ω, k, T ), (14)

where the integrals Z
(j)
00 are defined as

Z
(1)
00 (ω, k, T ) =

∫ 1−κ

0

dy

eβy + 1

{
1 − 1

2η

[√
(y + 1)2 − κ2 +

√
(y − 1)2 − κ2

]}
,

Z
(2)
00 (ω, k, T ) =

∫ 1+κ

1−κ

dy

eβy + 1

[
1 − 1

2η

√
(y + 1)2 − κ2

]
, (15)

Z
(3)
00 (ω, k, T ) =

∫ ∞

1+κ

dy

eβy + 1

{
1 − 1

2η

[√
(y + 1)2 − κ2 −

√
(y − 1)2 − κ2

]}
.

The integrals Z(j) are obtained from Z
(j)
00 by the substitution

√
(y ± 1)2 − κ2 → (y ± 1)2√

(y ± 1)2 − κ2
. (16)



704 G.L. Klimchitskaya et al.

Now, using Eqs. (14) and (1), we find

Imσ‖(ω, k, T ) = −σ0
8

πκ2

3∑

j=1

Z
(j)
00 (ω, k, T ),

Imσ⊥(ω, k, T ) = σ0
8

πκ2

3∑

j=1

Z(j)(ω, k, T ), (17)

The asymptotic expressions for the polarization tensor (14) at low (ω � 2ωT )
and high (ω � 2ωT ) frequencies were found in Refs. [36,37]. Substituting them
in Eq. (17) one obtains

Imσ‖(⊥)(ω, k, T ) ≈ σ0
8 ln 2

π

kBT

�ω
(18)

at low ω and

Imσ‖(⊥)(ω, k, T ) ≈ −σ0
48ζ(3)

π

(
kBT

�ω

)3

(19)

at high ω, where ζ(z) is the Riemann zeta function. Equations (18) and (19)
lead to less than 1 % error under the conditions �ω � 0.2kBT and �ω > 70kBT ,
respectively.

As an example, the exact Eq. (17) is used to compute Imσ‖(⊥) as a function
of T . The computational results are presented in Fig. 2 by the lines 1, 2, and 3
computed at ω = 10−1, 10−2, and 10−3 eV, respectively. It is seen that at high
and low T (low and high ω) the asymptotic expressions of Eqs. (18) and (19),
respectively, are well applicable.
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Fig. 2. The imaginary part of the electrical conductivity of pure graphene as a function
of T is shown by the lines 1, 2, and 3 computed at ω = 10−1, 10−2, and 10−3 eV,
respectively.
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5 Conclusions and Discussion

In the foregoing, we have calculated both the real and imaginary parts of the
electrical conductivity of pure graphene at both zero and nonzero temperature.
Our calculations are done starting from the first principles of thermal quantum
field theory using the polarization tensor of graphene obtained earlier for some
other purposes. In this way, we have confirmed an expression (1) for the universal
conductivity of graphene σ0 found previously using several phenomenological
approaches and derived both exact and approximate asymptotic expressions for
the longitudinal and transverse conductivities. The approximate expressions are
found in a very good agreement with the results of numerical computations.

The obtained results can be used in numerous technological applications of
graphene in optical detectors, transparent electrodes, antireflection coatings, and
in nanocommunications. They can be generalized for graphene samples with
nonzero mass-gap parameter and chemical potential using the more general
expressions for the polarization tensor found recently in Refs. [36,41].
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Abstract. Thin ferroelectric films are prospective materials for applications in
the area of tunable microwave electronics as a base for varactors, phase shifters,
delay lines, tunable filters and antennas. The most important technological
aspect of using thin polar films in electronics is a possibility of miniaturization.
By means of piezoresponse force microscopy technique, it is possible to create
nanometer-sized areas (or ferroelectric domains) in thin films with preferable
direction of polarization. Besides the fact that these domains could be used as a
bit for mass storage application, it was found, that domain walls have their own
properties, moreover, they are mobile. This circumstance could give rise to a
new type of technology where mobile domain walls will be the “active ingre-
dient” of the device.
In this work, we use a scanning piezoresponse force microscopy to investigate

the process of writing and growth of ferroelectric domains in thin PbZr0.3Ti0.7O3

film in a broad temperature range. It was found that even at 4.2 K nanoscale
ferroelectric domains could be writing by application of short voltage pulses
between the tip of atomic force microscope and extended bottom electrode.
Based on the obtained experimental results the mechanism driven the ferro-
electric domain dynamics in thin films at low temperatures was determined.

Keywords: Ferroelectric thin films � Piezoresponse force microscopy �
Ferroelectric domain dynamics � Low temperatures

1 Introduction

One of the simplest and most effective ways of the energy independent information
storage is to use of so-called ferroics. The term ferroics was first introduced by Aizu
[1]. He determine ferroics in the following way: “A crystal is provisionally referred to
as being “ferroic” when it has two or more orientation states in the absence of magnetic
field, electric field, and mechanical stress and can shift from one to another of these
states by means of a magnetic field, an electric field, a mechanical stress, or a
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combination of these”. The switchable parameter can be referred as the “order
parameter” This class of materials includes ferroelectrics, ferromagnetics, ferroelastics
and ferrotoroics. Small regions in ferroics with different order parameter directions are
called “domains”, the boundaries of these regions are called “domain walls”. The
domain walls are movable and often have physical properties, different from the bulk of
the domain. This fact gave rise to a new type of devices, where domain walls play role
of an “active element”. The concept of domain wall electronics is most fully realized in
magnetic wall electronics. A working principle of these devices is based on the high
domain wall mobilities, velocities of magnetic walls can be supersonic. In case of
ferroelectrics, domain walls are slower, but can interesting functional properties, for
example, they could be conductive in a bulk insulator or semiconductor surrounding.
Moreover, ferroelectric domains have smaller sizes compare to the magnetic ones
which is an important technological aspect for device miniaturization. Despite the fact
that ferroelectrics became an essential component for many electronic devices since
early 1960s, the concept of using a single ferroelectric domain wall as an “active
ingredient” in nanoelectronic devices is still under development and demands intensive
researches directed to deeper understanding physical properties of ferroelectric
materials.

An interest to study domain formation and domain wall motion in ferroelectric
(FE) thin films is caused by the technological aspects of thin film application: the
possibility of device miniaturization and their integration onto one substrate. Thus,
starting from 2000s, thin ferroelectric films are widely applied and developed for
memories, microwave electronic components and microdevices with pyroelectric and
piezoelectric microsensors/actuators [2–9].

In this work, we used a scanning piezoresponse force microscopy (PFM) to study
the process of FE nanodomains writing and domain wall motion in thin PbZr0.3Ti0.7O3

film at low temperatures. This method allows imaging of FE domains with resolution
up to 10 nm and is widely applied in ferroelectric researches for more than 10 years
already. Regarding thin FE films, the domain wall motion has already been well studied
with this technique at room temperatures [10–12]. The absence of well-developed
techniques providing PFM measurements at low (cryogenic) temperatures results in a
single works on FE domain dynamics in this temperature range. Thus, there is still not
clear which physical mechanisms drive the domain wall motion at low temperatures.

2 Samples and Experiment

All results were obtained with the high-quality epitaxial PbZ0.3Ti0.7O3/LaSr0.7Mn0.3O3

bilayers, grew on (100)-oriented single-crystalline SrTiO3 substrates by pulsed laser
deposition. The PZT film has a nominal thickness of about 60 nm. Measurements were
performed with a cryogenic atomic force microscope AttoAFM I (Attocube Systems,
Germany) equipped with an external lock-in amplifier SR844 (Stanford Research
Systems, CA) and a functional generator FC120 (Yokogawa Electric Corporation,
Japan). The processes of the domain nucleation and growth in thin ferroelectric film
were followed in the temperature range starting from 4.2 K to room temperature. We
employed the gold coated silicon cantilevers NSG03/Au (NT-MDT, Russia) with the
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tip radius of curvature rtip ≈ 35 nm at the apex, resonant frequency fR ≈ 100 kHz and
the force constant k ≈ 1 N/m. The FE domain writing and reading with this technique
was achieved by bringing a sharp conductive probe into a contact with a FE film and
applying an alternating voltage bias to the tip in order to excite deformation of the
sample surface through the converse piezoelectric effect. The resulting deflection of the
cantilever is demodulated with a lock-in amplifier.

To study domain wall motion, nanoscale domain writing was done by applying dc
voltage pulses to the bottom electrode while keeping the grounded PFM tip in contact
with the film surface at a fixed point [13]. In order to minimize the influence of native
polarization distribution on the domain formation, the film was initially poled in the
upward direction by scanning the surface with the positive dc voltage V = 5–10 V
applied between the PFM tip and the bottom electrode. Then we used negative writing
voltages to create domains with a downward polarization. The duration of applied
writing voltage pulses was varied in the range from 1 ms up to 100 s. The effective
domain diameter has been calculated from the reversed domain area. More thorough
results were obtained and analyzed for two temperature points T = 120 K and
T = 300 K.

3 Results and Discussion

3.1 Theoretical Approach to the Domain-Wall Motion Description

The driving mechanism of domain-wall motion in thin FE films at the room temper-
ature (RT) has already been studied [10–12]. In homogeneous defect-free single
crystals, domain-wall motion is determined by the interaction of the domain wall with
the crystal lattice. Nucleation and growth process is divided into two phases [12]: the
formed embryonic domain (semi-ellipsoidal region of reversed polarization) grows
rapidly along the film’s depth until it crosses the whole film and transforms into a
cylindrical 180° domain; and its slower expansion in the film plane. Wall velocity
v exponentially depends on the field strength E according to the relation [11, 12]:

v rð Þ ¼ v1exp � Ua

kB � T � Vc

VðrÞ
� �l� �

; ð1Þ

where Ua – typical activation energy; kB – Boltzmann’s constant; T – temperature;
V(r) – electric potential on the film surface at the distance r from the PFM tip; Vc

represents some characteristic voltage; μ depends on the dimensionality of the wall and
on the nature of the pinning potential; t∞ = h/v∞. Electric field can be replaced with
electric potential on the film surface divided by the film thickness E = V/h. Relation (1)
could be written in the form:

v ¼ v1exp½� A
T � VðrÞl�; ð2Þ

where A ¼ Ua � ðVcÞl=kB.
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To fit experimental dependences of the domain diameter on the duration of dc
voltage pulse we found V(r) from the numerical solution of the Laplace’s equation
using finite difference method for the axially symmetric system. Geometry of the model
is shown in Fig. 1. Permittivity of PZT film was assumed to be 500 [14, 15].

Time t required for the domain growths to the radius R derives from integrating the
dt = dr/v(r), where for v(r) Eq. 2 is used. Embryonic domain appears after very small
(10−7–10−9s) writing time and after that sidewise growth starts. Thus, integrating starts
from the embryonic domain radius Rmin. Radii-time dependence is given by the inverse
function of t(R):

t Rð Þ ¼ ZR

Rmin

dr
vðrÞ ¼

ZR

Rmin

1
v1

� e A
T �VðrÞldr; ð3Þ

Experimental data points were fitted by the Eq. 3 with a least square method,
parameters v∞, A and μ were taken as an independent variables in regression analysis.

3.2 Influence of the Poling Procedure on the Radii-Time Dependences
of Nanodomains in Thin PZT Film

At first, to check the reproducibility of the obtained dependences of the domain radius
on the pulse duration we conducted several series of measurements writing domains by
different PFM probes at room temperature. All cantilevers were gold coated silicon
cantilevers from NSG03/Au series with the same specification. The possible difference
between them was due to the dispersion in their sizes provided by a manufacturer. It
was found that radii-time dependences are strongly influenced by the cantilever
(Fig. 2). We suppose, that the difference between these experimental dependencies
occurs due to the dispersion in tip shapes and cantilever sizes, which vary from one
probe to another and conditioned by the technological process of their manufacturing.

Fig. 1. Axially symmetric model of “PFM tip – PZT surface” using for V(r) calculation.

Writing Ferroelectric Nanodomains in PZT Thin Film at Low Temperatures 711



In our case this difference affects only on the value of domain radius, but not the shape
of radii-time dependence – it is always logarithmic dependence with μ = 1. This is an
important result, because μ determines the mechanism driving the domain wall motion.
If μ equals to 0.5–0.6 for two-dimensional domain walls, then the mechanism of wall
motion called “random bond”. In this case, defects in thin FE film locally modify the
ferroelectric double-well depth and gives rise to a spatially varying pinning potential. If
μ = 1 then there is a “random field” scenario, when defects induce a local field,
asymmetrizing the double well, there are spatial inhomogeneities in the electric field
[11]. From mathematical point of view, difference in the obtained experimental
dependencies means that in regression analysis values of independent variables v∞ and
A change from one dependence to another. From physical point of view, it means that
PFM tip determines or influences on values of typical activation energy Ua; charac-
teristic voltage Vc or v∞.

It should be noted, that for the same PFM probe temperature dynamics of radii-time
dependences predicted by Eq. 3 should be retrieved in assumption that values of
independent variables v∞, A and μ don’t change with temperature. Otherwise, it could
mean an alteration of domain wall driving mechanism with temperature (in case of
changing μ), or modification of “PFM tip – film surface” contact properties (in case of
changing v∞ and A), as it was obtained for measurements radii-time dependences at
room temperatures with different PFM probes (Fig. 2).

3.3 Experimental Results

The results of writing nanodomains by voltage pulses of different durations for several
temperatures points are shown in Fig. 3. Domains in a bottom row were written by an

Fig. 2. Two experimental radii-time dependences obtained at room temperature with two
different PFM probes of NSG03/Au series.
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application of dc voltage pulses with the duration of 1 s, in the middle - by 5 s dc
pulses and in the upper row - by 20 s dc pulses. It could be seen, that domain diameter
increases with increasing dc pulse duration at both temperatures.

3.4 Theoretical Analysis of the Experimental Results on Temperature
Dynamics of Nanodomains in Thin PZT Film

Theoretically calculated with Eq. 3 radii-time dependences for temperatures 300, 200,
100 and 50 K in case of fixed values of v∞, A and μ in all temperature range is given in
Fig. 4.

Experimental results of domain size dependence on the dc pulse duration in the
range of 1 ms–100 s for temperatures 120 K and 300 K are presented in Fig. 4a. As it
could be seen, experimental data on temperature dynamics of radii-time dependences
doesn’t correspond to the theoretically predicted one (Fig. 5).

We consider several reasons, which could lead to the discrepancy between expected
and observed temperature dynamics of radii-time dependences. First, we take into
account changing the dielectric properties of a thin PZT film with temperature.

a b

c d

Fig. 3. Written domains in thin PbZ0.3Ti0.7O3 film visualized by PFM: a – amplitude and b –

phase of measured PFM signal at T = 300 K; c – amplitude and d – phase of measured PFM
signal at T = 120 K.
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This should change an electric potential on a film surface, what, in turn, will influence
on the approximation of experimental results with Eq. 3. Nevertheless, modeling this
situation didn’t improve the situation. Taking into account changing of the PZT film
dielectric properties led to the proportional lift of the approximation curves and doesn’t
change the character of the radii-time dependence. Another possible reason of dis-
agreement between theoretical and experimental results could follow from the presence

Fig. 4. Theoretically predicted radii-time dependences for temperatures 300, 200, 100 and 50 K.

a b

Fig. 5. a – the experimental radii-time dependences (rhombus and squares respectively) at 300
and 120 K and its approximation curves with Eq. 3 in assumption of fixed values of v∞, A and μ;
b - the experimental radii-time dependences (red and green respectively) at 300 and 120 K and its
approximation curves with changing values of v∞, A and μ. (Color figure online)
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of an additional layer on the sample surface. It could be a layer of ice formed due to the
adsorbed water layer on the sample surface at room temperatures. All measurements
were done in a helium atmosphere, not in ultrahigh vacuum, so, we can’t except the
presence of water layer on the surface. Dielectric properties of an ice layer change [16]
with temperature causing the transformation of the “PFM tip – PZT surface” contact
properties. We took into account this circumstance in our model (Fig. 1), adding a layer
on the film surface with dielectric permittivity different from the film one. Dependence
of the dielectric permittivity of this additional layer on temperature was chosen
according to the temperature dynamics of dielectric properties of ice [16]. Thickness of
the layer was set to 1 nm. Several cases were analyzed: PFM tip is on the layer, PFM
tip penetrates on the entire depth of the ice layer. For both situations electric potential
distribution on the sample surface was reconstructed and used in the regression anal-
ysis. Results of modeling is shown in Fig. 5a. It could be seen, that taking into
consideration an additional surface layer on the FE thin film, leads to changing the
slope of the approximation curves, but still don’t explain the observed experimental
results. Thus, we couldn’t find a physical reason for the difference in the predictable by
theory and experimentally obtained temperature dependence of radii-time dependences.

From mathematical point of view, it was possible to approximate experimental data
on temperature behavior of FE domain sizes on the duration of applied dc voltage
pulses only in the assumption that all independent variables change with temperature
(Fig. 5b). In comparison with the results of the approximation at room temperature,
where using different PFM tips led to different radii-time dependences, but for that
approximation changing only two of independent variables v∞ and A was required. For
taking into account temperature dynamics of radii-time dependences, all three inde-
pendent variables have to be altered for satisfactory approximation. Importantly, from
the regression analysis of experimental results it is follow that the value of μ parameter
changes from 1 at room temperature to 0.5 at T = 120 K. This fact indicates on
switching the mechanism which drive the domain wall motion at low temperatures
from random-field (at room temperatures) to random-bond scenario. Experimental
results of nanodomain writing at 4.2 K give an additional evidence to this conclusion.
We found that even at this temperature it was possible to write domain by applying dc
voltage pulses between the PFM tip and the bottom electrode of the PZT film. But in
this case, experimental radii-time dependences are also not in agree with theoretically
predictable ones.

4 Conclusions

In the present work we demonstrate the possibility to write and visualize FE nan-
odomains in thin PbZr0.3Ti0.7O3 film with a sharp PFM tip in the temperature range
starting from 4.2 K and up to room temperature. It was demonstrated that experimental
dependences of domain sizes on the duration of applied dc voltage pulse even at room
temperatures are strongly influenced by the PFM probe parameters. Due to the dis-
persion in the PFM cantilever sizes, what is considered to be acceptable for most
application of PFM technique, the results of nanodomain writing depend on the PFM
tip parameters and are not reproducible. Temperature dynamics of experimental
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radii-time dependences doesn’t follow the theoretically predicted one. We consider this
fact as an evidence of changing the mechanism responsible for the domain wall motion
at low temperatures.
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Abstract. This paper presents the results of the generalization of the problems
of the constructive synthesis (CS) and finding of factors influencing the band-
width of synthesized small electrical size radiators. Definitions of various types
of synthesis problems are collected, the definition of the CS is given and tasks of
the CS of wideband radiators are defined. Thec paper includes a thorough
analysis of small size wideband antennas of various types, discusses the causes
of the bandwidth increase that are mainly due to the use of special techniques
influencing the bandwidth. Potential capabilities of minimization of dimensions
of various types of radiators are shown. Various methods of synthesis are
compared using real world problems as examples. Main differences of the CS
from parametric and structural-parametric synthesis are given. Strong and weak
points of methods proposed by various authors are shown.

Keywords: Constructive synthesis � Structural-parametric synthesis �
Geometrical shape of a radiator � Optimization methods � Target function

1 Introduction

Antenna synthesis is an inverse problem of electrodynamics, consisting of finding a
system of sources creating electromagnetic field with the required structure [1]. Clas-
sical applied problem of radiating system synthesis is to find the field distribution
producing the radiation pattern that satisfies the given requirements [2–7].

Therefore, the classical definition of the antenna synthesis problem is – to find the
amplitude and phase distributions of current over the aperture of an antenna (internal
problem) that creates the desired (given) radiation pattern (external problem).

Constructive antenna synthesis, in contrast with conventional approaches to syn-
thesis, is a pure internal electrodynamics problem – finding of the geometric shape of a
radiator that is smaller than one wavelength in size and has the electrical parameters
that lies within predefined limits. The limitation on the size is set because large
antennas can be classified as continuous or discrete antenna arrays for which the
synthesis methods are already well developed.
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Currently the constructive synthesis is mainly used to find the current distribution
over the surfaces of electrically small wideband radiators for which the natural
impedance matching (without the use of special matching circuits) over the very wide
operating frequency band (up to a decade) is the most important characteristic.

While many variants (types) of prototype radiators exist, not all of them are suitable
for the application of the CS because some of them may have inherently narrow band
features in their construction. Also most variants of simple antenna optimization (in-
cluding geometrical shape optimization) cannot be considered the CS if some specific
features of the CS are not present. Therefore, it is important to consider what differ-
entiates the constructive synthesis from other methods.

2 Preliminary Definitions

Currently there are several standard terms describing the synthesis problems.
Parametric synthesis – the process of selecting the parameters of the elements of a

synthesized object that satisfy a technical specification [8].
Structural-parametric synthesis – the process of finding the structure of a system

and selecting some parameters of the elements of the structure that satisfy a technical
specification [9].

Synthesis of radiating systems – the process resulting in finding the physically
realizable field distribution over the aperture plane of an antenna of known geometry
and type that produces a specified radiation pattern [2].

Synthesis of radiating systems (antenna arrays) includes the solution of several
problems.

1. Antenna array synthesis that includes finding the size and shape of an antenna array
and the amplitudes and phases of currents in the array elements starting from the
specified radiation pattern [4].

2. Constructive antenna array synthesis that includes finding all dimensions of an
antenna array that influence the electrical performance and produce a draft or
drawing of the array. The term constructive synthesis of radiators implying the use
of different mathematical apparatus was introduced to show the difference between
the constructive synthesis of antenna arrays and small electrical size radiators.

None of the above definitions is suitable to describe the synthesis of electrically
small antennas. Structural-parametric synthesis has a goal of finding the structure
(construction) of an object and values of the elements of this structure and seems
similar to CS.

Synthesis of radiating systems including CS is represented only by the antenna
arrays. To avoid confusion, it is possible to formulate the problem of CS of wideband
radiators in the similar way.

The task of constructive synthesis of wideband radiators can be formulated as
follows. The type of a radiator is known, the requirements to its size, bandwidth and
SWR are given. The task is to find the design of an antenna with such distribution of
current that achieves the required SWR for a given impedance of a feeder.
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Unlike the classical theory of radiating system synthesis in case of constructive
synthesis of wideband radiators there are limitations on (radiation pattern) because of
fundamental limitations existing for all electrically small radiators. These antennas may
only have low directivity. Impedance matching with a feeder is important for electri-
cally small antennas.

Currently constructive synthesis is used to modify some structural regions of an
antenna of a given type that are mainly responsible for its natural matching with a
feeding transmission line.

3 Design Features of Wideband Antennas Used
in Constructive Synthesis

The task of increasing the bandwidth of antennas is very important. Usually at the same
time it is desirable to decrease the size of an antenna in at least one of its spatial
dimensions. This is achieved using various optimization algorithms or by simple
variation (often based on intuition) of one or several structural parameters and mea-
suring the influence of these changes on the reflection coefficient and trying to achieve
good natural matching. It is interesting to examine wideband antenna designs in search
of hidden potential capabilities helping to reduce their size if necessary.

For example [10], describes an antenna consisting of a monopole surrounded by
dielectric rectangular bars forming a bird’s nest like structure. The antenna is naturally
matched over 4.2…6.7 GHz frequency band. Its dimensions are about 0.25*0.8 of the
average wavelength. It has a conical radiation pattern with relatively constant shape at
all operating frequencies and circular polarization.

The antenna is excited by a 13.5 mm high monopole. Since the average wavelength
is 55 mm the monopole is about one fourth wavelength high. It is likely that the
widening of the frequency band is achieved by placing dielectric slabs in the near field
region of a monopole. Secondary field created by a dielectric spiral has such a strong
influence on the antenna’s input that the bandwidth of the whole system is significantly
increased, the polarization becomes circular and the radiation pattern becomes similar
to the one of a spiral antenna.

Here we can see the application of one of the fundamental properties of wideband
antennas – the independence of angular shape from linear scaling which is used in
spiral antennas. This feature is described in [11]. From the point of view of CS, it is
also evident that the excitation by a narrow band monopole is limiting the potentially
possible bandwidth and thus it is unsuitable as a CS prototype. Thus this peculiarity of
design results in a narrowband effect limiting the bandwidth to an unimpressive figure.

Another approach to bandwidth increase is to intuitively add various distributed
capacitive (or inductive) loads to an antenna. For example [12], presents a slot antenna
etched in a conductive plate operating over 1.16…2.09 GHz frequency band.

Probably the bandwidth increasing effect in the initially narrowband (slot) antenna
is achieved by adding a reactive load on the top. The influence of the load provides
twofold increase in bandwidth. Here we see that the slot antenna itself is limiting the
bandwidth but the effect of the top load is very instructive.
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Often reactive loads are combined with the ultra-wideband parts of a system thus
intuitively increasing the electrical length of an already wideband antenna. An example
of this approach can be found in [13] where an antenna consisting of a conductive body
of revolution and a parasitic ring shunted to a plane of the finite size is presented. The
2.15…14 GHz bandwidth is impressive, the size is relatively small (the height is
10 mm), the radiation pattern is similar to a monopole’s.

Wideband effect is present from the very beginning because of use of an
ultra-wideband element working together with the large size (compared to the wave-
length) top capacitive. However, this is not enough and additionally the excitation
region is separated by a circular slot reactively influencing the field. Finally, the
addition of a 3-dimensional wideband monopole in the center amplifies the wideband
effect which is improved by the top load. The ‘lengthening’ effect of the top load results
in lowering of a low frequency limit, the cone shape of the central element results in the
increase of a high frequency limit. The lowering of the input impedance is achieved by
the widening the monopole, additional shunt ‘inductances’ parallel to the input of the
antenna decrease the imaginary part of the input impedance. Here the three design
features are mutually increasing the wideband effect. These features are a 3-D mono-
pole (most important), top reactive load and shunt loads. However, in this case the CS
also most likely will not be able to help to improve the design since the presence of a
ring around the monopole is a narrowband factor. It is likely that the authors have
reached the wideband limits of such a structure.

Some publications present good solutions that can be achieved relatively quickly by
applying the CS. One example is [14] where three low profile unidirectional antennas
are investigated. They have 2…15 GHz bandwidth and reflection coefficient of
−10 dB. The length of all antennas is 140 mm, the sizes of the top side of the triangle
are 58, 100 and 166 mm. The angles near the feed point are 60, 90 and 120°.

This is a curved planar triangular antenna with remote ground plane (the electrical
distance to the shield is practically constant at any frequency) giving stable unidirec-
tivity. This is a typical example of the requirements to the CS: to increase the band-
width keeping the radiation pattern constant. The authors achieved optimal design by
varying two parameters – the angle near the feed point and the radius of curvature of
the loop formed by the ground plane and the body of the radiator – which can be done
very fast if the CS is used. Unlike the previous example the use of a ground plane here
is justified since it is necessary to achieve unidirectivity.

Three main design features helping to naturally match an antenna with a trans-
mission line can be found from the above examples: the presence of a wideband
element (equiangular, self-complementary), top capacitive load lowering the frequency
and reactive elements (shunts, rings, slots) placed close to the radiator. Bad design
features include the presence of narrowband elements connected to a feed line, fixed
shields, etc.

It is reasonable to ask how the CS can be differentiated from parametric and
structural-parametric synthesis. Can any optimization be called the CS? This question
will be discussed in the next section.
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4 Examples of Automated Design of Wideband Antennas
that are Not Constructive Synthesis

Optimization of two-arm Archimedean spiral antenna in [15] is an example of the
parametric synthesis. The optimization goal is to achieve distortionless radiation of an
ultra-wideband pulse at any angle. The variable is: the angle between the radius of a
spiral and the tangent to its surface. The structure in this case is a spiral, the parameter
is the angle, and the result is the radiation pattern.

A good example of the structural-parametric synthesis is described in [16]. It is
possible to see the main difference of this synthesis from CS.

The goal is to use the method of moments (method of analysis) and the genetic
algorithm (method of synthesis) to get the output current in the form of an
ultra-wideband pulse proportional to the incident field and at the same time achieve the
low sidelobe level of the radiation pattern.

Here the structural-parametric synthesis of an ultra-wideband antenna with resistive
insets is performed. The variable parameters are the values of the resistors. The
structural parameter is the distance between the legs of the antenna. Without the
resistors that would have been the constructive synthesis.

One of the first articles showing the transition from parametric to constructive
synthesis was written by Johnson and Samii [17] and discusses the combination of the
method of moments and the binary genetic algorithm applied to the search for the
optimal design of a microstrip antenna (MSA). In the paper the design of a prototype
antenna – a solid rectangular plate above the ground plane and naturally matched over a
very low frequency band – is optimized to achieve double band matching at two
frequencies selected by the authors. Modification of the MSA consisted of creating
holes in it based on the results of work of the genetic algorithm. The objective function
included several frequency points near the desired frequencies in which the mini-
mization of the reflection coefficient was performed. In this case it is possible to find
some distributed “RLC-parameters” that can be varied. It may sound strange but they
are actually the holes of a fixed size made in random places. If the position of even one
hole is changed the structure (shape) of the whole antenna is changed and its properties
are significantly altered. If the mutual position of several holes is changed then it is
hard to predict what shape of the prototype will give the desired result and the synthesis
can be called construction synthesis.

The parametric synthesis of antennas is the simplest type of synthesis producing
poor results. The influence of the structural-parametric synthesis of antennas is more
complex. It can produce good results, but requires more time and resources since the
number of controlled variables is small. Constructive synthesis is the most effective. It
assumes that the structure of the antenna which does not have any lumped parameters
will be changed. Since it has fundamental influence on all the distributed parameters of
an antenna it produces good results in shorter time provided that the right prototype is
selected.

Therefore, the main differences of CS from other types of synthesis are: the absence
of lumped parameters, optimization algorithm changes many distributed parame-
ters described by independent variables. These parameters can influence the target
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characteristic of an antenna (for example its matching with a feeding line over some
frequency band). If the size of an antenna is increased to more than one wavelength CS
transforms into constructive synthesis of continuous antenna arrays.

5 Examples of the Constructive Synthesis Problems

The term constructive synthesis allows differentiating between the synthesis of an
electrically small antenna and the synthesis of a large radiating aperture.

The paper [18] presents the constructive synthesis of the geometrical shape of an
asymmetric antenna. The shape is defined by several points connected by a spline. The
shape of the rectangle playing the role of the ground plane is also varied. Authors call
their method the synthesis of geometry.

1. There is a prototype antenna (a monopole with the top load);
2. There is a combination of analysis and optimization methods;
3. There are many distributed parameters defining by the antenna’s shape;
4. There is an objective function – the absolute value of the reflection coefficient;
5. There are additional indirect characteristics influencing the main one – transfer

coefficient of the communication channel and group delay;
6. The size of the antenna is limited to keep it electrically small.

The authors formulated the objective function containing the equations for the
target characteristic of the antenna and additional characteristics describing the com-
munication channel. All this and the limitations on the bandwidth and control vari-
ables’ values reduced the search space significantly. They analyzed the dependence of
‘quality indexes’ on the number of control variables and found the ‘optimal’ number of
control points for this geometrical shape (the number is 7).

From our point of view, the problems of this work leading to a poor result (the large
size of the synthesized antenna – the height is 0.7λ average, the narrow frequency band
(the frequency ratio fmax / fmin = 2.25)) are:

1. Bad selection of the prototype in which the features potentially widening the fre-
quency band have little influence (top load, capacitance of the low part of the
antenna). The spline used by the authors cannot produce for example a shunt, also it
is impossible to achieve self-complementarity and current cut-off features;

2. Bad selection of the optimization method that works poorly in case of a large
number of controlled variables;

3. Bad idea to formulate a part of the objective function in the form of an integral. The
precision of numerical integration depends on the number of points used and since
the frequency band is wide (2…9 GHz) the number of points may be large.

Slightly other goals were set in the paper [19] where the CS of an antenna of a
simple geometrical shape – an isosceles triangle is presented (Fig. 1). Here some
features of the CS are present, including the following:

722 R.U. Borodulin et al.



1. There is a prototype;
2. There is a combination of the finite element method (method of analysis) and

Quasi-Newton method of optimization;
3. There are two independent control variables defining the width and height of the

triangle;
4. There is an objective function – the limited SWR;
5. The size of the antenna is limited to keep it electrically small.

The result of the synthesis is the ratio of high to low frequency of three with the
minimization of the triangular monopole height without any limitations on its width.
The positive effect of using a small number of parameters for a triangular flat antenna
of a limited size was shown.

The results proved the wideband efficiency of the prototype that has specific
constructive features potentially influencing the bandwidth (Fig. 2). The sum of these
features led to the desired geometrical shape, confirming in practice the independence
of the angular parameter for this type of an antenna since the optimization algorithm set
the angle at the feed point close to 90°. The current cut-off effect was also demonstrated
(the limitation on height resulted in the limitation on the lowest operating frequency).
The large size of the final structure (height 0.9λaverage) showed low efficiency of using
a small number of control variables.

The benefit of the presented approach is the possibility of using fast optimization
methods to synthesize structures described by a low number of independent control
variables.

The same results could have been achieved by the structural-parametric synthesis
by taking the coordinates of the corner point at the top of the radiator as a variable
parameter. In our case the problem suitable for structural-parametric synthesis was
solved by the CS which shows backward compatibility of the methods.

These results were taken into account in the paper [20] in which a planar antenna
with a complex shape consisting of a triangular base and two trapezoidal segments was
investigated (Fig. 2).

Fig. 1. The model of a triangular antenna inside the solution box and its bandwidth.
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Eight independent control variables were selected. The shape of the trapezoids
allows achieving current cut-off producing overlapping sub-bands. The goal of the
synthesis was to achieve the minimum height of the planar antenna having the highest
to lowest frequency ratio of three with geometrical shape defined by a large number of
control variables. All the features of the constructive synthesis listed above are present.
Additionally, the indirect characteristic, influencing the main characteristic (limited
SWR over a frequency band), that is the antenna’s height was taken into account. After
287 iterations of the genetic algorithm sufficiently good results were obtained (Fig. 3).
By the way several good shapes were obtained but the most practical was selected
(Fig. 4). The height of the synthesized antenna is 0.375λaverage, the maximum width –

0.4λaverage. The radiation pattern in the high frequency part of the frequency band was
checked after the synthesis: it was close to a toroidal shape that is characteristic for
monopole antennas which was to be expected for a small size antenna.

The drawback of the method is again the form of the objective function, requiring
many frequency points and thus influencing the duration of the optimization.
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Fig. 2. The prototype and the final shape of the planar antenna.
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It may seem that the CS is good only for the synthesis of flat structures but this is
not so. The CS of a more complex antenna was performed in [21] using the finite
element method and genetic algorithm (Fig. 5).

The goal was to increase the bandwidth of a unidirectional antenna intended for use
in the antenna array of a base station and consisting of several flat panels. The base
station serves an area where customers may be at any position. The area is formed by
the radiation patterns of all the panels. Therefore, the size of array element in this case
is very important (see Table 1).

The task is typical for the CS but there is one obstacle – the presence of the ground
plane. However, it is impossible to get rid of it in a unidirectional antenna. The positive
factors are the presence of the distributed reactive elements and a large number of
control variables. The principles of self-complementarity, equiangularity and current
cut-off were not used and the bandwidth increase was small (Fig. 5). During the
optimization the size of the antenna was reduced (Table 2) but the large number of
frequency points used in the analysis increased the use of resources.

The construction synthesis is not limited to the presented examples because it can
also be used to take into account the influence of a large object on which the electrically
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Fig. 4. The synthesized antenna and its SWR over a frequency range.
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small antenna is installed on the antenna performance. For example [22], examines a
radiator used on a railway carriage.

The task was to place a wideband omnidirectional antenna under the roof of a
railway carriage and that put significant limitations on the antenna’s height. The CS
method used was based on the combination of the time domain finite difference
(FDTD) method and gradient Quasi-Newton optimization algorithm. The problem was
to achieve an omnidirectional radiation pattern of an antenna installed on an object
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H2
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a 0,5X2
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μ2, ε2
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Antenna feed  

Fig. 5. The prototype and the results of CS of a planar antenna.

Table 1. The ranges of change of controlled variables.

X vector component Geometric parameter of
synthesizable construction

Interval and step of synthesis

h1 H1 Const
h2 H2 20–45 mm with step 7.5 mm
h3 H3 5–20 mm with step 5 mm
x1 X1 60–180 mm with step 15 mm
x2 X2 30–75 mm with step 10 mm
y1 Y1 40–90 mm with step 15 mm
y2 Y2 30–75 mm with step 10 mm
d d 30–70 mm with step 10 mm
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influencing its radiation pattern. At the same time the antenna must have the wide
frequency band. A conical antenna with shunts was taken as a prototype (Fig. 6). All
features of the CS are present.

The required shape of the antenna was determined by varying the parameter ψ – the
angle near the feed point and by minimization of the parameter h – the height of the
antenna (Fig. 7). The shunts here are adding mechanical strength and slightly flatten the
radiation pattern compensating for the influence of a long carriage.

The optimization was repeated producing the wideband antenna with improved
radiation pattern (Fig. 8). Here is an example of excellent effect of ‘helping’ factors in
case of limited search space and limited CPU power. This fact shows the effectiveness
of the proposed method of the CS.

All the above examples were tested experimentally using real antennas and the
results were better than expected. In the area of ultra-wideband (UWB) antennas good
results were also achieved (ten times ratio of the highest to the lowest frequency) that
cannot be presented here due to size limitations. One thing is for sure: the application of
the formulated principles of the CS can significantly speed up the effective search for
optimal design of an electrically small antenna. However, one significant drawback is
present: the need to take into account the large number of frequency points in an
objective function during the CS process.

Table 2. The synthesis result.

Geometric parameter synthesizable
construction

Size before
optimization

Size after
optimization

H1 Const (65 mm) Const (65 mm)
H2 40 mm 27.8 mm
H3 15 mm 9 mm
X1 115 mm 108.5 mm
X2 50 mm 31.5 mm
Y1 75 mm 54.7 mm
Y2 50 mm 32 mm
d 60 mm 42.5 mm

r

h
/2

shuntshunt

Fig. 6. A conical antenna with shunts placed under the roof of the railway carriage and its
distributed parameters that are subject to optimization.
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6 Conclusion

Definitions of various types of synthesis techniques that find use in antenna synthesis
are given in the paper. The definition of the constructive synthesis is given and the task
of constructive synthesis of wideband radiators is formulated. The main difference from
constructive synthesis of antenna arrays is shown. The difference is in the small
electrical size that leads to the change in mathematical tools.

Various wideband antennas were analyzed in order to find main factors that can be
used in synthesis to produce quantitatively better result in less time and using less
computational resources. The factors include the independence of angular parameters
of linear size, the principle of self-complementarity, the principle of current cut-off and
the influence of reactive impedances.

max0,205r λ=

ψ/2

Fig. 7. Transformation of the synthesized conical antenna

Fig. 8. The SWR over a frequency range and the radiation pattern of a monopole with shunts
placed under the roof of the railway carriage at f = 30 MHz
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The differences among the parametric, structural-parametric and constructive syn-
thesis of wideband antennas are shown.

Advantages and drawbacks of the constructive synthesis of antennas of various
types and frequency bands are shown as well as strong and weak points of used
algorithms and approaches. The possibility of the reduction of the dimension of a
search space using the main factors to which the synthesis algorithm is applied is
shown.

Based on the above analysis the main principles that can be used to discriminate the
constructive synthesis from other synthesis methods are formulated.

The presented methodology can be of significant help to developers of electrically
small wideband antennas and, therefore, it has significant practical value.
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Abstract. Peak power of nanosecond and sub-nanosecond high-power pulsed
optical transmitters was found to be drastically affected not only by the speed of
the avalanche switch, but also by structure and geometry of the capacitive energy
accumulator, and assembly construction. Together with trivial effect of parasitic
inductance of the entire switching loop, it was found that some capacitors, even
those designed for microwave use, are unable to release the charge in sub-
nanosecond time scale when large signal operation (high current) is required. The
problem was successfully solved using specially developed surface-mounted
capacitors utilizing high-quality silicon nitride using plasma-deposition method.
Finally miniature capacitors permitting direct assembling with avalanche tran-
sistor chips and laser diode with minimum possible (*1 nH) parasitic induc-
tance withstand up to 600 V and allow nanosecond 20–30 A current pulse
generation and optical pulses exceeding 30 W.

Keywords: Capacitors � Nanosecond switching transient � Electro-physical
parameters � Plasma deposition � Miniature assembly

1 Introduction

There is a need to generate current pulses of a few nanoseconds in length with an
amplitude of *10–102 A across a low-ohmic load for a number of commercial
applications. This concerns particularly the pumping of high-power broad-stripe laser
diodes for laser radars and 3-D imaging utilizing time-of-flight (TOF) technique [1, 2].
One of the simplest, cheapest and most effective ways is to make use of high-voltage
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(*300 V) avalanche transistors [3, 4], which is the state-of-the art in optical radars
(lidars) utilizing 3–10 ns in duration optical pulses from the laser diodes in 10–100 W
power range. This duration of the optical pulse becomes a bottleneck of the lidars
aiming at longest possible ranging range (preferably several kilometres) with high
(around a decimetre) ranging precision. Indeed, the bandwidth of receiving channels
based on avalanche detectors exceeds nowadays 300 MHz, and thus even 1 ns in
duration optical pulses can be easily detected without noticeable reduction in the
detector sensitivity and critical growth in the noise level. Peak power of nanosecond
and sub-nanosecond high-power pulsed optical transmitters was found to be drastically
affected not only by the speed of the avalanche switch, but also by structure and
geometry of the capacitive energy accumulator, and assembly construction. Together
with trivial effect of parasitic inductance of the entire switching loop, it was found that
some capacitors, even those designed for microwave use, are unable to release the
charge in sub-nanosecond time scale when large signal operation (high current) is
required. This problem is typical of the capacitors utilizing dielectrics with high per-
mittivity, while using “good” dielectric free of relaxation processes in nanosecond
range creates the problems associated with relatively high parasitic inductance intrinsic
of the capacitors of large area. Additionally a requirement of relatively high biasing
voltage diminishes specific capacitance per unite area. Resolving this trade-off is a
challenging task, which requires experimental and technological research using high-
speed, high-current switches and various capacitors, rather than a routine selection of
capacitors from different manufacturers trusting datasheets on frequency-dependent
small-signal dielectric losses. An example illustrating the trade-off discussed above is
shown in Fig. 1. The size of surface-mounted 1.25 mm × 1.25 mm capacitor chips is
smaller than the size of multilayer NP0 (2 mm in length) capacitors, and accordingly
parasitic inductance of the circuit loop including NP0 (curves 1a and 2a), found to be
about 5.4 nH, is larger than that of 4 nH for COMPEX (curves 1b and 2b). Accord-
ingly one could expect larger in amplitude and shorter in duration pulses for COMPEX
capacitors (1b and 2b). Just the opposite is the case, however: the amplitude of the
waveform 1a is larger than that of 1b for 270 pF capacitors, and for 120 pF pulse
amplitude for COMPEX (2b) is not larger than for NP0 (2a). Furthermore, smaller
pulse duration expected for smaller inductance has not been observed, and even
relaxation oscillations well pronounced for NP0 (1a and 2a) are not visible in wave-
forms 1b and 2b: a “tail” in the current manifests itself instead meaning that COMPEX
capacitors are unable releasing the accumulated charge in nanosecond scale, at least in
large-signal mode.

The stated problem has been solved in this work using the capacitors manufactured
by planar plasma-chemical deposition (PECVD) technology. Chemical reaction
SiH4 + NH3 + N2 = SixNyHz + H2 under condition of radio-frequency plasma dis-
charge at 200–400 °C is typically used for manufacturing high-quality dielectric films
combining high specific capacitance with high breakdown voltage. Previous experience
shows significant effect on the film parameters of the deposition conditions, such as
substrate temperature, feed rate of reactants into the chamber and the ratio of reactants.
Experimental selection of plasma chemical deposition parameters allows solving the
problem of masking [5], passivation [6] and permits controlling the optical, chemical
and electrical properties of the dielectric. In this study, we investigated the possibility
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of such a plasma chemical adjustment of the breakdown voltage and the specific
capacitance to build on the basis of the PECVD method capacitors to be used in
miniature pulsed nanosecond optical transmitters.

2 Samples Preparation and Measurement Procedure

Commonly, silicon-nitride films are deposited by the plasma-chemical method via the
gas-phase reaction yielding silicon nitride (SiH4 + NH3 + N2 = SixNyHz + H2), which
occurs under plasma-discharge conditions at substrate temperatures of 200–400 °C. It
should be noted that silicon nitride obtained under the deposition conditions recom-
mended by the equipment manufacturer demonstrated an unexpectedly high etching
rate in the buffer etchant, despite a good refractive index (*1.95). The good optical
properties of the insulator do not guarantee its quality as regards the stoichiometry and
presence of impurities responsible for the high etching rate.

In [7], the composition of plasma-chemical silicon nitride was discussed and the
possibility that it contains hydrogen (up to 40 at.%) chemically bonded to silicon and
nitrogen atoms in various proportions was noted. To verify this hypothesis, we fabri-
cated a set of samples with varied technological-process parameters. Silicon-nitride
films with a thickness of 0.2 μm were deposited onto silicon wafers. The deposition
temperature (200–320 °C) and the flow-rate ratio of monosilane and ammonia
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Fig. 1. Current pulses measured in a low-inductance loop involving 1 ohm load, an avalanche
transistor and two different capacitors: multilayer ceramic capacitors of 2 mm in length with NP0
ceramic type, and surface-mounted COMPEX (types C-100 and C-120, 1.25 × 1.25 mm)
capacitors.
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(0.14–1.3) were varied. The discharge power and the working pressure in the reactor
were maintained constant. Figure 2 shows how the refractive index of a silicon- nitride
film depends on the flow rate of ammonia at a constant flow rate of monosilane at
various temperatures. It can be seen that the optical constants of the insulator greatly
depend on the technological process parameters. Next, we investigated the dependence

Fig. 2. Dependence of the refractive index of silicon nitride on the ammonia feed rate to the
reactor.

Fig. 3. The dependence of the dielectric loss tangent of the refractive index of the silicon nitride.
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of the breakdown voltage, the specific capacitance and dielectric loss tangent of the
refractive index shown in Figs. 3 and 4.

Fairly complicated relation between breakdown voltage and specific capacitance is
apparently associated with a configuration of hydrogen bonds in the molecule of silicon
nitride [7]. It is obvious from the dependences shown in Figs. 3 and 4 that refractive

Fig. 4. The dependence of specific capacitance corresponding to sample area of 1 mm2 (right)
and the breakdown voltage (left) for the dielectric film thickness of 0.2 mkm.

Fig. 5. Photo capacitor chip
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index of 1.85 is optimal for use in the capacitors, as it combines minimal dielectric loss
tangent with high breakdown voltage at reasonably high level of specific capacitance.
Corresponding technological conditions were further implemented for manufacturing
the capacitors to be used in the current driver assembly. For the capacitors manufac-
turing low-ohmic Si substrate was thinned down to 100 µm, the dielectric of 0.6 µm in
thickness was deposed ensuring 600 V breakdown voltage suitable to any type of
avalanche transistor (typically operating in the range 100–300 V). Vacuum deposition
of the metal on the dielectric followed formation of the galvanic layer of 3 µm in
thickness completed processing of upper contact. Second capacitor plate was formed
by making ohmic contact to Si substrate. Photolithography and chemical etching were
then used for manufacturing the capacitors of required size (shown in Fig. 5).

3 Results

Shown in Fig. 6 are nanosecond current pulses for pumping pulsed laser diodes
achieved using the capacitors developed here. The results obtained using other com-
mercially available capacitors are shown for sake of comparison. One can see that
specially developed capacitor allows unique current pulse above 60 A in amplitude to
be achieved at very moderate pulse duration of 2 ns, which is significantly higher than
that achievable from NP0 due to large parasitic inductance intrinsic of technology of
this capacitor. Unlike that COMPEX surface-mounted chip capacitor allows as low
parasitic inductance as 1.7 nH to be achieved in the assembly. Used there dielectric
quality does not suite the task, however, thus broadening the pulse up to 2 ns even at as
low capacitor value as 290 pF and inductance of 1.7 nH. Also the current pulse
amplitude remains fairly low due to dielectric properties.

Chip of 300 V avalanche transistor was used in an assembly with surface-mounted
load resistor and a capacitor. The capacitor values for each capacitor type were selected
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Fig. 6. Current waveforms recovered numerically from the voltage measured across 1 Ω load
resistor on account of its parasitic 0.8 nH inductance.
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for obtaining the same duration of the current pulse of 2 ns. Specially developed here
surface mounted capacitor (curve 1) as well as COMPEX (curve 3), allows the parasitic
inductance of the circuit loop to be diminished down to *1.7 nH. Multilayer ceramic
capacitor NP0 increases the total parasitic inductance to 2.8 nH due to its geometry and
large size.

4 Conclusions

We thus conclude that no of commercially available capacitors can be recommended
for nanosecond, high-power laser transmitter due to insufficient dielectric quality or
large parasitic inductance due to large size and non-optimized construction. Specially
developed here capacitor fits the task best and can be recommended for use in
high-power transmitter when the pulse duration below 3 ns is required, which seems to
be optimal for long-distance decimeter-precision radars.

This work was performed under the government order of the Ministry of Education
and Science of RF.
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Abstract. The paper gives insight into the importance of economic evaluation
of investments in Russian telecommunication companies. Qualitative case
studies are based on scenario approach with risk analysis. The results include:
risk classification of telecommunication companies in Russia, quantitative risk
assessment; non-systematic risk premium assessment for mobile telecommuni-
cation services in Russia; quantitative evaluation of the major indicators of
investment efficiency for telecommunication services.
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1 Introduction

At the moment there is serious progress in development of the Russian telecommuni-
cation network. Moreover, mobile communication systems experience an outstripping
rate of growth. Appearance of mass market, which uses services of telecommunication
companies, does not only require supporting the old ones, but also applying new
marketing and technology approaches. Hence, research into investment activities aimed
at development of the telecommunication infrastructure is becoming really important
[3, 7, 9, 10].

The following ones are used as indicators of telecommunication investment effi-
ciency: discounted payback period (PB), internal rate of return (IRR), net present value
(NPV), profitability index (PI) [2, 4–6, 8].

None of these indicators individually is sufficient to determine efficiency of a
project, so a decision about investment in the project must be taken given all the
indicators.

When defining the efficiency of investment in mobile telecommunication systems,
on-coming costs and performance are estimated within the limits of the calculation
period (time horizon), which is 8 years in length [1, 7, 11]. The selected length of the
calculation period correlates with the life of the core process equipment of the mobile
network system and adequately reflects the changing trends in investment activities of
mobile telecommunication companies, allowing estimating the projected values of the
investment efficiency indicators.
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When defining commercial effectiveness, real cash flow (balance of operating,
investment and financial activities) acts as an effect at every stage of calculation. It is
defined in order to estimate if the cash is sufficient for funding all the expenses needed
for investment, production and financial activities of a telecommunication company.
Positive balance of real money is a necessary criterion of investment project efficiency
[1, 5, 7].

2 Main Points

The paper sees into 4 scenarios of a company’s investment activity in the telecom-
munication market (all calculations are limited with the market size of 9000 people):

• scenario 1 – monopolistic limited market (6000 people) without any capability to
expand. The size of profits increases (due to a growing number of subscribers up to
a possible maximum) in case the prices of “phone conversations” remain unchanged
and after that it becomes constant;

• scenario 2 – differently from option 1, a competitive market is reviewed. So, in
order to hold the market whose size is 6000 people, every year 0.5 % fall in prices
is provided for;

• scenario 3 – differently from option 1, the market can be expanded up to 9000
people;

• scenario 4 – differently from scenario 3, a competitive market is reviewed. To hold
the achieved size of market, a fall in prices is provided for, similarly to scenario 2.

When redistributing the investment needed for servicing the market whose size is
9000 people, the following things are taken into account: the geographical zone of
mobile network location; construction of cell sites, a commutation center and infor-
mation security services.

Figures 1 and 2 show changes in real cash flow as running total and in profit margin
for all the scenarios of investment activities depending on the competitive situation in
the telecommunication market. These indicators have been chosen due to their highest
importance for evaluating the financial standing of a mobile network operating
company.

Figures 1 and 2 give evidence that:

• profit per unit has a constant value for scenarios 1, 3 and goes down for scenarios 2, 4;
• decrease in profit per unit (scenarios 2, 4), caused by decrease in prices of mobile

telecommunication services due to the existing competition, does not result in a fall
in real cash flow;

• despite the fact that the size of the market, profits and costs are invariable, the
potential of the telecommunication company is growing by total amount of money
resources (scenario 1);

• expansion of the monopolistic and competitive market (scenarios 3,4) by 1.5 times
results in real cash flow growth by 45 % and 57 % in relation to the indicators of
scenario 1 and scenario 2 respectively.
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An investment development project of a mobile telecommunication company aimed at
expansion of the size of mobile services is conceived based on quite definite presup-
positions about investment and current costs, sales volumes of mobile telecommuni-
cation services and their prices, time frames of the project. Independently on the quality
and validity of these presuppositions, future course of the events related to carrying out
the project is always ambiguous. Therefore, it is necessary to review uncertainty and
risk aspects.
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Assuming that the major characteristics of an investment project are cash flow
elements and discount factor, risk assessment is done by amending one of these
parameters.

The size of discount rate depends on three major factors:

• availability of different sources of capital, which require a different level of
payment;

• need to consider the value of money in time;
• risk factor of estimated earnings.

The following ones are methods of discount rate adjustment: production of a discount
rate cumulative model, CAPM (Capital Asset Pricing Model). The discount rate is
defined according to the cumulative model as a total of the risk-free discount rate and
premiums for every risk factor, associated with this project.

e = ef +
XI

i¼1

ri ð1Þ

where e – adjusted discount rate; ef – risk-free discount rate; ri – premium for i-th type
of risk.

In the best practice, the rates for long-term public debt securities (promissory notes,
bonds) are used as a risk-free rate, which is the basis for assessing risk level. In the
conditions of the Russian market the rate for investments with the lowest risk can be
accepted as a risk-free rate.

The size of risk premium considers country risk, risk to lose the earnings, afforded
by the project, risk of project participants’ unreliability.

Country risk emerges in case there are non-projectable negative changes in the
economic situation due to changes in the public, investment, tax, customs or financial
policy. The premium for country risk is estimated according to the rankings of the
world countries by country risk level, published by German company Business
Environment Risk Index, Swiss Bankers Association, auditing corporation Ernst &
Yung.

Risk of project participants’ unreliability reveals itself in the possibility of
unforeseeable termination of the project due to inappropriate expenditures, financial
instability of the company carrying out the project, mala fides and insolvency of other
participants of the project.

Non-systematic risk is caused by engineering, technological, organizational,
financial and economic solutions, irregular fluctuations of production volumes and
prices of services and resources, social changes (Fig. 3).

To a degree, any type of risk can occur during operation of a telecommunication
company or system. In the assessment of non-systematic risks, occurring in the
activities of a mobile telecommunication company, special attention is paid to the
appraisal of novelty of the used technology, machinery and level to which the infor-
mation transfer processes are known, need for R&D, quality risk, risk of dependence on
foreign suppliers, currency risk, risk of poorly secured information transfer, which if
increased can result in ineffective work of the company. Qualitative assessment of
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Fig. 3. Non-systematic risks common for the activities of a mobile telecommunication
company, by groups
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non-systematic risks associated with an investment project carried out in a mobile
telecommunication company, as well as systematic ones, i.e. dependent on the market
condition as a whole, on potential changes of general economic nature, can be made by
a ranking method (Table 1).

Table 1. Qualitative assessment of systematic and non-systematic risks, common for operation
of a mobile telecommunication company

Type of risk Rank of risk

1 2 3 4 5 6 7 8 9 10 11
1 2 3 4 5 6 7 8 9 10

Systematic risks
Aggravation of external socioeconomic environment 1
Customs duties 1
Possession of licenses 1
Development capabilities for telecommunication
market

1

Non-systematic risks common for a mobile
telecommunication company

1

Social
Difficulties in hiring qualified staff 1
Qualification of the employed personnel 1
Intellectual risk 1
Social infrastructure in the telecommunication
company

1

Level of wages 1
Financial and economic
Appearance of alternative services 1
Change of prices by competitors, tougher competition 1
Tax growth 1
Growth in prices of components
Dependency on suppliers 1
Number of subscribers 1
Force-majeure risks 1
Currency risk 1
Credit risk 1
Service maintenance 1
Volume of sales 1
Engineering and technological
Depreciation of equipment 1
Mining and geological, climatic conditions of ambient
environment

1

Information transfer with violation of integrity,
confidentiality, accuracy

1

Defects of design and survey work 1

(Continued)
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An alternative method of non-systematic risks assessment is a technique based on
the degree to which the equipment and technologies are used and the processes are
known. In this case, risk premium can be defined by factors (Table 2).

To assess riskiness of investment in development of a telecommunication company
listed in the stock market, it is possible to apply a CAPM, according to which the
discount rate which considers risks has the following form:

Table 1. (Continued)

Type of risk Rank of risk

Lack of capacity reserve 1
Insufficient reliability of equipment (industrial risk) 1
Novelty of technologies 1
Instability of components’ quality 1
Quality of services 1
Investment
Insufficient return on investment 1
Appreciation of project costs 1
Defects of project documentation 1
Quality of observations 0 0 0 1 1 8 8 5 6 5
Weighted total 0 0 0 4 5 4

8
5
6

4
0

54 50

Number of factors 34
Weighted average value of risk 7.6

Table 2. Assessment of non-systematic risk premium for mobile telecommunication services

Factors Risk premium
increment, %

1. Need for doing R&D by efforts of a research and development or/and
design organization for over a year

8

2. Application of a new technology requiring using resources available
in the free market

3

3. Uncertainty of demand for the provided mobile telecommunication
services

0

4. Uncertainty of prices of the provided mobile telecommunication
services

5

5. Instability of demand for the provided mobile telecommunication
services

0.5

6. Uncertainty of the ambient environment during the projects (mining
and geological, climatic conditions, aggression of the ambient
environment)

5

7. Uncertainty in the process of developing the equipment and
technology being used

0
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e ¼ ef þ b� em � efð Þ ð2Þ

where e – adjusted discount rate; ef – risk-free discount rate; β – beta-coefficient; em –

yield of a mid-market block of securities.
β coefficient, which assesses investment risks, is determined on the basis of the

stock market statistics information review and is defined as:

b ¼Vpr: Van:pr:
� �

Vmar: ð3Þ

where Vpr. – range of fluctuations in the previous period from the average rate of the
company’s stocks in %; Van. pr. – range of fluctuations in the market value of stocks for
an analogues company; Vmar. – range of fluctuations in the rate of stocks for the
companies in all industries for the period reviewed.

Values of β coefficient are published by consulting agency AK&M. In case there is
need for detailed analysis, the obtained value of risk premium can be divided between
various types of simple risks.

In case the investment capital is set up from the company’s own and borrowed
funds, the discount rate is defined based on the weighted average capital cost model
(WACC).

WACC ¼
XI

i�1

di � xi ð4Þ

where di – share of capital of i type; xi – cost of capital of i type.
Thus, NPV is adjusted according to the following stages, Fig. 4.

In case there has been no selection between alternative projects, adjusted discount
rate allows assessing the level of planned cash receipts more realistically.

The research which has been carried out shows that investment in mobile con-
nection networks is a high-yielding line of business and for the reviewed options it is
$1.03–2.62 million of net present value to the initial level of investment of $515 k per
market size of 9 k people. Herein, the payback period is 6 month whereas the prof-
itability index is within a range of 4.4 ÷ 8.1.

The markets with the largest number of subscribers have an advantage (scenarios 3,
4) while the best indicators of investment efficiency correspond to option 3. According
to the calculations, definition of an average subscription fee allows obtaining high
efficiency results and, at the same time, offers an opportunity not to adjust price plans
very often.

Fig. 4. Stages for defining NPV given risk
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Risk assessment for an investment project through NPV size adjustment.
According to the global practice, there are a number of risk assessment models,

which allow adjusting NPV size. The most common are: a simulation model (scenario
method), a decision tree, sensitivity analysis, Monte Carlo method (simulation mod-
eling), cash flow probability distribution analysis.

Sensitivity analysis implies examining the change of NPV size or any other indi-
cator, which has been chosen as a key one (for example, IRR) in case the selected
factors are changing, including such ones as: costs of services as a whole and their
individual components, taxes, investment costs, volume of sold telecommunication
services, prices of telecommunication services. In the structure of costs, changes in
wages, costs of servicing the subscribers, costs of equipment can have the main impact
on NPV size.

Thus, NPV = f(x1,x2,xn), where xn- the n view factor.
A decision tree is an expanded model of sensitivity analysis, which requires

comprehensive information.
The scenario method has the following stages, which are completed for each

project:

1. Pessimistic forecast. Optimistic forecast. Most probable forecast;
2. Determination of probability for each of the possible scenarios to develop.
3. Base value modeling.
4. Determination of NPV for each forecast.
5. Determination of the range of variation and mean square deviation.

When using the scenario method to assess the degree of risk, basic elements of
probability theory are used: mathematical expectation, dispersion, mean square devi-
ation, variation coefficient.

Analysis of probabilistic distribution of cash flow allows evaluating the projected
sizes of NPV and net earnings and review their probabilistic distribution. However, this
method requires knowing the exact values of probabilities for all the options of cash
receipts, which is quite complicated in reality.

Monte Carlo simulation modeling method creates an additional opportunity when
assessing risk due to a capability to assess risk in an integrated manner on the basis of
multiple simulations of the conditions for formation of the project efficiency indicators
and their deviation from the estimated or mean value. This method helps to reveal a
correlative connection between the base values, unlike sensitivity analysis, which
studies, in an isolated manner, the effects of each factor on the final indicator. In risk
analysis uses a wide range of information is used, which can be in the form of objective
data or expert assessments. The result of risk analysis is expressed not as a single NPV,
but as a probabilistic distribution of all possible values of this indicator.

1 − Change of NPV indicator due to a change in the costs of investments.
2 − Change of NPV indicator due to a change in the volume of services provided.
3 − Change of NPV indicator due to a change in the price of services.

Review of the obtained results shows that change in the price of provided services has
the biggest impact on the change of the NPV indicator and proves that efficiency
indicators for option 3 are the best (Fig. 5).
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In case of a dramatic change of the conditions in the telecommunication market, for
example, if the prices of telephone conversations halve, the projected total profit for the
calculation period of 8 years will also halve. Moreover, efficiency indicators for option
3, with the use of average subscription fee in a competitive market, will change as
follows: NPV will fall to $1.05 million, PI – to 3.1. An investment project aimed at
development of the mobile communication network becomes inefficient by NPV
indicator with the size of the market equal to 9000 people in case the prices fall by 10
times.

However, with such a fall in prices, it is possible to project emergence of additional
demand, which causes increase in the size of market and, consequently, growth of
NPV.

3 Conclusion

As a result of the research, real cash flow has been formed with the use of an estimated
level of prices, sales receipts, costs of production and sales of telecommunication
services and investments. Based on it, the major indicators of investment efficiency
have been defined – net present value, internal rate of return, payback period, prof-
itability index – considering the risks in the discount rate built up according to the
cumulative model and so the option with the best efficiency indicators has been
selected. Sensitivity analysis of the NPV indicator has been carried out, which proves
the advantage of the selected option. A threshold level of price change has been
determined, after which an investment project becomes inefficient.
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Abstract. We developed the project risk rating (PRR) for telecommunication
companies. It provides qualitative risk scores assessment of capital expenditures
(capex) projects to rank them by severity of exposures, to check their fit into the
company’s risk profile and, ultimately, to combine projects into the efficient
project portfolio with the lowest risk given return. We discussed the definition,
functions and advantages of investment controlling and presented the reference
model of its main subsystem – project portfolio controlling responsible for
building the efficient capex project portfolio. Then, we developed the model of
PRR; worked out the example of PRR’s scorecard and discussed the advantages
of the PRR over the existing risk assessment tools in project portfolio
management.

Keywords: Project portfolio management � Risk management � Controlling �
Risk scoring models

1 Introduction

Telecommunication companies (telecoms) operate in a very complex and turbulent
business environment which has recently becomes even more competitive and
unpredictable. Capital expenditures (capex) projects of the telecoms are exposed to the
growing number of exposures: from engineering, technological and operational to
market, financial and regulatory [5]. The late discovery and evaluation of potential
threats as well as their untimely and inefficient remediation may prevent capex projects
from achieving their goals set in telecoms’ strategic plans. According to the recent poll
performed by the consulting company ‘Ernst and Young’ global telecom leaders named
lack of necessary return of investments owning to the risks in the projects as one of the
most important industry threats [3].

Our analysis of scientific literature [1, 2, 5–8, 10–13] shows that efficiency of the
project management system significantly increases if this system integrates risk man-
agement practices. Investment controlling (the application of methods of controlling in
project management) is one of the best examples of such integration [5]. However,
investment controlling is still an emerging field in project management and its theory
and practical applications need further development. Our study shows that there is still

© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 752–765, 2016.
DOI: 10.1007/978-3-319-46301-8_66



a lack of advanced risk management tools for such an important strategic field as
building and maintenance of portfolio of projects [5, 6, 11].

In this paper, we develop a model of project risks rating (PRR) for the telecom-
munication company. This tool provides the managers with the qualitative assessment
scores of project’s risks. These scores will than utilized as one of the criteria to
(1) range the projects by severity of exposures; (2) analyse the projects’ fit into
company’s risk profile; and (3) choose the best portfolio of projects with the lowest
risks given return.

2 Key Opportunities and Exposures of Global and Russian
Telecommunication Industries

The global telecommunication industry has changed significantly in the past 10 years.
These changes has been influenced by the rapid development of new technologies such
as high-speed wireless Internet, mobile devices, big data, cloud technologies, etc. while
the regulatory pressure has reduced thus stimulating new investments into the industry.

Our 2016–2020 outlook for the industry suggests that the volume of “traditional”
voice services will continue to decline while high-speed communication, video
streaming, cloud services for enterprises and Internet of Things will provide new
growth opportunities for the industry’s players. Rising competition and threats from
newcomers will remain the main challenges for the industry [3, 5]. The other chal-
lenges include (1) viability of new technologies and adoption of new products by
customers; (2) regulatory risks with regards of spectrum release framework, data pri-
vacy rules and regulators attitude to mergers and acquisitions; and (3) global
macroeconomic uncertainties [3].

Capital intensity will persist in the industry in 2016–2020; the share of capital
expenditures (capex) of revenue will sustain around 20 % [9]. The hostile environment
described above requires telecoms to develop and maintain project management system
aimed at (1) building an efficient project portfolio that will drive companies’ com-
petitive advantage but staying within the boundaries of the resource and risk appetite
restrictions; (2) regularly tracking the execution of the projects and preventing the
realisation of the risks or mitigating/curing their negative variances at the earliest
possible stage. These tasks can be solved by the new edge project management
system - investment controlling.

3 Definition and Functions of Investment Controlling

Controlling is a modern system of management which pivotal purpose is to create,
develop and maintain a competitive advantage of the company. Its advantages over the
other management systems are presented in [6].
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Investment controlling is the application of methods of controlling to project
management, the combination of processes, skills, tools and techniques, ensuring the
achievement of project goals in the highly uncertain environment. [5]. It can be utilized
both for management of a single project and of a portfolio of projects [1, 8]. The
functions of investment controlling are listed in [5]. The implementation of investment
controlling, despite of the costs, decreases the variances of actual time spent and costs
vs. the strategic plans up to 50 % [5, 6]. This helps to achieve earlier payback of
programs and projects (the components) in the portfolio as well as gaining the sus-
tainable competitive advantage to the company.

Investment controlling can be split into two parts. The first is the directional part –
project portfolio controlling (PPC) which is responsible for setting up the project
portfolio. The second is the applied part – project controlling which is responsible for
delivery of components in accordance to the strategic plan. The objectives, processes
and tools of project controlling are described in details in [5, 6]; in this paper, we will
discuss the project portfolio controlling and its risk assessment tools.

4 Reference Model of Project Portfolio Controlling

Project Portfolio Controlling (PPC) is a subsystem of investment controlling, which
facilitates decision making around which portfolio’s components should be developed,
selected and executed to maximize the economic value of portfolio and, therefore,
maintaining the company’s return on investments in line with the goals set by strategic
plan. The key objectives of PPC are: (1) increase the company’s value and return on
investment (ROI); (2) ensure strategic fit of components; (3) maintaining the com-
pany’s strategic focus; (4) ensuring efficient allocation of resources among compo-
nents; (5) keeping the desired risk profile of the portfolio; and (6) continuously
monitoring of the portfolio perfomance and making adjustments in the portoflio. The
reference model of project portfolio controlling is presented in Fig. 1.

Risk management is an integral part of this reference model. It is performed in the
following sub-processes:

Sub-process A. Screening of new components. If component’s integral risk score
exceeds the company’s risk appetite set in strategic plan for this type of components
than the component is denied.

Sub-process B. Prioritization of components and evaluation of components’ eco-
nomic efficiency. Portfolio managers quantify the component’s risks and use this
assessment as an input to evaluate the sensitivity of economic efficiency of components
(by using methods described in [1]). The component with the quantitative risk score
above the company’s tolerance level can be denied.

Sub-process C. Portfolio balancing and selection of the optimal portfolio. While
constructing the set of alternative portfolios, the managers assess the risks of (i) in-
sufficiency and/or conflict of resources to execute the portfolio. After the set of alter-
native portfolios is constricted, portfolio managers evaluate the risks scores of each
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alternative and reject those with the risk scores exceed the company’s risk appetite.
Portfolios’ risks scores are also serve as one of the criteria to choose the optimal
portfolio among alternatives.

No 

Yes 

Strategic plan Translate strategy into 

ideas and screen the 
ideas 

Identify and classify 

programs and projects 

(the components) 

Prioritize and evaluate 

components 

Forming and balancing 

alternative portfolios 
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best portfolio 

Project 
Controlling 

Strategic planning 

Approved portfolio and 
risk management plan 

Portfolio performance 
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Portfolio needs 

re-balancing? 

Re-prioritize and re-
evaluate components 
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adjust remaining 

components 
A 

Remediation plan and 
risk management plan 

B 

C 

D 

E 

F 

Fig. 1. Reference model of project portfolio controlling
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Sub-process D. Development of risk monitoring system. For the selected portfolio,
the managers develop the risk management plan and the risk monitoring system. The
latter transforms the objectives of this plan into the particular tasks both at the level
of the components and the portfolio. The system continuously monitors (i) the actual
performance of each task against the plan; (ii) the actual components’ and portfolio
risk profile vs. the desired state; and (iii) the impact of variances in components’
and/or portfolio’s risk profile on attaining the goals of the components and the
portfolio. Project controlling is responsible for execution of risk management
plan.

Sub-process E. Monitoring of portfolio’s performance. On periodical basis, as
part of comparing the actual portfolio’s performance versus strategic plan the man-
agers analyse (i) the performance of risk management plan and (ii) the actual risk
profiles of components/portfolio versus the desired state. Based on this analysis, the
managers make changes in the risk management plan and/or decide to re-balance the
portfolio.

Sub-process F. Re-evaluation and re-prioritization of components. As part of
re-evaluation of portfolio’s economic efficiency, the managers re-assess the risks of
both the components and the entire portfolio and use these assessments as criteria for
portfolio re-balancing.

The detailed description of these sub-processes can be found in [1, 8]. In this paper,
we will concentrate on development of risk assessment tool of PPC – project risk rating
(PRR).

5 Development of Project Risk Rating

The proposed project risk rating (PRR) supplies portfolio managers with the qualitative
assessment score of the risks of portfolio components. These scores are applied as one
of the criteria of (1) components screening (sub-process A); (2) selection of optimal
portfolio (sub-process C); and (3) portfolio re-balancing (sub-process F). In addition,
the ratios comprising the PRR serve as a starting point of development of pro-active
risk control indicators for the risk monitoring system (sub-process D) [5].

To construct the PRR we used the scoring model principles. In these settings, the
composite assessment of the component’s risk score is build up from the “bricks” –

qualitative scores of individual risks at the level of the project’s critical areas (per-
spectives). For telecommunication companies, we consider the following perspectives:
(1) macroeconomic environment; (2) market potential; (3) competition; (4) technology;
(5) quality of project management; (6) supply chain and logistics; (7) force majeure
events; (8) regulatory environment; (9) finance. The importance of each perspective for
the component is set by portfolio managers and is reflected in its weight (wi). The keep
the model balanced we recommend (1) to assign 20 % to financial perspectives while
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the remaining 80 % should be equally distributed among the remaining eight
perspectives.

In turn, risks at the level of each perspective are caused by various external and
internal exposures, which can be estimated by the calculation of certain indicative
variables (sub-factors). Importance of each sub-factor is reflected in its weight (σj)
which is set by portfolio managers. PRR’s formula is presented below.

PRR ¼
XN

i¼1

wi �
XM

j¼1

rJ � Ij ð1Þ

PRR – numerical score of PRR
Ij – numerical score of variable j
wi – weight of the perspective i, wi 2 [0,1],

PM
i¼1 wi ¼ 1

σj – weight of sub-factor j, σi 2 [0,1],
PM

j¼1 ri ¼ 1
N – the number of perspectives
M – the number of sub-factors constituting the perspective

Based on literature review [1, 5, 6, 13] we developed a list of possible sub-factors
for a generic telecom project. (Table 1).

Table 1. The list of sub-factors for PRR in telecommunication
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For constructing the PRR we used the following rating scale to denote the severity
of the component’s risks: very low (VL), low (L), medium-low (ML), medium-high
(MH), high (H) and very high (VH).

To get this risk severity level in accordance to the scale, the portfolio managers,
using their experience in the past projects, opinion of experts’ panel and/or consultants
(see description of methods of aligning expert opinions in [6, 11]) divide the entire set
of possible values for each sub-factor into the intervals. Each interval matches the risk
rating for the particular sub-factor (see example in Table 2).

To determine the composite risk rating of the entire component, we convert each of
sub-factor’s risk rating into a numeric value based upon the scale below (Table 3).

The numerical score for each sub-factor is multiplied by its weight (σj) with the
results then summed to produce the composite weighted factor score for the each
perspective (FRR). Then, the numerical score for each perspective is multiplied by the
weight of this perspective (wi) with the outcome summed to produce the composite
numerical PRR. The numerical FRRs and PRR then mapped back to a qualitative rating
based on the following rule (Table 4).

Table 4. Mapping numerical scores of FRRs and PRR to qualitative scores

Qualitative FRRs and PRR Aggregated perspective’s or sub-factor’s score

Very low X < 1.5
Low 1.5 ≤ X < 4.5
Medium-low 4.5 ≤ X < 7.5
Medium-high 7.5 ≤ X < 10.5
High 10.5 ≤ X < 13.5
Very high X ≥ 13.5

Table 3. Mapping sub-factors’ PRR to the risk model to numeric scores

VL L ML MH H VH

1 3 6 9 12 15

Table 2. Example of splitting sub-factor’s values into the intervals

Sub-factor VL L ML MH H VH

Minimal interest
coverage ratio (ML)

≥10.5x 7.5x–10.5x 5.5x–7.5x 3.5x–5.5x 1.5x–3.5x <1.5x
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The advantages of the PRR over the other existing risk assessment tools such as
risk charts and risks maps are:

1. PRR allows project managers to analyse components’ or portfolio’s risks at the
required level starting from individual risks at the level of each component’s per-
spective up to the risks at the level of entire component

2. By using PRR, FRR and individual ratios from Table 1, project managers can
(i) “track” the contribution of individual risks to the composite risks of project’s
perspectives and the entire project; and then (ii) allocate resources and manage-
ment’s time for risks’ mitigation more efficiently by focusing on the most significant
and menacing risks

3. The PRR’s scorecard is well understood by portfolio managers as they have been
already using these ratios in decision making while solving the other managerial
tasks. The calculation of these ratios does not require the expensive IT applications.
The source data to calculate these ratios is already contained in the company’s
management information systems

4. The ratios comprising PRR scorecard can be utilized as a base for developing of
control indicators for the risks monitoring system. The latter provides the portfolio
managers with the early warnings of upcoming threats and potential losses

6 Conclusion

In this paper, we developed a model of the project risks rating (PRR) for the companies
operating in telecommunication industry. This tool is designed to supply portfolio
managers with qualitative assessment of risks of the components (projects, programs)
of project portfolio. The PRR’s score will serve as one of the criteria (along with
economic efficiency and/or others) of selecting the best projects/project portfolio
among the alternatives.

In the first part of the paper, we analysed the key characteristics of telecommuni-
cation industry as well as the opportunities and challenges that telecoms will face in the
next 3–5 years. We demonstrate that the companies, on the one hand, will continue to
increase capital spending to capture new technological and market opportunities but, on
the other hand, will operate in a hostile environment with elevated technological,
regulatory and other risks. In this environment, conventional project portfolio man-
agement will no longer deliver the necessary return on investments.

In the second part of the paper, we presented the definition and function of
investment controlling – the application of controlling to project portfolio management.
We then developed the reference model of the project portfolio controlling, a sub-
system of investment controlling responsible for the building of project portfolio from
components (individual projects or programs), described its’ main sub-processes and
applications of risk management in each sub-process.

In the third part of paper, we developed the model of project risk rating. In this
model, the composite assessment of component’s risks is added up from qualitative
scores of individual risks at the level of project’s critical areas (perspectives) such as
macroeconomic environment, market environment, competition, technological risks,
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etc.). We worked out the example of scorecard to estimate these individual risks and the
rules of combining these estimates into the composite project’s risk score. We also
recommend that the PRR scorecard’s ratios to be utilized as a base to develop control
indicators for the risks monitoring system.
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Abstract. The article deals with crucial issues of innovation venture financing
of in the field of information technologies in Russian Federation. The classifi-
cation of main types of business venture developed, depending on the financial
resources attraction. Compiled and analyzed scheme of small innovative com-
panies in terms of passing the stages of investment in the company. The method
of “buy-back” cost calculation of the company financed by venture funds is
presented. Special transmitter-receiver modules production startup at the
enterprise, working in the field of IT-technologies is introduced as an example of
economic indicators calculation and monitoring.

Keywords: Innovation � Venture business � Company valuation �
Transmitter-receiver modules

1 Introduction

Large companies are abandoning the most risky, from their point of view, projects, and
as known the higher the risk, the higher, if successful, returns. Therefore, these projects
are very often taken by the engineer, who is the author of the technical part of the
project. However, the success of his business requires funding, as well as organiza-
tional and commercial experience. The problem of “long money”, i.e. loans for a period
of 3–5 years or more, especially without a quality pledge is known. At least equal
problem for risky innovation project initiator is finding of a qualified assistants and
consultants on organizational and commercial part. A system of venture financing
operates effectively in various countries to solve these problems.

2 Methodology

Venture financing is a long-term direct investments in small innovative enterprises with
a high or relatively high risk in order to obtain a significant profit in the period from 3
to 7 years. This activity is supported by some large companies, and venture capital
funds and innovative development networks are created [1–4]. The main objective of
these organizations is finding new and effective ideas - innovations and the creation of
conditions for their transformation into highly profitable businesses.
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The main types of venture financing are presented in the Fig. 1.

The development of domestic venture capital business is carried out mostly in large
enterprises at the expense of the idea initiators resources. External venture financing is
proceeded by raising funds from external sources: investment, insurance, charity and
pension funds, State resources and private investors. Organization is carried out either
through the creation of venture capital funds, or by individual activity of entrepreneurs,
called business angels. At the same time, if not going into the industry details, the most
widely used are three types of funding: applied research (“seed” stage according to the
US-European classification of innovation development stages), the start-ups in the
same classification and small innovative enterprises with lack of financial resources.

Venture capital investments for funding decisions require a feasibility study. It is
necessary to take into account two main points. The first - is the availability of
information for plan calculations, that is fundamentally different to those, for example,
objects of funding as “seed” or existing small business. And the second - the funding
decision rules of venture capital funds, industrial companies or business angels. If the
business angel - a private investor decides whether to participate in innovative projects
or not mostly based on personal experience and risk assessment, then venture capital
funds have specially designed guidelines for the selection of investment projects. The
methodology for assessing the effectiveness of future investments only for venture
capital funds is presented in this paper.

Venture companies income formed by the “buy-back” system, i.e., the sale of joint
venture company shares in innovative enterprise after its 3–7 years.

Diagram of the small innovative company organization with the release of the fund
and repurchase stages is presented in Fig. 2.

Fig. 1. The integrated circuit of venture business varieties, compiled by the authors
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The scheme contains the following legend:
VF – Venture fund, AMC – asset management company, E – entrepreneur, PN –

Primary Negotiations, BofJV – beginning of joint venture, InE- Innovative enterprise,
B-B – buy-back procedure;

1 – primary selection of innovative ideas and entrepreneurs procedure;
2 – procedure for the first meeting and clarification of entrepreneur and his com-

pany background;
3 – due diligence, auditing, financial analysis and evaluation of actual and planned

enterprise value, reconciliation of the data and preparation for new innovative busi-
nesses registration procedure;

4 – organizational issues, the initial funding in accordance with the business plan
and start of joint venture;

5 – financing a new venture in accordance with the plan and the operational
schedule, experts involvement in innovation management, joint organization of pro-
duction and sales;

6 – attraction of credit funds for the development of the company;
7 – preparation and organization of joint venture share buy-back in innovation

company.
Organizational and technological and economic issues are solved at each stage.

From the financial and economic point of view, enlarged or preliminary business plans
are considered at the first stage. The second stage specifies the initial information on the
project and the applicant company, in the case of agreed estimates reception joint work
program is developed.

Fig. 2. The scheme of small innovative enterprise organization and operation, compiled by the
authors
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The third step is to determine the value of the applicant company, the amount of
shareholders equity, the cost of the joint venture at the beginning of financing and at the
time of the agreed repayment date. This is the most difficult part of venture company
and entrepreneur negotiations. A revised business plan for the development of joint
venture should be developed and agreed in this process, which is a basis for further
sources of financing, order and buy-back price. Innovation screenings occurs often at
this stage due to inability to obtain consistent estimates. According to experts [1], it is
this stage of venture project evaluation where most contention between investors and
company founders appears, and at this stage breaks down up to 40 % transactions.
A sign of reaching an agreement is considered to be a divergence of views on the value
of the company not more than 20 %. The main objective of the feasibility study and
analysis of the company’s value lies in the achievement of such an agreement.

“Buy-back” system is realized through three main ways:

– Management buyout (sale of venture capital company shares to existing share-
holders and management);

– External repurchase (sale of venture capital company shares to outside investors);
– The sale of venture capital company shares by initial public offering (IPO).

3 Main Body

The most difficult issue of venture business is the selection procedure for innovation
financing. Effective organization of this process involves the forced screening and
presentation to funding the best and most promising ideas in the field of IT.

Experience and statistics show that out of several thousand variants of innovative
ideas and entrepreneurs primary selection for the procedure of the first meeting and
data clarification remains about 700–800 options. After this stage another 500 options
are eliminated. In the end, after the initial joint activities (due diligence - Procedure 3,
Fig. 2) stays about 12 to 14 options of innovative companies to invest.

The literature offered and used in practice a large number of methods and
approaches for determining the value of the company and venture investors attraction
[6, 7]. The objective is to systematize these methods in relation to different stages of
venture capital financing and, most importantly, in relation to the different level of
innovation. Radical innovations associated with the new worldwide or Russian prod-
ucts and processes that are more risky and, therefore, the results are more difficult to
predict. For such innovations plan calculations of cost indicators should be led on the
basis of simple aggregated methods. For simple innovations related to substantial and
sometimes with minor modifications of known processes and products more detailed
methods can be used.

Experience allows to define the basic requirements for the content and parameters
of financial and economic calculations at all selection stages and joint work of
IT-innovative enterprises (according to Fig. 2).

In the first stage - the procedure of primary selection of innovative ideas and
entrepreneurs - the main criterion is the idea of the project. Nevertheless, financial and
economic part of the business plan is considered almost always. It is advisable to limit

Innovation Venture Financing Projects in Information Technology 769



calculation by simple indicators of commercial efficiency (simple payback period and
rate of return), focusing on the plan calculations reliability on forecasted timing and
volume of sales of new products. In these matters the owners of ideas tend to increased
optimism. Business plan cost indicators are calculated based on the cost approach.

Risk assessment at this stage, should be carried out based 4–5 situations analysis,
including optimistic and pessimistic variants.

The second stage - the first meeting and data clarification about the entrepreneur
and his company. Economic calculations during this procedure specify the accuracy of
cost parameters and preliminary risk assessment. Availability of prototypes, laboratory
test results, special statistics are important for this stage.

In the third phase - the procedure of due diligence - plan economic calculations of
venture financing project are carried out. This is a basic step to determine the actual
cost of the innovative business before venture capital financing (pre-money) and jus-
tification of future innovative enterprise cost for repurchase price approval.

This step should be divided into two sub-step 3.1. and 3.2. The calculations in
sub-step 3.1 aimed to determine the future value of the company subject to its inde-
pendent development, without the use of venture capital financing.

Sub-step 3.2 is focused on the future value of innovation company calculation
based on venture capital attraction, the resulting synergy effects and the effect of
attracting specialists of the management company MC (specialists in innovation
management, production organization and sales of new products). An important
question here is dependence of the new innovative enterprise value (procedure 4
Fig. 2), not only from sum of capital, but also from the advice of experienced investors.
The results of studies [1, 3, 4] shows that 40 % of the sample investors who were
passive, failed more often than active investors; and the more active investor is in terms
of the frequency of interaction with the owner, the more likely investment led to
positive results.

Using two approaches to assess the future value of the company (with and without
venture capital) allows to use the method of comparative effectiveness in establishing
the agreed price of buy-back and making decision on venture capital financing in
innovative enterprise (see. Further example of the calculation for the special electronic
transmitters module equipment startup).

Sub-step 3.1 defines the value of pre-money based on the cost approach after audit
and evaluation of existing businesses financial condition. Calculation of future value
(compared to the cost of repurchase) is based on income approach. The initial amount
is determined by the pre-money, discount rate is set based on the profitability of the
existing assets of the enterprise or as a cumulative value based on the CAPM model. If
there is a sales statistics, and IPO of similar enterprises (by size and degree of inno-
vation) future added value will be determined on the basis of a comparative approach.

In sub-step 3.2 the value of post-money should be determined, where appreciation
of the company by attracting venture capital must be taken into account, synergies and
participation of the management company in the future business development.
Appreciation coefficients system is included in management companies regulatory
framework of most developed venture capital funds. Determination of these factors can
be associated with the franchises cost statistics in similar activities.
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On the basis of the agreed post-money value, the calculation of the company value
at the time of the planned exit of innovative enterprise venture fund can be started.
There are several approaches for the assessment. The simplest of these are venture
approach and method of future value.

Venture approach is more simple in calculation, it does not require to determine
future cash flow for calculation the company value. Venture capital average prof-
itability statistics and planned rate of return of a particular venture capital fund is
necessary to implement it. Then the value of the company’s venture capital exit point
Cb-b can be determined as follows:

Cb�b ¼ post � money: 1þ ið Þn ð1Þ

where i – comparison rate, taken at the level of the planned fund rate of return based on
average data (20–30 % per year);

n - planning period in years.
Comparison rate determination is a key calculation moment, requires special

justification.
Buy-back cost is determined by the planned share of venture fund in a new

enterprise shareholders’ equity.
Future value method requires more detailed and time-consuming calculation. It is

based on the construction of tables and graphs of planned cash flows and takes into
account the credit, income and payments of innovative enterprises in joint working
process with a venture capital company. Comparison rate here is defined as the
weighted average cost of capital used for the project WACC. Risk assessment is carried
out based on a sensitivity analysis to changes in the future value of the planned sales
volumes, costs and comparison rate.

As a result of economic calculations in the third stage of venture capital financing
quite a broad base of financial and economic indicators for harmonization and clari-
fication is created. The relatively simple algorithms of presented methods and existing
software products allows to focus on future value monitoring on ensuring the reliability
of the source data.

Table 1 presents proposed methods of calculating the value indicators in a sys-
tematic way.

This payment system allows to create an information base for clarification and
consistent assessment of actual and planned cost of the enterprise, the organizational
issues solution and preparation for new innovative enterprises registration.

Table 1. Methods for calculating the value of the company at different stages

Stage Methods for calculating the value of the company
«pre – money» «post – money» At the buy-back moment

3.1 Cost-based equals «pre – money» Profitable comparative
3.2 Cost-based Regulatory appreciation Venture future value
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4 Example of Project Calculations

As an example of the proposed economic calculation method, consider a start-up for
the production of special transceiver modules to existing small business.

The company has the equipment, personnel and documentation for small-scale
production units. The value of assets, determined on the basis of cost method «pre -
money» is 1.6 million rubles.

Analysis of the market and competitors indicated that the planned sales could reach
over the next three years, from 3 to 4 thousand pcs. per year, with selling prices from
45 to 55 thousand rubles per unit.

The calculations of the enterprise capacity show that production of new units in the
amount of 250 pieces can be mastered per year at a cost of 49 thousand rubles per unit.
By the third year the production volume can be adjusted (without additional major
investment) up to 320 pcs. at a cost of 48 thousand rubles per unit.

Venture capital fund, which is ready to invest in the project is not more than 75 %
of its total cost is found.

Further calculations show that the acquisition of special equipment for the instal-
lation of elements and arrangement of additional workplaces in the amount of 4.5 mln.
rubles can increase plant capacity to 1100 units by the third year of the project.
Production cost of one unit at the same time can be reduced in the first year to 45
thousand rubles per unit and in a third year to 43.5 thousand rubles per unit.

There is a need to conduct economic calculations and risk assessment in order to
determine a more effective solution to the current enterprise: organization of inde-
pendent small-scale production or raising venture capital fund to increase capacity by
3.5 times up to 1100 units per year.

In the first version (small-scale production) in accordance with the procedure
«post - money» equals «pre - money» 1.6 million rubles. On the basis of the income
method future enterprise value F at the end of the third year is determined. Comparison
rate is based on WACC model - weighted average cost of capital for the project - 20 %.
The selling price of the module is stated at 50 thousand rubles per unit, first year sales
volumes 250 units, second year - 300 units and in the third year - 320 units. In turn,
production cost is 49.0 thousand rubles per unit, 48.5 thousand rubles per unit and 48.0
thousand rubles per unit. Depreciation rate is 25 % per year, using the linear method of
depreciation; respectively, the residual value of assets at the end of the third year is 0.4
million rubles. F value is the following, million rubles:

F ¼ 0:65 � ð1þ 0:20Þ2 þ 0:85 � ð1þ 0:20Þþ 1:04þ 0:4 ¼ 3:396 ð2Þ

To expand the value of the enterprise information at the end of the third year
additional simple methods as “50 % of sales” or “fivefold profit on sales” could be
used.

The volume of sales at the end of the third year of the project is 320 × 50 = 16.0
million rubles. Then the future enterprise value is estimated to be 16 × 0.5 = 8 million
rubles. When calculating based on a “fivefold sales profit” method, future costs is 3.2
million rubles, which is largely consistent with the results of calculations by the income
method.

772 A. Bril et al.



In the second variant of development - creation of a joint venture with a venture
capital fund - «post - money» will increase compared to «pre - money» by a factor of
rise in price in accordance with the planned increase in return on sales by 6.3 % and
amount to (1.6 + 4.5) × 1.063 = 6.48 million rubles.

Next similarly, value of the company at the end of the third year is counted by the
venture method based on calculation of future value. The output of the joint venture
business is planned for the end of the third year.

Venture capital investing into the project in the amount of 4.5 million rubles, with
an average yield of 30 % per year, expected value of its stake in the joint venture at the
end of the third year should reach, million rubles:

F ¼ 4:5 � ð1þ 0:30Þ3 ¼ 9:89 ð3Þ

If the share in the joint venture 4.5/(4.5 + 1.6) = 73.8 %, then the value of the joint
venture at the end of the third year will be 9.89/73.8 = 13.4 million rubles. And value
of the share attributable to the company that owns innovation, will be 13.4
−9.89 = 3.51 million rubles. This value is calculated on the basis of venture capital
approach, it is very slightly higher than the main results of the first embodiment from
3.2 to 3.396 million rubles.

To calculate the value of the company at the end of the third year on the basis of a
methodology for assessing the future cost it is necessary to know the selling price of
modules and build a cash flow schedule in accordance with the same calculation as in
the first embodiment.

In the venture version of the project it is planned to reduce production cost of
modules from an average of 48.5 thousand rubles per unit to 43.5 thousand rubles per
unit or by 10.3 %. In this connection more competitive selling price of the module is
planned 48.5 thousand rubles per unit, sales volumes in the first year - 900 units, in the
second - 1000 units and the third - 1100 units. Production cost is 45.0 thousand rubles
per unit, 44.0 thousand rubles per unit and 43.5 thousand rubles per unit respectively
each year. The depreciation rate is 25 % per year, using the linear method of depre-
ciation respectively, the residual value of assets at the end of the third year is 1.62
million rubles. Comparison rate is adopted similarly to the first embodiment at a level
of 20 %. F value is the following, million rubles:

F ¼ 4:72 � ð1þ 0:20Þ2 þ 6:12 � ð1þ 0:20Þþ 7:22þ 1:62 ¼ 22:98 ð4Þ

In this calculation the value of share attributable to the company-owner of inno-
vation, will be 22.98 × 0.262 = 6.02 million rubles, which is much higher than the
results of calculations of the first embodiment of the venture, and using venture method
of calculation.

Enterprise cost information clarification at the end of the third year on the basis of
the “50 % of the sales volume” or “ fivefold sales profit” methods, provides additional
data for analysis.

The volume of sales at the end of the third year of the project is 1100 × 48.5 = 53.35
million rubles. Then, future enterprise value is estimated at 53.35 × 0.5 = 26.67 million
rubles. When calculating on a “fivefold sales profit” future value will be 26.0 million
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rubles, which is greatly exceeds the results of the first option, and the calculations on
venture basis. This is due to the fact that the calculation of future value is taken into
account synergies from the creation of joint venture fund company. A significant dif-
ference in the planned economic performance requires additional risk assessment and
initial information adopted for calculation. The calculation results are shown in Table 2.

In addition to assessing the buy-back cost the effectiveness of the projects on the
basis of determining the net present value NPV is also calculated in p. 7 Table 2. It
confirms high efficiency of commercial joint venture with a venture capital fund.

It should be noted that two considered options for the development of special
modules production can be supplemented by projects attracting “business angels”,
investors, bank lending or other methods of business organization. The presented
method allows monitoring of planned situations with relatively simple compared to
those recommended in the literature [5] economic indicators calculations.

Table 2. The results of economic calculations for the two development options

Project indicators The project of own
module production

Venture
project

The volume of sales in the third year of the
project:

units
million rubles

320
16.0

1100
53.35

Production cost in the third year of project,
million rubles

15.36 47.85

Comparison rate (cost of capital WACC), % 20 30
Enterprise value
«pre – money», million rubles

1.6 1.6

Enterprise value
«post – money», million rubles, including the
share of the enterprise

1.6
1.6

6.48
1.70

Enterprise value at the end of the third year,
million rubles

Venture method,
including the share of the enterprise
Income method (future value),
including the share of the enterprise
«50 % of sales volume» method,
including the share of the enterprise
«fivefold sales profit» method,
including the share of the enterprise

‒
‒
3.396
‒
8.0
‒
3.20
‒

13.40
3.51
22.98
6.02
26.67
6.99
26.0
6.812

Net present value of the project NPV,
including the share of the enterprise

2.10
‒

14.52
3.80
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5 Conclusion

The results of calculations for the two variants of special modules production and
monitoring of economic indicators suggest the following conclusions for making a
decision on the development of the enterprise:

1. It is necessary to carry out a refined risk assessment: the first variant is the lack of
competitiveness, in the case of analogues and substitutes, due to the high cost and the
planned sales price, in the second option - the possibility of organizing an effective
buy-back (or external management buy-out) at the high cost of the enterprise.

2. The essential difference in the planned value of the company at the time (the end of
the third year of the project), obtained on the basis of different calculation methods,
requires more detailed study of information sources, particularly with regard to the
comparison rate (cost of capital for the project) and the expected production cost of
new products.

3. Monitoring of the project economic performance allows more soundly build
organizational section of the business plan and calculate break-even in phases of the
project.
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Abstract. The algorithm for calculation of the information risk is suggested.
The algorithm takes into account the flows of all the components of the trans-
portation system, the quality of their interaction, restrictions, and probability
distribution. By using this algorithm the logistics company or intelligent
transportation system gets the data on the assessment of the information risks,
which helps the decision maker to decide whether it is reasonable to conclude
the contract or not.
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1 Introduction

The importance of management of information risks is undoubtful. Effective man-
agement of material and related (information, financial) flows aimed at achieving
corporate objectives with optimal resource expenditures is a key factor for the success
in today’s business. Selection of the optimal relations between the risk and business
activity level and the profitability and reliability based on a risk assessment is a sig-
nificant part of the business decision-making process.

Information technologies have transformed many industries and now are trans-
forming transportation systems. Almost all modern transportation systems use infor-
mation technologies and specialized software products to solve the problem of
rationalization of product flows and related financial and informational flows. An
important aspect of this problem is management of risks in the supply chains [1, 2].

Risk management is the process of risk identifying and assessing and taking steps
to reduce the risk to an acceptable level [3]. Organizations use the risk assessment, the
first step in the risk management methodology, to determine the extent of the potential
threat, vulnerabilities, and the risk associated with an information technology system.
The output of this process helps to identify appropriate controls for reducing or

© Springer International Publishing AG 2016
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eliminating the risk in support decision making in business. In solving the problems of
purchase, transportation, and distribution of goods (transport tasks) intelligent trans-
portation system (ITS) take into account the risk factors, the effects of which should be
considered in the process of information flow management [3, 4].

This paper considers an algorithm for the calculation of the information risks that
arise in the transportation and distribution of material resources in logistics systems.
The algorithm relies on the mathematical apparatus of Markov chains based on the
Kolmogorov differential equations.

2 Algorithm for Assessment of Information Risks

Optimization of information flows is accompanied by various information risks. The
Information Risk (IR) is the risk of loss (in the form of damage or lost profit) resulting
from the use of information technologies by a company. In this context the IR is
obtained by multiplying the maximum possible damage by the probability of passing
through the entire route. IR is a function of time. In other words, IR can be presented in
terms of the damage expressed in monetary units by which the logistics information
system operates.

The transportation task involves the solution of the problem of delivery of goods to
specified places at specified times. It is assumed that the routes to the points of delivery
and the capacities of these routes are known. By analyzing the maximum loss Sloss in
the case of nonperformance of the order and the imposition of penalties and also the
acceptable risk approved in a particular logistics company, the decision maker
(DM) must accept or reject the order for the transportation of goods.

The available models of solution of such tasks of the calculation of information
risks typically use standard methods [3–7]. However, these models do not use the
mathematical apparatus of Markov chains based on Kolmogorov differential equations
[4] which allows one to increase the reliability of the assessment and which has
demonstrated its efficiency. Such an approach to the solution of the problem of IR
assessment is new.

Let us give a formalized statement of the problem in the general form. There are N
points at different locations (district, city, several cities, etc.). We refer to one point as a
point of departure, and the remaining N-1 points are called points of delivery. (If there
are k points of departure, it is necessary to solve the problem k times).

The means of communication between all points are given. There can be both a
one-way or two-way traffic between the points. In addition, we set the function of traffic
capacity between the vertices (points) f_propij(t) that depends on the time of the day.
The function is expressed by dimensionless values ranging from 0 to 1.

We assume that a logistics company has received a commercial offer to enter into a
contract for the delivery of goods from the point of departure to n (n < N) points of
delivery. In addition, the shipping and delivery times are strictly defined. The decision
maker who knows the admissible risk approved by the logistics company (for example,
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30 monetary units) and takes into account the information from intelligent trans-
portation system, the most important part of which is the IR calculated by ITS, accepts
or rejects the proposal. After this the problem is considered to be solved.

Fig. 1. The decision support algorithm
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The decision support algorithm for assessment of information risks we suggest can
be represented by the diagram shown in Fig. 1.

Let us consider basic steps of the algorithm.

1. Formation of the Digraph

A mathematical model in the form of a digraph (for instance, the or graph) shown in
Fig. 2) is built. The choice of the digraph is based on the initial data on existing routes,
and a possible type of traffic (one-way or two-way) is taken into account. In the digraph
the two-way traffic is shown by bi-directional arrows and one-way traffic is shown by
unidirectional arrows.

The points of departure and destination are vertices G1 and the roads are the arcs
that connect the vertices. In the case of one-way traffic, different weights are assigned to
the arcs connecting node i and node j and node j and node i. If there is no traffic
between the points, the weight of the corresponding arc is considered to be infinite. In
this case there is no bi-directional or unidirectional arrow at the digraph.

The weight matrix W is formed. Element wij is taken to be the time required to
move cargo from node i to node j multiplied by the road capacity between the i-th and
j-th vertices f_propij(t) [8–10]. The time is equal to the distance between the i-th and

Fig. 2. Schematic of the vertices of departure and delivery 6 – vertices of departure. 1, 4, 7, 13
and 15 – vertices of delivery
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j-th vertices divided by the allowed velocity between these vertices. All the necessary
data are available in the database of the ITS. By using the information on the con-
nections between the vertices obtained from the ITS database, the vertex incidence
matrix Avert.inc. is formed [11]. The digraph is formed on the basis of information on all
n vertices of destination.

2. Calculation of the Shortest Route

At this stage, the Dijkstra’s algorithm is performed n times, and the shortest route in the
digraph is calculated. As a result, the shortest route passing through all the given
vertices is formed.

3. Calculation of the Probability of Reaching Vertices

The probability of delivery of goods to specified points as a function of time is
calculated. These points are indicated by the vertices which are finite at the portions
that constitute the shortest route. For this purpose, the Kolmogorov systems of ordinary
differential equations (SODE) are generated and solved for all portions of the resulting
route.

4. Calculation of IR

By using all the solutions of Kolmogorov SODE and the theorem of multiplication of
probabilities, the probability of passing through the shortest route (PS(t)) including all
the given vertices as a function of time t is calculated [16]. The information risk is
calculated as [3, 12]

IR tð Þ ¼ Sloss � PS tð Þ: ð1Þ

3 Implementation of the Method

Let us calculate the IR according to the algorithm of IR assessment we have developed.
First of all we specify the initial data.

We assume that there is a supplier (vertices 6) of goods. At 2 PM he got an offer to
conclude a contract for the delivery of goods to five consumers which are at different
locations (vertices 1, 4, 7, 13, and 15). We assume that the maximum loss Sloss is
80,000 rubles. The acceptable risk is 30,000 rubles.

The decision maker rejects or accepts the proposal on the basis of the assessment of
IR with the help of ITS.

According to the algorithm given above, the calculation of IR is performed as
follows.

Step 1. Figure 2 shows schematically the vertices of departure and delivery.

We specify, according to this figure, the vertex incidence matrix A [11]. Element ai,
j2A shows the number of arcs emerging from the i-th node and coming to the j-th node.
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A ¼

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0

0

BBBBBBBBBBBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCCCCCCCCCCA

Let us calculate the matrix of weights W. To this end, we specify the distance
between the vertices (in the form of a list where the first number in the square brackets
shows the number of the node from which the arc of the digraph emerges and the
second number shows the number of the node to which the arc of the digraph comes.
After the square brackets there is the number indicating the weight of the arc, i.e., the
distance between the vertices in km.

{[1,2],12},{[2,3],11},{[2,6],11},{[3,2],11},{[3,4],14},{[4,8],12},{[5,1],7},{[5,9],
11},{[6,5],14},{[6,10],11},{[7,6],8},{[8,4],12},{[8,7],10},{[9,13],8},{[10,9],11},
{[10,11],8},{[11,7],15},{[11,12],6},{[11,16],5}, [12,8],12}, {[13,9],8}, {[13,14],11},
{[14,13],11},{[14,15],8}, {[15,14],8},{[15,16],7}, {[16,12],6}, {[16,15],7}.

For simplicity, we assume that the road capacity between the points f_propij(t) is
the same at all routes and is equal to 0.8. We also assume that the allowed speed in this
area is the same everywhere and is equal to 50 km/h.

Then we calculate the matrix of weights W and construct the digraph shown in
Fig. 3.

By applying the algorithm developed above, we calculate the shortest route
including vertices 1, 4, 7, 13 and 15. This route is as follows

[[6,5,1],[1,2,3,4], [4,8,7], [7,6,10,9,13], [13,14,15]].

Step 2. According to the data obtained at the first step, we write the
Kolmogorov SODE.

_P1 tð Þ ¼ P5 tð Þ
_P5 tð Þ ¼ �P5 tð ÞþP6 tð Þ
_P6 tð Þ ¼ �P6 tð Þ
P6 0ð Þ ¼ 1; P1 0ð Þ ¼ P5 0ð Þ ¼ 0; P1 tð ÞþP5 tð ÞþP6 tð Þ ¼ 1:

8
>>>><

>>>>:
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_P1 tð Þ ¼ �P1 tð Þ
_P2 tð Þ ¼ �P2 tð ÞþP1 tð Þ
_P3 tð Þ ¼ �P3 tð ÞþP2 tð Þ
_P4 tð Þ ¼ P3 tð Þ
P1 0ð Þ ¼ 1; P2 0ð Þ ¼ P3 0ð Þ ¼ P4 0ð Þ ¼ 0; P1 tð ÞþP2 tð ÞþP3 tð ÞþP4 tð Þ ¼ 1:

8
>>>>>>><

>>>>>>>:

_P4 tð Þ ¼ �P4 tð Þ
_P7 tð Þ ¼ P8 tð Þ
_P8 tð Þ ¼ �P8 tð ÞþP4 tð Þ
P4 0ð Þ ¼ 1; P7 0ð Þ ¼ P8 0ð Þ ¼ 0; P4 tð ÞþP7 tð ÞþP8 tð Þ ¼ 1:

8
>>>><

>>>>:

_P6 tð Þ ¼ �P6 tð ÞþP7 tð Þ
_P7 tð Þ ¼ �P7 tð Þ
_P9 tð Þ ¼ �P9 tð ÞþP10 tð Þ
_P10 tð Þ ¼ �P10 tð ÞþP6 tð Þ
_P13 tð Þ ¼ P9 tð Þ
P7 0ð Þ ¼ 1; P6 0ð Þ ¼ P9 0ð Þ ¼ P10 0ð Þ ¼ P13 0ð Þ ¼ 0; P6 tð ÞþP7 tð ÞþP9 tð ÞþP10 tð ÞþP13 tð Þ ¼ 1:

8
>>>>>>>>><

>>>>>>>>>:

Fig. 3. Digraph built from the data of the example
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_P13 tð Þ ¼ �P13 tð Þ
_P14 tð Þ ¼ �P14 tð ÞþP13 tð Þ
_P15 tð Þ ¼ P14 tð Þ
P13 0ð Þ ¼ 1; P14 0ð Þ ¼ P15 0ð Þ ¼ 0; P13 tð ÞþP14 tð ÞþP15 tð Þ ¼ 1:

8
>>>><

>>>>:

We solve these SODE. The result of the solution of SODE will be the probability of
reaching a particular node vs time. In this example analytical solutions are possible.

Step 3. By using all the solutions of Kolmogorov SODE obtained at Step 2 and the
multiplication theorem of probabilities, we calculate the probability of passing
through the shortest route (PS(t)) including given vertices as a function of time
t (general probability). After this we calculate IR [3, 12]:

IR tð Þ ¼ Sloss � PS tð Þ: ð2Þ

The results obtained at this Step are shown in Figs. 4 and 5 in a graphic form.
As one can see from the data presented in Fig. 5, the accessible risk equal to

30 monetary units is achieved if the terms of the contract on the delivery of the goods
state that the delivery time may be greater than 9.1 h. Therefore, in this case the
decision maker has the data which can reduce the risks at the conclusion of the contract.

Fig. 4. Probabilities of reaching specified vertices and general probability as a function of time
for passage through the shortest route: 1 – vertex 1, 2 – vertex 4, 3 – vertex 7, 4 – vertex 13, 5 –

vertex 15, 6 – total probability
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4 Conclusion

The algorithm suggested in the paper allows one to assess the information risks arising
in transportation or distribution of material resources. The algorithm for calculation of
the information risk takes into account the flows of all the components of the vehicular
network, the quality of their interaction, restrictions, and probability distribution. By
using this algorithm the logistics company or intelligent transportation system gets the
data on the assessment of the information risks, which helps the decision maker to
decide whether it is reasonable to conclude the contract or not.
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