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Preface

We welcome you to the joint proceedings of the 16™ NEW2AN (Next Generation
Teletraffic and Wired/Wireless Advanced Networks and Systems) and the 9™ confer-
ence on Internet of Things and Smart Spaces ruSMART (Are You Smart?), held in St.
Petersburg, Russia, on September 26-28, 2016.

Originally, the NEW2AN conference was launched by ITC (International Teletraffic
Congress) in St. Petersburg in June 1993 as an ITC-Sponsored Regional International
Teletraffic Seminar. The first event was entitled “Traffic Management and Routing in
SDH Networks” and held by R&D LONIIS. In 2002, the event received its current
name, the NEW2AN. In 2008, NEW2AN acquired a new companion in Smart Spaces,
ruSMART, hence boosting interaction between researchers, practitioners, and engi-
neers across different areas of ICT. From 2012, the scope of the ruSMART conference
has been extended to cover the Internet of Things and related aspects.

Presently, NEW2AN and ruSMART are well-established conferences with a unique
cross-disciplinary mixture of telecommunications-related research and science.
NEW2AN/ruSMART is accompanied by outstanding keynotes from universities and
companies across Europe, USA, and Russia.

The 16™ NEW2AN technical program addresses various aspects of next-generation
data networks. This year, special attention is given to advanced wireless networking
and applications as well as to lower-layer communication enablers. In particular, the
authors have demonstrated novel and innovative approaches to performance and effi-
ciency analysis of ad hoc and machine-type systems, employed game-theoretical for-
mulations, Markov chain models, and advanced queuing theory. It is also worth
mentioning the rich coverage of graphene and other emerging materials, photonics and
optics, generation and processing of signals, as well as business aspects.

The 9" conference on Internet of Things and Smart Spaces, ruSMART 2016,
provides a forum for academic and industrial researchers to discuss new ideas and
trends in the emerging areas of the Internet of Things and Smart Spaces that create new
opportunities for fully-customized applications and services. The conference brought
together leading experts from top affiliations around the world. This year, ruSMART
enjoyed active participation from representatives of various players in the field,
including academic teams and industrial world-leader companies, particularly repre-
sentatives of Russian R&D centers, which have a good reputation for high-quality
research and business in innovative service creation and applications development.

We would like to thank the Technical Program Committee members of both con-
ferences, as well as the associated reviewers, for their hard work and important con-
tribution to the conference. This year, the conference program met the highest quality
criteria with an acceptance ratio of around 35 %.

The conferences were organized in cooperation with the Open Innovations Asso-
ciation FRUCT, IEEE Communications Society Russia NorthWest Chapter, Tampere
University of Technology, St. Petersburg State Polytechnical University, Peoples’
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Friendship University of Russia, St. Petersburg State University of Telecommunica-
tions, and the Popov Society. This year the conference was held in conjunction with the
40th Interdisciplinary Conference and School Information Technology and Systems
2016. The support of these organizations is gratefully acknowledged.

We also wish to thank all those who contributed to the organization of the con-
ferences. In particular, we are grateful to Aleksandr Ometov for his substantial work on
supporting the conference website and his excellent job on the compilation of camera-
ready papers and interaction with Springer.

We believe that the 16™ NEW2AN and 9" ruSMART conferences delivered an
informative, high-quality, and up-to-date scientific program. We also hope that par-
ticipants enjoyed both technical and social conference components, the Russian hos-
pitality, and the beautiful city of St. Petersburg.

September 2016 Olga Galinina
Sergey Balandin
Yevgeni Koucheryavy
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Abstract. Governments increase budget expenditure for youth job creation, but
youth job markets tightened by prolonged recession are not improved as
expected. To ease the problem of youth unemployment, developing relevant
policies is important but more accurate and rapid prediction is also critical. This
research develops a prediction model additionally utilizing web query infor-
mation in classical statistical prediction model. Often ARIMA model is applied
to estimate unemployment rate. For identified ARIMA model for Korean youth
unemployment rate, we apply web query information to improve the accuracy of
prediction. Our suggested model shows better performance than ARIMA model
with respect to mean squared errors of estimate and prediction. We hope this
research will be useful in developing a more improved model to estimate
variable of interest.

Keywords: Youth unemployment - Predictive analytics - ARIMA model -
Time series analysis + Web search query

1 Introduction

The youth unemployment rate is the number of unemployed 15-24 year-olds expressed
as a percentage of the youth labour force. Unemployed people are those who report that
they are without work, that they are available for work and that they have taken active
steps to find work in the last four weeks [1]. According to the World Bank [2], the
world youth unemployment persistently increased to 14.0 % in 2014 from 12.5 % in
2007 and for the same period, the total unemployment in the world grew to 5.9 % in
2014 from 5.5 % in 2007. The overall unemployment shows the decreasing trend from
2009 (6.3 %) unlike the youth indicator on the increase.

Generally, youth unemployment shows about twice higher than total unemploy-
ment but in this context, notable is the facts that the youth unemployment is the upward
trend unlike the total unemployment with the downward trend, and that the gap
between youth and total unemployment is continuously widened. Such phenomena
may cause social and economic conflicts between generations [3].

For dealing with the youth unemployment issue, job creation and training for youth
are important. If the unemployment prediction for youth is more accurate and rapid, it
would help governments to ensure the more positive effects through the more agile and
anticipative actions.

© Springer International Publishing AG 2016
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With regard to this issue, recent researches [4—6] suggest applying web search trend
information for improving the predictability of unemployment prediction models. They
used the Google search engine, which has about 90 % worldwide market share [7], to
collect the web search query information. Fondeur and Karame estimated French youth
unemployment using a modified version of the Kalman filter with Google query
information [4]. Choi and Varian [5], and Anvik and Gjelstad [6], respectively, pre-
dicted the US initial jobless claims and Norwegian unemployment by use of Google
query information in the ARIMA model. The Google search engine has the highest
market share in the most countries like EU, US, etc. but not in China and Korea. Naver
(Korean representative portal site) specific in Korean has about 75 % market share for
PC in Korea. Using the web query information collected from Naver, Kwon et al. [§]
developed a prediction model of the Korea’s total unemployment.

With a similar direction to the recent studies, this research aims to develop a
prediction model for estimating the Korea’s youth unemployment and identify whether
applying web query information is effective in improving the prediction model. For this
end, we use the classical autoregressive integrated moving average (ARIMA) model to
estimate the Korea’s youth unemployment rate, and then we develop a model addi-
tionally utilizing web query information in selected ARIMA model. Finally we intend
to compare the performances of developed models with respect to measure of
predictability.

2 Korea’s Youth Unemployment Data

According to the youth unemployment data of OECD (Organisation for Economic
Co-operation and Development), as of 2015, Japan (5.6 %) and Greece (49.8 %) show
the lowest and highest rates, respectively among the 34 OCED members. The rate of
the Korea’s youth unemployment presents 10.5 %, which is below the OECD average
(13.9 %) [1].

Table 1. Korea’s youth unemployment rate (%)
2010|2011 [ 2012 | 2013 | 2014 | 2015

January 85 |80 |75 871 9.2
February 85 [83 |91 |109 111
March 95 |83 |8.6 9.9 | 10.7
April 87 |85 |84 |10.0 [10.2
May 64 |73 |80 |74 8.7
June 83 |76 |77 |79 9.5
July 85 |76 |73 |83 8.9

August 70 163 |64 |7.6 8.4
September | 7.2 6.3 |6.7 |7.7 8.5
October 7.0 |67 |69 |7.8 8.0
November | 6.4 [6.8 [6.7 |7.5 7.9
December |8.0 |7.7 |75 |85 9.0
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Fig. 1. Trends of Korea’s youth unemployment rate

In the definition of youth unemployment, global organizations like ILO (Interna-
tional Labour Organization) and OECD consider the youth as 15-24 year-olds but the
Korean government regards the Korean youth as 15-29 year-olds. Table 1 presents
Korean youth unemployment percentages from May, 2010 to April, 2015 [9]. Figure 1
(a) shows the change of the Korea’s youth unemployment rate. From examining Fig. 1
(a), we note that the variability of the time series increase as its general level increases
throughout the period 2010-2015. This suggests that some transformation such as
logarithms of raw data should be analyzed, rather than the raw data. Also seasonal
variation is observed in the series.

3 Identification of ARIMA Model

3.1 Stationarity of Youth Unemployment Data

We employed the autoregressive integrated moving average (ARIMA) process to
describe the change of the youth unemployment rate. The ARIMA(p, d, q) process
represents the d™ differences of original series as a process containing p autoregressive
and q moving average parameters [10-12].

To identify an appropriate ARIMA model for youth unemployment rates, we first
transform the original data given Table 1 by taking logarithm. The logarithm data of the
youth employment rate, ¥; = In(X;), display less spatial variability than the raw series,
where X; is the value at time t in original time series (see Fig. 1(b)). An increase in the
level of the log series indicates that at least one difference will be required to achieve
stationarity. Through the logarithm transformation and differencing the 1 degree of
logarithm series, we adjusted the time series given in Fig. 1(a).

For developing a time series model for this process, we compute the sample auto-
correlation function (ACF) and partial autocorrelation function (PACF) shown in Fig. 2.
For assistance in interpreting these functions, two-standard—error limits are plotted on
the graph as dashed lines. We see from Fig. 2(a) that the sample ACF tails off with a
sinusoidal decay, while the sample PACF cuts off after lag 0 (except at 12 lag).
The increase in the level of the log series indicates at least one difference is required to
achieve stationarity. Figure 2(b) presents the sample ACF and PACEF after one differ-
ence of log transformed series (Y¥;). The sample ACF for the series of first difference still
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displays large autocorrelations, particularly at lags 12, indicating that seasonal differ-
encing may be necessary. The most pronounced seasonal effect is at lag 12. Thus, the
seasonal difference of Y;_;, seems appropriate. The sample ACF and PACF are shown
in Fig. 2(c) along with the two standard error limits. Since the ACF in Fig. 2(c) tails off
and the PACF cuts off after lag 0, the model will be of autoregressive form with one
difference.

Raw data from April, 2010 to October, 2014 to (54 months) is used for training sets
to develop our prediction models in Sect. 3, and the rest from November, 2014 to
April, 2015 (6 months) is employed for test sets to evaluate predictability of the
developed models in Sect. 4.

To ensure the stationarity of the Korea’s youth unemployment data in Fig. 1(a), we
perform the logarithm transformation, differencing and seasonal adjustment (remove
trend and seasonality) consecutively. Finally, we could get the transformed series
shown in Fig. 3.
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Fig. 3. Stationary process of Korea’s youth unemployment rate

3.2 Estimating Parameters of ARIMA Model

We apply the ARIMA program of auto.arima() function in R [13] to identify an
appropriate model that fits the youth unemployment adjusted rate. Using youth
unemployment rates for period from May 2010 to October 2014 (54 months), we
identify the ARIMA model. The remained data of 6 months will be used for estimating
the model predictability.

Table 2 shows the results of estimated ARIMA model for Korea’s youth unem-
ployment rate. The suggested model is given by ARIMA(1,0,0)(1,1,0),,. This result
agrees with our discussions about appropriate model derivation. We call this baseline
model as Model 1 to distinguish an extended model with web-query information in
next Section (Model 2(a) and Model 2(b)).

Table 2. Estimated ARIMA model

Model 1

Model ARIMA(1,0,0)(0,1,0),>
Coefficient | AR1: 0.7374

AIC —101.45

After estimating Model 1, we diagnosed the model 1 in terms of residual, ACF and
p-value. Residuals show the regularity of standardized residuals, and ACF values are
inside the white noise area. All of the p-values are outside the significant range. These
results indicate that any problem was not found to confirm the estimated Model 1.

The estimated Model 1, ARIMA(1,0,0)(0,1,0);, can be represented as a linear
regression equation:
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Fig. 4. Diagnostic of Model 1

Modell . IH(X[) = @0 + @1 ln(Xt_l) —+ wzln(Xt_lz) —+ €t. (1)

Here @, (k = 0, 1, 2) is a coefficient of variable and the ¢, is an error term at time . We
summarize the results of regression analysis of Eq. (1).

Table 3. Estimated coefficients of Model 1

Predictors | Unstandardized B (Std. Error) | Standardized B | t Sig.
Constant | —0.098(0.227) —0.431 | 0.669
In(X,_;) |0.558(0.096) 0.562 5.841 |0.000
In(X,—12) |0.498(0.112) 0.427 4.435 | 0.000
R? (Adjusted) 0.709 (0.694)

Residual mean square 0.005

Substitution of model parameters gives Model 1 as

Modell : In(X;) = —0.098 + 0.558 In(X;_) + 0.498 In(X,—_12) + e;. (2)

Model 1 shows 70.9 % of the explanatory power (R-squared: 0.709) for the real
data. Figure 5 presents the fitted graph of unemployment rates of ARIMA model and
their observations in Table 1. Fitted curve shows similar pattern to observed rate of
unemployment.
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Fig. 5. Fitting of Model 1

4 Improving Baseline Model with Web Query Information

4.1 Collecting and Preprocessing Web Query Information

We try to apply the web query information to improve the predictability of the baseline
model (Model 1). We retrieved keywords for web queries associated with the Korea’s
youth unemployment rate through the analysis of Korean SNS (social network service)
and blog data generated from April 8 to May 8 (one month) in 2015. We find 16
Korean words simultaneously mentioned with ‘youth unemployment rate’ among 577
online documents or messages (twitter: 279, blog: 298). Collected query includes
company, economy, employment, enter-graduate-school, government, get-a-job,
graduate school, job, join-the-army, permanent position, rental house, support, unem-
ployment, youth startup, youth unemployment, and youth unemployment rate (trans-
lated to English from Korean and alphabetized).

In addition to the 16 keywords, we added another two keywords; ‘unemployment
benefits’, which showed a high correlation with ‘unemployment rate’ in previous our
study [8], and ‘youth-get-a-job’, which is an antonym of ‘youth unemployment’. The
formation of total keywords’ set is depicted in Fig. 6.

We collected web search trends of the 18 queries (keywords) from May 2010 to
April 2015 through the Naver query engine. Web query information provides the value
scaled to a range from 0 to 100 as a relative frequency like the Google Trends. The web
query information is weekly data but youth unemployment data provided by Statistics
Korea are generated monthly. For additional use of the web query information in
developed ARIMA model, we convert the time interval unit of the web query infor-
mation from ‘week’ to ‘month’.

For instance, collected weekly data of web query information in Table 4 are con-
verted as follows:
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16 Keywords 2 Keywords

* Q1: company(7| &)

* Q2: economy(ZA X))

* Q3: employment(11-2)

* Q4: enter-graduate-school(CH &}l FI5hH
* Q5: government(F §)

* Q6: get-a-job(F &)

* Q7: graduate school(CEH&)

* Q8: job(YA}2[) * Q17: youth employment( 43| ¢l)

* Q9: join-the-army (24 CH) + * Q18: unemployment benefits(&! &1 5 0{)
* Q10: permanent position(Z 1 &)

* Q11: rental house(Q!CHZ=EH)

* Q12: support(X| &)

* Q13: unemployment(&! 1)

*Q14: youth startup(& A1)

* Q15: youth unemployment(* 14! 1)

* Q16: youth unemployment rate( A AE)

Fig. 6. Keywords associated with Korea’s youth unemployment rate

Table 4. Converting time unit of web query information

Month Period Days | Weighted | Keyword | (a)X(b) | Converted
(Days) (yyyymmdd) rate(a) value(b) value (Total)
2011 20100830 ~20100905 |5 5/30 97 16.2 82.4
September | 20100906 ~20100912 |7 7/30 92 21.5
30) 20100913 ~20100919 |7 | 7/30 81 18.9
20100920 ~20100926 |7 7/30 55 12.8
20100927 ~ 20101003 | 4 4/30 98 13.1

e We convert the weekly data to monthly data by taking a weighted average
dependent upon how many days there are in a specific month. A specific month may
not include days of the current month. To align web query data with current
month’s unemployment rate, we use the weighted average of each week’s keyword
value.

e Suppose we want to construct data for September 2011 for our category “Q6:
get-a-job.” The month will include data from 2010.08.30 until 2010.10.03. The first
week (20100830-20100905) consists of 2 days of August and 5 days of September.
September has 30 days. So weighted rate of the first week is 5/30. In the same way,
we compute the weighted rates of all weeks in September. That is, the weighted
average of all weeks’ keyword values is used for monthly value of keyword.

After converting the values of 18 queries information, we selected significant five
queries which have correlations greater than 0.5 with youth unemployment rate.
Table 5 presents selected five keywords to be used in model construction of Sect. 4.2;
Q1 (company), Q3 (employment), Q14 (youth startup), Q17 (youth employment), and
Q18 (unemployment benefits).
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Table 5. Selected web queries

Query Correlation
Ql 0.633""
Q3 0.740"
Q14 0.634"™
Q17 0.748""
Q18 0.822"

“*Correlation is significant at the 0.01 level (2-tailed).

4.2 ARIMA Model with Web Query Information

For a better prediction of unemployment rate, we consider the way utilizing web query
information correlated with unemployment rate. To this end, we combine the infor-
mation of web query values and autoregressive function of time series model of (1),
thus build a linear model (Model 2) as follows:

Model2 : In(X,) = 0p + 01 In(X 1) + 03 (X 12) + >, Bin(qf) +e. (3)

Here & (k =0, 1,2) are same as those in (1), B; (k = 1, .., n) are coefficients of
query values, q’; (k =1, .., n) are the values of search volume index and the ¢, is an
error term at time f. Stepwise regression [14] on linear model of (3) provides the
estimated model as follows:

We note that in estimated model of (4), the variable of In(X,_;) is not selected.
When we include the variable of In(X;_;) in the estimated model, the best model is
given as

Table 6. Estimated coefficients of Model 2

Model 2(a) | Predictors | Unstandardized  (Std. error) | Standardized 3 | t Sig.
Constant | —0.333(0.211) —1.575/0.123
In(X,—12) | 0.418(0.094) 0.358 4.443 10.000
In(q!") 0.124(0.042) 0.308 0.308 | 0.006
In(g'®) 0.280(0.076) 0.416 0.416 |0.001
R? (Adjusted) 0.813(0.799)
Residual mean square 0.003

Model 2(b) | Predictors | Unstandardized P (Std. error) | Standardized B | t Sig.
Constant | —0.491(0.210) —2.336 | 0.025
In(X,—;) |0.263(0.105) 0.265 2.494 10.017
In(X,—12) | 0.382(0.097) 0.327 3.922 |0.000
In(g'®) 0.315(0.074) 0.468 4.272 10.000
R? (Adjusted) 0.803(0.788)
Residual mean square 0.003
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Model2(b) : In(X,) = — 0.491 4+ 0.263 In(X;_;) + 0.3820.2 In(X_2)

+0.315In(q;®) +e. @

Table 6 summarizes the regression results of Model 2(a) and Model 2(b). Model 2
(a) and Model 2(b), respectively, show 81.3 % and 77.1 % of the explanatory power.
Figure 7 presents the fitted graph of unemployment rates from Model 1 and Model 2(a)
together with trend of real observations. Fitted curve shows similar pattern of observed
rates of unemployment.

24 Real Data ----- Modell — - - Model2(a)
23
g 22
3 21
=3
)
5
5 19
18
17
2011-May 2012-May, 2013-May 2014-May,

Fig. 7. Fitted curves of Model 1 and Model 2(a)

4.3 Performance Comparison of Model 1 and Model 2

To compare the performances of three developed models (Model 1, Model 2(a) and
Model 2(b)), we simply consider the measures of the coefficient of determination,
standard error of estimates and mean squared prediction error of models. In compu-
tation of mean squared prediction errors, we use the 6 month-dataset from November
2014 to April 2015 after training period of 54 months. Table 7 summarizes the con-
sidered measures for three models. Among three models, Model 2(a) shows a little
better performance than those of Model 1 and Model 2(b).

Specifically, Model 2(a) and Model 2(b) better explain the youth unemployment
rate by 10 % than Model 1. Standard error of estimates and mean squared prediction
error of Model 2(a) decrease by about 20 % and 40 %, respectively compared to those

Table 7. Model performance comparison

Model 1 | Model 2(a) | Model 2(b)
Coefficient of determination | 0.709 0.813 0.803
Standard error of estimates 0.06890 | 0.05589 0.05737
Mean squared prediction error | 0.005 0.003 0.003
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Fig. 8. Predictability of Model 1, Model 2(a) and Model 2(b)

of Model 1. Figure 8 shows the fitted graphs of unemployment rates for training period
of 54 months and for prediction period of 6 month together with real observations.
Three fitted curves of Model 1, Model 2(a) and Model 2(b) show similar patterns to
observed rate of unemployment.

5 Discussion

Our research focuses on development of models for predicting the youth unemploy-
ment rate in Korea. Classical method of ARIMA is often applied to estimate unem-
ployment rates. Another direction to forecast such rates suggests utilizing web query
information together with statistical models such as ARIMA model. We develop a
combined model of ARIMA process and web query information. Estimated model
utilizing query information shows better performance than that of classical ARIMA
model in prediction of unemployment rate. We consider that appropriate query infor-
mation associated with response of interest can be usefully applied in developing
estimation model. Often accurate and rapid prediction of certain variable is required for
early decision of relevant policies. Recently, obtaining appropriate information from
web query tends to be easier, thus we expect that effectively utilizing of collected web
query information would be helpful for more accurate estimation and prediction of
interested variables.
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Abstract. Technopark is a union of companies called residents that implement
innovation activities. Development of the competence management system for
technoparks is currently a relevant task. Such system allows automating the
process of resident’s search that can satisfy potential customer tasks. The paper
presents a smart space-based approach for competence management system
development and implementation. Every resident is described by a profile that is
shared with the smart space and becomes accessible for other competence
management system users. The profile consists of several competencies and
evidences with skills levels characterized their degree of possession.

Keywords: Competence management - Skills + Smart space - Technopark
residents

1 Introduction

Technopark is a union of companies called residents that implement innovation
activities. For joint collaboration of residents and for finding of potential customers for
a resident or for a group of residents it is useful to acquire resident competencies and
use it to represent them. Last years, competency management of companies is a popular
research and development topic (see [, 2]). At the moment, advantages in a global
competition is determined by learning and deployment speed of new knowledge into
modern technologies and production. In accordance with [3], the main aspects involved
in competence management are related to: development of concepts, skills and attitudes
(formation); work practices, ability to mobilize resources, which distinguishes it from
others; combination of resources; search for better performances; permanent ques-
tioning; individual learning process in which the higher responsibility should be
attributed to the individual him/herself; relationship to other people. Such system
allows automating the process of residents searching that satisfy potential customer
tasks. Competence management of employee and companies at all is a popular research
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direction in the last years. The paper presents a relate work of modern competence
management systems. Main requirements for such systems are formulated based on this
related work. An approach for competence management system and its implementation
were developed and described based on smart space technology that provides possi-
bilities to organize semantic based information exchange among technopark residents
and other competence management system customers.

At the moment, the system is developed and deployed for ITMO University
Technopark. This technopart is a member of international association of technoparks
and presents residents for potential customers. Thereby, development of the compe-
tence management system for ITMO University Technopark is the actual at the
moment task.

The rest of the paper is structured as follows. Related work is presented in Sect. 2.
Section 3 describes a reference model of the competence management system. Sec-
tion 4 presents the approach evaluation. The results are summarized in Conclusion.

2 Related Work

The article [4] presents the outcomes of studies, which resulted the creation of the
information system for the storage and evaluation of competencies of university stu-
dents. The system is based on fine-grained representation of the skills and compe-
tencies through ontologies. The system supports students in planning their courses, fills
a gap in the analysis of competencies and creates profiles for application forms when
applying for a job. Presentation profiles based on XML HR for data exchange. For
example, if students give the access to their profiles to recruitment companies, it allows
recruiters to find the desired employee faster. Due to the high accuracy of stored data,
encrypted XML data store is used.

As part of a university course, it was selected about 60 students with relevant
competences in the field of computers to work with economic tasks/information sys-
tems. Each student has three courses for himself/herself, which he/she later takes. For
each course there is a number of competencies, which are prerequisites for the taking of
a course and a number of competencies (postconditions), which were obtained during
the course of implementation.

The proposed system can only be regarded as the first prototype, as it considered
only certain important competences. For example, the competence “programming” was
developed in parallel courses and was not represented in the system. Profile was
considering only the post-conditions, without taking into account the student’s com-
petence in programming.

The article [5] presented the results of studies, conducted over 10 years, which led
to the creation of applications for ontology learning, based on competencies and
knowledge management. Based on this ontology, the structure of the software for
e-learning systems managed by ontology is presented. The researchers concluded, that
in order to meet the challenges of the information society, it is necessary to maintain
process of competence development in the context of lifelong learning. More flexible,
adaptive learning systems are required. The article tells about the experience, of using
MISA method (Instructional Engineering Method) - training engineering development
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method. It was first used in 1992 with the aim of integrating the knowledge of mod-
eling and competence within the framework of this method.

Also, researchers present TELOS system (TelELearning Operating System), which
is a teaching operating system with an ontologically-driven architecture. The system
integrates computer and human agents using two basic processes: semantic represen-
tation of resources and resource aggregation. Acquisition of new competencies is the
important task of competence management. This process should be integrated into the
software system as an educational engineering tool, allowing to inform the operational
tools of the new acquired qualities and their position in relation to the achievement of
the objective of acquired new competencies.

The authors [6] address the problem of knowledge modeling in multi-agent systems
that allow agents and users, to perceive alike and accept the concept of a domain.
Ontologies are offered as a solution that allows to develop a coherent rules for specific
domains. The researchers presented a multi-agent system that allows to manage, search
and map existing competences of the user with represented ones, on the basis of
relevant ontologies identified by specific domain. The authors examined examples for
using the competencies in the relationship between universities and prospective stu-
dents, between companies and future employees. The model considered in the
framework of the article allowed universities, students and employees of companies to
build and maintain their own competence to assess their knowledge to comply with
their mandates and to search for the desired competencies in the respective areas. The
direction that the researchers plan to expand within the next scientific work - refinement
of quantitative ontologies of the component. It is important for requests and offers
matching. Long-term studies will be focused on the model’s ability to match two
different ontologies of the domain.

Authors of the article [7] pay attention to the lack at the moment of successful
indicators in the field of competence management, which could provide promising
tools for a more efficient allocation of resources, knowledge management, support for
training and human resources development in general, especially in the individual
entrepreneurs level. Pilot applications, such as detection of an expert often fail in the
long run, because of the incomplete or outdated databases. In order to overcome this
problem, scientists have proposed an approach of joint management competencies. In
this approach, they have joined in the Web 2.0 technology processes, running from the
bottom up with the organizational processes that run from top to bottom. They solved
this problem as the task of constructing a joint ontology, which is the basis for the
model of ontology aging process. In order to implement model of ontology aging
process for competence management, the researchers have built a semantically-social
application SOBOLEO that offers competence ontology aging and easy to use inter-
face. Thus, in the article the researchers show how ontology competencies can be
developed to cover less formal tag topics. It was proved that it guarantees value and
timeliness during application. Easy to use in everyday activitiecs SOBOLEO motivates
employees to fill the data into the system.

The article [8] presents a common framework for intelligent competence man-
agement system based on ontologies for an information technology company. In the
first phase, it was tested in small enterprises working in the field of information
technology, and then it applied for other organizations of the same type. Competence
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management system according to the authors has to achieve the following key
objectives: (a) maintain complete and systematic acquisition of knowledge about the
competencies of employees of the enterprise; (b) ensure knowledge about the com-
petencies and their owners; (c) apply existing knowledge to achieve the goal.

The core competencies of information management system is an ontology, which
plays the role of declarative knowledge base repository, containing the basic concepts
(such as company work, competence, domain, group, person, etc.) and their relation-
ship to other concepts, examples and properties. Protégé framework was used to create
such ontology. Ontology structure is conceived in such a way that the logic description
can be used to represent the concept of determining the subject area in a structured and
widespread form. Acquiring knowledge in this approach is performed by enriching
ontology, in accordance with IT-company requirements. According to the authors, the
advantage of using the system on the basis of ontology, is the ability to identify new
relationships among concepts, based on logical conclusions, starting from existing
knowledge. The user may choose for request examples of one type concept. The article
also provides some examples of using such system.

Authors of the article [9] have focused on the analysis of dynamic competence
management system. The system takes into account the changes of competences with
the time, caused by diffuse processes in project groups. Authors emphasize that the
management and control of knowledge and skills, and, more recently, the companies
competence, have become an essential factor of the production process in terms of the
strategic human capital management purposes. Knowledge and competence manage-
ment is becoming increasingly important subject of research for educational institu-
tions. It is necessary to focus on a detailed description of the achievements of the
student in the form of their competences, as well as the analysis of competences of
companies employees where intellectual capital is equal to the investment to the
competence, that allows the employer to make decision regarding trainings, attracting
to new projects and recruitment.

Considered article describes the concept of dynamic competence management
system, which contributes to a better dynamic nature competences guidance. The
authors cite several arguments in favor of use of this system in the organization: (1) the
system provides the identification of skills, knowledge, behaviors and capabilities
needed to meet current and future staffing needs, (2) it can focus on the individual and
group development plans.

Offering the formal approach in building a competence management system, the
author of the paper [10] addresses the problem of competence profiles management.
Competence management in recent years has become very topical, because it con-
tributes to the achievement of organizational goals and solves problems such as
improving the information flow or the competences generation. In the paper were
proposed a lot of competence modeling approaches and the use of competency models.

It was revealed that there was no examination of the structures and the use of
competence profiles in competence management system. The author has represented
the ontological realization of the abstract model, including software architecture of
competence profile management system. The main contribution of this work is that the
authors consider the formalization of competency profiles operations and ontological
implementation of these operations.
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The authors of the paper [11] focuses on the role of user behavior modeling and
semantically enhanced submissions for personalization of its interaction with the sys-
tem. The work represents the general ontological foundations of user modeling
OntobUMT (Ontology-based User Modeling framework) its components and processes,
associated with the user behavior modeling. The authors present them as wireframes,
shaping user behavior and classifying people according to their behavior. The basis of
OntobUMT is user ontology, which was developed in accordance with the information
system management, information package IMS LIP (Information Management System
Learning Information Package). Custom ontology includes behavioral concept, extends
to IMS LIP specification, defines the users characteristics, interacting with the system.
The paper gives examples of OntobUMT in the context of a knowledge management
system. Also, in the scientific work, the background of the ontological modeling cre-
ation, user behavior for semantically enhanced knowledge management systems are
discussed. According to the authors of this article, the results of presented research,
may contribute to the development of other frameworks of user behavior, other
semantically enhanced user modeling systems or other semantically enhanced infor-
mation systems.

According to the authors of the paper [12] learning management system Moodle
(Modular Object - Oriented Dynamic Learning Environment) is currently the most
popular software solution that provides a variety of modules for various educational
purposes. However, there are some aspects related to competence management, which
are missing in Moodle. Article [10] offers an application that is designed as an
extension of Moodle to support the development and evaluation of competences within
the course. The article provides detailed information about the competence ontology,
adopted for course structure development, based on competence, as well as competence
management features built into Moodle. The authors show how these functions,
embedded in the learning management system, allow the controlling of the target
competencies together with associated elements and evaluate the level of skills,
achieved by students within each of the target competencies. In addition, it becomes
possible to generate different types of competency reports, depending on the target role
(teacher, student or administrator). The application, offered by authors, satisfies the
need for practical and convenient way to manage and evaluate the competencies,
associated with learning management system Moodle.

In the paper [13] authors analyze the various approaches, presented in the literature,
related to the competence modeling and offers a competence ontology as a formal
description of the competence characteristics, agents, and educational resources in the
educational networks. The proposed by authors ontology also seeks to simulate aspects,
related to competence management and tracking to support the development of com-
petences in educational networks throughout life. The authors believe that with the
introduction of a paradigm of continuous education and dissemination of the terms
“knowledge society”, “civil mobility”, “globalization”, competence based learning and
training, interest in technologies, improving the quality of education is growing, as it
provides an important advantage for individuals and organizations, supporting the
transformation of learning outcomes into permanent and valuable asset - knowledge.
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In this context, in order to facilitate the acquisition and ongoing development of
new competencies, educational networks have revealed the need to provide a variety of
learning opportunities throughout life.

Based on the presented related work the following basic requirements for the
competence management system of the technopark residents were highlighted:

e competence management system has to be based on smart space that contains
residents competencies modelled in terms of ontology;

e storing residents profiles, information about customer tasks and the ability to handle

them in competencies management system;

separation of user rights to the following key roles: user, administrator and resident;

web interface support;

comparison between the residents competence profiles;

comparison of a task with a profile.

3 Reference Model

Proposed competence management system is based on smart space technology that
provides possibilities to share the semantic information among technopark residents
and potential customers. Residents share with the smart space their competence profiles
that represents main information about a resident and list of references to the resident
competencies represented by ontologies (see Fig. 1). A competence profile of a resident
is the set of skills with associated levels. A resident is used the competence editor to
transfer their competencies into ontological representation. This ontology is shared
with the smart space and describes the model of the resident in the smart space.
When a customer would like to collaborate with the technopark he/she opens
technopark web portal and search for resident models in smart space who have required

Web

Technopark Competence Web
<::> Web Portal Editor <:>
Resident
Profile
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Fig. 1. Reference model of the proposed competence management system
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competence or describe his/her context to implement this searching automatically.
Context is a set of customer competencies that are required at the moment to solve for
him/her task.

Competence editor module supports the following main operations:

e skill lexicon management;
e residents management;
e competence profile management.

Skill lexicon management provides possibilities for a resident/administrator to add
new, remove, update items in the technopark skill tree. These skills can be added by a
resident to the competence profile. Every skill is characterized by levels that represent
degree of possession of the skill. A resident/administrator can specify count of levels
and title for every level. Resident management operation provides possibilities for
administrator to add, remove and edit a resident profile. The resident profile includes:
company name, web site, address, short description, and contact e-mail. Competence
management operation provides possibilities for residents to add and remove skills
from a resident profile and determine degree of possession by choosing the skill level.

Technopark web portal supports the following main operations:

determine a customer task;

compare the customer task with resident profiles;

compare profiles of different residents;

range resident profiles based on similarity to the customer task.

A customer can determine a task and specify requirements that a company has to
have for implement the task. Compare the customer task with resident competence
profiles is used to determine if the resident can perform the selected task or not. For
each requirement, the competency that implements the same skill is extracted from the
competence profiles. If this skill level is less than the according skill level for the task
requirement or profile does not have any competence with required skill, then selected
profile cannot perform selected task, otherwise it can.

4 Implementation

Application has been implemented using Java programming language and Spring
Framework technology stack for Technopark of ITMO University. Customers, resi-
dents, and administrator are working with competence management system through the
web interface. Skills tree is shown in Fig. 2. It covers all ITMO University Technopark
resident skills. Example of a resident profile is shown in Fig. 3. It includes the resident
name, web site, address, resident description and set of competence linked to the
resident profile. Implementation of the competence management system in details is
described in [14].
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Enter your search request

Skill tree

S] ’Technopark SKill (Bo3MOXHOCTH TexHoNapka)
& ’Information Technologies (MH®MOPMaLUMOHHBIE TEXHOMOMK)
5] QInteIIigent Systems (MHTennekTyanbHble CUCTEMbI)
’Robotics (PoBoToTexHMKa)
‘Self—Organisation (CamoopraHusauma)
’Recommendation Sysetms (PekoMeHayioLue CUCTEMBI)
’Socio-Cyberphysical Systems (Couuo-knbeppu3snyeckme CUCTEMBI)
’Knowiedge-Based Systems (CuUCTEMbl OCHOBaHHbIE Ha 3HAHWUAX)
’Sman Spaces (MHTennekTyanbHble NPOCTPaHCTEA)
anternet of Things (UHTepHeT Bewen)
’Competence Management (YnpasneHue KoMneTeHuuamm)
5] QProgramming (MporpaMmupoBaHue)
‘Java Programming (MporpamMMupoBaHu1e Ha A3bike Java)
’C-H Programming (MporpamMMupoBaHue Ha C++)
’Web Programming (Be6 nporpaMMupoBaHue)
’Android-Based Programming (Mporpammuposaxue ans Android)
QData Recovery (BocCTaHOBneHUe AaHHbIX)
QData Recovery (BoccTaHOBNEHWE AaHHbIX)
’Biotechnologies (BuoTexHonorum)
QOpticaI Technologies (ONTUYECKUIA TEXHONOIMK)
’Agriculture (Cenbckoe X0331UCTBO)
B ’Fotonics and Optics (®POTOHMKA U ONTHKA)
’Solid State Optical Spectroscopy (OnTuyeckas CneKTpocKonus TBepAoro Tena)
’Additive Coloring of Fluorite Crystals (ALAMTMBHOE OKpaLUMBaHUE KPUCTanNNoB CO CTPYKTYpoit dn
QPhothernal Treatment of Crystals and Glasses (®oToTepmuyeckans 06paboTka KpUCTanmnos u cte
’Recording of Dynamic Volume Holograms (3anucb AMHaMNU4eCcKux 06 beMHbIX ronorpamm)
’Recording of Static Volume Holograms (3anucb cTaTM4eCcKuX 0GbeMHbIX roforpamm)
’Measuring of Volume Hologram's Characteristics (M3MepeHue xapaktepucTuk 06 beMHbIX ronorp
’Recording of Volume Holographic Elements in Photochromic Crystals and Phothermorefractive ¢

Fig. 2. Skills tree for ITMO Univerisy Technopark residents

The following main scenarios are supported by application:

e User knows what competencies he/she needs. In this scenario user uses the search a
resident by needed competencies.

e User knows the resident but should know it possibilities. In this scenario user can
aggregate all tasks the resident can implement.

e User knows of two residents and he/she would like to compare their profiles. Which
company can better implement the needed task.

e User knows the resident and and task and he/she would like to compare the resident
and the task to understand if this resident can implement this task.
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International Research Laboratory «Intelligent
Technologies for Socio-Cyberphysical Systems»
(MHJT «MHTennekTyanbHble TEXHONOrMu Ans
coumo-knbepdunsny4ecknx cuctTem»)

http://socyphys.ifmo.ru/

308, 49 Kronverksky Pr., St.Petersburg, 197101, Russia (Bupxesas nuHua, 14-16, k. 308 CaHkT-MeTepOypr,
199034)

socyphys@corp.ifmo.ru

The international laboratory «Intelligent technologies for socio-cyberphysical systems» was founded based
on the ITMO's faculty of information technologies and programming in 2014. The laboratory unites
researches from St. Petersburg Institute of Informatics and Automation of the Russian Academy of
Sciences, The University of Rostock (Germany), and St. Petersburg National Research University of
Information Technologies, Mechanics & Optics. The laboratory carries out research on intelligent
technologies for socio-cyberphysical systems. This direction of the investigations corresponds to the priority
research direction "Information technologies in economic, social sphere, and art", which is the one of the
ITMO's research areas.

MexayHapoaHas Hay4Haa nabopaTtopus coLmo-kubepdu3nYeckux cCucTeMm ocHosaHa B 2014 roay Ha Gase
(haKynsTeTa MHPOPMALIMOHHbIX TEXHOMNOrUIA M NporpamMuposanna UTMO. Nlabopatopus o6beanHAeT
y4eHbIx deaepanbHoro rocyAapCTBeHHOro GIOMKETHOrO YUpexaeHna Hayku CaHkT-MeTtepOyprckoro
MHCTUTYTa MHOPMATUKM M aBTOMATU3aLMKU POCCUIACKON akafieMun HayK, YHuBepcuTeTa f. POCTOK
(Fepmanus) n ®eaepanbHoro rocyapCTBEHHOMO GIOAKETHOO YYPEXAEHNA BbICLLETO NPOPECCUOHANBHOO
o6pa3zoBaHna CaHKT-MeTepByprckoro HauMoHanbHOro UCCnefoBaTeNbcKoro yHuBepcuTeTa
MHDOPMALMOHHBIX TEXHONOMMIA, MEXaHWKM M ONTUKK. B naGopaTopuu NPOBOARTCA UCCNEA0BaHUA B 06nacTn
MHTENNEKTyanbHbIX TEXHONOTUI ANA COUMO-KuBepdU3NIECKUX CUCTEM. [laHHOe HanpaBneHue
UcCnefoBaHni COOTBETCTBYET NPUOPUTETHOMY Hanpaanexuio uccneaosasuin HAY UTMO
«MH(OPMALMOHHbIE TEXHONOMMM B 3KOHOMUKE, CoLManbHoM cepe u UcKyccTee»

Competencies:

Internet of Things (MHTepHeT Bewwen) - 1 Evidence:

Competence N\

gement (Ynp Kol unamu) - 1 Evidence:

C++ Programming (MporpaMm1poBaHne Ha C++) - 1 Evidence:

Fig. 3. Example of a resident profile

5 Conclusion

The paper presents an approach and implementation for competency management
system for technopark residents. The system has been implemented for Technopark of
ITMO University and accessible by the following link: http://77.234.220.70:8080/. At
the moment, the system is being filled by the information about Technopark residents
and then this information will be used to generate information pages for Technopark
residents in web portal: http://technopark.ifmo.ru/en/.


http://77.234.220.70:8080/
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Abstract. The paper describes an approach of applying an actor model that
executes Data Mining algorithms to analyze data in IoT systems with a dis-
tributed architecture (with Fog Computing). The approach allows to move
computational load closer to the data, thus increasing performance of the
analysis and decreasing network traffic. Execution of the 1R algorithm in an IoT
system with a distributed architecture and the results of the comparison of
distributed and centralized architectures are shown in the paper.

Keywords: Internet of Things - Fog Computing - Data Mining - Distributed
data mining + Actor model

1 Introduction

Currently there is a rapid growth of stored information volumes obtained from different
devices: sensors, cameras, mobile phones and others. These devices, connected by the
Internet, are called Internet of Things (IoT). Cisco analysts consider the period of
2008-2009 to be the birth of the Internet of Things because during this period the
number of devices connected to the Internet exceeded the population of the Earth [1],
thus making the ‘Internet of People’ the ‘Internet of Things’. According to Gartner, Inc.
(a technology research and advisory corporation), there will be nearly 26 billion
devices in the Internet of Things by 2020 [2]. Therefore the amount of information
coming from those devices will increase over time.

Today this kind of information is referred to as Big data. It is characterized by large
volumes of data, a variety of types and rapid generation. Such data is collected from
sensors in [oT systems. Data analysis is an important task in such systems.

Scalable data processing systems are used to perform analysis (including intellec-
tual analysis). Examples of such systems are Apache Hadoop and Apache Spark. They
are used to process huge amounts of data like those in the systems by Google, Yandex
and other popular social networks. However they do not require a centralized storage of
the processed data and do not allow to relocate computational load closer towards the
data sources, which would reduce traffic and therefore increase speed of the analysis.

Lately, IoT systems with fog nodes have become more popular. They are an
alternative to the IoT systems with a centralized architecture. The systems use fog
nodes to preprocess data. This paper describes an approach that allows to distribute
analysis between nodes and move it closer to the data.

© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-46301-8_3



26 1. Kholod et al.

The paper is organized as follows. Section 2 is a review of the approaches to
creating data mining systems for the IoT. The third section contains the description of a
general approach that allows to map the decomposed algorithm onto blocks of the
actors model. The fourth section describes the proposed approach to implementing the
data mining system for IoT with a distributed architecture. The last section discusses
the experiments and compares the approach with similar solutions.

2 Related Work

Most of the data mining systems for the IoT have a multilayer architecture (Fig. 1) of
four levels [3, 4]:

1. The devices layer is the bottom layer. It can be viewed as a hardware or physical
layer which performs data collection.

2. The data gathering layer is responsible for connecting the devices layer and the
application layer enabling data transfer between them. It also performs cross plat-
form communication, if required.

3. The data processing layer is responsible for critical functions such as device and
information management and also takes care of such issues as data filtering, data
aggregation, semantic analysis, access control and information discovery.

4. The layer of data analysis services provides services or applications that integrate or
analyze the data received from the other two layers.

The last level provides services to execute different analytical tasks. The majority of
existing IoT systems have a centralized architecture. The data there is collected in a
single storage and is processed by the analytical services, which are also executed on a
single computing cluster. There are two approaches to building a centralized analytical
service:

External analytic cloud

lot system

Data analysis
services

Data processing
layer

lot system

C @ mﬂ

Devices @ : @ :

layer & é @ & A @
a) b)

Fig. 1. Data mining for IoT systems with centralized architecture: (a) using internal data mining
system, (b) using an external data mining cloud

Data gather
layer
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e integration within existing cloud storages and analytic services [5];
e implementation of new services based on existing scalable analysis systems [4].

Cloud analysis services provided by established companies can be used to imple-
ment the first approach.

Azure Machine Learning (Azure ML) [6] is a SaaS cloud-based predictive ana-
lytics service from Microsoft Inc. It has been launched in February 2015. Azure ML
provides paid services, which allow users to execute the full cycle of Data Mining: data
collection, preprocessing, features definitions, choice and application of algorithms,
model evaluation and publication. The service is for experienced users with knowledge
in machine learning algorithms.

Azure ML can import data from local files, online sources and other cloud-projects
(experiments). The reader module allows to load data from external sources, the
Internet or other file storages.

In April 2015 Amazon has launched their Amazon Machine Learning service that
allows users to train predictive models in the cloud [7]. This service provides all stages
required for data analysis: data preparation, construction of a machine learning model,
its settings, and eventually the prediction. The user can build and fine-tune predictive
models using large amounts of data.

It allows users to analyze data stored in other Amazon services (Amazon Simple
Storage Service, Amazon Redshift, or in Amazon Relational Database Service). To
scale computations, the service uses Apache Hadoop.

Google made its Cloud Machine Learning platform [8], which is used by Google
Photos, Translate, and Inbox, available to developers in March 2016. It is a managed
platform that empowers users to build machine learning models. The platform provides
pretrained models and helps to generate customized models. It allows users to apply
neural network based machine learning methods, which are used by other
Google-services including Photos (image search), the Google app (voice search),
Translate, and Inbox (Smart Reply).

All of these services are provided by REST API for client applications. Users can
only analyze data stored in Google storage and cannot add new machine learning
algorithms.

Scalable data analysis systems can be used to implement the second approach.

Apache Spark Machine Learning Library (MLIib) [9] is a scalable machine
learning library for the Apache Spark platform. It consists of common learning algo-
rithms: classification, regression, clustering, collaborative filtering and other. It has an
own implementation of MapReduce, which uses memory for data storage (versus
Apache Hadoop that uses disk storage). It allows to increase the efficiency of the
algorithm performance.

Apache Mahout [10] is also a data mining library concerning the MadReduce
paradigm. It can be executed on Apache Hadoop or Spark based platforms. It contains
only a few data mining algorithms for distributed execution: collaborative filtering,
classification, clustering and dimensionality reduction. Users can extend the library by
adding new data mining algorithms. The core libraries are highly optimized and also
show good performance for non-distributed execution.
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The disadvantage of the IoT systems with centralized approach is that it is nec-
essary to send all the data from the sources to the place where it will be analyzed. This
increases the network traffic and the time that the analysis takes in whole. This becomes
a significant restriction when analyzing big data in real-time.

Fog Computing that became popular recently is an alternative to the Cloud
Computing [11]. Fog Computing enables a new breed of applications and services, and
that there is a fruitful interplay between the Cloud and the Fog, particularly when it
comes to data management and analytics. The IoT systems that use Fog Computing
have intermediate fog nodes at the level of intermediate levels of the IoT systems
(Fig. 2) where the data analysis is performed without the data being sent to the cen-
tralized storage.

. loT system
Data analysis
services

Data processing
layer

Fog nodes %
Data gather
0 m 0 0 rﬁ
Devices 7 @ V
layer & é @ éQ [5

Fig. 2. IoT system with fog nodes
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Such architectures are popular due to the absence of the drawbacks described
earlier. However neither existing cloud analytical services nor systems that perform
scalable data analysis can be used for such systems. The suggested approach and it is
implementation on the actor model allow to solve this problem.

3 The Essence of the Approach

3.1 Presentation of Data Mining Algorithm as a Set of Functional Blocks

According to [12, 13], a data mining algorithm can be written as a sequence of
functional blocks (based on the principle of functional programming). A data mining
algorithm can be presented as a sequence of function calls:

dma = f4(d, fa_y(d, .. .£i(d, .. .F1(d,m)...)..)), (1)
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where f;: is a function that analyses the input data set d of type D and changes the
mining model m of type M. This function is called functional block. It is of the type:

FB :: D — M — M, where

— D: is the input data set that is analyzed by functional block,
— M: is the mining model that is built by functional block.

Note that not all of the functional blocks of the data mining algorithms need to use
the data:

f2(d, m) = f7(nil, m)

Such blocks are called calculation functional blocks. Accordingly the blocks, which
use the data:

ff(d, m) # ff (nil, m)

are called processing functional block. Thus if the algorithm is represented as a set of
functional blocks:

A={f,fs, .. fi,. . £},

it is possible to divide the set into two subsets depending on the functional block’s
type:

A=A UA; = {f5, 15, .. ff, . FFU{f]L £, .. T, 1L )

A data mining algorithm is also a functional block since according to (1) it can be
presented as a composition of functional blocks:

dma:fnofn_lO...Ofio...ofl.

The different flowchart structures (decisions, loops and other) can also be presented
by functional blocks [14]. For example, we rewrite the 1R [15] algorithm as set of
functional blocks:

e the conditional function which checks weather the current attribute is a target
attribute. If so, it calls a composition of two functional blocks:
— addingOneRule: adding a new rule to the mining model,
— incrementOneRule: incrementing the count of vectors validated for this rule
isCurrAttrTarget = if cf (d, m) then addingOneRule®incrementOneRule, where
— ¢f — function to calculate the conditional expression,
e loop - function, which calls the functional block isCurrAttrTarget for all the
attributes of the current vector,
attrsCycle = loop (d, finia (d, m), cfa, forear isCurrAttrTarget), where
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—  fmira: the function initializes an attribute counter with the first index of the list of
attributes
— c¢fs: the conditional function checks whether all the attributes have been
processed
— fpreva: the preprocessing function changes an attribute counter assigning the
index of the next vector
e the vectors cycle function calls the functional block attrsCycle for all vectors,
vectorsCycle = loop (d, fiiw (d, m), cfw, fprew, attrsCycle), where
— cfw: conditional function, that checks whether all the vectors have been
processed
— faiw: the function, which initializes a vector counter with the first index of the
list of vectors
— forevw: Preprocessing function, that changes the vector counter by assigning the
index of the next vector
e loop - function, which for all values of the target attribute calls a functional block:
— selectBetterScoreRule: selection of rule with minimal error for the current value
of the target attribute
targetsValuesCycle = loop(d, finia(d, m), cfr, forer» selectBetterScoreRule),
where
— ¢f7: conditional function, that checks whether all the values of the target attribute
(classes) have been processed
— fair the function, initializes a class counter with the first index of the list of
classes
— forevr: preprocessing function, that changes the class counter by assigning the
index of the next class
e cycle function that calls functional block targetsValuesCycle for all rules:
rulesCycle = loop’ (d, fbinir (d, m), cfg, fDprer, targetsValuesCycle), where
— cfg: conditional function, that checks whether all the rules have been processed
— fmi: the function initializes a rules counter with the first index of the list of rules
— forevr: preprocessing function, that changes the rules counter by assigning the
index of the next rule

So, the 1R algorithm can present as composition of two the functional blocks:

IR = rulesCycle ° vectorsCycle (2)

The functional block rulesCycle does not require the presence of the dataset and is a
calculation functional block. The vectorsCycle block processes data and is a processing
functional block.

3.2 Conversion of a Data Mining Algorithm into Parallel Form

According to the Church-Rosser theorem [12] the reduction (execution) of functional
expressions (algorithm) can be done concurrently. The expression (1) has to be
transformed into a representation, from which the functional blocks will be invoked as
arguments. For this purpose a function parallel which takes care of data-parallelization
in the algorithms has been added [16].
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Using the parallel function, different parallelized forms of one data mining algo-
rithm can be created. For example, the 1R algorithm can be converted into the fol-
lowing parallel forms:

e with parallel processing of the data sets by the vectors:

vectorsCycleParall = parallel(d, m, vectorsCycle) (3)
1RVectorsCycleParallel = rulesCycle ° vectorsCycleParall.

e with parallel processing of data sets by the attributes:

attrCycleParall = parallel(d, m, attrsCycle)
vectorsCycle = loop'(d, fbiniew (d, m), fOinirw , fOprew , attrCycleParall ) (4)
1R VectorsCycleParallel = rulesCycle  vectorsCycle.

3.3 Mapping a Data Mining Algorithm on a IoT System with Fog Nodes

The IoT system can be represented as a union of two sets of nodes:

S=CUF= {ng,nf,...7n;,...,nC}U{nf),nﬁ,...,nf,.. nf}, where

u q z

— 1 - computing node of a system that does not store data and is used to perform the

analysis services (located at the data analysis services level on the Fig. 2),
- ng - anode of a system that stores data and is used for preprocessing (fog nodes on
the Fig. 2).

To execute analysis algorithms in such systems, the actor model [17] has been
proposed [18]. The execution environment based on the actor model can be represented
as a set of actors:

E= {r, ag,ay,az, . . ., aj, .. .,ag}, where

— 1 — the router, which distributes messages among actors,
— ap — the actor, which carries out the main algorithm sequence,
— aj—a, — the actors, that carry out the parallel function of the algorithm.

Actors can execute functional blocks and therefore run a distributed execution of
the data mining algorithm [18]. The described approach was implemented as the data
mining library DXelopes [19]. The library has adapters for the integration in the actors
environments [18].

The actors environment was used to create the prototype of the distributed IoT
system with fog nodes. Mapping actors to the nodes of the system divides the set of
actors into two subsets: computing and processing:
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E—S=E— (CUF)=(E. - C)U(Ef - F) =
B AWING £
{(a.m5) las € Eong & CU{(al,n) [of € F.nf € F}

The types of the functional blocks in the Data Mining algorithm can be recon-
sidered when mapping them to actors. The blocks that interact with data should be
located at the processing actors and the blocks that do not interact with the data should
be located at the computing actors:

A—-E—-S=A—E— (CUF)=(A, - E. - C)U(Af — Ef — F) =

c £ f £\ | f f £
{(fic,ajc,n;) |ff € A,a € E,np 6C}U{<fb,ar,nq) |f, € A,a, € F,n, € F}

(5)

Information on the fog nodes can be distributed horizontally or vertically. If the
distribution is horizontal the data, that is recorded by the sensors at each node has the
same metadata but is related to different objects. For example, there can be sensors for
pressure, temperature, humidity etc. that would measure the parameters of similar
objects but, for example, be located in different regions.

If the distribution is vertical, the data recorded at each node is related to one or
several parameters. Thus the data, which is stored at each node has different meta data
but is usually related to a single object. In this case, the synchronization can be
achieved through comparison of timestamps.

The suggested approach allows to easily transform sequential algorithms into
parallel processing on attributes or data vectors for both cases. The functional blocks of
the algorithm that processes data can be moved to the fog nodes that store information
according to (5).

4 Experiments

Experiments for centralized and distributed IoT systems have been carried out. The
Apache Spark MLIib was used for the centralized approach. It has been deployed on
high-performance servers supporting hardware virtualization and providing the possi-
bility to perform cloud computing. The following objects of the computing cluster
infrastructure were used for the experiments:

e two servers with following characteristics:
— CPU - IntelXeon 2.9 GHz (2 CPU on 6 kernels, performance of calculations in 2
streams on a kernel, only 24 streams on the server), RAM - 128 GB,
— CPU - Power7 3.3 GHz (2 CPU on 4 kernels, performance of calculations in 4
streams on a kernel, only 32 streams on the server), RAM - 128 GB,
e two StorageSystemStorwizev700 with 13.6 TiB.

For the distributed approach, actors with the functional blocks of the algorithm 1R
were distributed between the nodes of the system. As an example, a specific parallel form
of the algorithm 1R was used in each of the data distribution types (Fig. 3). Algorithm
R1 was parallelized into vectors (3) for a system with a horizontal distribution (Fig. 3a)
and into attributes (4) for the system with a vertical distribution (Fig. 3b).
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Fig. 3. Using the actors for execution of 1R algorithm in IoT system with fog nodes
(a) horizontal data distribution, (b) vertical data distribution

The calculation functional blocks of the algorithm were run on the same cluster as
Spark ML. Fog nodes were created as virtual machines on a high performance server
with the following characteristics:

e Huawei FusionServer RH2288 V3 Rack Server with 2 Intel® Xeon® E5-2600
v3/v4 processors, the volume of random access memory - 128 GB.

We performed experiments for systems on 2, 4 and 8 fog nodes. Each of these
nodes stored equal parts of the data set. The data sets from Azure ML were used for the
experiments. The parameters of the data sets are presented in Table 1.

Table 1. Experimental datasets

Input data set Number of Number of Size of data
rows attributes (Kb)
Iris Two Class Data (ITCD) 100 4 2
Telescope data (TD) 19 020 10 1 499
Breast Cancer Info (BCI) 102 294 5 4 832
Movie Ratings (MR) 227 472 4 6 055
Flight on-time performance 504 397 5 39 555
(Raw) (FOTP)
Flight Delays Data (FDD) 2 719 418 5 136 380

The experimental results are provided in Table 2. Data loading time and analysis
time were measured separately for the centralized systems. Therefore the total analysis
time in such systems is the sum of loading- and analysis time. The results of the
experiments show that the total analysis time in such systems is higher than in dis-
tributed systems. The reasons for this are:
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Table 2. Experimental results (s)

[oT system Action ITCD | TD | MR | FOTP | FDD
- Data set loading time 1 1 2 5 11
Centralized with | Local data analysis 4 7 114 |19 72
Spark MLib Data loading and analysis | 5 8 [16 [24 |83
Distributed with horizontal distributing 4 7 114 |20 74
Distributed with vertical distributing 5 5 |15 |22 77

e moving the calculations closer to the data which does not require any time to
transfer the data between the nodes,

e the algorithm structure optimization according to the distribution (horizontal or
vertical).

Additionally the network traffic between the end devices and the cloud has been
decreased.

5 Conclusion

IoT can have a centralized or distributed architecture. Most of the existing data mining
solutions for IoT can work only within a centralized architecture. However, distributed
architecture (Fog computing) became more popular since it allows to decrease network
traffic in a network with a large number of endpoint devices.

The paper describes an approach to building analytical services in IoT systems with
distributed architecture that uses distributed data analysis which is based on an actor
model. The decomposition of the algorithm into functional blocks and their mapping to
actors allows to distribute the calculations between the nodes of an IoT system and
observe the following advantages:

e moving computing blocks that process the data to the nodes that store information
thus increasing data processing speed and decreasing network traffic,

e optimizing the structure of the algorithm depending on the data distribution (hori-
zontal or vertical) and thus increasing data processing speed (parallelization).

The performed experiments demonstrated the efficiency of the suggested approach.
The execution time for an algorithm, distributed between the nodes of an IoT system
considering the data storage places and a distribution type, is less than for the IoT
systems with a centralized architecture (the ones that use cloud analytical services and
the ones based on scaled data analysis platforms use). In future we plan to propose
automated methods for estimation and distribution the functional blocks and the actors
in IoT systems with distributed architecture.
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Abstract. The paper presents a methodology for the synthesis of systems for
monitoring the state of a fiber-optical linear path of the optical transport net-
works, based on the information and measuring control system that implements
neural network recognition algorithms with synthesis by dominance. The pro-
posed information-measuring system processes levels of the average intensity of
the optical signal received at various carriers in a certain retrospective over a
defined period of time. It is seen that the reliability of control increases with the
growth of size of the watch window.

Keywords: Optical Transport Networks - Main optical path
Neurocomputers - Neural network + Information and Measuring Control System

1 Introduction

Achievements of neuromathematics and realization of a new generation of optical
neurocomputers are actively stimulating new directions for application of neural net-
work technologies [1]. So, considering unique properties and possibilities of systems
for optical parallel information processing, it can be noted that relevance of researches
in science areas, aimed at improving monitoring tools for optical telecommunication

systems (OTS), significantly increases.

In the last decades, the optical transport networks (OTN), serving an average of
90 % of volume of long-distance and international traffic, have become a basis of
national OTS. It is possible to mark out the following features of the current state of the

art in a subject domain [1]:

productivity of the optical fiber baseband transmission paths (OFBTP) with
wavelength-division multiplexing (WDM) has increased many times and reached
tens of terabits per second;

transmission distance of nonregenerative signaling exceeded 1000 km;
synchronous transmission technologies are succeeded by the whole group of
asynchronous technologies: from the known operator options Ethernet to per-
spective OTN (Optical Transport Network) and GMPLS [2]. It has become possible
to transmit signals of various formats in spectral channels of one OFBTP with
WDM (OFBTP have become heterogeneous).

© Springer International Publishing AG 2016
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These factors significantly complicate monitoring process of the baseband trans-
mission path (BTP) state of the real time. Standard control facilities of OFBTP of von
Neumann type [3] have no sufficient productivity for processing the incoming massifs
of optical signal intensity measurements. Meanwhile there are results of researches that
show a possibility for application of neural network approaches to formation of a
system for monitoring the state of heterogeneous OFBTP with WDM [4, 5].

2 The Essence of the Approach

Let heterogeneous OFBTP with WDM be an object of control (Fig. 1), in which there
are R carriers with wavelengths 41, . . ., Ag. Transferring optical module (TOM) switches
the sources of optical radiation (SOR) and the optical multiplexer (OM), from the output
of which a group optical signal is entered into the optical fiber (OF) with power P;s.
The optical fiber amplifier (OFA) not only increases signal power, transforming pump
current apyp, into amplification with a coefficient Gamp,, but also introduces noise (n).
From the optical fiber output, the optical power of a signal Pgpjo0x and noise Prphors
arrives at the fiber optical receiving module (FORM), where after frequency selection in
the optical demultiplexer (OD), signals at the corresponding wavelengths arrive at
individual photodetectors (PD). In decision devices (DD), photocurrent force during a
digit-time slot is estimated, and the conclusion is drawn about which symbol was
accepted “0” or “1”.

STM-64
GE-10
l inp, o - . ke
om_| EEs
SOR | Lamp m | Tr I
| Ar |

Fig. 1. The scheme of a heterogeneous OFBTP with WDM serving traffic of Synchronous
Digital Hierarchy (STM-64), G-Ethernet and OTN

For realization of continuous control of the state of OFBTP, in subject domain it is
often proposed to organize a measurement channel (Fig. 2) via which the part of group
signal energy will be fed through a coupler to the Information and Measuring Control
System (IMCS).

Research has shown that it is expedient to use a specialized optical neural network
as a compute kernel of IMCS [3].
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Fig. 2. The organization of a measurement channel in OFBTP

3 Estimability Analysis of Time History of the State
of Optical Components and OFBTP

Let tmp be a maintenance period (MP) of OFBTP during which all meaning charac-
teristics of all components of the main optical path (MOP) can be measured, and 7
be some time period, during which there is a transition of a certain spectral channel
(SC) from operating state €; to a state of parametric failure €);. Then it is possible to
allocate the following two groups of factors of operating conditions of MOP [3, 6].

L. Irreversible factors, for which 7 > Tvp is true, connected with phenomena of
wear of the OFBTP elements.

II. Factors (reversible and irreversible), causing changes of intensity parameters of an
optical signal at the input of a photodetector with Ty < Tmp.

Processes of the first group are the cause of insignificant attenuation increase during
a time period typ, brought by the spectral channel elements and smooth increase of
their background noise (bn) levels. The existing techniques [6] allow one to success-
fully predict optical components failure because of their ageing on the future time
interval typ, which gives an opportunity to replace or restore them in due time.

The second group is characterized by the following factors: fluctuations of tem-
perature; bends of the optical fiber (reversible and irreversible), which resulted from
errors of the service personnel or attempts of unauthorized access to optical fiber;
thermofluctuation and corrosion growth of microcracks; radiation thickening of optical
fiber, caused by influence of factors of the nuclear weapon or strokes of atmospheric
electricity. These events lead to change of attenuation of MOP and the corresponding
change of intensity parameters values of an optical signal, simultaneous and identical to
all spectral channels, at the input of a photodetector [3].

The processes of the second group also include: redistribution of power between
spectral channels, caused by nonlinear effects of optical fiber [7]; trend of the gain
coefficient of OFA [8]. These situations are followed by change of transfer factor of the
spectral channel, simultaneous but different as to amplitude. The period of the observed
fluctuations of signal strength significantly exceeds duration of a single impulse iy, of
an optical signal, i.e. Tgpic > Timp. It is obvious that alterations of a state of OFBTP will
generally be determined by the factors of the second group. Therefore, it is necessary to
choose such intensity parameters of an optical signal, which, on the one hand, are
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capable to reflect the dynamics of change of OFBTP state with the required accuracy,
and on the other hand, allow using neurooptical information processing systems.

A study [9] has showed that the characteristics, defining a state of the r-th spectral
channel (r =1,R) of incoherent OFBTP with a passive pause regarding reliability of
information transfer, are the average number of photons of a signal 7,y and back-
ground noise n,, observed during measurement time at the input of a photodetector. So,
for example, an estimation of the intensity parameter ), having, i.e., the exponential
probability density

1 1
1) =5 zexp (— 2(;) , M

where o, is the distribution parameter, a value characterizing aprioristic intensity
uncertainty, will be given by

1 K n,
o) ™ 2)
Nsig + 1/20’% k=1 Nsig

2>

where 75, = Jgigr - Tobs 15 @ number of photons of a signal with uptake intensity Jy;or
observed in a time period Tohs, and np, = Jbng - Tobs 1S @ number of photons of back-
ground noise, respectively; k =2, ..., K.

Such an assessment of the § parameter y has an average value:

K
>
k=1

i) = b || Mo U MEL i o o 5)
Msig + 1/26% e Nsig + 1/20’% Nsig
and dispersion
MPy] - nsi 202ngg +n
Dbj] _ ['V] Nsig + Npn _ yMsig bn (4)

(g +1/2627  (ngg +1/202)°

As a time of supervision s grows, it appears that D[}] & 203, / Nsig, 1.€., errors of

intensity parameter measurement are generally caused by quantum noise of a signal,
and dispersion of such an estimate is directly proportional to the value of aprioristic
intensity uncertainty, and with growth of ng, tends to the Cramér-Rao bound. There-
fore, the accuracy of estimation of these parameters will be due to a number of received
photons g, (f) during bit Tim, and observation time Tps.

Numerical and full-scale experiments showed that for the existing OFBTP, a
measurement of sample average number of photons with the given accuracy and
reliable estimation y = 0.99 will require observation of several thousand impulses, and
observation time T, Will be units of milliseconds.
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4 Formalization of States of OFBTP and Preparation of Data
Array for Processing in Neural Network Information
and Measuring System

Further, it is proposed to identify the following sets of states of OFBTP that reflect the
suitability of their R spectral channels [3].

Fault-free (FF) set, when all spectral channels provide transfer of a flow with the
required speed BRORD and necessary reliability p,, , of transmission:

Okt = {R, BR*|p,,,, <pi'}; (5)

errr

where pPTT! is a permissible value of a bit mistake in the channel.

Operational (Op) (intermediate), when most spectral channels Rpp are fault-free,
and in other Ro, spectral channels there can be a certain (limited) decrease in reliability
of transfer (not worse than p? ) regarding the maximum transmission speed:

06y = {3r € Rop, By ¥ |y, 2 perer > PETY, (6)

errr —

where Ro, URgr = R, Vr € Rpp(BR®P|p,,,., <pP™): Rpp > Ria, Rer + Rop > Reric.
Alarmed (Al) (inoperable), when a number of fault-free spectral channels appears to
be less than a threshold value R4, or the sum Rpr + Rop of fault-free and operational

spectral channels becomes less than a value Rg:
0% = {3r € Rop, BX®P|Rpr < Rinia o Rpr + Rop <Rt }- (7)

Requirements for values BRORP pperm pal * " Rer Rop, Runds Rerie are considered to
be set by a metasystem.

For unambiguous reference of a state of OFBTP to the sets OF, QI()}l: or Q&P during
functioning of spectral channels it is necessary to have some combinations of impulses
with the determined characteristics in a group signal at all bearing wavelengths [10].
Such impulses combinations (IC), having length Nic of symbols can periodically be
entered into TOM by methods of temporary division of channels (TDM) and branch off
in IMCS (Fig. 2) together with an information optical signal.

In the developed system, by processing Nijc of symbols at each of the carriers a
sample average value of a number of photons per bit 1, in the r-th spectral channel in
the k-th moment of time will be received. It follows that IMCS for a state of OFBTP
has to process the values of average intensity of an optical signal received at various
carriers in a certain retrospective in some period (Fig. 3).

Suppose that in the presence of several classes of states of spectral channels of
OFBTP Y = (Q,), w = 1,W K measurements are carried out on Nyc impulses, and
estimates {u,, r = 1,R; k = 1, K} are obtained for each spectral channel. It is required
to determine an estimate y,x +1 = f((,x 1), y» = 1,..., W of processes of parameters
alteration {1, } according to the criterion c,(y,, y,), set by a penalty function:
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Fig. 3. A generalized functional structure of IMCS
(e, ) =100y 3), 3, =1,.., W, (8)

where & is the Kronecker symbol; y, is a true value of a sought estimate.

Each image y (k= 1,..., K, K + 1) can be put in correspondence with its distri-
bution ©(y,|y,) in space of the observed R-dimensional random process
(Hy1s -+ My 4 1)- Knowing some a priori distribution p(y,), it is possible to solve the
problem by the usual Bayesian methods. However, during analysis of MOP the situ-
ation is complicated by the fact that the variables p,, are not independent, and the
distributions @(g,|1),...w(y,|W)) and p(y,) are a priori unknown. Their a priori
knowledge can be replaced by the process of learning by instruction, i.e. the process of
supervisory communication of additional information to IMCS. For this purpose,
during measurements and tests of MOP a set of training examples for each IC is
formed.

Everything mentioned above can be ensured with the help of means of neurooptic
that allow for realization of parallelized analysis of parameters of the whole MOP on
the time interval tp = [f, 7], i.e., when an extrapolation argument is presented by a
volume optical image — a parameter matrix of the form

Hip Moo Mg
e SRS £ ©)
Hrr Hra -+ Hpg

where 1, is the mean number of photons in the r-th spectral channel by Njc in the k-th
moment of time. It is necessary to create a type of a matrix-prediction according to the
given argument by methods of mathematical and/or historical analogy
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i+ Hig+2) -+ Hig
e R N (10
MR(k+1) HMR(k+2) -+ Mrg

Analysis of this matrix allows us to make a conclusion about the projected state of
OFBTP for taking control actions.

5 The Technique for Synthesis of Neural Network
Information-Measuring Control System for OFBTP State

Let the vector X, in the selected feature space be represented by the magnitudes and
directions of changes of the matrix elements X, (9). A vector of the governing
parameters Xy, of MOP combines characteristics of SOR and OFA in the e-th situ-
ation, e = 1, E, known to the control system by values of the corresponding pumping
currents of SOR and OFA: Is, () and Iamp () respectively.

Thus a case of the functioning of MOP can be written in the form

Ce = (Xe(tr); Ye(tx +1¢5)) = (Xope(tk), Tere (1), Iampe (1) Ye(tk + Tcs) )

where X, = (Xp,(tk), Ise(tk), Iampe (k) is the vector of causes (Cs) of the e-th situation;
Y.(tx + tcs) is the vector taken as a consequence of the e-th situation; t¢g is a time
interval between the cause and the consequence.

Obtained in the course of traffic control of MOP, a training set cannot contain the
full volume of information characterizing all the possible consequences Y (#; + tcs) of
all the possible set of causes X(#). So extrapolating functional, modeling on its basis
an operator F of cause-effect relation Y (# + tcs) = F(X(#)), will not be predeter-
mined, i.e., Y(#% + tcs) = F](WU(X(I/()), where F,E,;) is a model of operator F of the first
approximation.

Using the assumption that all tests are conducted at one point in time #y, from the
study of governing parameters in the time space we can pass to their analysis in the
feature space. For this purpose, the test report can be written in the form:

Rtext = {Slj}7 (11)
where each situation C;; corresponds to the expression
Cij = (Xeestij; Yii) = (Xopij, Ieri, Iampis Yif), (12)

where Yj; is the reaction of the state of the spectral channel of a regeneration section in
the i-th situation to the j-th effect of an algorithm for MOP testing; X =
(Xopij, Irri, Iampi) s a set of parameters describing a situation in which this reaction to
the j-th impact is carried out; j = 1,..., G. Therefore, in interests of control system
training, the information array can be obtained, where each i-th case of exploitation
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contains G; observation situations by which the functionality F, 1(\5) of the operator

Y(t;+1cs) = F,g) (X'(#;.)) of the second approximation is synthesized.

Then the task of developing the control system is reduced to a task of synthesis of a
set of neural network algorithms for formation F), by optimizing the neural network
parameters allowing one to draw an inference

YMY:F(X)—)YM:FM(X), (13)
Y —Yy| <&, (14)

where ¢* is the specified value, reflecting the requirements to the adequacy of a gen-
erated model. In vector view, this is consistent with the form

Yuii = Fy(Xopis Trri, Iampi) - (15)

The training set for formation of model structure must be presented by a set of cases
of the form

R, = {Ca} = {(XOmeFFaaIAmpa; Ya)}7 (16)

where (Xopa, Irra, Iampa) = Xa is the cause of the consequence Y.

The process of obtaining Fj; with the known neural network structure G by
available experimental data means the adjustment of transmission coefficients of
interneuronal communication with the aim of minimizing the model error. However,
direct measurement of this error in practice is not achievable, so we use the estimate

él = Z |FM(X) - Ya|7 (17)

XeX,

called a learning error, where the summation over X is carried out by the final set of
parameters X,, called a learning set, for which Y, are known.

The unknown error £, made by the model F); on data not previously used in
training is called an error of model integration. Since the true value of the integration
error &, is inaccessible, in practice its estimation is used, which is obtained from the
analysis of a part of the examples X}, for which system responses Y, are known, but
were not used in the training X, € C, = {X,, ¥}, X, NX, = .

&= [Fu(X) - vyl (18)

XX,

A sample C, = {Xp, )} is hereinafter referred to as a test sample (verification).
The actual method of the synthesis of control system for MOP state is considered as
a sequence of the following stages.

1. The synthesis of an artificial neural network that reproduces the logic of MOP
functioning, i.e., the structure definition of G; and parameters ® = {¢;,} of a neural
network, modeling an operator
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F:Y,=F(X,),F — Fy. (19)

2. The choice of a learning algorithm for neural networks allowing realization of
information-measuring elements transformation of a set {X,} to the elements of a
set {¥,} in accordance with the criterion of suitability:

A = |Ya—Fu (Xpais Xsai» Xampai)| < A7, (20)

where A* is a permissible value of error A of representation of a precedent C,, i.e.,
recovery of the consequence Yy, of the cause X,, where Yy, = Fuy(X,).

3. Based on processing of vectors {X,}, the search for such a set of vectors {Yy;},
which would reflect the predicted states of {¥,} spectral channels. The reliability
criterion of prediction is the expression

Dprea = |Yo—Fur (Xpbi, Xspis Xampbi) | = Dpreq- (21)

A neural network, synthesized in such a way after training, will ensure with the
required accuracy displaying of the observed vector X, in the inference about the state
of MOP Y. If in the report on the current observations R, there is a vector X, similar
to the well-known one of the neural network, X, = X, = (Xopa, prai,XAmpa,-), then the
functions of IMCS are limited to associative search (by historical analogy) of a given
precedent and the restoration of its consequence as a sought-for prediction, i.e.,
Y. = Yuya.

If X, does not coincide with any of the causes X, € R,, then ‘intelligent’ algorithms
are implemented for estimation of Y, and X, by the report R,. This is what distinguishes
the proposed approach to recognition using a neural network from any other method of
pattern recognition consisting in assigning X, to the closest X, based on a proximity
measure (e.g., in the Hamming space).

We studied dependence of indices of control reliability on the retrospection depth
for 7455 = 1 s and 1) = 10s. Based on the available statistical data, when increasing the
number of “sensors” in the input layer of the IMCS and each time conducting the
synthesis of the forecast model to achieve & = 10 %, the expected values of Dp,q Were
obtained and summarized in Table 1.

Table 1. Dependence of the reliability of control on the size of an observation window

¢, $€C | MO(Dpyeq) | minDpyeq | maxDpred | 0(Dpred)
8 47.99 42.86 54.31 3.07
10 54.90 49.61 60.27 3.56
12 62.43 56.23 63.22 1.34
14 60.73 59.52 61.67 0.77
16 65.12 63.03 65.90 0.84
18 65.88 63.88 66.04 1.01
20 65.56 63.36 66.59 0.83
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It is seen that the reliability of control increases with the growth of size of the watch
window. Therefore, to ensure the adequacy of IMCS functioning under these condi-
tions, the period of retrospection t, = [f;, #] of the monitoring data should be increased
to 12-15 s.

During the research, we have developed the algorithm [3] to identify the state of the
MOP on the long-living intervals with the synthesis by dominance. We have also
received a patent [11] for invention of neurooptical controller that implements the
above-mentioned approach on the components of integrated and nonlinear optics.

6 Conclusion

The presented approach to creation of the control system for a state of OFBTP based on
application of a control combination entered into a group optical signal, as well as the
information and measuring system realizing neural network algorithms of recognition
with synthesis by dominance, allows one to monitor a state of OFBTP in real time. It
can be implemented not only in high-speed OFBTP of OTN, but also in OTS used at
organization of multipoint videoconferencing. At present, based on computer simula-
tion, the following is being carried out: (1) testing of neural networks of different
structures to ensure maximum reliability of OFBTP state identification and minimize
training time; (2) search for ways to optimize the characteristics of the control system
such as the depth of retrospection (z,), frequency rate of current measurements (t,,) and
arange (1) of lead, which depend on the characteristics (a number of spectral channels
and speed of information transmission in them) of the specific OFBTP. The developed
approach for optical path monitoring is oriented to implementation in smart environ-
ments and cyberphysical systems to support safe and trust connection between dis-
tributed embedded modules, robots, cloud services, user devices and users [12-21].
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Abstract. In connection with the annual increase in the volume of processed
data and raising the importance of computer modeling of real objects and
processes, requirement to improve the technology of parallel algorithms is
increasing. Successful implementation of parallel algorithms on supercomputers
depends on several parameters, one of which is the amount of inter-processor
data transfers. Starting at a particular number of processors, computational
speedup falls due to increased volume of data transmission. For some algorithms
this dependence is a linear decreasing function. Imbalance of volume of cal-
culations and complexity of data transmission operations increases with the
rising of the number of processors. In this article we present the results of
investigations of dependence of the density and algorithm execution time on the
amount of interprocessor transfers. Also, we present a method of reducing
interprocessor communications through more efficient distribution of operations
of the algorithm by processes. This method does not account for the execution
time of the operations themselves, but it is a foundation for more improved
methods of multiparametric optimization of parallel algorithms.

Keywords: Algorithm - Parallel execution - Sequence list -+ Execution time -
Operation + Process * Processor * Information dependence - Equivalent
conversions - Information graph

1 Introduction

The use of distributed memory processors has become of current concern due to the
wide spreading of high-performance cluster computing systems. The computing in a
distributed memory is different from the computing in a shared memory, because in a
distributed memory a message passing interface is used. Distributed memory systems
are more architecturally complicated devices than shared memory systems.

For such systems it is necessary to have knowledge of a parallel computer general
architecture and the essential for the programming topology of interprocessor com-
munications before the creation of a parallel program. This is because of the absence of
an automatic parallelization that affords to turn any sequential program into a parallel
one and maintains its high performance [26]. The structure of an algorithm of the
current task has to be connected explicitly with structure of a computing system and the
communication among many parallel, independent processes has to be valid [1].
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In recent times a lot of research were devoted to parallel computing. As a whole,
these research may be conventionally divide into the range of main categories: research
of parallel algorithms, their structure and quality [4, 6, 10]; the development of the
general theory of parallel programming [3, 5, 16]; handling of applied partial problems
[27]; research devoted to the development of parallel algorithms for restrictive class
tasks of some area, with parallel algorithms of computing mathematics examples [11];
research those include formal models letting to describe the functioning of sequential
processes executed simultaneously [2, 9, 20]; resolving problems of sequencing [15,
18, 23] etc.

As is known, the computing speed may be increased in two ways. The first way is
to choose the high-speed modification of computer architecture. But this way is of the
little scope because of its physical features. The second way is program. The program
builder using this way has to choose the architecture model that allows the parallel
algorithm realization and to settle the important issue of the creation of a parallel
program.

Nowadays parallel programs builders divides into two clauses: those who thinks
that a parallel program has to be built from the ground up without using of sequential
analogues, and those who depends upon accumulated for decades bundle of sequential
programs.

Both approaches have their advantages and disadvantages. But both approaches are
united in one issue: the necessity of the analysis of the algorithm structure for the
effective use of computing resources and the looking for opportunities for the speed-up
of computing processes. This analysis may be conducted whether previously in the case
of the creation of a parallel algorithm on the base of sequential one, or in an inter-
mediate way for the obtaining of the information on the success of parallel execution,
or finally for the comparison of algorithms and their implementation against each other.

In the past few decades the modeling of sequential and parallel algorithms are the
object of intense interest.

As a whole, worked out nowadays methods of the building of parallel algorithms
on multiprocessing systems [7, 8, 12, 14, 17, 24] do not let to built rather effective and
high-performance programs, because their feature is the adaptation for concrete tasks
with a concrete architecture of a computing system.

Among methods those let to get the proper idea of possible parallel branches of
algorithms the following may be mentioned: the method of the search of mutually
independent activities [13], the method of the definition of early and old terms of the
execution of operations of an algorithm [13], methods of timetabling based on a
movement list [22].

The last method is the least laborious. In according with this method, the existing
algorithm has to be subdivided into operation, the information graph has to be built
[25], features (height and width of algorithm (the time and the quantity of processors,
used in calculations) have to be defined. As every method, the last one [22] has its
disadvantages (the necessity to subdivide algorithm into separate operations and to
build the graph of information dependences between operations) and its advantages: the
researcher can observe the amount of locales those are necessary for the paralleling, the
effectiveness of the use of locales and ultimately the possibility of the parallel real-
ization of the suspected method, used in the shape of a concrete algorithm.
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One of quality parameters of a parallel program is the loading density of compute
nodes. Time delays at data channeling from one processor to another one leads to
summarily length processors downtimes and increasing of the whole algorithm
execution.

In the present article the method of the development of the effective algorithm of
used processors quantity, algorithm execution time and the scope of interprocessor
transitions is devised. This method can be used not only for sequential algorithms for
the obtaining of their parallel analogous, but for parallel algorithms for the improve-
ment of their quality.

2 Problem Description

Any sequential or parallel algorithm is a complicated multicoupling system with a set
of parameters having an impact on the operating quality of this system. Multiparameter
optimization of the performance of the algorithm is a rather complicated task, but the
task that may be completed gradually.

In this article results of the first stage of the completion of the task of the obtaining
of the timetable of the execution of the algorithm of an indicated information graph are
presented. The algorithm has to be optimal for the interprocessor transfer size at
following restrictions of optimized algorithm and computing system:

The quantity of processors (bases) of the computing system is unrestrained;

Input data of each operation are equal;

All operations have the same time of execution conventionally equal to 1 item;
Time of the data transfer between any two processors is constant and conventionally
equal to 1 item.

Obviously that there are no algorithms and computing systems of such character-
istics in practice, but this model of parallel algorithm is a start model for the obtaining
of the method of parallel algorithms execution time optimization with account of the
metadata package of the algorithm itself and the computing system.

Consider the following example. Suppose this information graph of the algorithm is
defined (Fig. 1).
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Fig. 1. Information graph of the algorithm
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After the distribution of graphs points over tiers with the application of the method
of the optimization of the graph for the width on the base of the connectivity matrix or
adjacency lists [22] we shall following according to tiers initial groups of points of the
graph (Fig. 2):

Groups

{1,234}

{8.7.6.5}
Maximalhigh=6 {10,11,12,8,14,16}
{13,18,15}
Quantity ofinput points=4 {1917}

{20}

Maximal quantity of processors =6

The whole quantity of points =20

Dmin=4

Fig. 2. Initial timetable of the algorithm

If we build the timetable of the algorithm by obtained groups on the computing
system with account of interprocessor data transfer, it will be of the following shape
(Fig. 3):
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Fig. 3. Timing diagram of the algorithm with account of the duration of the interprocessor data
transfer

P1: 1,8, _, 10,13, _, 19, _, _,720;
P2:2,7, 11, , 18, , 17;
P3:3,6, _, 12, _, 15;

P4: 4,5, ,9;

P5: , _, _, 14,

P6: , , , 16;

where Pi is the number of the processor, i = 1,...,6; the symbol of the underlining ‘_’ is
the down time of the processor (the “bubble”) waiting for obtaining of new input data
from other operations.
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In accordance with this timetable, the whole duration of the activity of the algo-
rithm t = 10, the quantity of processors n = 6, total amount of down time p = 16.

For the definition of the possibility to fit the compute density of processors, we
shall define hypothetically minimal width of the informational graph: Dmin = 4.

In our case, after the initial distribution of points over tiers, width of the information
graph corresponds to the maximal quantity of points groupwise and is equal to 6.
Therefore, there is the possibility to optimize this graph for the width.

If we use the algorithm of the optimization for the width (for the quantity of
processors), there will be groups those sizes correspond to the optimal parameter
Dmin = 4 (the minimal width of the information graph): M1{1,2,3,4}, M2{8,7,6,5},
M3{10,11,12,9}, M4{13,15,16,14}, M5{19,17,18}, M6{20}.

It should be noted that it is not the only variant of the subdivision of the set of
points into groups. Other variants are possible two. This depends on the chosen method
of the optimization for the width.

Let us transfer the timing diagram of the algorithm in conformity with obtained
groups (Fig. 4):

4
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Fig. 4. Timing diagram of the algorithm after the optimization for the width

At that, the timetable will change in the following way:

P1: 1,8, _, 10,13, _, _, 19, _, 20;
p2:2,7, _, 11, _, 15, _, 17;
P3:3,6,_, 12, _, 16, _, 18;
P4:4,5, ,9, _, 14.

According to this timetable, the whole duration of the activity of the algorithm
t = 10, the quantity of processors n = 4, the whole down time p = 12.

The obtained timetable is better than initial one (ref. Fig. 3), because it lets to use
computing system of less quantity of processors for the implementation of the algo-
rithm while keeping the whole duration of the implementation of the algorithm and
decreasing the downtime of processors.
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3 Method of the Algorithm Optimization for the Amount
of Communications

It is clear from provided diagrams that the time sent for the data transfer increases the
duration of processors activity and the whole duration of the activity of the algorithm.

Provided examples are consistent with the known fact that the function of the
computational speedup of the algorithm on the system of n computing devices F(n) has
the following normal probability plot (Fig. 5):

>
L

n

Fig. 5. Graph of the dependency of computation speedup on the quantity of processors, where K
is the speedup, n is processors

The computation speedup begins from some n and droops due to the increase of the
amount of data transfer. For some algorithms this dependency is the linear decreasing
function; for example, the parallel version of the bubblesort acts slower than the initial
sequential method because the amount of data transferred between processors is rather
large and is comparable with the quantity of executable computing operations (and this
unbalance of the amount of computing and complexity of data transfer operations
increases with the growth of the quantity of processors) (Fig. 6) [13].
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Fig. 6. Graph of the dependency of computing speedup on the quantity of processors for the
bubble sort algorithm
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Therefore, the next step towards the obtaining of the optimal to the execution time
algorithm is the decrease of the amount of data transfers between processors.

The offered by authors method of information graph optimization for the amount of
communications consists of following:

1. To place at the center the group of points corresponded to tiers, obtained in arbitrary
way. It will be better if these groups are obtained in a formalized way, for example,
by the method of the optimization of the information graph for the width by means
of a matrix or an adjacency list.

2. The process of the replacement of points begins with the last group. Assume that
there are m groups, then the number of the subsequent group will be k = m.

Primarily, it is necessary to put points with binary relationships into the time-
table (with account of groups). And only after that we have to allocate points with
multiple relationships because in this case the presence of the bubble is inevitable.

3. In the k-th group to chose the first point. The number of the position of this point in
the group to consider to be equal to 1: i = 1.

4. To compare the point Mki (where i is the number of the position of the point in
the group) with points of the previous (k — 1)-th group. If in the (k — 1)-th group
there is the point (Mk — 1j, where j is the number of the position of the point in the
group, j >=1) connected with the assigned point directly by the edge in the
information graph, it will be necessary to move the point Mk — 1j to the i-th
position in its group. If in the (k — 1)-th group there is no point, connected with the
point Mki then ref. step 6.

5. If k > 2 then k = k — 1 and ref. step 4.

6. If in the m-th group there are points those have not been analyzed, then k = m,
i=1+ 1 and ref. step 4.

7. If in the last group all points have been analyzed and m > 2, then m = m — 1 and
ref. step 6.

8. If m =1 then the method is ended.

Example: for the information graph of the Fig. 1 let us base on groups obtained
after the optimization of the graph for the width:

M1{1,2,3.4}, M2{8,7,6,5}, M3{10,11,12,9}, M4{13,15,16,14}, M5{19,17,18},
M6{20}.

After the use of the method of the timetable optimization for the amount of
communication, we shall obtain following groups for each tier:

MI1{1,2,3,4}, M2{8,7,6,5}, M3{10,9,12,11}, M4{13,15,14,16},

M5{19,17,18}, M6{20}.

The timing diagram of obtained groups with account of the information graph
(Fig. 1) will be of the following shape (Fig. 7):
At that the timetable will change as follows:

Pl: 1,8, _, 10, 13, _, 19, _, 20;
P2:2,7, 9,15, _, 17;
P3:3,6,_, 12, 14, _, 18;

P4: 4,5, _, 11, 16.
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Fig. 7. Timing diagram of the algorithm optimized to the amount of communications

If we recalculate the amount of communications, we shall recognize that the lost of
the time of the data transfer between processors has grown twice less and become equal
to 8 items instead of initial 16 items.

The total execution time of the algorithm has grown less from 10 to 9.

4 Estimate of the Execution Time of the Algorithm
with Account of the Degree of the Continuity
of Information Graph Points

Any modification of the algorithm takes a time that may be spent for the solution to
other, more important problems. That’s why, before the algorithm optimization it
would be desirable to know what shall a researcher obtain as a result of the opti-
mization and will the new algorithm be better than previous one.

While researching communication dependencies and their influence on the algo-
rithm whole execution time, we managed to get the estimation of the minimal algo-
rithm whole execution time that should be calculated from the following formula:

Lnin = Z’::l M+2 ZZ:I M.. (1)

where #,,;, is the minimal algorithm whole execution time that may be achieved by the
optimizing of the timetable for the amount of communication between processors,
k = 1,...,m, m is the quantity of groups of the graph, M is the quantity of groups
containing points with input data binary relationships only, M, is the quantity of
groups, where even one point has more than one edge in it (multiple relationships).

Example: for the approximation of calculation, let us assign the weight to each
point, i.e. the figure O for a point with only one edge in it and the Fig. 1 for a point with
more edges in it. The following table will be created:

No.ofthepont | 1 [2 |3 |4 |5 |6 |7 |8 [9 |10
Weight 0 |0 0o 0o o |o 1 1
No. of the point |11 [12 13 |14 |15 16 |17 |18 |19 20
Weight o o o o o o |1 |1 |1 |1

Let us assign the weight to each group: the figure O for a group with points of the
weight O i.e. with only one input point in it and the Fig. 1 otherwise:
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For the timetable corresponded to the Fig. 2, the following table will be created:

No. of the group 1 2 3 4 5 6
Weight 0 0 1 1

Let us calculate the algorithm execution time using the formula 1:

m

tin = M+2Y " Mo =242-4=10 (2)

Therefore, we can make assertions about the algorithm execution time on the base
of data from the information graph only, without the construction of a diagram.

For the timetable corresponded to the diagram of the Fig. 7 the time of the exe-
cution may be calculated using the following formula:

tin =y . M+2Y " M =3+2-3=9 (3)

Using the formula 1, theoretically possible algorithm execution time may be cal-
culated. There are 6 points of the weight equal to 1. Therefore, in an ideal timetable
they may be subdivided into two groups of weights equal to 1. Therefore, the rest 4
groups are of the weight equal to 0. If we substitute values M = 4 and Mc = 2 to the
formulae 1, we shall discover that theoretically the algorithm execution time may be
reduced to 8 items:

m m
bin =Y o M+2Y " M.=4+2.2=38 (4)

Unfortunately, information dependencies between points do not let to obtain ideal
algorithm execution time always.

5 Upsizing of Operations

Upsizing of operations before the optimization for the reducing of the quantity of
operations of the weight equal to 0 seems to be the logical decision. This lets to escape
an accidental break of a linear chain of operators between different processors and
appearance of new bubbles.

Let us take as a basis the information graph of the Fig. 1 and upsize its operations
by the joining of directly interrelated points of the weight of 1. As a result, we shall
obtain the following collection of points:

' =[445+16]
2 =[3+6+14]
3 =[2+7+12]
4 =[1+8+11]
5 = [10+13]
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¢ =[9+15]
7' =[18]

8 = [19]

9 =[17]
10/ = [20]

where: the number of the point i’ is the new number and the collection of points in
square brackets is previous points those were joined into one new point.
As a result, the information graph of the Fig. 8 shall assume the following shape:
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Fig. 8. Information graph of the algorithm with upsized points

If we build groups of point for this graph, we shall obtain following results: the
quantity of necessary processors is 4, the quantity of groups is 4 too:

MI{1,2,3,4}, M2{6,7,5}, M3{9,8}, M4{10}.

The timing diagram will correspond to these groups (Fig. 9):
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Fig. 9. Timing diagram of the algorithm after the upsize of operations.

At that the timetable shall change as follows

P1:1,_,6,_,9, _, 10;
P2:2, .7, ,8;

P3: 3, ,5;

P4 4.
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In conformity with this timetable, the whole algorithm execution time t = 10, the
quantity of processors n = 4, total down time amount p = 6.

In this case, the optimization for the width and communications does not lead to the
reduction of the quantity of processors and algorithm execution time but allows to
decrease slightly the amount of bubbles.

6 Conclusion

The method of information graph optimization for the amount of communications
allows to reduce the amount of communications between processors and, therefore, to
reduce the whole algorithm execution time.

Advantages of this method are:

— Low timing labor content O (md?), where m is the quantity of groups, d is the width
of the graph.

— The possibility to work not with the sparse connectivity matrix, but with the
adjacency list. This possibility speeds up the process of the timetable calculation
process and economizes a memory.

— Preservation of information dependencies.

— Preservation of the initial width of the information graph.

— Possibility to combine this method with other optimization methods.

It would be effective to use the method of an algorithm optimization for the amount
of data transfer between processors in accordance with the following methodology:

1. To subdivide the algorithm into operations.

2. To build an information graph of the algorithm.

3. To build the parallel form of the information graph and the timing diagram of the
algorithm.

4. To realize the optimization for the width (the quantity of processors).

To realize the optimization for interprocessor communications.

6. To realize the upsizing of operations.

d

The use of the method of an algorithm optimization for the amount of interpro-
cessor data transfer allows achieving the higher level of performance, effectiveness and
high-speed processing of parallel programs.

It is to be noted that this method is the starting point for the creation of a higher-end
method considering not only the amount of edges in the specified point, but, imme-
diately, amount of transferred data, length of the way, and duration of the execution of
each operation.
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Abstract. This article provides a methodology for construction of data transfer
paths through DTN dynamic network, implemented with the devices mounted on
moving objects and connected via WI-FI, Bluetooth and LTE D2D. The
methodology covers all the five stages of the Knowledge Discovery in Databases
technology. The stage of application of Data Mining tools was studied in more
detail. It is based on the application of fuzzy logic instrument to select subset that
meet the network parameters from a set of moving objects. Further application to
the subset of related objects of Yen’s algorithm of search for optimal paths on a
weighted graph with weights of the grade of the selected subset ownership of the
object allows to build the most credible data transfer path and several alternative
paths, ranked by descending of data delivery probability.

Keywords: Fuzzy sets - Database query - Delay tolerance network - Route -
Graph algorithm

1 Introduction

Recently, the active integration of computer networks into many areas of human
activity has led to the fact that the information channels throughput, functioning and
reliability are some of the main problems in the field.

The problem of quality and reliability of information transfer is particularly
pressing in new generation networks which are time delays-tolerant. In practice, to refer
to these networks which are tolerant to the time delays, the English abbreviation DTN
(Delay Tolerance Network) is used.

It should be noted that the scope of the delay tolerance networks application is very
diverse. They are used in the following spheres: at work of Ministry of Internal Affairs
in violation of the communications infrastructure integrity; in remote areas with the
lack of infrastructure; on airplanes; in mines; as well as in the new rapidly developing
field of Internet of Things.

Internet of Things is a globally connected system of devices, objects and subjects,
based on IP technology. The Internet of Things term was introduced by Kevin Ashton
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in 2009. Internet of Things implies the formation of an environment where all objects
of the world, from the transport aircrafts to pens, have access to the Internet.

With the concept of Internet of Things new methods of communication organization
of D2D (device to device) devices and the mesh are intimately connected, with the help
of which a large number of “smart” devices not only interact with the user, but with each
other as well. Often these devices are connected to the server appliances, but can also
work independently. Earlier, analysts spoke of synchronization of applications between
different devices. It is expected that the level of interaction of various devices with each
other will grow. In this regard, there is a number of urgent tasks from the development of
models of compatibility of different systems of Internet of Things (protocols, interfaces,
algorithms) to the development of new electronic components. These problems include
the task of constructing specialized dynamic networks that can store data on the nodes
and transmit them on the route created from the available for communication nodes.

This article proposes an approach to the calculation of the data transmission path in
a dynamic network DTN on the ground of the database mining of DTN nodes
movement history and the current network status. Optimal construction of the dynamic
DST network will allow in the field of Internet of Things, not only with lower latency
on the network to transmit information between devices, but also to improve the use of
cloud computing techniques to process information on the devices themselves or the
nearest to them compute nodes.

2 Construction Routing in DTN

DTN networks, originally designed for deep space communications organization, are
increasingly being used in conventional telecommunication computer systems. Orga-
nization of DTN network is significantly different from the usual organization of data
transmission networks. A distinctive feature is data delivering regardless of the current
state of communication channels. For the “classic” data transfer protocols in the event
of non-delivery of data in the “current” moment, the data are deleted. DTN is an
approach to construction of network architecture, which was developed for the solution
of TCP/IP protocol problems in networks with large messaging delay period. This
protocol is based on the paradigm of “store data and pass them on” [4]. The feature of
this approach is the delivery of data regardless of the current state of the communi-
cation channel since the data is stored, unlike with other protocols, and transmitted as
soon as it becomes possible. DTN protocol uses special messages that contain the
information necessary for routing as well as data for transfer.

Existing DTN-network data routing protocols can be divided into three main cat-
egories [5]: one copy (or direct transfer), multiple copies (or broadcasting) and hybrid
(limited broadcasting). Protocols of the first type transfer only one copy of the message
through selected route to the destination. Broadcasting protocols transfer multiple
copies of the message to sensor node within the network expecting that at least one
copy will reach the destination. Broadcasting protocols, such as protocols based on
theory of epidemics, or even pandemic, [6], can improve the guarantee for delivery.
But, obviously, at network connectivity losses and/or random connection breaks the
demands for buffer storage capacity grow quickly at the increase of the network size.
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Selection of direct transfer or broadcasting conditioned by the following reasons:

e Broadcasting protocols can be operated with the presence of minimal information
about the parameters and status of the network, while at the use of the direct transfer
protocols to evaluate the best route there is the need to have complete information
about the network.

e Broadcasting protocols of reusable copies result in redundancy, but the cost of
repeated transfer due to the packet loss can be sufficiently high.

Network protocols can be passively or actively adaptive, depending on the way the
route is estimated. In actively adaptive network protocols all the routes are predicted
and evaluated before they will be in demand.

Passively adaptive network protocols evaluate routes only in the case of the need. If
in the sensor nodes the information on the network connectivity is updated regularly,
the best routes in the actively adaptive protocols are evaluated fairly simply. But these
network protocols require more network resources to evaluate and update the routing
tables, especially when the network topology changes frequently.

On the other hand, in the passively adaptive protocols, routing tables are smaller, so
their evaluation and update are easier. However, due to the need for route evaluation an
extra delay before message transfer is introduced.

Hybrid network protocols combine both approaches.

In this article, we consider the case of constructing the DTN not with static objects,
which can sometimes, for various reasons, leave the network, but with dynamic objects
that are constantly on the move, interact with each other and participate in the process
of data transfer.

The example of this can be the device mesh, built on the devices installed in the
ambulances, police cars, public transport, mobile phones of supermarket customers or
tourists in national parks, historic centers, museums, etc.

Dynamic routing organization technology to build DTN together with technology
of global geolocation GLONASSS/GPS can solve most of the problems of the tradi-
tional management and communication systems. Furthermore, this technology can
significantly improve the technical characteristics of the system by means of data
preprocessing directly on the receiving and transmitting devices without sending the
large amounts of information to data centers.

But, in the light of all the above, it is necessary not only to accurately evaluate
technical characteristics of the specialized DTN networks, but also to organize correct
data transferring.

Further it will be shown how to use fuzzy slices from the database to extracted the
information in order to build the routing rules for the DTN networks with it.

3 The Methods Used in Data Processing

To implement the construction of dynamic routing technology for DTN it is proposed
to use the apparatus of the two theories: Data Mining and KDD — Knowledge Dis-
covery in Databases.
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Knowledge Discovery in Databases (KDD) methodology arose in 1989. With the
help of this method not specific algorithms or mathematical apparatus are described,
but the sequence of actions to be performed for the detection of useful knowledge. This
method does not depend on the subject area. KDD technology includes the stages of
selection of informative attributes, models construction, data pre-processing, cleaning,
post-processing and interpretation of the results (Fig. 1).

data sources |

datafetch i \—v‘ initial data |
cleaning r Lyl cleaned data |

transformed data |

transformation

data mining templates |

interpretation r \—v‘ knowledge |

Fig. 1. Stages KDD

Considering KDD technology, it should be noted that the first stage consists of a
data selection process. Here, the first step of the analysis is to obtain the original
selection. At this stage the data often must be not only collected, but also to consoli-
dated and transformed. With regard to the task of dynamic routing construction for the
DTN, for example, the database on the movement of objects had to be transformed
from the text format csv to the MongoDB format. Often at this stage other mechanisms
are used: queries, data filtering or sampling, and as the source the specialized data
storage is used, that consolidates all the information necessary for the analysis.

At the second stage of data cleaning is performed. Real data require processing to
produce more useful knowledge. The need for pre-processing the data in the course of
analysis arises without regard for technology and algorithms used. Data cleaning tasks
include: fill-in-the-blanks, duplicates elimination etc. With regard to the problem of
dynamic routing constructing for DTN at this stage the selection of relevant properties
of moving objects was made.

On the third stage data transformation is considered. This step is necessary for those
methods, at the use of which the raw data should be presented in some specific form.
The fact is that the various analysis algorithms require specially pre-processed data. In
solving the problem of dynamic routing constructing for DTN at this stage the indi-
vidual attribute values conversion into new units was performed [7].

The next, the fourth stage, is Data Mining. On this stage the process of detection of
previously unknown, non-trivial, practically useful knowledge, available for interpre-
tations, is carried out in the raw data.
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On the fifth, the last stage, the interpretation is carried out. In the case when the
extracted dependencies and patterns are opaque to the user, there should exist the
post-processing techniques that would allow to get them into the interpreted form. In
the case of dynamic routing construction for DTN the mechanism of construction by
the formal rules of the real route data transfer used in the DTN protocols is applied on
this stage.

The main parts of this process are Data Mining techniques that allow to detect
patterns and knowledge. The Data Mining term was introduced by Gregory
Piatetski-Shapiro in 1989. The knowledge gained in the course of Data Mining tech-
niques application should describe the new relations between the properties, to predict
the values of some attributes on the basis of others. The basis of the Data Mining
techniques are all sorts of methods of classification, modeling and prediction, based on
the use of decision trees, artificial neural networks, genetic algorithms, evolutionary
programming, associative memory, fuzzy logic.

With regard to the problem of dynamic routing constructing for DTN, from the
Data Mining methods the decision trees and fuzzy logic are the most appropriate. In the
case of decision trees construction by the values of the selection one solution is
derived - plan for data transfer by the network. The methods of the decision-making
theory are very laborious and belong to the class of NP-problems. The advantages of
fuzzy logic for the task of constructing DTN is obvious, it is the possibility to obtain
several routes, ranked by the range of parameters, rarer routes reconstruction in
changing situation, less labor requiring. As the result of the fuzzy logic application in
the task of the dynamic routing construction for DTN associated directed graph is
constructed, the further application to which the Yen’s algorithm, for example, results
in a set of requested routes.

4 Construction of Fuzzy Sections in Databases

Most of the data processed in modern information systems, are of clear, numeric nature.
However, database queries, which a human tries to formulate, often contain omission
and uncertainties.

Fuzzy slices - is a good example of enrichment of one technology (database) with
another one (fuzzy logic). Fuzzy slices are understood as filters by measurements,
which involve fuzzy values, such as “all objects moving to the north of the city.” In this
example, the concept of “the north of the city” is not clear, and if to take into account
that the objects can move to the north of the city not in a straight line, the fuzziness
appears in the definition of the movement [1].

The mathematical theory of fuzzy sets and fuzzy logic are generalizations of the
classical theory of sets and formal logic. These concepts were first introduced by the
American scientist Lotfi Zadeh in 1965. The main reason for the emergence of the new
theory was the presence of fuzzy and approximate arguments in describing processes,
systems, objects by a human.

In relational databases this role is performed by fuzzy queries (flexible queries).

A characteristic of a fuzzy set is a Membership Function. Let’s denote with p(x) the
degree of membership of x to the fuzzy set, which is a generalization of the concept of
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the characteristic function of a crisp set. Then the fuzzy set C is the set of ordered pairs
of the form C = {p(x)/x}, w(x) here can possess any value within the interval [0, 1],
x € X. The value of p(x) = 0 means the absence of membership at the set, 1 - full
membership [2].

For the variables related to the continuous data class mean it is more convenient to
denote the membership function with the analytic formula and represent graphically for
illustrative purposes. There are over a dozen of typical curve shapes for membership
functions setting.

There are over a dozen of typical curve shapes for membership functions setting.
The simplest examples of representation of fuzzy sets are piecewise linear functions:
V-type and trigonal. They are defined by the following formulas:

Triangular:

—2,a<x<b,
= ,b<x<c,
0.
a b c
1
o(z)

Trapezoidal:
e, a<x<Db,
1,h<x<c,
42 c<x<d,
0.
a b c d
1
o(x)
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An example of more complex membership function is the following function:

x,0<x<a,
1,a<x<b,
=,b<x<c,
0.
a b c
2 3 4 z

Fuzzy sets are helping to work with the fuzzy concepts, i.e. concepts that do not
have an exact value. They change their values depending on the task. For example, the
“situated nearby” parameter, in the framework of the problem of the availability of
Wi-Fi spot, the operating range of which is 100 m, will be in the range from 0 to 20 m,
and in the framework of the problem of finding the neighboring town, the parameter
will be in the range of 10 to 80 km and so on.

Fuzzy sets can have different degree of fuzziness. The set, which membership
function grows slowly is more exact than the set, the Membership Function of which
grows more rapidly. Fuzzy degrees are important in the application of fuzzy sets theory.
The degree is an indicator of the quality of different algorithms in decision-making,
information search models [2]. It is possible to evaluate the degree of fuzzy sets with
the help of:

normalized entropy,

matrix approach,

axiomatic approach.

for fuzzy sets the following logical operations are defined:
intersection of two fuzzy sets A N B (fuzzy “AND”):

@(x) = min(4(x), pp(x))

e consolidation of two fuzzy sets A U B (fuzzy “OR”):

@(x) = max(,(x), (%))

e negation of fuzzy set —A [3]:
P(x) =1 = pu(x)

where ¢4 (x), @g(x) are the membership functions of A and B sets respectively.
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Fuzzy search in databases brings the most benefit when it is required not only
extract information, operating with fuzzy concepts, but rank it somehow by descending
(ascending) degree of relevance of the request [5]. It allows to answer the following
questions: which data transfer path should be considered the main and which - the
reserve; what information should be sent first, etc.

5 Application of Fuzzy Sections When Constructing the DTN
Network

Supposing there are moving objects, through which it is required to transfer the
information by constructing DTN network. All the information about moving objects,
on the basis of which it is necessary to construct the DTN network, is stored in the
database and has already passed the first three stages: pre-processing, cleaning and
transformation. The attributes of each moving object in the database are: id - object
identifier, time from the beginning of the day, date, speed, GPS coordinates, level of
confidence, speed [6]. For the construction of the rules of data transfer through DTN
network it is necessary to make a few slices of the database of: time, direction and
distance:

1. “Distance” Slice

Let us assume that x for “distance” membership function lies in the range from 0 to
500 (the radius of equipment operation). This slice can be represented as a simple
piecewise linear membership function (Fig. 2).

IN

x<b,
<x<g,

b)
0,c<x.

1,a

c=x
c—b b

N

0 400 500 z

Fig. 2. Schedule the membership function “distance”
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2. “Time” Slice

For the membership function of “time”, let us assume that x should lie in the range
from O to 15 (the delay time of the moving object). This slice can also be represented as
a piecewise linear membership function (Fig. 3).

v

0 10 15 z

Fig. 3. Schedule the membership function “time”

3. “Direction” Slice

Assume that x of “direction” membership function, and x lies in the range from O to
3 (the degrees of deviation from the exact direction). Then the “direction” slice can also
be represented in the form of membership functions (Fig. 4).

0 3z

Fig. 4. Schedule the membership function “direction”
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Once membership functions are identified, it is possible to create a database query
and evaluate the obtained entries. To do this, it is necessary to specify the degree of
membership of 0.8. This number will mean that it is required to select all records which
degree of membership is greater than 0.8.

Example. Assume that it is necessary to transfer the data from the moving object
with the identifier id = 1 (input object) to the object (possibly stationary) with id = 4
(output object) at 14:00. For the construction of transfer rules the following algorithm
must be executed:

1. Make slices:
(a) “Get the list of the moving objects, the equipment of which was available at
around 14:00”.
If we render this query into the SQL, we will get a query of the form:

SELECT DISTINCT id FROM metrics WHERE time>= time 1 -
600000000 AND time<= time_1 + 600000000;

where time_1 is the time obtained from the target object, metrics is the table with data
on moving objects, time - is a field where the information on the moving object
residence time is stored.

With this query the identifiers of moving objects that between 13-50 and 14-10
were transferring the data to the base about their location will be obtained.

(b) “Get the list of moving objects that are located closely enough to the target
object to receive the data from it.”

To do this it is required to calculate the distance between the target object and other
objects. If the distance is less than 500 m, the point is located within the zone of
equipment operation. After filtration of the obtained data only those entries will remain,
which coordinates lie within the range of the equipment of the target and moving in the
direction of the output object.

SELECT distinct id FROM metrics WHERE distance >= 0 AND
distance <= 500;

where the distance is a calculated field, which stores the information about the distance
between the target object and other objects; metrics is a table with data about the
moving objects.

(c) “Get a list of objects moving in the direction of the output object.”
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To do this using the formula of finding the cosine of the angle between the vectors
it is required to determine the angle between the target object and output object:

ab
|al|b]

CoS 0 =

SELECT distinct id FROM metrics WHERE cosine >= 0 AND co-
sine<= 0,98;

where cosine is the calculated field, which stores the information about the cosine of
the angle between the vectors, metrics is the table with data about the moving objects.
If the angle is less than 3 degrees, the moving object is subject to filtering.

2. After finding all three slices it is required to calculate the degree of membership of
filtered entries using membership formulas and logical rules for fuzzy slices and
finally select only those moving objects, the degree of membership of which is
greater than 0.8.

This will provide the list of all moving objects, which were at the time of data
transfer (10 min) in the specified object operating range and were moving in the
direction of the output object.

The results of the first execution of the algorithm can be schematically represented
as a circle with the radius of 500 m, and certain set of points, which time and direction
fulfill the specified conditions (Fig. 5).

Fig. 5. The results of the first iteration of the algorithm

The filled point in the center is the output object. Two filled points closer to the
circle are the moving objects with a degree of membership greater than 0.8.

Repeating this algorithm for the two found moving objects, adopting that each of
them by turns is the input object, the whole set of circles will be constructed (Fig. 6).

The circles containing the output object will be the latter. The algorithm is finite, as
from a certain iteration, the distance between the input and output objects will be
reducing along with the number of moving objects with the degree of membership
greater than 0.8.



74 Y. Shichkina et al.

Fig. 6. Several iterations of the algorithm

As a result of the entire algorithm based on fuzzy slices, a set of associated points
corresponding to the moving objects will be obtained. This set of points is substantially
a connected oriented graph with one input and one output point.

At the last stage of KDD, the «interpretation», when constructing dynamic routing
for DTN, to the resulting graph Yen’s algorithm can be applied, which allows to select
the number of shortest paths by k-e graph. The degrees of membership will be the
graph scales. All paths k’s will be ranked from the most to the least optimal. The
number of paths k is defined by a network administrator. The same degree of mem-
bership will serve as the optimality criterion. The first data transfer route in the list of
found paths will have the highest degree of membership, and thus the chance the data
will be delivered on time and with no loss of communication.

For each path found it is possible to calculate the total degree of membership, such
as the arithmetic middling or the minimal value of the degrees of membership of all the
arcs included in the path. Actually the arc with minimal degree to membership is the
weakest link in the data transfer path. Even if all other paths have a degree of mem-
bership equal to zero, and one arc has that of 0.8, the probability value of data delivery
will be 0.8.

6 Conclusion

The studies have shown that the use of the mechanism of fuzzy slices allow to perform
a multi-criteria data extraction from a database with fuzzy selection criteria.

Application of graph theory or decision making algorithms to the obtained set of
points allows to build one or more routes ranked by descending of probability of data
delivery from one object to another for construction of dynamic DTN network.

This article contains the example of relational database queries. But modern
databases based on NoSQL or NoSQL technologies also support complex queries and
the presented technique for routes construction for DTN dynamic network in these
databases works with the same success. The only limitation in this case is that it should
be considered that such databases do not have the relations and the data have to be
stored in one collection. In general, the choice of database type depends on the task and
sometimes one document-oriented database or relational database is not enough.
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Abstract. A lot of issues are tackled in the project management system in the
field of telecommunications. The most important one for achieving companies’
strategic goals is a process of selecting an optimal project portfolio. Strategic
analysis of the external and internal business environment the company operates
in has an important impact when selecting such a portfolio. Since the business
environment in telecommunications is developing dynamically and the com-
petition is fierce, assessment indicators, analysis methods and tools must be
carefully selected so that the costs of analysis and further application of a
mechanism for selecting an optimal project portfolio would not exceed the
benefits of its use.

Keywords: Strategic analysis - Portfolio analysis -+ PEST- analysis - SNW-
analysis - Matrix set

1 Introduction

Selection of preferable projects and formation of an optimal project portfolio are some
of the most important decisions to be taken by enterprises specializing in telecom-
munications [1]. Viability of enterprises, their future potential and life span depend on
how correctly the projects will be selected. Selection of the projects and formation of
the portfolio should be consistent with the strategic development plan of the enterprise.
Since such a plan is strategic and drawn up for more than one year, the indicators,
methods and tools, which are suggested for use in the optimal portfolio selection
mechanism and are reviewed in this paper, must be strategic too [2].

2 Main Content

The mechanism of selecting an optimal project portfolio includes several stages: data
acquisition and strategic analysis of the information about the business environment of
the enterprise; selection of projects which can be included in the market portfolio;
formation of an optimal project portfolio given the existing limitations provided the
company achieves the strategic goals it sets.

Let us see into this mechanism in more detail and pay special attention to analysis
of business environment. The mechanism of selecting an optimal project portfolio is
presented in Fig. 1.

© Springer International Publishing AG 2016
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Fig. 1. Mechanism of forming an optimal project portfolio
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1. Strategic analysis of the enterprise’s business environment:

(a) Acquisition of initial information and strategic analysis of the obtained data
about the external environment in order to identify opportunities and threats,
define the key success factors, which should be considered when forming the
project portfolio.

(b) Acquisition of initial information about the internal environment the company
operates in and its analysis aimed at defining the internal competitive advan-
tages and potential of the enterprise in competitive struggle and revealing the
drawbacks, which can decrease the potential and efficiency of projects included
in the portfolio.

2. Acquisition of initial information about the projects to be included in the market
portfolio, evaluation of their consistency with the enterprise’s strategic goals and
objectives.

3. Identification of economic efficiency of the projects, excluding admittedly ineffi-
cient or impossible for carrying out in the existing market conditions.

4. Formation of the options for the project portfolio, their evaluation by the limitations
imposed by the enterprise: resource, positivity of cash flow, balance of life cycles of
the projects, risk acceptability, etc.

5. Selection of an optimal project portfolio based on maximized balance of net present
value of increment cash flow of the market portfolio throughout its life.

Let pay special attention to the strategic analysis tools and indicators which are used in
this mechanism.

The first stage of implementation of the mechanism is strategic analysis of the
environment. Strategic analysis of the environment ensures a basis for selecting pro-
jects in the market portfolio. The efficiency of decisions that will be taken later about
selection of an optimal project portfolio depends on the accuracy of the analysis. So the
indicators, methods and tools must be selected very carefully. However, one should
remember about the efficiency of analysis and costs related to its performance must not
exceed the results obtained later due to implementation of the chosen projects.
Moreover, it should be noted that the telecommunication sector is developing turbu-
lently and analysis should be recurrent. If possible, the changes in the environment
should be monitored continuously.

Analysis of the environment implies studying its three components: macro-
environment, micro-environment and internal environment of the organization [3].
Macro and micro-environment is analyzed to identify the opportunities and threats of
the external environment. The outcome is identification of the key success factors.
Analysis of the internal environment reveals the opportunities and potential the com-
pany can rely on in competitive struggle when achieving its goals, as well as the
weaknesses of the organization. As a result, the company’s main business abilities or
core competences must be identified.

One of the tools recommended for analyzing the micro-environment of a
telecommunication enterprise can be PEST analysis. PEST stands for the following
factors of the sector: political (P), economic (E), social (S) and technological (T). The
following specification can be given to the components for the telecommunication
sector:
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1. Political/legal factors

In Russia the telecommunication sector is regulated by the Ministry of Telecom and
Mass Communications of the Russian Federation. It performs the functions related to
development of state policy and legislation in the field of information technology,
telecommunications, mail communications, mass communication, mass media com-
munication, including electronic means (among other things the Internet, systems of
television (including digital) and radio broadcasting and new technologies in these
fields), print, publishing and printing activities, personal data processing. The state
regulates and approves the tariffs for long-distance and local phone calls. Since the
tariffs are not high, communications are available practically to everyone. However, the
other side of the medal is that due to this fact profitability of the national telecom-
munication companies is at a relatively low level.

2. Social factors

Today’s life cannot be conceived without telecommunications which embrace practi-
cally all spheres of people’s life. Their significance is constantly growing. Fashion for
telecommunications affects the general culture of the population.

3. Economic factors

The telecommunication sector is in high demand in the global market and marked with
absolutely fierce competition. At the same time, the price of telecommunication ser-
vices is low, which is why virtually anyone can use them.

4. Technological factors

Today in the telecommunication factor the fastest network channels are fiber channels.
Their speed is quite sufficient for transferring voice and text messages. However, this
type of communications is very expensive and a lot of money has to be invested in
maintaining operability of the equipment and its updating.

At the same time wireless communication systems are actively developing.
Numerous satellites on the orbit ensure communications between any locations on the
planet.

The factors we suggest for evaluating the macro-environment in terms of PEST
analysis of a telecommunication company by relevant aspects are given in the Table 1:

To assess competitive attraction of the projects, which can be seen as strategic
economic activity zones, we suggest using not only individual tools, models and
methods, but them as a combination too. Thus, we recommend a complex tool for
analyzing attractiveness of projects, which we call the “matrix set”. It is rather difficult
to evaluate the attractiveness of projects (strategic zones of business, SBU) and further
formation of the optimal project portfolio and all activities of the enterprise depend a lot
on this decision. That is why strategic analysis is to provide clear, objective and
up-to-date information which allows evaluating the attractiveness of the project and
correcting it in case of need in the future. A scheme for the use of the “matrix set” is
represented in Fig. 2 [4, 5].

Designations in Fig. 2: RMS - relative market share; PLC — product life cycle;
SBU - strategic business unit; US — unit size; KPA — competitive price advantage;
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Table 1. Recommended factors of PEST analysis

Aspect Factors

Political factors Legislation, regulating the telecommunication sector
Presence of state telecommunication companies in the sector

Tax policy
Trends for regulating or deregulating of the telecommunication sector
State policy in the field of investments
Economic Economic situation in the country
factors Currency exchange rate dynamics

Life cycle stage of the telecommunication sector (growth rates,
profitability level trade-wise)

Level of people’s income
Inflation and interest rates
Social factors Population growth rates

Lifestyle and consumer habits

Requirement for the quality of products made by telecommunication
companies and the level of service

Gender and age of major consumers
Absolute number of users for this type of services

Technological Innovations and technological advancement of the telecommunication
factors sector

Legislation in the field of techniques in the sector
Expenses on research and development in telecommunication companies
Degree of use, introduction and transfer of technologies in the sector

Accessibility of the latest technologies for the companies

KQA - competitive quality advantage; MSreal - real share of the market; MSequit —
equitable share of the market; K — specific weight of SBU in the enterprise’s total
volume of sales.

It is preferable to use SNW analysis for strategic analysis of the internal business
environment of telecommunication enterprises. SNW is a common abbreviation, which
stands for strength, neutral and weakness.

SNW analysis of the internal business environment of an enterprise is quite an
efficient way to estimate the organization’s competitiveness whereby the best option is
to choose the average market condition for a certain situation as neutral. SNW analysis
of an enterprise studies the following aspects of the internal environment:

Main business strategy of the organization.

Competitiveness of the service in the relevant market.

Availability of finances.

Efficiency of the trademark, innovations and employees’ performance.
Marketing and production level.

We suggest examining the factors presented in the Table 2 for telecommunication
companies:
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Table 2. Recommended SNW Analysis Factors

Strategic position Factors

Company’s strategy Company’s strategy as a whole
Strategy of individual SBU

Financial position Company’s current balance condition

Financial structure
Availability of investment resources
Financial management level
Competitiveness of Companywide

communication services By every SBU
Customer loyalty level
Level of services and performance
Price level of communication services
Capability to be the leader Capability of the company’s head
Of the company’s team as a whole

Capability of the company to be the leader as a
combination of objective factors

Production level Companywide

Quality level (efficiency) of the company’s material base
Company’s engineers’ performance (productivity)
Operators’ performance (productivity)

Cost analysis Efficiency of capital costs as a whole in the company

Structure and efficiency of operating costs as a whole in
the company

Structure and efficiency of operating costs by individual
SBU

Marketing Telecommunication company brand awareness
Distribution of communication services
Performance level of service post-sales
Reputation in telecommunication market

Relationships with regulatory At the federal level
bodies At the regional level
With tax services
Innovations Level of innovations as R&D
As a capability to sell new products in the communication
market
Integration Level of the company’s vertical integration

Check-up for correspondence to the strategic goals and objectives set by the
company should be done using the balanced scorecard (BSC). Strategic goals are set
according to the enterprise’s mission and capabilities of the business environment.
After that objectives, correlating with the strategic goals, are formulated by every
projection (finances, marketing, innovations, reproduction of competences, etc.). Target
programs are developed to achieve every objective, which include definite measurable
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factors for performance evaluation: results, time schedules, resources. It is these very
factors which must be used to check if the projects meet the strategic goals and
objectives of the enterprise.

3 Conclusion

The technique for selecting an optimal market portfolio is the most important part of
the project management process. In case the managers can skillfully manage the pro-
cess of project implementation, but the projects themselves have been chosen wrongly,
most probably, the enterprise is not going to have a positive result.

The paper proposes a mechanism for selecting an optimal project portfolio, whose
specific feature is accommodating the projects to be selected with the strategic goals
and objectives set by the enterprise and corresponding to the constraint system with
maximized NPV balance of increment cash flow of the market portfolio throughout its
life cycle.

The most responsible stage in this mechanism is strategic analysis of the enter-
prise’s business environment and evaluation of the competitive position for the pro-
jects, so the main emphasis in this paper is put on recommendation of tools and factors
of strategic analysis. There is no universal system of analysis tools. In each sector and
at every enterprise there are factors which have an impact on project selection, so the
proposed set of analysis tools and factors considers the specifics of the telecommu-
nication sector and can be recommended, in particular, for enterprises of this sector.

The matrix set for evaluating attractiveness of projects suggested in this paper
allows carrying out complex analysis of projects, given both the trends in the
telecommunication market and competitive position (current and required one) of
individual SBU of the company in the market. Moreover, this set makes it possible as
early as at the stage of analysis to clearly understand how balanced the project portfolio
under consideration is by life cycle stages.

The strategic analysis methods and factors, which are reviewed and suggested for
use in the project management system, both existing and enhanced or developed by the
authors meets the needs of today’s business conditions of enterprises, are aimed at
solving specific project management tasks in the telecommunication sector, ensure that
an enterprise can adapt to the changing conditions of the external and internal
environment.
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Abstract. Sharing context is a key challenge and will be a require-
ment of future IoT systems and services. To this end, in this paper, we
propose, develop, implement and validate a Real Time Context Shar-
ing (RCOS) system. RCOS takes advantage of the widely used pub-
lish /subscribe paradigm embedding context-awareness. We also propose
a new context-aware subscription language enabling publishers to express
data with sufficient contextual information and subscribers to subscribe
to data by matching publisher context to subscribers contextual prefer-
ences. Finally, as a proof of concept, we extend the Apache ActiveMQ
Artemis software and create a client prototype. We evaluate our proof of
concept for larger scale deployment.

Keywords: Context aware publish/subscribe + Context sharing
Semantic web

1 Introduction

Today, as awareness rises on the value of data, users and machines tend to
share newly discovered contexts more frequently through digital means. The
publish/subscribe paradigm is widely used to exchange messages between par-
ties according to their interest. However, most of the systems follow a topic-
based model or a content-based model. This may not be sufficient in the future
as the Internet evolves and the Internet of Things paradigm takes a more
and more important place in our daily life. In this paper, the term context
sharing is used to describe the ability of entities to share their context based
on the publish/subscribe paradigm. The entities in this case could be smart
mobile devices used by customers and producers, who could assume the role of
publisher/subscriber. In this paper, real time stands for as quick as possible.
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It is worth mentioning that International Erasmus Mundus Masters Program
Pervasive Computing & Communications for Sustainable Development (EMM
PERCCOM) [1] enabled the research reported in this paper.

Consider the following scenario example, namely “Digital fruit market”. Petri
is selling Pink Lady apples, for delivery or pick-up, in the Lappeenranta area.
The price for a kilogram is 3.50 euros. In this given situation, the product “Pink
lady apple” has the following context attributes, namely sourness, delivery loca-
tion, and cost that need to be matched to an interested customer. We want the
producer to be able to subscribe to a particular set of interests which will be
matched in a near real-time manner when publishers publish their interests (i.e.
clients and direct consumers), but it can also be the other way around.

Tero is holding a restaurant in the Lappeenranta area and he/she is looking
for sour apples in this area. In this situation, the consumer Tero has a set of
preferences defined by the context attributes which are the taste of the apple
and the pick-up location. If this set of preferences matches with an existing
product, we have a semantic match. This is the case, since Petri is producing
Pink Ladies in the Lappeenranta area.

In a typical publish/subscribe system, the producer has to specify, in a single
string, the product attributes he/she wishes to be part of the matching process.
Moreover, it is not possible to express relationships between the entities being
matched, and only a limited matching based on logical operators and string
comparisons can be made. With the proposed context-based system it is possi-
ble to do semantic matching. This semantic matching can also be, for instance,
a location within a certain radius of another location. In a content-based sys-
tem, this could only be handled by a client tool and not by the broker of the
publish/subscribe system since it cannot process contextual data. In the case
of a topic based system, we would be required to have an apple category with
sub-categories such as “sour apples” or “apples in Lappeenranta”. In this sit-
uation, cross-matching would not be possible and the operation would imply a
high computational resource need.

This paper makes the following contributions:

(a) We have conducted an extensive literature survey to identify the current
state-of-the art, gaps in publish/subscribe based systems and the corre-
sponding context-aware capable subscription languages.

(b) We have proposed and developed RCOS, a real time context sharing system
based on semantic web principles. The contribution also includes a history
based approach and a mobile application enabling smart mobile devices to
share context seamlessly. The history is a graph, expanding as ontologies are
removed from the main graph, when publications are canceled. It features
contextual attributes, values and dates.

(c) We have deployed a proof of concept implementation and evaluation, to
study the performance of the system and validate its efficacy.
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2 Literature Review and Related Work

2.1 Publish/Subscribe Systems

The publish /subscribe paradigm is constituted of publishers publishing informa-
tion, known as events, and subscribers sending subscriptions that represent their
interests. The distribution of events to the corresponding subscribers is handled
by a broker. Subscribers are notified of published events matching their interests.
The broker can be on a server or distributed. Eugster et al. [2] differentiate the
following types of subscription models.

Topic-Based Model: This model is based on topics. Notifications are transmitted
to matching topics which subscribers have subscribed to. They are consequently
forwarded all the messages transmitted to these particular topics. The advantage
of this model is the low processing time required to answer a request. However,
this approach being non-hierarchical, it is impossible for a subscriber to subscribe
to a subset of events in a given topic. Eugster et al. [2] describe it as a flat
approach. This issue is addressed by some implementations, such as the one
from Oki et al. [3]. This model also lacks involving the content of a subscription
in the process.

Content-Based Model: Rosenblum and Wolf [4] has introduced a subscription
scheme based on the content of events. Through a set of operators and a specific
subscription language, subscribers can also specify conditions over the content
of the notification they wish to receive. We also consider XML and JSON based
models to be a subset of the content-based approach in the sense that the brokers
will interpret the content without relying on a defined knowledge base.

Context-Based Model: Some works also refer to this model as concept based
[5]. Concept based addressing was introduced by Buchmann and Moody [6].
Tarkoma et al. [5] mention that “concept-based addressing allows to describe
event schema at a higher level of abstraction by using ontologies that provide
a knowledge base for an unambiguous interpretation of the event structure by
using metadata and mapping functions”. In our system, we propose a context-
based model using ontologies as a knowledge base. These ontologies are defined
in the JSON-LD format [7].

2.2 Context Awareness in Existing Publish/Subscribe Systems

Works on implementing the context awareness paradigm in publish/subscribe
brokers already exists in the research community. Loke et al. [8] introduce a
context-based addressing effort for Elvin. This work contributes to allowing to
distribute messages to users in a chosen context according to ontologies inter-
pretation. For this, they have also created a context-aware capable language [9].
Elvin was also included in the ECORA framework from Padovitz et al. [10],
which provides a hybrid architecture for context-oriented pervasive computing.
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However, Elvin as well as its open source implementation suffer from a lack
of popularity nowadays, and are missing maintenance as well as cross-language
support, since they handle the messaging process using its own standard that is
not widely implemented.

Other recent studies such as the one realized by Tarkoma et al. [11] propose
very efficient and flexible solutions. However, the concept of ontology is not fully
considered and implemented. It is also worth noting the work and vision brought
by Cugola et al. [12], which brings a distributed protocol to publish/subscribe
systems according to their location to allow a more efficient distributed broker
system. Our vision, however, places the location as a specific ontology. While
their work is focused on the physical distribution of messages, our contribution
is meant to bring a more generic way to embed context-awareness into pub-
lish /subscribe paradigm.

In [13], Zahariadis et al. introduce a novel context-aware publish/subscribe
system. This system is developed within the effort of a single digital market
in the European Union. Their context-based broker, however, does not include
a subscription language, nor does it support preliminary defined ontologies as
knowledge base with history.

2.3 Subscription Languages in the Existing Systems

Subscription languages used in publish/subscribe systems are more or less
descriptive. The more operations are defined in a language, the higher is the
complexity and processing time. Campailla et al. define three types of subscrip-
tion query languages. (a) The Simple Subscription Language (SiSL) is used where
all messages are total and of known format. If an attribute is not defined in the
query, any value queried for it would return true; (b) the Strict Subscription
Language (StSL) is an extension of SiSL where all attributes that occur in the
query must be defined; and (c) in the Default Subscription Language (DeSL),
all attributes are initialized to a default value, which are then updated by the
message. This allows to test if the attributes are defined by a message.

To the best of our knowledge, Elvin [9] is the only publish/subscribe system
in the research community with a subscription language defined so that it could
be extended to incorporate a general context awareness capability considering
ontologies due to its <action> <proposition> tuple integration. According to
Campailla et al. [14], Elvin’s and our approach are Simple Subscription Language
(SiSL) since non-defined attributes results in accepting any value for them. This
allows us to keep the query representation as small as possible.

The way we distinguish our approach from the one presented in Elvin is that
we have a defined subscription language that does not contain operators. In our
subscription language, the comparisons are done according to defined semantics
from the schema.org effort [15]. JSON-LD definition allows us to directly embed
in, through defined attributes, logic operators interpreted due to their involve-
ment as attributes in a given ontology. For example, an ontology containing the
properties mazPrice and minPrice, as defined in schema.org, involves that the
broker compares the property price for a similar ontology, so that it defines a
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result for minPrice > price > maxPrice. Our approach also allows defining
nested relations between entities. In this manner, we can express how an ontol-
ogy relates to another ontology and easily integrate with current semantic web
services. In the future, this could also allow publish/subscribe systems to be able
to automatically match content discovered across the semantic web.

2.4 Comparison of Implemented Publish/Subscribe Systems

The information bus [3] is one of the early works on publish/subscribe systems.
It uses Remote Method Invocation in order to publish and subscribe information.
SCRIBE [16] and CORBA [17] are two publish/subscribe research following the
information bus. SCRIBE brings reliable and scalable alternative to IP multi-
casting through the publish/subscribe paradigm on application level, balancing
the load between nodes and being focused on a peer-to-peer configuration, while
CORBA is designed to facilitate the communication of systems deployed on dif-
ferent platforms. The CORBA standard is implemented in C++ and Java and
has standard mappings in Ada, C, C++, C++11, COBOL, Java, Lisp, PL/I,
Object Pascal, Python, Ruby and Smalltalk. To the best of our knowledge, none
of these systems has been designed considering smart mobile devices integration.
In terms of early content-based systems, none provide a smart mobile device con-
sideration. Rebeca [18] can, however, communicate through RMI, SNMP and
HTTP, which brings a better interoperability. Elvin and Eugster et al. [19] have
a specific way of subscribing and publishing, which limits their interoperabil-
ity. ECA [6] transmits XML over SOAP, this brings a better interoperability
with external systems since it follows the SOAP protocol. SOAP is, however,
an information rich protocol, and in terms of performance, it is less oriented
towards smart mobile devices than REST for example. As for the commercial
publish/subscribe systems, all of them can be integrated into mobile technology,
Apache ActiveMQ projects being the ones that support the biggest number of
protocols. ActiveMQ Artemis distinguishes itself from ActiveMQ by supporting
a more native approach of REST. FIWARE Orion brings novelty in the commer-
cial publish/subscribe systems by being context-based. It still, however, lacks a
subscription language and handles queries via REST GET methods on specific
URLs.

3 RCOS Real Time Context Sharing

We created RCOS, the architecture of this system is represented in Fig. 1. RCOS
can be included in existing publish/subscribe systems in order to enable context-
awareness and history consideration into them. We use ontologies to semantically
represent our context information. This approach allows us to provide a system
that can be easily integrated with current and future semantic web applica-
tions. As represented in Fig. 1, it is composed of three modules which are the
Queue management module, the Context & History Aware Broker module and
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Fig. 1. RCOS overall architecture

Ontology Model Storage module. Each of these modules interact programmat-
ically together. The Ontology Model Storage module is external to the Pub-
lish/Subscribe System in the sense that it does not interact directly with the
publishing and subscribing processes, but is invoked by them for ontology mod-
eling and storage. The following paragraphs give more details on the internals
of each module.

3.1 Queue Management Module

In RCOS, an entity publishes or subscribes to information about another entity.
An entity emitting an offer offers information about another entity; this can be
considered as a publication. An entity emitting a demand requests information
about another entity; this can be considered as a subscription.

The Queue management module handles two queues to which the offers and
demands are posted (publications and subscriptions) via a REST interface. These
REST requests can be of two types. Create requests imply that the Queue man-
agement module will request for an addition to the ontology base during the
merging operation, while a cancel requests implies that the Queue management
module will request for a deletion to the ontology base during the merging oper-
ation. The subscription language we define in RCOS brings together two ontolo-
gies on the base of information offer/demand relationship. In the Fig. 2 below, we
represented our scenario where Tero wants to find sour apples in the Lappeen-
ranta area.
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"@context":
["http://schema.org/",
{
"1fd": "http://example-localfood.org/"
3,
"@type": "Person",
"@id": "http://example.org/profile/TeroS872",
"seeks": {
"@type": "Demand",
"itemOffered™:{
"@type": "1fd:Apple",
"description™: "%,
"name": "%,
"1fd:species™: "7,
"1fd:taste™: "sour",
>1fdorigin =T
.. {(some lines omitted)
"@type": "GeoCoordinates"
"latitude™: "V,
"longitude™: ""

3,
"geoRadius": ""
.. (some lines omitted)

Fig. 2. Subscription query for Digital fruit market

In the subscription presented in Fig. 2, all attributes of the ontologies that
are to be returned from the knowledge base by the Ontology Model Storage
module, relayed by the Context & History Aware Broker module, are specified.
The wildcard “*” indicates to RCOS that the history for a certain attribute is
requested. Such a history will be extracted from the history graph of previously
canceled offers by the Ontology Model Storage. This extracted information is
from the same context as the returned results for the demand itself.

3.2 Context & History Aware Broker Module

The Context & History Aware Broker module consists of three sub-modules. It
serves requests from the Queue management module. In the “Digital fruit mar-
ket” scenario, it will handle the context attributes consideration. We designed
the sub-modules as follows.

Request Interpreter Sub-module: This sub-module first checks that the ontology
format is valid through the isValid() function. If it is not, the request is rejected.
The ontology is then handled as an offer or a demand. If it is an offer, it then
queries the main model graph to know if the ontology exists through ChckOn-
tology(), and if it does not, it is created. An offer or a demand object is then
passed on to the Merge and Query sub-module.

Merge and Query Sub-module: The merge and query sub-module behaves accord-
ing to the object type it obtains from the request interpreter sub-module. In the
case of an offer or a demand which is permanent and marked as such by the
IsPermTmp() function, it will be merged in the ontology model graph by the
Ontology Model Storage module described in the next paragraph. A demand
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or an offer cancellation will then be handled by the Query module. This query
function also relies on the Ontology Model Storage module.

Context Distributor Sub-module: This sub-module handles the Ontology Model
Storage module’s response through QResponseProc(). It will also handle the con-
text to distribute to the context distributor in the Queue management module via
Distribute(), and if the response was for demand request, it will return currently
existing results to the sender via Respond(). Otherwise, a simple acknowledg-
ment is delivered to the sender.

3.3 Ontology Model Storage Module

The Ontology Model Storage module handles the ontologies knowledge base and
history graph, which are loaded in the RAM memory, and the database to store
them. In the “Digital fruit market” scenario, it will hold the information about
the nearby available apple produces. It serves the Context & History Aware
Broker module for verifying ontologies, merging them to the knowledge base
graph and handling queries to issue responses.

When a merge request is issued from the Context & History Aware Broker
module, the Merger() function will merge the ontology into the knowledge base
graph. For queries, it will accordingly serve it as a demand by matching the
corresponding sub-graph and returning it, or as a canceled offer by deleting
the corresponding ontology from the graph, and calling the HistoryProcessor()
function with this given ontology. If a demand query requests for the history of
an attribute, it will also be handled by HistoryProcessor() function, which will
take care of querying the history graph for the requested ontology’s attributes
present in the history graph linked to a date. For instance, for the history of
price of a given product, each price returned from the history graph is linked to
a date on which the offer started, this date being an attribute of the offer.

Schema.org’s standard ontology vocabulary [15] allows modeling a product
and its attributes. A product can also include nested ontologies containing their
own attributes. This is the case in RCOS; an apple ontology has an offer ontology
that is associated with it. The offer ontology includes aggregated and individual
offers information. An individual offer includes information such as the seller, the
minimum ordering price and the eligible area for the offer. The schema.org’s [15]
and other similar efforts are mainly joint commercial effort. The apple ontology
does not yet exist as such to the extent of our knowledge. In this ontology, which
we modeled, we include new attributes such as vitamins, label, species and origin
of the apple.

4 Proof of Concept - Prototype Implementation

Our proof-of-concept implementation “Digital fruit market” is divided into two
parts, and it is constituted of a prototype of RCOS, and a prototype client for
smart mobile device communicating with RCOS. We focused our effort for this
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proof of concept on the possibility to emit a demand to RCOS, interpreting it
and receiving the answer which we format visually in the smart mobile device
client application.

4.1 The RCOS Client

We developed the RCOS client using the Ionic 2 framework, which relies on
Angular technology. Our client allows us to emit demands (subscriptions) and
display the ontologies resulting from the sub-graph transmitted by the RCOS
server as a response. Figure 3 shows the mobile application client that we devel-
oped.

RCOS is constituted of views, controllers and providers. The Data provider is
the core component of our application. It handles the REST requests to RCOS
server and provides an SQLITE local storage that is used as local cache by
the application. The Products view and controller are responsible for displaying
the apples resulting from our subscription and stored in the local storage. The
Producers view and controller have this responsibility for the producers and
handle a map. Finally, the Subscription view and controller are meant to allow
subscription. Since this is a proof of concept, it only handles subscriptions for
sour apples in the Lappeenranta area and relies on initiated REST requests. This
can be extended in a more generic and automated manner.
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Taste: sour "les,{b Taipalsaari Velikataipale

Origin: France %= Saimaanharju,«
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Fig. 3. RCOS proof of concept’s client
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4.2 The RCOS Server

The RCOS server relies on using Apache ActiveM(Q Artemis 1.3 as an external
tool. However, the component we add can directly be embedded into the broker
of a publish/subscribe system. Currently, our prototype implementation handles
demands on an ontology knowledge base. This ontology knowledge base is stored
in a JSON-LD file and is loaded in memory as a graph by RCOS. In order to
create ontologies and place them in a graph for our knowledge base, we use the
software tool Apache Jena 3.0.1. We have chosen this software due to its high
interoperability and compatibility with the JSON-LD format. The main graph is
loaded from a JSON-LD file and the extracting of the sub-graph used to answer
a “demand” request is processed through the Jena SPARQL [20] interpreter.
The query we use in our prototype, which includes nested elements, allows us
to obtain the full ontologies that present a sour taste, and whose seller’s locality
is Lappeenranta. It could be made generic independently to the subscription’s
attributes formatting by analyzing it and identifying parent nodes. However,
we limited our current proof-of-concept to a static query for simplicity reasons.
We evaluate our prototype performances in the following section for larger scale
deployment.

5 Evaluation of RCOS

5.1 Evaluation Setup

In this section, we evaluate our prototype in terms of performance variation
for a larger scale deployment. We want to know which factors influence the
processing time the most when querying our knowledge base graph. In order to
do that, we continuously inject ontologies into our knowledge base graph and
do measurements while querying it. We have chosen to evaluate this part of our
system, because it is the one that will be the most affected as the knowledge
base grows in a large deployment case. Current publish/subscribe systems are
already able to handle a significant amount of requests efficiently, so it is worth
measuring the knowledge base graph querying. This allows us to understand
the behavior of the processing time according to the evolution of the number of
ontologies in it.

5.2 Evaluation of the Matching Process

In Fig. 4, we are interested in the performance of the matching process’s behav-
ior. The matching process is handled via SPARQL [20] CONTRUCT operation.
This operation allows us to extract a sub-graph from an existing graph, accord-
ing to restrictions we define in the query. We start with ten ontologies, two of
which match 1fd:taste = “sour” and eight lfd:taste = “sweet”. The blue curve cor-
responds to the case where the SPARQL CONSTRUCT will create a sub-graph
out of n-8 matching ontologies, n being the number of ontologies in the queried
knowledge base graph. The green curve corresponds to the case where SPARQL



RCOS Across a Fleet of Smart Mobile Devices 97

2000
£ 1500
Y]
£ 1000
=
500
0
O O O O 0O OC O O OO0 OO0 OO O OoOOCOCOC O OO
S n O M N 1N OO 4 0N aMmN < n o o;mN ! g mis
— A NN N T T T NDWMWWORNNOOOWONOOOO
Ontologies
-1 level, 1 const. on taste attr. (8 res.) =1 level, 1 const. on taste attr. (n-8 res.)

Fig. 4. Processing time and number of results against number of ontologies (Color
figure online)

CONSTRUCT will create a sub-graph out of 8 matching ontologies for any size
of the queried knowledge base graph.

From these results, we consider the CONSTRUCT operation processing time
to be negligible against the time it takes for the SPARQL processor to go through
the knowledge base graph, in order to find the right ontologies matching the
query. Due to this fact, and in order to obtain clear data on the impact of the
number of ontologies in the knowledge base graph, the following tests (when
they have a constraint) are made with a static n-8 ontologies result matching to
the query.

We are firstly interested in knowing the actual influence of introducing a
single constraint into the SPARQL query that is represented in Fig. 5. In this first
case, we do not involve any nested elements (ontologies included into ontologies)

in our knowledge base graph. Only the first level attributes of our ontologies are
queried.
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Fig. 5. Processing time for non-constrained/constrained taste attribute against number
of ontologies (Color figure online)
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The blue line represents the case where we do not introduce a constraint in
the query (n results), and the orange line the case where we limit the results to
sour apples (n-8 results). As we can observe when introducing a constraint, the
processing time of the query can increase by 20 % and we can also observe that
this trend is slightly increasing as the number of ontologies increases. This first
test involves a single-level type of ontologies. Such ontologies are constituted of
attributes, and cannot include any other ontology.

In Fig. 6, we observe the behavior of the processing time as we introduce new
ontologies including six levels of complexity. They involve complex computing
operations for the SPARQL engine, resulting in a bigger processing task. The
processing time of an ontology with six levels can be three times the one of an
ontology which has a single-level.

From these measurements, we can conclude that the processing time variation
follows a linear trend against the number of ontologies in our knowledge base
graph. However, it grows significantly more as we introduce complex ontologies.
Ontologies complexity is the most affecting factor on the processing time as
the number of ontologies grows. In a real case deployment, one might want to
limit the complexity of ontologies, and favor two separated ontologies, which are
linked together programmatically after the query, in a case of expecting a high
number of ontologies in the knowledge base graph.

6 Conclusion

In this paper, we propose RCOS, a real time context sharing system that aims
to address the gap of knowledge on context-aware publish/subscribe systems.
RCOS takes advantage of semantic web technologies, in particular an ontological
representation, allowing publishers and subscribers to exchange context about
various products. We developed a proof of concept demonstration of RCOS for
the “Digital fruit market” scenario. Using RCOS, producers can provide con-
textual annotations to produces. This allows subscribers to subscribe and query
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for relevant produces based on location-based and personalization context. We
also proposed a novel history feature for attributes, which enables to enrich the
contextual information, over the time, around a given produce. Finally, experi-
mental evaluations validate the efficacy of the system and identify which criteria
has the biggest impact on the performances.

Acknowledgments. Authors acknowledge the support from EMM PERCCOM, IoT
EPI bloTope Project, which is co-funded by the European Commission under H2020-
ICT-2015 program, Grant Agreement 688203. The research has also been carried out
with the financial support from the Ministry of Education and Science of the Russian
Federation under grant agreement RFMEFI58716X0031. Julien Dhallenne would also
like to thank Prof. Ahmed Seffah, Susanna Koponen, Prof. Jari Porras and Prof. Eric
Rondeau for their support.

References

1. Klimova, A., Rondeau, E., Andersson, K., Porras, J., Rybin, A., Zaslavsky, A.:
An international Master’s program in green ICT as a contribution to sustainable
development. J. Clean. Prod. 135, 223-239 (2016)

2. Eugster, P.T., Felber, P.A., Guerraoui, R., Kermarrec, A.M.: The many faces of
publish/subscribe. ACM Comput. Surv. (CSUR) 35(2), 114-131 (2003)

3. Oki, B., Pfluegl, M., Siegel, A., Skeen, D.: The Information Bus: an architecture
for extensible distributed systems. ACM SIGOPS Oper. Syst. Rev. 27(5), 5868
(1994)

4. Rosenblum, D.S., Wolf, A.L.: A design framework for internet-scale event observa-
tion and notification. ACM SIGSOFT Softw. Eng. Notes 22(6), 344-360 (1997)

5. Baldoni, R., Querzoni, L., Tarkoma, S., Virgillito, A.: Distributed event rout-
ing in publish/subscribe communication systems. In: Garbinato, B., Miranda, H.,
Rodrigues, L. (eds.) Middleware for Network Eccentric and Mobile Applications,
pp. 219-244. Springer, Heidelberg (2009)

6. Buchmann, A.P., Moody, K.: An active functionality service for open distributed
heterogeneous environments. Shaker (2002)

7. Sporny, M., Longley, D., Kellogg, G., Lanthaler, M., Lindstrm, N.: JSON-LD 1.0,
W3C Recommendation (2014)

8. Loke, S.W., Padovitz, A., Zaslavsky, A.: Context-based addressing: the concept and
an implementation for large-scale mobile agent systems using publish-subscribe
event notification. In: Stefani, J.-B., Demeure, 1., Zhang, J. (eds.) DAIS 2003.
LNCS, vol. 2893, pp. 274-284. Springer, Heidelberg (2003)

9. Loke, S.W., Zaslavsky, A.: Communicative acts of Elvin-enhanced mobile agents.
In: IEEE/WIC International Conference on Intelligent Agent Technology, pp. 446—
449. IEEE (2003)

10. Padovitz, A., Loke, S.W., Zaslavsky, A.: The ECORA framework: a hybrid archi-
tecture for context-oriented pervasive computing. Pervasive Mob. Comput. 4(2),
182-215 (2008)

11. Tarkoma, S., Lindholm, T., Kangasharju, J.: Collection and object synchroniza-
tion based on context information. In: Magedanz, T., Karmouch, A., Pierre, S.,
Venieris, 1.S. (eds.) MATA 2005. LNCS, vol. 3744, pp. 240-251. Springer,
Heidelberg (2005)



100

12.

13.

14.

15.
16.

17.

18.

19.

20.

J. Dhallenne et al.

Cugola, G., Margara, A., Migliavacca, M.: Context-aware publish-subscribe: model,
implementation, and evaluation. In: IEEE Symposium on Computers and Commu-
nications, pp. 875-881. IEEE (2009)

Zahariadis, T., Papadakis, A., Alvarez, F., Gonzalez, J., Lopez, F., Facca, F.,
Al-Hazmi, Y.: FIWARE lab: managing resources and services in a cloud feder-
ation supporting future internet applications. In: IEEE/ACM 7th International
Conference on Utility and Cloud Computing (UCC), pp. 792-799. IEEE (2014)
Campailla, A., Chaki, S., Clarke, E., Jha, S., Veith, H.: Efficient filtering in publish-
subscribe systems using binary decision diagrams. In: Proceedings of the 23rd
International Conference on Software Engineering, pp. 443-452. IEEE Computer
Society (2001)

Barker, P., Campbell, L.M.: What is schema.org? LRMI, vol. 21 (2014)

Castro, M., Druschel, P., Kermarrec, A.M., Rowstron, A.I.: SCRIBE: a large-scale
and decentralized application-level multicast infrastructure. IEEE J. Sel. Areas
Commun. 20(8), 1489-1499 (2002)

Object Management Group: The Common Object Request Broker (CORBA):
Architecture and Specification. Object Management Group (1995)

Parzyjegla, H., Graff, D., Schroter, A., Richling, J., Miihl, G.: Design and imple-
mentation of the Rebeca publish /subscribe middleware. In: Petrov, I., Guerrero, P.,
Sachs, K. (eds.) Buchmann Festschrift. LNCS, vol. 6462, pp. 124-140. Springer,
Heidelberg (2010)

Eugster, P.T., Guerraoui, R., Damm, C.H.: On objects and events. ACM SIGPLAN
Not. 36(11), 254-269 (2001). ACM

Prud’ Hommeaux, E., Seaborne, A.: SPARQL query language for RDF. W3C Rec-
ommendation 15 (2008)



Reasoning over Knowledge-Based Generation

of Situations in Context Spaces to Reduce
Food Waste

Niklas Kolbe!2, Arkady Zaslavsky' 3™ Sylvain Kubler?, and Jérémy Robert?

! Commonwealth Scientific and Industrial Research Organisation,
Data61, Clayton, VIC 3168, Australia
{niklas.kolbe,arkady.zaslavsky}@csiro.au
2 Interdisciplinary Center for Security, Reliability and Trust,
University of Luxembourg, 4 rue Alphonse Weicker, 2721 Luxembourg, Luxembourg
{niklas.kolbe,sylvain.kubler, jeremy.robert}@uni.lu
3 Saint Petersburg National Research University of ITMO,
49 Kronverksky Pr., St. Petersburg 197101, Russia
arkady.zaslavsky@acm.org

Abstract. Situation awareness is a key feature of pervasive comput-
ing and requires external knowledge to interpret data. Ontology-based
reasoning approaches allow for the reuse of predefined knowledge, but
do not provide the best reasoning capabilities. To overcome this prob-
lem, a hybrid model for situation awareness is developed and presented in
this paper, which integrates the Situation Theory Ontology into Context
Space Theory for inference. Furthermore, in an effort to rely as much
as possible on open IoT messaging standards, a domain-independent
framework using the O-MI/O-DF standards for sensor data acquisition
is developed. This framework is applied to a smart neighborhood use
case to reduce food waste at the consumption stage.

Keywords: Situation awareness - Context awareness - Pervasive com-
puting - Ontologies - Internet of Things - Context Space Theory

1 Introduction

The Food and Agriculture Organization of the United Nations (FAO) estimates
that up to 50 % of produced food is wasted all over the world, which has a non-
negligible impact on the society, environment and economy (e.g., starvation,
carbon emission and economic cost, etc.) [8,10]. The information and system
intelligence and analytics capabilities enabled by pervasive environments and
the so-called Internet of Things (IoT), could potentially help drive innovative
sustainable development and business models. The IoT offers provisions for real-
time analysis on any operation or process as a game-changer when it came to
creating environmental benefits. To take full advantage of the IoT, it is nonethe-
less crucial not to focus only on sensor data, but also on the “context” in which
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this data was generated, monitored, and so forth. Context is any information
that characterizes the environment of an entity (a person, group of person, a
place or a Thing) relevant to the interaction of the application and end-users
[1]. Context-awareness means understanding the whole environment and current
situation of the entity. Context can be processed to developed more advanced
services such as “situation-awareness”, which can be seen as a course of events
that evolves to more sophisticated relations between entities (or even situations).

Situations are defined as external semantic interpretation of sensor data on a
higher level of abstraction than activities or context [22]. Thus, situation aware-
ness strongly depends on expert knowledge to interpret sensed data. A situation
aware approach requires modeling, reasoning, and sensor data acquisition, while
considering several functional requirements for each step. Defining expert knowl-
edge, adopting reasoning engines and integrating sensor data are extensive and
error-prone tasks, complicating the development of situation aware applications.
To address this problem and easily capture all domain- and application-specific
dependencies, this paper investigates a general ontology-based framework for
situation awareness based on standardized technologies.

The paper is structured as follows: Sects. 2 and 3 present the background and
related work in the area. Section4 proposes the core ontology and the frame-
work architecture for general situation awareness. Section 5 presents a use case
of a smart neighborhood to reduce food waste and an evaluation of the pro-
posed framework; the conclusion follows. It is worth mentioning that the Inter-
national Erasmus Mundus Masters Program “Pervasive Computing & Commu-
nications for Sustainable Development” (EMM PERCCOM) [11] enabled the
research reported in this paper.

2 Background

Several theories (e.g., Context Space and Situation Theory, Semantic Sensor
Network) and technological building blocks (e.g., O-MI/O-DF standards) have
been considered to design the proposed framework for general situation aware-
ness. This section therefore provides the necessary background regarding each
of these theories and technologies.

First, the use of ontological approach allows situation modeling with rich
semantics that can be understood and shared among humans and machines.
In the life sciences community, Ontology Web Language (OWL) is extensively
used and has become a de facto standard for ontology development [15]. OWL
provides a vocabulary for the Resource Description Format (RDF) by extending
the RDF Schema vocabulary. Given this, our framework is designed based on
the OWL standard.

Another key theory considered in our framework is the Situation Theory
Ontology (STO) [12], which was developed based on situation semantics referred
to as Situation Theory [7]. This theory will be applied to model situations,
where facts of situations are formulated as “infons”, and “situations” are defined
by specifying which infons they support (see Eq.1). An infon is a relation of
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n objects, whereas objects can be individuals, attributes or situations. The polar-
ity (0/1) specifies whether this relation is true or false.

S E< relation,ay, ...,a,,0/1 > (1)

The Semantic Sensor Network (SSN) ontology [6] is a standard ontology
to represent knowledge about a sensor network (e.g., sensing devices, measured
properties and deployed platforms. . . ), without initially taking into consideration
actuators. The Semantic Actuator Network (SAN) ontology [17] was further
developed as a counterpart to SSN. Both ontologies will be considered in our
framework to specify the system setup.

The Context Space Theory (CST) [16] was developed — based on a spatial
representation of context — to provide a general context model with a rich theo-
retical foundation. The context space is defined through context attributes and
situations are modeled as subspaces. By combining specification- and learning-
based techniques, and by supporting algebraic operations, CST allows for general
reasoning about situations. CST-based reasoning is implemented in ECSTRA [4]
with a flexible architecture for situation aware systems, which will be applied for
the implementation of this study. The knowledge defined in STO will be used to
generate the situation spaces in the context space.

Finally, to increase interoperability of the framework in a range of IoT set-
tings, recent IoT messaging standards published by The Open Group, namely the
O-MI (Open-Messaging Interface) and O-DF (Open-Data Format) standards,
are used to enable peer-to-peer data exchange between different systems and
devices [20]. O-MI messages can be exchanged on top of well-known protocols
like HTTP, SOAP or SMTP, while O-DF [19] is a generic content description
model for Things in the IoT, which can be extended with more specific vocab-
ularies (e.g., using domain-specific ontology vocabularies) [9]. The knowledge
defined in SSN and SAN will be used to generate context collectors based on
O-MI/O-DF.

3 Related Work

Besides STO, other upper ontologies for situation awareness were developed by
the research community. In the Core SAW Ontology [14], situations are repre-
sented as a set of entities with attributes, goals and foremost relations. It further-
more integrates observed sensed data in the ontology. The Situational Context
Ontology [2] starts from a context perspective and adds a situational structure
around it, while offering provisions for modeling imprecise sensor data (using
fuzzy logic). The Situation Ontology developed in [21] is based on a context
and situation layer, and allows the definition of atomic and composite situations
based on context values.

Several hybrid approaches, combining ontologies with other reasoning tech-
niques to achieve situation awareness have been proposed. In [5] the feasibility
of integrating ontological knowledge into CST has been shown, based on both a
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context ontology and rule-based situation definitions. Situation spaces are gen-
erated by processing the rules and querying the ontology with SPARQL. The
Wavellite framework [18] was proposed to achieve situation awareness in environ-
mental monitoring. It uses upper ontologies, including STO, as a knowledge base
and combines it with rules and neural networks for inference. However, the rea-
soning engines are application-specific. A number of approaches add rule-based
reasoning around an ontology, such as BeAware! [3], which proposes a general
reasoning technique by extending the Core SAW Ontologies and including rela-
tion types.

The aforementioned approaches have not been previously used in a food
waste reduction or management process. We could nonetheless point out a few
community-based social networks that apply pervasive computing to address this
challenge, such as EUPHORIA (standing for Efficient food Use and food waste
Prevention in Households through Increased Awareness) [13], which is a project
that allows users to log and track their everyday food related behavior and
redirect these, through social influence, towards more sustainable food related
practices. Nonetheless, the project has focused on social behavior around food
consumption (necessitating manual inputs via a mobile application), and has
not proposed any IoT-based services to automate the discovery of food in the
neighborhood that is e.g. close to its expiry date, and propose to end-users
appropriate recipes. The paper investigates and develops a framework that fulfills
such IoT-based services.

4 Framework Design

This section presents the core ontology for CST, generation of situation spaces
and the framework architecture. In this respect, Sects. 4.1 and 4.2 respectively
detail the CST Ontology, and how situations are generated based on this ontol-
ogy. Section 4.3 provides an “at a glance” overview of the overall proposed frame-
work.

4.1 CST Ontology

Situation spaces in CST are defined through a set of acceptable regions for all
context attributes. Each context attribute is assigned with a relevance weight
w; € [0,1]. Furthermore acceptable regions are assigned with a contribution func-
tion 17, which assigns a contribution € [0, 1] to each value within the acceptable
region. The overall confidence if a situation is occurring is calculated based on
the relevance and the contribution for a context state z, as shown in Eq. 2.

pe =y w1y (w;) (2)
i=1

For final inference, the confidence value is compared to a threshold ¢;, as formu-
lated in Eq. 3.

v = (s > €i) (3)
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The specifications are the requirements for situation modeling. Thus, concepts
of STO and SSN/SAN were mapped and extended with CST specific informa-
tion. The core of the CST ontology is shown in Fig.1. STO and SSN/SAN
were mapped through two key connections: (i) sto:Attribute is defined as
subclass of ssn:Property, and (ii) sto:Individual is defined as subclass
of ssn:FeatureOfInterest. Through these definitions, sensors are observing
attributes of individuals in STO situation definitions. Context attributes in
CST correspond to both sto:Attributes and ssn:Properties. An accept-
able region can be defined as a sto:Value of an attribute, whereas the value
is specified as an interval. The ontology was extended to capture further CST-
related concepts, which includes the csto:ConfidenceThreshold for a situation,
csto:Relevance for an infon! and csto:Contribution for values of acceptable
regions.

esto-Confidence | cstorhasConfidenceThreshol
Threshold
sto:supportedinfon

—

ssn:hasDeployment ‘f - ]

sto:Situation ssn:Device ] 3>

ssn:deployedOnPlatform

sto. Y p
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/ | \ [ Devkce ] { Deyice san:hasActuating-
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[wto:RelevanoeJ [ sto:Relation J [ sto:Polarity J [ sto:Object J [ssn:'e:rtg‘e OYJ san:actsOn lsa&m‘i‘;‘yﬂgJ [ssn:LocationJ

S'Oj tw 05(0}
L -

p ssn:isPropertyOf.
{ sto:Attribute ] [sto:hdividual ssn:Property

san:hasActuating-
Property

slo:hasAttributeVaIuejs \ \ y
L0
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Fig. 1. Core ontology for Context Space Theory
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4.2 Situation Generation

Situation generation from the core ontology can be declined into three categories,
namely based on (i) situation objects, (ii) situation types, and (iii) situation
objects generated by type definitions. Individual situations in STO are modeled
with concrete instances for situations, infons and other objects. The objects
involved in a situation may be application dependent, which makes it unable to
reuse the situation specification. Instead, situation types can be defined based on
OWL class axioms. Listing 1.1 presents an example for a situation type definition
to infer if a person is running. The situation supports two infons, which are based
on the movement speed and the heart rate of a person. The complete definition

! The relevance belongs to context attributes, but an attribute can have a different
weight for different facts about situations.
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(not shown in the listing for simplicity) further includes the specification of the
individuals, attributes, acceptable regions and contribution.

Listing 1.1. Example for Situation Type Definition in the Ontology

PersonRunning owl:equivalentClass (

sto: Situation

and (sto:supportedInfon value HighHeartRateInfon)
and (sto:supportedInfon value FastMovementInfon)
and (sto:relevantIndividual value Person)
and (csto:hasConfidenceThreshold value 0.8)
)
HighHeartRateInfon owl:equivalentClass (

sto: ElementaryInfon

and (sto:relation value Heartrate)

and (sto:anchorl value Person)

and (sto:anchor2 value HighHeartRateAttribute)
and (sto:polarity value _1)

and (csto:hasRelevance value 0.6)

)

FastMovementInfon owl:equivalentClass (
sto: ElementaryInfon
and (sto:relation value Movement)
and (sto:anchorl value Person)
and (sto:anchor2 value FastMovementAttribute)
and (sto:polarity value _1)
and (csto:hasRelevance value 0.4)

The algorithms to generate situation spaces iterate over the given situation
and infon definitions (for both objects and types), retrieve the corresponding
information about the context attributes, acceptable regions, contribution, etc.,
and resolve dependencies to subspaces. Algorithm 1 shows the generation of a
situation space for one situation definition. Each generated situation space is
then added with its confidence threshold to the context space.

Situation types ease the modeling process because situation definitions do
not depend on application specific objects. In CST, objects can share the same
situation space, while each object maintains a different state in the context space.
The origin of the state may come from different sensors for different objects. This
is captured and maintained through the integration of the SSN ontology. If it
is not desired to resolve these dependencies via the ontology, separate situation
spaces can be generated for each relevant individual involved in the situation
(case (iii)).

4.3 Framework Architecture

Overall, the architecture needs to integrate the following major building blocks
for a situation aware system:

— Knowledge base (CST ontology)
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Algorithm 1. Generation of Situation Space

1: function GENERATESITUATIONSPACE(situation)

2: sttuationSpace «— new SituationSpace(situation.name);
3 for all situation.getInfons() do

4 for all infons.getAnchors() do

5: if anchor.type() == attribute then
6.
7
8

aris — newAxis(attribute.name)
for all attribute.get Acceptable Regions() do
if infon.polarity() == 1 then

9: azis — addRegion(value, contribution)

10: else

11: azis — addAsymmetricRegion(value, contribution)

12: situationSpace «— addAxis(azis,infon.get Relevance())

13: else if anchor.type() == situation then

14: SubSpace «— GENERATESITUATIONSPACE(anchor)

15: situationSpace «— addAxisSubSpace(SubSpace)

16: else if anchor.type() == individal then

17: > Not considered in CST Situation Spaces
18: return situationSpace

— Ontology management (OWL API; SPARQL-DL API, Pellet, Protégé)
— CST-based reasoning (ECSTRA)

— Sensor data acquisition (IoT Data Server for O-MI agents)

— Client application

Figure 2 illustrates the complete architecture designed in our study to inte-
grate those building blocks. The knowledge base consists of CSTO-based applica-
tion ontologies. Multiple ontologies with different situation specifications and the
application setup can be provided for the system (ontology editors like Protégé
can be used in this respect). The ontology management component is responsi-
ble for the programmatic access and manipulation of the knowledge base. Since
the algorithm needs to access the TBox axioms (terminology) of the ontology,
an OWL-centric approach is preferred over a RDF-centric approach. Tools used
in our framework include OWL API, SPARQL-DL API and the Pellet reasoner.
The ECSTRA implementation is used for CST-based reasoning. Finally, the O-
MI/O-DF standards are integrated, meaning that instead of subscribing to a
central publish/subscribe engine, the context collectors subscribe directly to one
or more O-MI nodes and receive the notifications in an O-DF payload format.
The central manager (cf. Fig.2) forms an interface to integrate and coordinate
all these components, while providing a facade to client applications to initialize
the system and send enhanced reasoning requests. At a more concrete level, the
tasks of the manager are:

1. Loading and merging given ontologies.
2. Initializing the ontology reasoner.
3. Generating situation spaces based on object and type definitions.
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Fig. 2. Framework architecture for situation awareness

4. Generating O-MI context collectors based on the given specifications.

5. Initialize the application space.

6. Resolving dependencies to individuals and sensors from reasoning requests.
7. Distributing reasoning results.

From an operational perspective, the overall architecture has been implemented
as a JVM-based library, which can be deployed in an agent-based architecture.
Context collectors can potentially be added manually to access other types of
information sources.

5 Use Case: Reducing Food Waste

This section describes a proof-of-concept and an evaluation of the proposed
framework. Firstly, the situation awareness framework is applied to a use case to
reduce food waste in a smart neighborhood in Sect. 5.1. Subsequently a discussion
of the features of the framework and a performance evaluation follows in Sect. 5.2.

5.1 Use Case Scenario and Implementation

The overall scenario is depicted in Fig. 3, which considers a connected neighbor-
hood and exploits situation awareness to give best recommendations about the
consumption of food items (e.g. relevant recipes, incentives for food sharing. .. ).
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The application is developed as a JVM-based web application, where recipes are
requested from an open REST API?.

1 n ) @

Internet

Smart Home
Situations

ST CSTO+ECSTRA
Setup : Manager

Expert
Food Sharing I
Neighbourhood

Application LA
HTTP : : HTTP
Response¥  'Request

Fig. 3. Use case architecture

It should be noted that our implementation is based on the following assump-
tions:

— The implementation is based on a simulated smart neighborhood, composed
of three households.

— Each household generates (simulated) sensor data values. To sense information
about food items, it is assumed that each item is labeled with an RFID tag
and smart fridges are equipped with RFID readers, to read these tags when
items are placed inside the fridge.

— Information stored in the RFID tags includes the available amount of items
and related expiration date.

— Sensor data providing information about when and how to access food items is
simulated. For example, this input can be simulated based on human being’s

2 Yummly Recipe API: https://developer.yummly.com/.
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activity in the household or on the availability of smart access devices (e.g.,
smart locks like slock.it?).

— All sensor values are published through an IoT /neighborhood avatar (an O-MI
node in our case) that aggregates and publishes neighborhood-related infor-
mation in a standardized manner.

The recommendation for consumption of a food item is based on the shelf
life and relative amount of available stock. Equation 4 shows the situation type
definition in situation theory that was modeled in the CST ontology, where
parameters f , ¢ and $ respectively stand for food items, close expiration dates
and relative high stock. Acceptable regions can be modeled with fuzzy sets,
e.g. context collectors can fuse sensed data to low, medium and high amount of
available stock.

SR|SR E< expires, f,é,1 > A < stock, f, 3,1 >>] (4)

Listing 1.2 shows an OWL individual definition of the ontology for a sensor.
It specifies an RFID reader, which is capable to observe different attributes
(Ezpiration and Amount) of instances of the class Fooditem, which in turn is
part of the situation type definition presented in Eq. 4. It is attached to a specific
household via the ssn:hasLocation object property.

Listing 1.2. Example of Sensor Modeling

RFIDSensor001 rdf:type FridgeRFIDSensor
RFIDSensor001 ssn:observes Expiration
RFIDSensor001 ssn:observes Amount
RFIDSensor001 ssn:hasLocation Householdl
RFIDSensor001 csto:observesPropertyOf Fooditem

Figure4 shows a screenshot of the web application used in our neighbor-
hood waste management system, along with the recommendation outputs. The
system identifies the items recommended for usage and displays the available
amount, location and current accessibility. Furthermore it shows recipes that
can be cooked with the available food items. A sustainability index is calculated
for each recipe, based on the consideration of ingredients that are recommended
for usage and the amount that will be prevented from being wasted. The index
takes into account the environmental impact of the commodity group (carbon
footprint, blue water footprint, economic cost [8]) of each ingredient.

5.2 Evaluation and Ontology Performance

The framework presented in this paper is based on a rich foundation for both
situation modeling and situation reasoning, whose key functionalities are:

3 Smart Locks slock.it: https://slock.it.
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Fig. 4. Food sharing neighborhood application

— Situation modeling. Space and time aspects, situation types, roles of
objects, relations.

— Knowledge. Integrating knowledge about situations and systems, allowing
reuse and sharing with semantic web technologies.

— Reasoning. General applicability, uncertainty and temporal aspects, can be
extended with prediction and proactive adaption. Enhanced through consid-
eration of involved individuals via STO.

— Application development. Automated integration of sensor data acquisi-
tion, less complex for deployment.

After the automated initialization of the system, situation reasoning can be
performed directly with ECSTRA or with enhanced requests involving access to
the ontology. The proposed architecture does not the capabilities of the existing
ECSTRA implementation. To perform (optional) enhanced reasoning requests,
access to the ontology during run-time is required. Figure5 shows the added
computation time to resolve dependencies to individuals, attributes, situations
and sensors for reasoning requests via the ontology.

The ontology was populated with test data. The largest data set consisted
of 7500 situation definitions with attached infons, attributes etc. which corre-
sponded to 137400 axioms in the ontology. The figure shows the average com-
puting time with standard derivation for 1000 test runs per data set.

The test indicates a complexity of O(n). However, ontology reasoners demand
high memory. With further increased testing data the available heap space
(6 GB) was not sufficient. This might be an issue for very large-scale systems.
In this case run-time reasoning requests should be sent directly to individual
specific generated situation spaces.
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Fig. 5. Performance results for ontology access during reasoning requests

6 Conclusion and Future Work

The selected approach was based on an intensive study of situation aware
approaches. As a result of this discussion, the combination of Situation Theory
and Context Space Theory was motivated by automatic generation of Situation
Spaces in CST with knowledge specified in an ontology. By identifying require-
ments for a holistic framework, STO, SSN and SAN were combined and extended
to serve as a core ontology for a CST-based system. Algorithms to extract the
knowledge from the ontology and initialize the application space were proposed.

Further discussion led to a design of an overall framework based on the pro-
posed core ontology and ECSTRA for CST-based reasoning. In order to meet
the requirements for platform independent sensor data acquisition, the IoT stan-
dards O-MI/O-DF were integrated into the system. The contribution of this work
is a Java library which was designed to allow an efficient use of these components
to develop situation aware applications.

As a proof-of-concept the framework was applied to a use case, which val-
idated the feasibility of the approach. By showcasing a system to reduce food
waste at consumption stage the use case demonstrated the enabling effects of
situation aware systems regarding the contribution to sustainability.

Further work identified includes the consideration of a dynamic environment
(joining and leaving objects, discovery of new sensor sources), validation of sit-
uation occurrences based on OWL axioms specified in the ontology, generating
situation spaces with incomplete knowledge and adding actuation to the situa-
tion aware framework.
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Abstract. IoT system interoperability, data fusion, data discovery and access
control for providing Context-as-a-Service as well as tools for building
context-aware smart city applications are all significant research challenges for
IoT-enabled smart cities. These middleware platforms have to cope with poten-
tially big data generated from millions of devices in large cities. The amount of
context, metadata, annotations in IoT ecosystems equals and may even exceed the
amount of raw data. This paper discusses the challenges of context storage,
retrieval and indexing for smart city applications. We analyse, compare and
categorise existing approaches, tools and technologies relevant to the identified
challenges. The paper proposes a conceptual architecture of a hybrid context
storage and indexing mechanism that enables and supports the Context Spaces
theory based representation of context for large-scale smart city applications. We
illustrate the proposed approach using solid waste management system with
adaptive on-demand garbage collection from IoT-enabled garbage bins.

Keywords: Smart city + Context - Storage * Internet of Things (IoT) - Waste
management

1 Introduction

Research and development projects in Smart Cities are actively pursued by the ICT
research community. The number of systems and applications in such areas as Intel-
ligent Transportation Systems (ITS), smart buildings and homes, city security and
smart metering continues to grow by virtue of significant achievements in proliferation
of various Internet enabled devices, sensor manufacturing and wireless communication
services [1].

While some parts of the Smart city infrastructure are already implemented, the
problem of providing relevant and reliable data to applications has not yet been solved.
We refer to relevant metadata and annotations that describe the raw data as context.
Applications that consume context are referred as context-aware applications. We
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define both these terms in more detail in the following section. Existing context-aware
systems are incompatible in the ways they represent and store context. To develop
smarter applications we need to provide methods for acquiring context from context
producers without being dependent on their particular properties or domains [2].

Data decentralisation is one of the main features of the Internet that adds com-
plexity to the context incompatibility problem. Smart city applications need to integrate
data from different sources like information systems, users’ histories and sensory data.
While being used, these systems and applications generate vast amounts of data, which
is transferred, processed and stored by service providers and users’ endpoints. This Big
Data is constantly changing and the volume of data streams is growing, raising the
questions of scalability, performance, interoperability, data format conversion, data
discovery and security.

Mostly, modern Smart City systems work in an isolated fashion, having low level
of interoperability that limits their functionality [2]. This leads to the concept of
deploying Smart city scale middleware systems that will serve a number of agents (city
authorities, enterprises, users, sensors, actuators) and provide them with transparent
access to all needed context by communicating with similar middleware systems of
other companies or organisations.

The idea of an IoT platform, a middleware system that enables various systems to
interchange data for mutual benefits, is widely discussed in academic and research
community [3-5] and a number of problems/questions are raised. One of these
emerging questions is finding ways for structuring, modelling, storing, indexing and
retrieving context from large datasets that are generated by different kinds of virtual and
physical sensors and used for analytical, predictive and other purposes.

The process of storing and retrieving large datasets is not new and is well studied in
both relational and NoSQL paradigms. As we move from internal systems owned by
one organisation to a system of systems (SoS) [3], we see that each system, even in one
domain of knowledge, uses different structures for representing information. Integrat-
ing exterior services into large systems usually lead to the development of drivers,
protocols, parsers, ETL procedures and tests. Another problem is that the information is
often needed in a higher level contextual form, rather than in a raw form. For example,
a smart home system needs to be notified that the user left work and is driving home, so
it is time to switch on the air-conditioning system. Notification with prediction of users’
arrival time is high-level context in this case. In contrast, if the smart home system
would receive GPS data directly from the user’s smartphone instead of high-level
context, the system will have to incorporate the whole stack of sophisticated data
acquisition and reasoning algorithms. Such an approach would significantly increase
the complexity and cost of the smart home system. At the same time, raw context can
be used for a number of other applications like building a dynamic map of city traffic,
timetable management etc. The solution is providing Context-as-a-Service [4, 6] by
doing reasoning in a cloud system and delivering the context in interoperable form and
at the level of the abstraction that is needed by different applications.

Development of novel efficient scalable methods for reasoning, aggregating, rep-
resenting, storing and retrieving context on middleware side can bring us closer to
seamless system interoperability, enabling the possibility for faster creation of more
context-aware Smart City applications.
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This paper addressed the challenges of context storage, retrieval and indexing for
smart city applications. We analyse, compare and categorise existing approaches, tools
and technologies relevant to the identified challenges. The paper proposes a conceptual
architecture of a hybrid context storage and indexing mechanism that enables and
supports the Context Spaces theory (CST) based representation of context for
large-scale Smart City applications. The proposed approach is illustrated using a solid
waste management system scenario with adaptive garbage collection from IoT enabled
garbage bins.

The paper is organised in the following way: in Sect. 2, we provide information
about related work in the area of context-awareness and its connection with storage
systems for IoT middleware. In Sect. 3, we discuss requirements to storage systems
that will be used on the persistence level of Smart City scale IoT platform. In Sect. 4,
we describe existing software solutions that are suitable for large-scale context storage
and introduce the Context Spaces theory as an efficient instrument for dealing with
situation awareness. In Sect. 5, we describe how the proposed storage can be used in a
Smart City usage scenario. Section 6 concludes the paper and defines directions for
future work.

2 Related Work

The term “context” is well studied in literature and has a number of definitions. In this
paper we will use the definition provided by Dey in [7]: “Context is any information
that can be used to characterise the situation of an entity. An entity is a person, place, or
object that is considered relevant to the interaction between a user and an application,
including the user and applications themselves.” Dey also provides a definition for
context-aware computing: “A system is context-aware if it uses context to provide
relevant information and/or services to the user, where relevancy depends on the user’s
task”.

Several context representation standards (e.g. ContextML [8] and SensorML [9])
have been proposed. Antunes el al. in [2] suggest that none of these standards are
widely used and the lack of compatibility between context-aware platforms forces to
deal with various context representation forms.

Bazire et al. stated that “it was not possible to develop in isolation a model of
context because context, knowledge and reasoning are strongly intertwined” [10].
Brezillon also suggested that “the notion of context can take on different meanings,
depending on, well. . . the context” [11]. Dourish stated that there is no need in
deciding what is context and what is not in general. He defines contextuality as “a
relational property that holds between objects or activities” [12].

While the concept of context is still debated, from the middleware perspective
context is any data and metadata that can be queried for making decisions about an
entity’s situation. Unstructured information, like images, video streams or files, sound
or natural language text are not considered context, as any direct precise queries on
such data are impossible. Video streams, images and sound can be processed by
recognition software for situation-awareness. The outputs of such processing, if they
are presented in any structured form, can become part of contextual information.
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There are several dimensions for characterizing context. First of all, context can be
classified by as sensed (e.g. current GPS position), static (e.g. map of the location),
derived (e.g. address of presence) and profiled (slowly changing) [13]. All these types
can be used as context by different applications. Secondly, context can be current (e.g.
GPS coordinates), historical (set of points representing users track), aggregated and
compressed (most common tracks of user represented by critical points only) etc.
Historical and aggregated context plays significant role for any machine-learning
algorithms, which are used for making reasoning and predictions. Thirdly, context can
be used by different types of applications ranging from one person’s needs in managing
any smart space to city authorities needs for making tactical or even strategic decisions
about infrastructural management. All of these significant differences indicate that
trying to model or represent all the possible variants of context using one approach can
be a serious challenge.

Wagner et al. [4] analyse requirements for the Context-as-a-Service middleware
platform. The defined requirements related to storage part of the platform are (i) pos-
sibility to exchange context information that is heterogeneously and (ii) consumption of
resources used by context services should be minimised. Hong and Landay [14]
advocate advantages of an infrastructure approach to context aware computing which
include (i) system interoperability, (ii) loose coupling and independence of systems and
(iii) simpler mobile devices with less power consumption. They also declare five
challenges for context-aware infrastructure which are (i) simple but expressive data
formats for context data representation, (ii) building discovery services, (iii) finding
balance between smart infrastructure and smart devices, dividing their responsibilities,
(iv) defining scopes for dealing with security and privacy of data and (v) building
scalable infrastructures for dealing with large number of sensors and devices.

There has been a number of academy and industry projects in the field of IoT [15],
but providing scalable hybrid storage solution for middleware support of context-aware
applications, to the best of our knowledge, is not well introduced yet. A survey of
context modelling techniques is presented in [16]. The authors mention all the popular
methods for modelling context but do not concentrate on storage or representation
approaches for large-scale environments. Another important aspect for most storage
solutions is building indexes. Approaches for Big data indexing are analysed in [17].

A novel approach for building semantically rich interoperable services is JavaScript
Object Notation for Linked Data (JSON-LD) [18, 19]. While being a valid JSON, that
allows processing it with all existing techniques, it adds possibilities for building
RESTful services with Semantic web data integration. This approach promises to
seriously increase loose coupling of systems and self-descriptiveness of context. JSON
was traditionally used for serialising data and exchanging messages in JavaScript
applications. The design of JSON-LD targets easy integration of existing deployed
JSON-based systems with Linked Data approach and enables development of inter-
operable Web services as well as using document-oriented datastores for storing
Linked Data [20].

One of the main concept of JSON-LD is also called “context”. Here this term
means something different and enables linking of JSON documents with RDF model
that represents an ontology. JSON-LD context can be described together with the main
document, but it can also be contained in another document to which the main
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document is linking. The developers of JSON-LD were trying to preserve the concepts
that are known to developers and the decision was made to use entity-centric approach
rather than triple-centric approach [21].

Some projects based on JSON-LD are already implemented. For example, in [22]
Szekely et al. describe the development of a system for preventing human trafficking.
The project involved building a knowledge graph based on indexing JSON-LD doc-
uments by ElasticSearch instead of using triple store and SPARQL. The collection of
JSON-LD documents was generated by text mining techniques and represented in
denormalized way.

3 Context Storage Requirements

In this section, we identify and discuss requirements of a context storage middleware.
These requirements can have sufficient differences with context representation that is
optimal in ubiquitous/mobile computing scenarios because of the significant difference
in computing power, value and veracity of data streams and durability expectations.

Endpoint applications need to acquire context from various sources. The only way
for these application to get context about the outside world is to communicate with
some middleware, as communication with enormous numbers of sensors is not feasible
due to many restrictions, such as network bandwidth, energy efficiency, access control
and complexity of task. The middleware receives requests for context from clients and
tries to fulfil these requests. For this, the middleware platform should either store all the
information inside or query some other systems for retrieving the needed data. The first
approach is disc space consuming, but it can improve performance. For example,
modern search engines use indexed information for providing search results. The
second approach is time-consuming, as querying other systems and especially mobile
sensors and devices can be a time-consuming process due to networks delays and slow
response time or inaccessibility of mobile data sources. The IoT middleware may
combine both approaches that will result in a better balance of disc space consumption,
performance and data relevance.

We have identified the following requirements of a context storage middleware:

Disk Based — although in-memory systems are getting more attention nowadays, the
amount and variety of data make processing not possible without keeping data per-
sistently on disk.

Scalability — it is hard to predict the amount of stored information, but in case of a
Smart City it would not be possible to provide the storage service by one server node.
This means that proposed solution must be horizontally scalable.

High Availability — the storage should not have a single point of failure (SPoF).

Structural Freedom — storage must be able to store structured data without applying
restrictions on its structure.

Interconnected Entities — in some cases storage must facilitate the means for storing
highly interconnected data (e.g. relations of people, organisations, transport, infras-
tructure etc.) and effectively running queries over such data.
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Veracity — different sources can supply information that can be conflicting or uncertain
and there should be a way to store all variants of incoming data with annotations about
the identity and trust level of the originator and rank of the suggestion. Context of the
querying side must be treated respectively during responding to the query.

Large Amounts of Sensory Data — sensors and other Internet enabled devices gen-
erate large number of time series events of similar but not the same structure.

Ontology Support — a number of research projects [15] model data using ontological
principles as it is a good way for modelling the domain interconnections and facilitating
reasoning over data. However, this approach does not seem to be suitable for storing
large amounts of raw data and low-level context.

Fast Information Retrieval and Rich Indexing Capabilities — performance is the
key requirement for context delivery in smart cities applications. This highlights the
need for efficient indexing of stored context.

Fast Writes — streams of sensor readings must be written on disk without long queues
and expensive rebuilding of indexes.

Geospatial Data — many of Smart City applications are highly dependable of
geospatial context, so the middleware storage must be able to provide effective
indexing possibilities for this type of context.

Various Approaches to CAP Theorem. Traditionally, one of the main principles of
database management systems is ACID — Atomicity, Consistency, Isolation and
Durability. According to the CAP theorem, we cannot have consistency, availability
and partitioning tolerance in one system at the same time. As mentioned, the context
coming from different sources can already be uncertain and conflicting. That means the
middleware solution in some cases can afford lack of transactional support and con-
sistency in favour of high availability and partitioning, as the requirements for hori-
zontal scalability and availability have higher priority. At the same time some parts of
middleware system can have strong requirements for consistency and these require-
ments must be satisfied. After analysing the requirements for the middleware storage
system it becomes clear that fulfilling all the requirements with one existing solution is
not feasible. The variety of data processing approaches leads us to the idea of hybrid
storage architecture.

One of the recent trends in software development is polyglot persistence [23, 24]. It
means systems no longer try to accomplish all tasks using one data storage, but rather
use different technologies to store data where each technology provides certain capa-
bilities. In [23] a use case of PolygotHIS, a health information system using three
different databases is presented. The system uses relational database (PostgreSQL) for
storing structured transactional data, document-oriented datastore (MongoDB) for
storing schemaless documents and graph datastore (Neo4J) for storing data containing
relationships. PolygotHIS implements various software agents to achieve interoperation
between involved data stores. In [24] polyglot persistence approach is used to Enhance
Performance of the Energy Data Management System (EDMS). EDMS uses MySQL,
MongoDB and OpenTSDB [25] that runs over HBase.
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In the next section we briefly describe the most popular approaches for context
modelling and representation with respect to storage considerations. We also mention
the most popular open-source software projects in each area.

4 Existing Context Representation and Storage Technologies

4.1 Modelling Techniques

Key-Value is a popular NoSQL modelling and storage technique that represents any
information with a key association and retrieves it by the given key effortlessly and
quickly. The key-value modelling is the fastest, easiest and noticeably scalable way of
retrieving information from storage. However, standards, schema, verification and
relations between entities are not offered. The most important point from our per-
spective is the absence of means for searching inside values, making it possible to
request data only by key.

Document-Oriented or Mark-up scheme tagged encoding is another NoSQL tech-
nique for representing context. It is still very flexible and scalable, but allows to
organise data in structures, usually using JSON as serialization format. Documents are
organised in collections and the most important — there are ways to organise different
types of indexes over collections, making fast queries possible. Data denormalization is
a strong and at the same time weak point of this approach. It is fast to retrieve and
write, but the data can easily become inconsistent. Furthermore, document-oriented
approaches consume more disk space in comparison with the relational approaches due
to applying data denormalization as a main data modelling technique. Organizing
relations between documents is possible, but document storage engines usually do not
support joins, as it assumes that this work should be done by higher-level software
components. The most widely used document-oriented stores are MongoDB [26] and
CouchDB. JSON-LD fits naturally with MongoDB document model. Another example
of document-oriented datastore is ElasticSearch [27]. It is a multi-tenant search engine
based on Lucene. The difference between ElasticSearch and other document-oriented
datastores is its ability to automatically create mappings and index documents of
structure that was not defined in advance. ElasticSearch indexes data using inverted
lists and wide-columns based on the type of incoming data. ElasticSearch uses a
specialised JSON-based query language called Query DSL. Another distinguishing
feature of Query DSL is the presence of scoring function that enables data search based
on unprecise queries with computing the relevance of returned data.

Relational Database is another way of context storage. Relational database manage-
ment systems (RDBMS) technology is one of the most well established technologies and
have been used as a main approach for data management for more than 40 years.
Allowing an excellent level of stability, functional richness, knowledge base and other
benefits, relational model has a serious disadvantage for modelling context — it is the rigid
schema that makes it hard to store any information that is not structured in the way that is
defined by relational schema. Another problem is the expensiveness of joins between
tables. Most well-known open-source relational databases are PostgreSQL and MySQL.
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Ontology Based Modelling is a way of organizing context into ontologies using
semantic technologies like RDF or OWL. A large number of development tools, rea-
soners, standards and storage engines [28] are available. Ontologies give capabilities
for defining entities and expressing relations between them. However, when dealing
with Big Data, retrieval of context can be resource consuming and issues with scala-
bility may arise. Besides, ontologies are not recommended for representing streams of
sensor data. Examples of RDF storage engines are Jena2, Sesame, AllegroGraph,
Virtuoso, etc. [28] Most popular serialization formats are Turtle, N-Triples, N-Quads,
N3, RDF/XML and JSON-LD.

Graph-Based Modelling is a natural way for representing entities and interconnec-
tions between them. They are ideal for representing unstructured information and
information that has ambiguity. Graphs are typeless and, schemaless, and there are no
constraints on relations. This structure is ideal for representing social networks and is
recommended for read-mostly requirements. Graph databases have a lot in common
with RDF storages but use different languages for querying data. Some graph databases
can be used as RDF storages with special plugins applied. According to [29] the
popularity of graph databases has increased by 500 % within 2014-2015 years period.
Most popular graph Databases are Neo4J, Titan and OrientDB.

Object Based Modelling. Numerous projects focus on context-awareness common
object-oriented programming languages technique of modelling context as objects [30,
31]. These projects deliver huge theoretic base and numerous advanced features for
context processing without focusing on the persistence problem that makes them hard
to use in a large-scale environment. Though numerous attempts were taken to develop
object storage, the industry standard is still mapping objects to a relational database
schema. This is usually done manually or with a special object/relational framework
facilitating automatic process of mapping entities and hiding the persistence level under
ORM abstractions [32]. The main problem of this approach is called object-relational
impedance mismatch [33], which represents a set of difficulties while transferring data
from object model with polymorphism, inheritance and encapsulation to the denor-
malized table-based database approach.

Our research of context representation approaches is summarised by providing
quantitate analysis in Table 1. We use the following designations: Disk based (D);
Relations (R); Veracity (C); Geospatial data indexing (GSI); Storage of Sensory Data

Table 1. Summary of context representation approaches and their intersections with Smart City
platform storage requirements

D|R |V |GSI|SD |SL HS FW
Relational + |+ - |+ +H=|= | = |+
Ontology e l+l= 1= 14 [= |=
Key-value + = |+ = | | |+
Document + |+ |+ [+ [ |+
Wide-column |+ |— |+ |+ |+ [+ |++ |+
Graph + |+ [+ |+ [ |-
Object -+ == 1= |++ |- |+
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(SD); Schemaless/Structural data freedom (SL); Horizontal Scalability (HS); Fast
Writes (FW); Strong/native support (++); Supported (+); Limited support (+/—); Not
supported (—).

According to the analysis of context representation and storage techniques we
identify the document-oriented approach as the most suitable for our purposes.

4.2 Context Spaces Theory

One of the above mentioned theoretical foundations for context representation and
reasoning about situation awareness is the CST [34]. It uses geometric metaphors for
representing context attributes and building multidimensional spaces. Special context
situations algebra is used for situation detection and prediction.

The visualization of a situation subspace and context-situation pyramid [35] in CST
is presented in Fig. 1. CST proposes steps to a generic framework for context-aware
applications and provides a model and concepts for context description and operations
over context. This theory is implemented in two frameworks ECORA [31] and
ECSTRA [30] and has been extended in Fuzzy Situation Inference (FSI) [27] for
situation modelling and reasoning under uncertainty and other advanced reasoning
capabilities. These frameworks use the aforementioned object-based modelling
approach and do not focus on issues such as scalability or persistence. Developing
methods for mapping context spaces theory approaches to scalable and efficient hybrid
storage can help to implement these methods in large-scale Smart City middleware
usage scenarios.

a b

Fig. 1. Visualization of situation subspace in context spaces theory (a) and context-situation
pyramid (b) [35]

5 Smart City Use Case

5.1 Waste Collection Scenario

One of the possible use cases of IoT platforms is the management of solid waste
collection in Smart Cities [36, 37]. The high level view of the whole data exchange
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Fig. 2. The big picture of data exchange between stakeholders in solid waste management
domain [36]

process and its stakeholders is shown in Fig. 2. The IoT platform is a meeting point for
interests of all the stakeholders including citizens, municipalities, truck owning com-
panies, recycling factories, city administration and others. Smart city invests in
installing wireless level sensors on waste bins, enabling provisioning of context
information to truck owning companies that are responsible for collecting solid waste.

By consuming the above-mentioned context information, decision support systems
of truck owning companies can build optimised routes that will help to reduce fuel
consumption and drivers efforts at the same time keeping the quality of service at a
high- level. General architecture of the proposed approach is shown in Fig. 3. The

Smart City Platform stora - .ﬁ L Context Spaces

Raw context: time series In-memory reasoning High-level context

{Bin_ld:1; level:98%; time:25/05/16 10:48:00} {Waste_type: organic; {Bin_ld:1;

{Bin_ld:2; level:50%; time:25/05/16 10:48:00} Z Temp_range: [+10..+40]; 5 Location:[lat, lon]

{Bin_ld:3; level:10%; time:25/05/16 10:48:00} Season: summer; Predicted_deadline:25/05/16;10:55:00;
Max_collection_time: Predicted_capacity: 4sqm;
30hours i icht: .

External document indexing Predicted_weight: 546kg;}

History:{location_id:1;
’ Elasticsearch document mapping 2 Workkday_hour_growth:4%;

Predefined settings Weekend_hour_growth:9 %;

i
{Bin_ld:1; capacity: 5sqm; location:[lat, lon]; _Q_. }
Waste_type: organic;} 6
Network layer | |
wmm Waste collection organization 1 Query I
Route
Truck sensors optimization .
—— Dss High-level What bins
Raw context ' 1 i context should be
GPS, Street network Truck_id
s graph storage collected
Fuel, etc. Route
today?
7 > Route 7 1

Fig. 3. Smart City platform storage and requests from context consumers
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storage part of the IoT platform consists of raw context and high level context parts.
Sensors generate raw context. The parameters are sensor id, time, location, level, air
pollution etc. Using raw context for building routes is possible, but there are a number
of problems that need to be solved. The hardest problem is reasoning over all available
sensory information on the fly. The only information that the truck owning company’s
system needs for route optimisation is the list of bins that need to be collected in the
nearest time. After making reasoning on raw context we receive only the ID of bin,
waste capacity and the deadline for collecting the waste from the current bin. We
propose to store this high level context in the second layer of the storage. This high
level context gives the route planner precise information and is easy to process. The
estimated deadline can be reasoned using historical information from the raw context
(how fast the bin is being filled depending on part of the day, day of week etc.) and
special reasoning rules that specify behaviour for different types of waste (organic,
plastic etc.), rules for different temperatures, seasons and locations. These attributes are
closely related to context attributes of the CST making the formal situation prediction
possible. One of the responsibilities of the CTS reasoners is to check the correctness of
situation recognitions or predictions and to refresh the high-level context if needed.
This is done by background scanning of indexed raw context.

We propose a multi-level context storage architecture with background near real
time index scanning for mapping CST notions on persistence layer for solving scala-
bility and performance issues in Smart City-scale deployments on commodity
hardware.

5.2 Choice of Technologies

According to our findings and [38], document-oriented storage is the most suitable
technology for storing raw context as the “nature” of raw context is based on XML or
JSON formats. Moreover, JSON documents are the most straightforward way for
serializing in-memory objects, which makes document-oriented approach the most
suitable for facilitating scalable datastore for CST reasoning algorithms.

Although wide-column storage engines like Apache Cassandra or Apache HBase
perform better on some benchmarks [39], we have chosen MongoDB [26] as a primary
raw context storage because of its horizontal scalability and native compatibility with
JSON-LD. MongoDB offers a wide range of indexing capabilities, but issues with
indexing nested objects can significantly spoil the performance [40]. As mentioned
before, there is no information at the system design time as to what document structures
exactly will be stored causing a lack of indexes on unexpected fields. To encompass
this problem, we propose to use an external search engine based in full text search
technology. We chose Elasticsearch [27] for this purpose. Although some projects
propose using Elasticsearch as a main datastore [41], we prefer to have a more durable
solution for storing master data. Usage of external indexing engine allows to reduce
performance decrease of main storage that could be caused by rebuilding indexes while
doing frequent inserts of sensory data.
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6 Conclusion and Future Work

In this paper we briefly reviewed the definition of context from the IoT middleware
viewpoint. We have found out that basic qualities of context are its searchability,
presence of structure but absence of fixed schema, and semantic interoperability for
system integration. We discussed the main approaches for context representation with
respect to existing storage technologies and have found that in general context is closer
to document-oriented representation with addition of semantic mark-up for storage
purposes.

We propose a novel context storage approach based on polyglot persistence
methods with addition of external indexing engine. This architecture is based on the
presented analysis of context-modelling approaches and existing software solutions.
Our solution adopts JSON-LD for semantically rich context modelling. In addition, we
implement a multi-level context storage approach that is powered by utilizing CST
algorithms. The proposed middleware storage solution opens perspectives for using the
CST in the Smart City-scale environment for alleviating system interoperability and
higher situational awareness in applications.

CST offers a number of techniques for context reasoning. In the future, we plan to
perform large-scale tests of different storage solutions to discover the most optimal way
for storing context. Another target is combining our proposed storage solution with
efficient access mechanisms. Having a proper approach for context provisioning and
acquisition is crucial for IoT applications. To ease the process of application devel-
opment for IoT, it is vital to have a proper language to query context. Our research
group is currently developing Context Definition and Query Language (CDQL), a
convenient and flexible query language to express context information requirements
without considering details of the underlying structure. An important feature of the
query language is to make it possible to query entities in IoT environment based on
their situation in a fully dynamic manner where users can define the situations and
context entities as a part of the query.
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Abstract. Wide spreading of such concepts as ubiquitous computing, con-
nectivity, cyberphysical systems, Internet of Things opens various possibilities
both in increasing the human productivity in various tasks and developing new
business models that allow companies to transform from product suppliers to
service providers or even to virtual companies acting as brokers. The paper
proposes a concept of customised on-demand tours by cars or minivans as one
of the phenomena of the above transformation. It also describes the techno-
logical basis underlying the concept and explains the proposed scenario via an
illustrative case study.

Keywords: Connected car -+ On-demand tour + Service - Technological basis

1 Introduction

Such concepts as ubiquitous computing, connectivity, cyberphysical systems, Internet
of things have been deeply penetrating into our lives. This trend doesn’t only help to
increase the productivity in various tasks but also opens a whole new world of business
models allowing companies to transform from product suppliers to service providers or
even to virtual companies acting as brokers.

For example, Rolls-Royce instead of selling aircraft engines now charges compa-
nies for hours that engines run and takes care of servicing the engines [1]. Another
famous example is Uber, that does not only provides taxi services, but it does this
without actually owning cars and acts just as a connecting link between the taxi drivers
and passengers. Timely changed business model can provide for a significant com-
petitive advantage (e.g., the current capitalisation of Uber is about $68 billion, which is
$20 billion higher than that of GM [2]).

As a result, all significant players of the global markets are searching for various
ways to extend and update their businesses in order to keep pace with the changing
markets (e.g., Toyota is investing into Uber and promoting its cars for Uber drivers [2]).
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O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 131-140, 2016.
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In this paper we propose a concept and a technological basis for customised
on-demand tours by cars or minivans. The concept integrates the ideas of e-tourism and
on-demand taxi ride.

The reminder of the paper is structured as follows. Section 2 describes the current
trends, achievements and challenges in the e-tourism area. Section 3 introduces the
connected car phenomenon and some related innovative mobility models. The concept
of the customized on-demand tours is proposed in Sect. 4. It is followed by the
technological basis. The main results are summarised in the conclusion.

2 e-Tourism

The ubiquitous world in which we live is characterized by a high mobility of indi-
viduals, most of them wearing devices capable of geo-localization (smartphones or
GPS-equipped cars) [3]. Mobiquitous environment is a next generation of ubiquitous
environment, which supports adaptation to mobility of people and applications, and
changes in devices state. In other words, mobiquitous environment has a mobile and
ubiquitous nature. This is also a step towards the “infomobility” infrastructure, i.e.
towards operation and service provision schemes whereby the use and distribution of
dynamic and selected multi-modal information to the users, both pre-trip and, more
importantly, on-trip, play a fundamental role in attaining higher traffic and transport
efficiency as well as higher quality levels in travel experience by the users [4]. It is a
new way of service organization appeared together with the development of personal
mobile and wearable devices capable to present user multimodal information at any
time. Infomobility plays an important role in the development of efficient transportation
systems, as well as in the improvement of the user support quality. In accordance with
the forecast of [5], the market of such technologies as mobile Internet, automation of
knowledge work, and Internet of Things by 2025 can increase 20 trillion USA dollars.

Development of tourist services and apps (mobile device applications) has got
popularity recently [e.g., 6]. “In a field trial in Gorlitz (Germany), 421 tourists explored
the city with one of two different mobile information systems, a proactive recom-
mender of personalized tours and a pull service presenting context-based information
on demand. A third group of tourists was tracked by GPS receivers during their
exploration of the destination relying on traditional means of information. Results point
out that both mobile applications gained a high level of acceptance by providing an
experience very similar to a traditional guided tour. Compared to the group tracked by
GPS loggers, tourists using a mobile information system discovered four times more
sights and stayed at them twice as long” [7].

“The findings of the evaluation carried out have demonstrated that the widget-based
solution is better than the notification-based solution. Despite the fact that both options
are considered good solutions to achieve proactivity, the second one is considered by
the users more annoying. <...> We can state that the “time pressure” factor is a good
indicator to know when a proactive recommendation is reasonable or not, because in
these situations users give less feedback™ [8].

Analysis of existing at the moment apps [9, 10] in the market shows that there is a
trend towards providing proactive tourist support based on his/her location,
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preferences, and current situation in the area (weather, traffic jams, and etc.) [11].
Development of such systems is still an actual task that attracts researchers from all
over the world [e.g., 12-14]. Such systems are aimed to solve the following tasks:

e generate recommended attractions and their visiting schedule based on the tourist
and region contexts and attraction estimations of other tourists; tourist context
characterizes the situation of the tourist, it includes his/her location, co-travelers,
and preferences; region context characterizes the current situation of tourist location
area, it includes his/her location, co-travelers, and preferences; region context
includes such information as weather, traffic jams, closed attraction, etc.

e collect information about attractions from different sources and recommend the
tourist the best for him/her attraction images and descriptions;
propose different transportation means for reaching the attraction;
update the attraction visiting schedule based on the development of the current
situation.

3 Connected Cars and Innovative Mobility Models

“Connected car” or “connected vehicle” is a relatively new term originating from the
Internet-of-Things vision standing for the vehicle’s connectivity with the around on a
real time basis for providing the safety and expedience to the driver [15].

Car manufacturers are continuously developing the in-vehicle electronic systems
that have made a significant step forward recently. Such systems have transformed
from simple audio players to complex solutions (referred to as “infotainment systems’)
that enable communication with smartphones, sharing information from different
vehicle sensors, information delivery through in-vehicle screen or stereo system (e.g.,
Ford SYNC', GM OnStar MyLink™?, Chrysler UConnect®’, Honda HomeLink", Kia
uvo’, Hyundai Blue Linkﬁ, MINI Connected’, Totyota Entuneg, BMW Con-
nectedDrive’, Apple CarPlay'®, Google’s Auto Link'', etc.). A detailed review can be
found in [16].

! http://www.ford.com/technology/sync/.

2 https://www.onstar.com.

3 http://www.chryslergroupllc.com/innovation/pages/uconnect.aspx.

* hitp://www.homelink.com/.

3 https://www.myuvo.com/.

6 https://www.hyundaiusa.com/technology/bluelink/.

7 http://www.mini.com/connectivity/.

8 hitp://www.toyota.com/entune/.

° http://www.bmw.com/com/en/insights/technology/connecteddrive/2013/-index.html.

1% https://www.apple.com/ios/carplay/.

' http://www.motorauthority.com/news/1092768_googles-auto-link-in-car-system-to-rival-apple-
carplay.
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Such systems do not only address the driver’s experience, but also are aimed at
entertaining the passengers of the car, e.g. engaging the video subsystems for rear seat
passengers, multi-zone climate control, etc.

Integration of different mobile apps with in-vehicle system is a promising task
related to the “connected car” concept. Integration of on-board infotainment systems
with various cloud services can help in creating various intelligent decision support
systems capable of providing a richer driving experience and seamless integration of
information from various sources. Recent advances in car on-board infotainment sys-
tems make it possible to organize the mentioned above infomobile support for the
driver and passengers.

Besides the mentioned above innovative taxi services (such as Uber, Gett, Yandex
Taxi, Lyft, etc.) there could be mentioned several more interesting innovative mobility
models. There is a number of initiatives related to the car sharing concept (BMW’s
DriveNow, Zipcar, Anytime, enjoy, etc.). The key idea of such services is that the user
has an app in his/her mobile phone that is used to locate the car, reserve and enter it (no
need for keys). So, everything is done in an automated way “on the go”.

Another direction of the developing mobility services is parking support. The app
would connect to a cloud service with information on parking spot availability, reserve
a spot and update the route destination in the cars’ navigation system to lead the driver
to the reserved parking spot (BMW’s ParkNow, Ford’s Parking Spotter'?, some
research efforts [17]).

One more model to be mentioned is Uber Tour taking advantage of the good
knowledge of cities by Uber drivers. One can order one of the predefined tours with a
certain duration, and the driver will pick the traveler up and taking him/her through a
number of points of interests.

In this paper we have tried to achieve a synergy between the connected car and
e-tourism ideas.

4 Customized On-Demand Tours: The Concept

Imagine the following scenario. You are about to leave a foreign city but your flight is
in the evening and the hotel check out is at 11 am. Wouldn’t it be nice to have a tour for
few hours? There are a number of existing tourist support systems and services and
some more intelligent ones are being developed [18] that can advice some tourist routes
and attractions based on your preferences. You even can have a mobile app that
analyses your schedule and suggests the tour automatically.

You can modify the suggested tour and reserve a car or (in case of a bigger
travelling company) a comfortable minivan with the driver is reserved for you. The
driver will pick you up at the predefined time and will follow the route loaded into the
car’s navigation system automatically (Fig. 1).

12 https://media.ford.com/content/fordmedia/fna/us/en/news/2015/01/06/mobility -experiment-parking-
spotter-atlanta.html.
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Fig. 1. Example of calculated tour route based on the user preferences and the current situation
Another important aspect of the concept is the usage of the passengers’ personal
electronic devices (such as tablets) during the tours. These devices can be used for the
following purposes:
are passing by.

e Tour guidance. The passengers can read, view and listen about the attractions they

e Vehicle systems control. Though for safety reasons it is not allowed to switch or on
windows, etc.

off various systems and subsystems of the connected car, it is still possible to adjust

some settings such as climate control, switch on/off interior lights, open/close

135
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e Augmented reality. For the entertainment and tour guidance purposes the video
stream from the vehicle’s front and rear view cameras can be complemented with
some historical or other informative visual artefacts.

e Communication with the driver. In case of having a ride with a taxi driver in a
foreign country a language issues can arise. A cloud service can be used either for
translation or for transferring pre-defined messages (e.g., a wish to have a 15 min
walk at a certain location) can be transferred between the passengers and the driver,
with the driver interaction being done though the vehicle’s infotainment system.

Though the underlying technologies are mostly available today, implementation of
such a system creates a number of challenges to deal with. The next section proposes
the developed technological basis addressing these.

5 Technological Basis

The information flows of the proposed concept are presented in Fig. 2. The proposed
ideas are supported by advanced intelligent technologies with their application to Web.
The earlier developed framework of a context-driven decision support system [19] has
a service-oriented architecture. Such architecture facilitates the interactions of service
components and the integration of new ones [20-22]. The services are integrated
through service fusion. The idea of service fusion originates from the concept of
knowledge fusion, which implies a synergistic use of knowledge from different sources
in order to obtain new information [23]. Thus, service fusion in this work can be
defined as synergistic use of different services to have new information support pos-
sibilities not achievable via usage of the services separately.

Cloud service:
Tour planning &
car booking

:’ Vehicle « Tour route

: infotainment :

. system . .

- navigation : : Coordinates, direction, speed

- camera(s) : . .

. " ) : :
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= screen B driver (e.g., a wish to S g % - narration
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Fig. 2. Information flows
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The proposed technological basis is presented in Fig. 3. The solid circles denote
higher level technologies, while dashed circles denote lower-level technologies, sup-
porting the former.

The synergic integration of different services (or service fusion [24]) is the basis for
intelligent usage of information from various sources. Context-based service fusion can
provide a new, previously unavailable level of personalised on-board information
support via finding compromise decisions taking into account possibilities of various
Web-services and the current situation.

Due to the mobile device restrictions (limited computational capacities and power
consumption), it is not reasonable to perform a complex computations in a mobile
device. In this case, an infrastructure is needed that allows different devices to interact
with each other for delegation of computations to a cloud during solving their tasks.

The smart spaces technology [25-29] aims at the seamless integration of different
devices by developing ubiquitous computing environments, where different services
can share information with each other, perform computations, and interact with each
other for joint task solving.

The open source Smart-M3 platform [30] is one of the platforms that can be used
for implementation of the smart space. The platform aims at providing a Semantic Web
information sharing between software entities and devices. Usage of this platform
makes it possible to significantly simplify further development of the system, include
new information sources and services, and to make the system highly scalable due to
the usage of the common protocols and semantics. The semantics is supported by the
common ontology. The key idea of this platform is that the formed smart space is
device-, domain-, and vendor-independent. Smart-M3 assumes that devices and soft-
ware entities can publish their embedded information for other devices and software
entities through simple, shared information brokers.
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Decision support technologies have made a significant step recently to the cus-
tomized support of their users. One of the supporting technologies is that of collabo-
rative filtering that doesn’t analyze the decisions only of a given user but also of other
users that are similar to him/her. This is usually done through the estimation of pre-
viously made decisions and preferences stored in the user profiles [31].

The vehicle connectivity is achieved through WiFi and Bluetooth technologies,
supported by the communication subsystem of the car’s infotainment system (e.g.,
Ford’s AppLink).

6 Conclusion

The paper proposes a concept of customised on-demand tours generated based on the
personal preferences as a synergic approach integrating the connected car and e-tourism
technologies. It concentrates on the technological basis underlying the concept and
explains to whole idea via an illustrative case study. As one can see the technologies
above are mostly available. However, there still a number of challenges to address. For
example, coordination of the narratives broadcasted from vehicle audio system with
navigation (to be sure that what is being described is what one is driving by); dynamic
tour adjustment based on the traffic/weather changes; on-the-go tour update by the
passenger; multimodal tours assuming not only taxi-like rides but also including some
public traffic routes or bicycling; and many others.

The goal of the future research is to implement a prototype modelling the major
functions of the proposed concept and to develop underlying models and methods
aimed to solve the above challenges.
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Abstract. In this article, we present an approach to determine stress level in a
non-invasive way using a smartphone as the only and sufficient source of data.
We also present the idea of how to partly transfer such approach to the deter-
mination of the driving style, as aggressive driving is one of the causes of car
accidents. For determination of the driving style a variety of methods are used
including the preparation movements before maneuvers, identification of
steering wheel angle, accelerator and brake pedal pressures, glance locations,
facial expressions, speed, medical examinations before driving as well as filling
out of the questionnaires after the journey. In our paper we present a method-
ology for estimation of potentially unsafe driving (in the meaning of more
intensive acceleration and braking compared to average driving) and discuss
how to estimate such unsafe driving before it actually takes place. We present
sensors and data which can be used for these purposes. Such data include heart
rate variability from chest belt sensor, behavioral and contextual data from
smartphone, STAI short questionnaire to assess personal anxiety and anxiety as
a state at certain moment, and initial interaction with car during opening and
closing of the car doors. To determine intensive acceleration and braking we
analyzed GPS data like speed, acceleration and also data from accelerometer
inside the car to avoid interference in GPS-signal. Actually, our long term goals
are to provide feedback about potentially unsafe driving in advance and thus
strengthening driver’s attention on the driving process before the start.

Keywords: Sensors - Driving style - Context - GPS - Stress

1 Introduction

Stress is undoubtedly an important factor in our lives. Problems related to mental health
are gradually moving to priority positions in the structure of public health of today’s
world. Stress is one of the main reasons for this, as it causes activation of the sym-
pathetic division of the autonomic nervous and the hypothalamo-hypophyseal portal
systems. The result of this reaction is secretion of hormones, including cortisol which is
responsible for neurotoxic damages, emotional and vegetative reactions, and ulti-
mately, behavioral and mental disorders and somatic diseases.

Stress can be both a brief reaction to some events, and it can also have a prolonged/
chronic effect on the body. The most common stress recognition methods are connected
with determination of physical and physiological responses of the body to stress.

© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-46301-8_12
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According to researchers [1], the following body features can be used for these pur-
poses: heart rate (HR), heart rate variability (HRV), electrodermal activity (EDA),
electrocardiogram (ECG), electromyogram (EMG), skin temperature (ST), pupil dila-
tion (PD), blood volume pulse (BVP), respiration, voice features, facial expression, eye
gaze, and blink rates. Despite the progress and the potential of physiological and
physical stress recognition, these methods also have its disadvantages: In order to gather
data on body (physiological data) parameters, it is necessary to wear various wearable
sensors (chest belts, wrist bands, head wearing devices, skin patches, and others).

Rapid growth of smartphone use, development of its technical capabilities, and an
increasing number of sensors built into them allow us to analyze various stress situ-
ations using the data received from smartphones as the only and sufficient source
(behavioral pattern and contextual data). A smartphone is a device that we always carry
with us. Smartphone data analysis method for stress recognition can replace the
physical and physiological data analysis method and consequently reach maximal
noninvasiveness and unobtrusiveness in the cases where it is necessary [1]. Stress can
also influence our driving style in bad way.

Why do we want to relate our stress detection approach to the driving style? The
current status of world road safety remains an ongoing concern. The Global Status
Report on Road Safety 2013 [2], the UN World Health Organization (WHO) declares
that:

— the total number of road traffic deaths remains unacceptably high at 1.24 million per
year;

— 20 and 50 million drivers and passengers injured in the accidents;

— $518 billion globally can be estimated losses from the accidents.

The main causes of accidents are, in addition to drunk driving, running of red
lights, speeding, reckless driving and weather conditions, also aggressive driving
styles, like intensive acceleration and braking. One approach to reducing the number of
accidents is the identification of potentially unsafe driving before it actually takes place.
Determination of reasons for changes in driving style (e.g. from calm to aggressive)
typically requires collection of driver and context related data before the journey, such
as driver’s activity, walking style, driver’s behavior and contextual data, physiological
features. And also collecting data during driving: HRV, light, which is related to
weather conditions, sound level, phone calls etc.

For determination of the driving style a variety of methods are used including the
preparation movement before maneuvers, identification of steering wheel angle [3],
accelerator and brake pedal pressures, glance locations, facial expressions, speed [4—6],
medical examinations before driving (especially for public transport drivers) as well as
filling out of the questionnaires after the journey. Additional information can be
obtained by measuring changes in the drivers’ behavior such as deviation in the manner
of opening and closing car door (different intensity of opening and closing the car door)
[7, 8] and collecting context data before the journey to know what has happened.

Information about driving style can be used in car safety systems, corporate sys-
tems of the driving safety assessment, parental control systems for young drivers,
driver engagement and coaching, eco-driving system, because aggressive driving also
leads to higher fuel consumption and emissions of the entire cycle [9].
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The remainder of the paper presents a methodology of stress determination using
only smartphone and partially, based on this approach, methodology of driving style
estimation, using contextual data. It includes sensors review, methodology, experiment
conditions, data review, discussion and conclusions.

2 The Proposed Approach for Stress Determination

Next we describe an approach for perceived stress recognition using data collected
from a smartphone. Aggressive driving, if it is not a feature/habit of person, could be
caused by stressful situations/conditions, which could be determined using above
mentioned data (we assume that aggressive driving can be caused by stress or some
situation), for this reason we provide this example. A smartphone Nexus 5 was applied
(behavioral and contextual data collection, provision of current stress level self-
assessments) for the purpose of developing a solution for stress determination in an
indirect way (noninvasive). No additional wearable sensors were applied.

The information collected includes audio, gyroscope and accelerometer features,
light condition, screen mode (on/off), current stress level self-assessment (by providing
7-scale self-report of current stress level every hour) and the current activity type.

Three stress analysis models have been built: two with the consideration of current
activities of a participant and one without those. Classification of low- and high-stress
conditions, which was executed for a separate model for a certain kind of activity only,
enabled us to achieve approximately 4 % higher accuracy than under the conditions
when those activities were neglected [1]. Results of applying different analysis algo-
rithms with model considering the activity type are presented in Table 1. Also, an

Table 1. Classification results using various models and algorithms.
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Fig. 1. Android application for activity recognition.

Android application was developed as a means for the current activity-type identification
based on Google activity recognition. The application interface is presented in Fig. 1.
Although the results are preliminary they show, with conjunction with others
researches in this field, that data from smartphone can be applied for stress determi-
nation. Because of this result, we are going to partly transfer such approach to the
driving activity. To provide methodology for estimation of driving style using con-
textual and behavioral data collected from smartphone together with other kinds of
data. We suggest using a physiological sensor like chest belt for the heart rate vari-
ability (HRV), for validation of stress situation during driving. In the next section we
discuss sensors, which can be used for collecting data before and during driving.

3 Sensors for Data Collection During Driving

Based on literature reviews and our previous work we chose sensors which seem
suitable for this purpose, they are described below. For collecting of the car door
opening/closing data we used an android smartphone put on the car door pocket inside
the holder (Fig. 2). HRV Polar H7 chest belt can be used to collect RR-intervals and
then to calculate HRV - as an important marker of stress. SDNN (standard deviation of
normal to normal RR intervals) is a time domain feature of HRV and can be easily
calculated:

1

_ N 2
SDNN = \/ V1 >, (RR; — RRyy) (1)
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Fig. 2. Measuring of car door acceleration

It is established by physicians that low HRV leads to increase feelings of fatigue and is
associated with stress [10]. For GPS data we used two sensors; one is a built-in
smartphone sensor (smartphone was placed on the dashboard) and second one is a
U-blox GSP receiver + external antenna. It is important to note that most smartphones
provide only 1 Hz sampling of GPS data, because of hardware limits, while the U-blox
receiver is supposed to provide 18 Hz sampling. Actually, during real-life test U-blox
provided only 10 Hz. In practice it is advisable to check all sensors in real-life sce-
narios and not rely only on documentation, because in different conditions sensors can
provide different resolution.

In our previous work [1] we developed an Android application based on framework
Funf [11] to collect contextual data during working days. Then we extended our app,
called Sensoric, which is now able to collect:

e contextual data like activity level, calendar entries, screen on/off, audio features/
ambient noise, external light in lux, gyroscope and accelerometer data, call and
SMSlog;

e questionnaires, the Spielberger State-Trait Anxiety Inventory (STAI) before driving
(Fig. 3). Test users are able to note if there was anything unusual during the journey
and leave a comment, assess traffic conditions and assess how aggressive was their
driving in their opinion;

e recognition of current activity type based on Google activity recognition.

Also we collected accelerometer data during driving with 40 Hz resolution to compare
it with GPS data. It is depicted in Fig. 4.

It should be noted that if there are no places on the way with poor GPS signal, the
acceleration calculated from GPS with 1 Hz sampling and acceleration provided by
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accelerometer inside the smartphone with 40 Hz sampling, are very similar, especially if
the data was smoothed before, for example by moving average. Both these data channels
can be used to correct each other, especially when GPS receiver loses the signal.

4 Methodology and Experiment Scenarios

In this chapter we explain the experiment scenarios, which we used for test data
collection among 6 test participants. The application Sensoric starts collecting con-
textual data and activity type data approximately 1 h before going from work, while it
is also possible to switch it on manually, if necessary. The participant puts on a heart
rate chest belt and starts recording HRV data 10-20 min before driving to get adapted
to the chest belt. Just before driving (leaving work), the participant takes the first survey
(the Spielberger State-Trait Anxiety Inventory), while the system switches on the
accelerometer on the car door through an SMS. In the car we use a smartphone on the
dashboard (LG Nexus 5, Nexus 6, Sony Xperia, Nexus 4 were tested) to collect
GPS NMEA and Sensoric data. After driving, the participant takes the second survey
and also assesses traffic and his aggressive driving, which leads to automatic switch off
of the accelerometer on the car door by sending another SMS and stopping collection
of Sensoric data.

Because of different contextual data influences on the driving style it is important to
set or at least take into account the context of the experiment. These are the partici-
pant’s driving experience, sex, age group, weather, traffic, route, number of passengers,
time of the day and others. The best ways, if it is possible, is to set up all conditions of
experiment and use them during all journeys (for example, run the experiment only in
sunny weather, on the same route and passengers amount etc.).

4.1 Opening/Closing of the Car Door

The door of the car is the first “system”, which the driver interacts with. In our opinion,
this is an interesting opportunity to collect contextual data in an unobtrusive manner
through opening and closing of the car door.

The update rate of the accelerometer on car door is 40 Hz. It is not enough for
building a pattern of opening and closing a car door, but it is enough for getting certain
features from this data. These features are:

e Time between opening and closing car door;
e Time between opening car door and starting the engine;
e Intensity of car door movement (how fast one opens/closes the car door).

In Fig. 5 a raw data set of the car door opening and closing is depicted. And these
features could be added to the analysis model as contextual data.
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Fig. 5. Car door opening and closing data, 10 Hz. (X, Y, Z axis).

4.2 STAI Questionnaire - Self-assessment of Current Anxiety

The Spielberger State-Trait Anxiety Inventory (STAI) [12] is a reliable and sensitive
method for assessment of anxiety level as anxiety in a given moment (reactive anxiety as
a state) and personal anxiety (as a stable characteristic of the person or a trait). Full STAI
questionnaire includes 20 questions. In case of time-limited studies one can use the short
version of STAI questionnaire (6 questions instead of 20) and it still provides sufficient
results with correlation coefficient 0.9 (as compared to the full form) [13].

Description of short STAI questionnaire: For each statement in the questionnaire the
participant chooses the appropriate value to indicate how he/she feels right at that
moment. There are no right or wrong answers, just what seems to describe his/her
present feelings best. One shouldn’t spend too much time on any one statement - Fig. 3.

Description of STAI form Y-2 (20 questions should be filled out only once) - read
each statement and then select the appropriate value of the statement to indicate how
one generally feels. There are no right or wrong answers, which describe your present
feelings best. One should not spend too much time on any one statement, but give the
answer which seems to describe how one generally feels [12].
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5 Identification of an Aggressive Driving Style

There are several definitions of aggressive driving style but all of these are described in
terms of speed, acceleration, braking, lane changes. GPS data or accelerometer data
inside the car easily provide data like speed, acceleration and braking manner, so we
are going to define aggressive driving in this way. In research [14] the acceleration
values above 2 m/s2 were set as critical values considering the safety aspect. In another
study [15] authors claim that the critical value for acceleration is 1.25 m/s2. Other
approaches determine the critical value of acceleration based on current speed.
Researchers in [16] derived acceleration and deceleration from the speed model and
defined critical values for 20 km/h as 2.16 m/s2 and for up to 80 km/h as 1.27 m/s2.
Road profile and drivers experience have also influenced the determination of critical
values. So, in this case it could be possible to define aggressive driving style as
compared to average driving.

In Figs. 6 and 7 a sample of calm driving and a sample of aggressive driving are
presented (speed, acceleration from GPS and X, Y axis values from accelerometer). In
Fig. 6 one can see higher acceleration and braking peaks (Y axe) and higher peaks
during turning (X axe). The last feature is an interesting parameter, as the largest
Slovenian insurance company Triglav uses similar features in its application “Drive”
[17] to assess safety driving and to provide special discounts for good drivers. Also
Russians insurance companies, like AlfaStrakhovanie Group, use similar approach to
promote new insurance products based on safe driving.
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Fig. 6. More calm driving. (Speed, acceleration, value of X, Y axis).

There is another option for assessment of the driving style - using a subjective
self-report after driving about how the driver him/herself was satisfied with his/her
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Fig. 7. More aggressive driving. (Speed, acceleration, value of X, Y axis).

driving and give basis for comparison of the current manner of acceleration and braking
(how they are intensively) to driver’s average manner. Drivers can fill out short STAI
questionnaire after the journey, in order to catch the changes in his/her behavior.

6 Discussion and Conclusions

In the paper we have presented some approaches and hypotheses related to the
determination of the driver’s driving style, using smartphone and other sensor data.
Even though the data collection is still in progress, the preliminary study has shown the
correlation between subjectively perceived stress level and contextual data at work. In
this case for classification of high- and low-stress states, we used the data received in
real life from a smartphone as the only and sufficient source [8]. The information
collected includes audio, gyroscope and accelerometer features, light condition, screen
mode (on/off), current stress level self-assessment, and the current activity type (pro-
vided by Google activity recognition). The preliminary analysis is showing accuracy
around 77 % in binary classification using the decision tree algorithms.

For this reason we believe that we can try to transfer such approach to the deter-
mination of driving style and find some correlation between current driving style and
contextual data and also use HRV data to build a more precise analytical model. We
discussed the methodology of estimation of driving style using approach with con-
textual, driving and physiological data and suggest appropriate sensors for it.

Acknowledgments. The work was supported by the Ministry of Education, Science and Sport
of Slovenia, and the Slovenian Research Agency.
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Abstract. This paper elaborates on the rising important paradigm
of cooperative communications and suggests a novel algorithm that
enhances performance at low complexity. Our motivation emerges from a
channel constrained context, like e.g., cognitive networks, where commu-
nication channel distribution, as well as relay assignment, play a pivotal
role for the total network throughput and the overall performance. The
proposed scheduling scheme attempts to maximize the overall through-
put by maximizing the number of transmission sources. Moreover, sim-
ulation results for the impact of the number of relays and the available
communication channels are provided. The results show that the use of a
suitable number of relays produces a severe improvement in the network’s
overall throughput. On the other hand, applying more communication
channels tends to remove these benefits.

Keywords: Device-to-Device - Cooperative commounications - Relays

1 Introduction

Wireless connectivity becomes increasingly powerful in order to meet the
demands of ubiquitous mobile services. Portable devices enriched with process-
ing and storage capabilities are called to serve resource demanding applications
in the wireless domain, introducing significant changes to mobile networking. As
a consequence, next generation communications should be able to deliver cru-
cial improvements in many key aspects of wireless communications, including
performance, coverage, and reliability.

The term Device-to-Device (D2D) commonly refers to technologies that
empower wireless devices with direct communication and data exchange capa-
bilities, without the need of fixed infrastructure. However, the latter may still be
responsible for centralized management and allocation of resources, radio link
control and other important tasks, as in the case considered here. With the rise
of context-aware software and the advance of location-based applications, coop-
erative and D2D communications play an increasingly important role due to
© Springer International Publishing AG 2016
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the ability to use relays in order to optimize the received quality of experience.
With all the above in mind, D2D communication capabilities have the potential
to introduce added value for existing wireless networks.

This work studies a relay cooperative communication mechanism which
attempts to keep at high level the total throughput of the network. More pre-
cisely, the followed approach handles the potential participation of relay nodes in
the transmission procedure according to the Decode and Forward (DF) mode.
The adopted approach targets at environments with volatile wireless channel
conditions. Under this point of view, our study manages to capture a straight-
forward representation, that provides stability and overall throughput optimiza-
tion.

The work presented here has been inspired by [8], where a similar model
was presented. The proposed strategy of [8] attempts to maximize the minimum
throughput of the source and relay nodes collectively. Differently from that,
the scheduler proposed in this paper targets to environments where apart from
maximal throughput, fairness among all sources is also of equal importance. This
may occur due to e.g., large differences in average Signal to Noise Ratio (SNR)
and throughput in some of the source-destination pairs, handling of applications
featuring low latency constraints, potentially increased interference at the relays,
and so on. Hence, our scheduler adopts a selection framework that facilitates
the overall network throughput and at the same time does not promote always
the transmission of sources with high signal quality. Moreover, when relays are
present, in order to increase the overall throughput, a scheme for allocating them
to low signal quality source-destination pairs is proposed.

Cooperative communications have been introduced to enhance cellular net-
works with relaying. Following this strategy, some works (see, e.g., [2,4,9]) pro-
posed the application of D2D communications in order to exploit more efficiently
the actual cellular infrastructure. Furthermore, several other use cases based on
D2D notion have come into play, handling a variety of issues like e.g., peer-to-
peer communications, multicasting, machine-to-machine communications, and
so on (see, e.g. [3,6]). A good survey can be found in [1]. In the field of coopera-
tive networking some important studies have also emerged, targeting to relaying
and traffic offloading. For example, mobile nodes are allowed to communicate
directly with each other, and at the same time, to operate within the conventional
cellular infrastructure, contributing important enhancements to the cellular net-
work’s performance and to users’ satisfaction level [2].

A common categorization of cooperative relay systems is between pure relay
systems and hybrid relay systems, i.e., cases where relay nodes play only the role
of supporting the communication between the source and the destination and
when nodes perform as sources and as relays simultaneously [7]. While in the
relay operation, data can be retransmitted through an intermediate relay or a
mobile station that has been dedicated to act as relay. Infrastructure based relays
have been analyzed in [12] and this is also the case adopted in our framework.
Besides, relevant techniques to increase capacity have appeared in [10,11].
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Simulation results have been included in the paper in order to verify and eval-
uate the proposed technique. The conducted tests indicate that our method out-
performs direct transmission schemes. The intuition that attaching relays to low
quality communication links enhances the overall network’s throughput is verified.

The main contributions of this paper can be outlined in the following aspects.
To begin with, we consider the case where reallocation of communication chan-
nels to both source and destination nodes takes place at the beginning of each
timeslot. Therefore, this model suits well to highly volatile wireless communi-
cation conditions, where scheduling decisions need to be repeated on a timeslot
basis. Secondly, a new scheduler which attempts to maximize the overall net-
work throughput and at the same time the number of transmitting nodes, is
proposed. Finally, by conducting simulation experiments, we are in position to
provide useful results with respect to the enhancement produced by relays and
with regard to the number of channels used in the network. Our results disprove
the intuitive reasoning that relays always strengthen network performance. In
addition, it is shown that the number of channels plays critical role in the overall
throughput.

This paper is structured as follows. Section 2 introduces our model, the basic
assumptions and gives insight to common scheduling procedures within the con-
text of cooperative communications. Section 3 presents the proposed scheme in
the scheduling domain and provides some further intuition on the expected per-
formance outcomes that rise from its adoption. In Sect. 4, the simulations results
that support the proposed technique are provided. Section 5 concludes the paper.

2 System Model

In this study, we consider a wireless network with N source-destination commu-
nication links (s;,d;), s; € S = {s1,...,sn} and d; € D = {dy,...,dy}. Each
D2D link can be uniquely identified by the pair (s;,d;), 4 =1,..., N and let N/
be the set containing all such links. Source and destination nodes are assumed to
participate in D2D communication in half-duplex mode. Information originates
at the source node and needs to be transmitted at the destination for each link.
Also, without loss of generality, it will be implied that source nodes have an
infinite queue of data to transmit and always compete for network resources.

In this model it is assumed that there exist a finite number k, k € N of
separate communication channels (depending on the specific wireless technology
applied) and they will be denoted by ¢; € C, where C' = {cy,...,cx}. Time is
separated into short slots. At the beginning of every timeslot, each source and
destination node s;, d;, i € N is associated with one or more communication
channels ¢;. This scenario is widely applied in cases like e.g., cognitive networks,
where the available channels can change dynamically. In our case, in order to
add a source-destination pair in the scheduling process, both the source and the
destination of each pair should be assigned at least one common communication
channel. The channels’ distribution is assumed identical for all nodes and the
channels are allocated according to a p-persistent approach. For an example we
refer to Fig. 1.
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Fig. 1. Communication links with limited channel availability

Usually, under the DF scheme which is also assumed here, a relay node can be
used to forward the received signal towards the destination on the same channel
with the source. In this study we leverage on the prospect of deploying relays that
can be used to enhance performance by decoding and retransmitting the received
data at the same channel. The relays are assumed capable to communicate in all
communication channels ¢; € C, and a scheduling rule that allows to forward the
received signal conformally to the transmissions of the rest source nodes applies.
This topic will be discussed in further detail in the next section.

As a common practice, cooperative communications with the use of relays
follow a reception and forward policy at the same channel. Leveraging on the
possibility of exploiting channel diversity, one may improve significantly the sys-
tem’s performance by relaxing this practice. For example, we refer to Fig. 2.
Therein, both sources can transmit only in ¢;, but the relays may use both c¢;
and c¢o. According to [8], performance can be improved by following a more
flexible scheme of channel allocation, see, e.g., Fig. 3. The model presented here
enhances this practice by offering an additional scheme for efficient node and
relay scheduling.

With respect to the achievable transmission rate, when only a direct trans-
missions exist, we follow the well established relation from Shannon’s law, i.e.,

Q(p,q) = Wlogy(1 +SNR,,).

In the above equation, W denotes the available channel bandwidth and SNR,,
the SNR from source p to destination q.

When relays exist, a well accepted model for DF mode (see, e.g., [5]) is
adopted. According to this, under DF mode, the transmission rate can be
expressed as

Q(s,r,d) = g min{log,(1 + SNRs;),
log,(1 4+ SNR4q 4+ SNR,.4)},
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Fig. 3. Modes of channel allocation

where r indicates the relay node. Furthermore,

-5
prpq
o2

SNR,, =

applies, where P, is the transmission power of source p, z,, is the Euclidean
distance between the source p and the destination ¢, and § stands for the path
loss exponent. Finally, o2 provides the variance of the background noise at des-
tination node gq.

With respect to the network resource allocation, it should be mentioned that
we assume that a central entity exists and is responsible for control and manage-
ment of the cooperative transmission pairs. When a communication pair joins
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or leaves the network, the set of accessible channels that is attainable from the
source (and also the respective ones for the destination node), are communicated
to the control entity. Therefore, it is assumed that the scheduling decisions along
with the channel and the relay allocations are centrally concluded.

3 Proposed Scheme

The source-destination pairs, the relays that participate in the network and the
available communication channels can be combined to obtain the scheduling
decision, i.e., the combination of sources, relays and channels that will apply in
the following timeslot. By recalling that in our model the availability of channels
in each cooperative link (s;,d;), i € N varies over time, the problem of chan-
nel selection for each node becomes complex and important as well. Actually,
the channel allocation strategy normally consists a problem featuring NP-hard
complexity. A usual choice is to attempt to maximize some of the key perfor-
mance metrics, as for example, throughput, latency, and so on, throughout all
source-destination links.

At first, we examine the direct transmission case, i.e., without the participa-
tion of relay nodes. The key concept of our technique resides in scheduling the
active nodes, so as to maximize the number of transmitting nodes scheduled in
each timeslot. This way, our method differs from [8] in that scheduling does not
aim to maximize the minimum throughput, but it attempts to keep the overall
network throughput as high as possible.

In order to illustrate better our idea, an example is presented in Fig.4. The
upper part of it refers to a simplistic setting without installation of relays in
the network. Three cooperative links are active and their respective allocated
channels in each timeslot have been included inside the parenthesis. According
to the proposed direct transmission scheduling, in timeslot 1 the source nodes s;
and s will compete for ¢; and the ambiguity is resolved by a random selection.
At the same time, c3 is assigned to s3. However, the merits of the proposed
scheduling schema become more evident in timeslot 2. For that case, although all
three pairs are eligible for transmission in cs, so is preferred since this allocation
allows both s; and s3 to transmit. The lower part of Fig. 4 presents the channel
allocation strategy which is proposed.

As a second step, the inclusion of a number of relays at arbitrary locations
within the network’s area is considered. In case that some devices can also act
as relays, the model presented so far can be easily modified to include that case.
Differently from this situation, we consider here the context that a fixed number
of relays have been deployed at constant (but random) points in the network and
that they are able to receive and to transmit on any available communication
channel, ¢; € C.

Relays here act according to the DF mode. In this case, each timeslot is
further split into two equal frames. In the first frame only the source transmits,
while during the second frame, the source and the relay retransmit the data of
the first frame to the destination. Although approximately half of the normally
data transmission time is involved in this mode, the gains due to the higher SNR
ratios can prove much worthier.
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Fig. 4. Channel allocation and scheduling decisions

Since relays usually consist a way for improving the quality of communication
links, here they are used to improve the links featuring low SNR. Therefore, if
there exists a number m of relays, the m links with the lowest SNR are selected
to feature the cooperative scheme respectively. Moreover, although the initial
distribution of relays in the area is random, the assignment of relays to links
is not random. On the contrary, for each link, the relay which is nearest to the
middle between the source and the destination is assigned, beginning form the
link featuring the lowest SNR.

4 Simulation Results

In this section we present the simulation results that are used to strengthen the
arguments presented already. Our purpose is to describe the network topology
and configuration details and then to present our simulation findings.

In the first place, we consider a square area with side 750 m. Inside that
area, n = 20 source-destination pairs, along with r» = 5 relays, have been placed
according to a uniform distribution. The power of transmitting nodes is equal
to 500 mW and it is assumed that the range of transmission is large enough to
cover the whole network area. Also, the value of the background noise is 02 =
10719W and the path loss exponent is § = 4. The total available bandwidth
is W = 22MHz and this is equally divided to kK = 10 communication channels.
A channel assignment takes place at the beginning of each time slot and a time
interval of 100 timeslots is examined. To keep visualization complexity low, a
similar context with n = 10 source - destination pairs has been presented in
Fig.5.
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Fig. 5. Sample topology of the cooperative network

We address a setup with varying number of relays r, 1 < r < 10, in order
to assess the impact of the number of relays to overall network throughput.
In a similar fashion to the assumptions of Sects.2 and 3, the relays may work
on any communication channel (one in every timeslot) and they are assigned
to the pairs with minimum SNR at a descending order, i.e., the pair with the
lowest throughput is assigned the relay that can improve it most, and so on.
Figure 6 shows the average network throughput for the above configurations.
As a remark, we observe that in the context of the throughput maximizing
scheduler presented in Sect. 3, indeed the use of relays greatly enhances overall
performance. In addition, as reflected by Fig. 6, even a small number of relays,
i.e., 7 =2 or r = 3, can produce important benefits.
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Fig. 6. Total network throughput versus number of relays
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As a second step, we keep the configuration with » = 5 relays introduced
earlier, but we change the number of available communication channels in the
given bandwidth. With this strategy, we attempt to provide greater insight in the
way the structural networking attributes affect the average throughput. To that
end, we refer to Fig. 7. As it may be seen, when no relays are present, it is more
convenient to keep the number of channels at an adequately high level, i.e., k =
6. Nevertheless, here the presence of relays poses several implications. Indeed
the upper curve of Fig. 7 reveals that increasing the number of communication
channels removes to some extent the benefits introduced by the relays.

As a final experiment, we provide here the case where the number of coop-
erative pairs i is variable, i.e., 2 < ¢ < 20. The number of relays remains r = 5
and the available communication channels are k& = 10. For that configuration,
the resulted network throughput is shown in Fig.8. As we observe, although

:Z -o-Without Relays With Relays
35
30
25 /’iﬁ\&/,—/c
20 ¢

15

10

Toatal Network Throughput (Mb/s)

15 20 25 30 35 40

Number of Communication Pairs

Fig. 8. Total network throughput versus number of communication pairs
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the existence of relays always improves the total throughput, the number of
communication pairs does not play an important role.

5 Conclusions

In this paper we have proposed an overall throughput maximization scheme,
applicable to cooperative networks that feature communication channel alloca-
tion constraints. Simulation results have been included, taking as reference the
proposed schema. The outcomes suggest that the throughput optimizing sched-
uler can be severely enhanced when relays are present in the network. Moreover,
the impact of the number of communication channels has been investigated,
showing that when relays are present, it is better to keep the number of com-
munication channels limited.

As a future work, the proposed methodology can be elaborated to include
a limited range of transmission and reception for all participating nodes. Effec-
tively, this would give rise to the possibility to reuse some of the already allocated
communication channels inside the network’s area without causing severe inter-
ference. Another potential direction can be the generalization of the model to
include flow-level performance metrics, relaxing the assumption that all sources
have an infinite queue of data to transmit. In that case, in each timeslot only the
sources that have data to transmit would participate in the channel allocation.
Finally, one can also consider the case where the relays are not installed in the
network, but on the contrary, an arbitrary node plays that role. The framework
presented here can be readily adapted to handle such cases, by allocating also to
relays a subset of the communication channels at the beginning of each timeslot.
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Abstract. In two-tier femtocell networks, the femtocell users (FUs) can
be admitted to the femto base stations (FBSs) provided that the interfer-
ence to the primary users (PUs) is no higher than the defined thresholds.
Moreover, several FBSs may require different quality of service (QoS)
with different payments. This paper proposes a method to obtain from
maximally achievable revenue from FBSs to the required QoS. It also
proposes an efficient QoS aware admission algorithm which is compared
with other schemes, such as minimum signal-to-interference-plus-noise
ratio (SINR) removal algorithm (MSRA) and random SU removal algo-
rithm (RSRA). Presented QoS aware admission algorithm can achieve
a much higher revenue with required QoS. In addition, the proposed
algorithm is evaluated by the simulation experiments.

Keywords: Cognitive femtocell networks - QoS aware admission -
Power control

1 Introduction

Cognitive radio (CR) networks are seen as a key solution to meet the FCC (e.g.
Federal Communications Commission) policy and to build the future genera-
tion of wireless networks [1,16]. A cognitive radio must periodically perform
spectrum sensing and operate at any unused frequency in the licensed and unli-
censed band, regardless of whether the frequency is devoted to licensed services
or not. However, with the spectrum usage being both space and time dependent,
there is a great amount of “white space” (unused bands) available sparsely that
can potentially be used for both licensed (primary users, PUs) and unlicensed
(secondary users, SUs) users.

Two-tier femto networks, consisting of macrocell overlaid with femtocells in
co-channel deployment, have increased attention in recent years because of pro-
viding in building for indoor users femtocell base stations (femto-BSs). These
femto-BSs are complemented by the poor signal from the macrocell BS (macro-
BS). It is obvious that the femtocells also enable to concurrent transmissions
that can be accommodated in the network. It improves spatial reuse, but makes
interference as a challenging issue. These problems have been studied in sev-
eral papers. Among others, Giivenc in the paper [8] considered the impact of
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spreading on the capacity neighbouring femtocells. The feasibility of coexistence
of femto-macrocells in the same frequency bands has been studied in [3]. The
uplink capacity and interference avoidance for two-tier femtocell networks has
been investigated by Chandrasekhar et al. [4] in which an exact outage proba-
bility at a macrocell and tight lower bounds on the femtocell outage probability
have been derived. By employing stochastic geometry model, bounds on the dis-
tribution of aggregated interference from two-tier spatial point processes have
been successfully analyzed by Huang et al. [10] and Law [12]. With these models
the maximum femto-BS density and thus maximum overall capacity satisfying
a per-tier outage constraint have been formulated. The methods to interference
avoidance in femtocell networks, based on the OFDMA method, were presented
by Lopez-Perez et al. [14]. The decentralized strategies for interference manage-
ment in femto-cell networks are presented in the paper Bharucha et al. [2].

The integration of cognitive radio and femtocells provided a new quality of
these technologies. The sensed information provided by the CR devices allows
changing the communication parameters of the secondary users. On the other
hand, femtocells give the limit of interference, thereby, increasing network capac-
ity, in a small area. In the literature, there have been a many works addressing
different aspects of two-tier cognitive femtocell networks. Among others, cogni-
tive interference management in heterogeneous two-layers femtocell networks has
been studied by Kaimaletu et al. [11]. Authors have been presented the spec-
trum allocation scheme to improve cognitive interference for these networks.
The downlink capacity of two-tier cognitive OFDMA-based femto networks was
studied by Cheng et al. [5]. A cost-effective scheme to manage the downlink
interference from user-deployed femto-cells to macrocell user was proposed by Li
and Sousa et al. [13]. An integrated architecture and a multiobjective optimiza-
tion problem for the joint power control, base station assignment and channel
assignment scheme was formulated by Torregoza et al. [19]. The same issues,
the resource allocation problem as a joint relay, subcarrier and power allocation
problem with the objective of maximizing the sum of the weighted rates of the
femtocell system subject to protecting the macrocell network’s communication,
have been analyzed by Gamage et al. [7]. Recently, a pricing power control with
statistical delay QoS provisioning in uplink of two-tier OFDMA femtocell net-
work have been studied by He et al. [9]. However, none of these studies have
attemted to analyze the QoS requirements with simultaneous optimization in
the two-tier cognitive femtocell networks.

This paper provides a formulated optimization problem of the maximization
of the secondary revenue in terms of required QoS parameters and permissible
interference. The efficient solution of this problem has been obtained using the
presented admission control algorithm. The effective power control algorithm
with demanded QoS parameters and minimizing the interference was achieved as
a solution. Moreover, the presented algorithm has properties comparable to well-
known admission control algorithms, such as minimal SINR removal algorithm
(MSRA) and random SU removal algorithm (RSRA).
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The paper is organized as follows. In Sect. 2, the system model is presented. In
Sect. 3, the optimization problem of secondary revenue in terms of QoS require-
ments is formulated. Section4 provides an admission control algorithm as an
efficient heuristic solution of optimization problem. In Sect. 5, some simulation
results are presented. Section 6 concludes the paper.

2 System Model

In this section, the system model being applied is presented.

As shown in Fig. 1, the downlink of an orthogonal frequency division multiple
access (OFDMA) based system is composed of two-tier macro- and femto-cells.
Primary user (PU) (or licensed user) has a license to operate in a certain spec-
trum band. This access can only be controlled by the Primary Base Station
(Primary-BS) (or licensed base station). In principle, the Primary-BS is a fixed
infrastructure network component. Denote K =| K | as the number of macro
users (MUs), F =| F | as femto-BS and M =| M | as femtocell users (FUs),
which are randomly located inside the coverage area of the macrocell. The femto-
BS, located at the center of each femtocell, provides services for a set of femtocell
users. A set of macro users is serviced by both the cognitive base station and also
by femto-BS. We assume that the macro user MU can only be served by cog-
nitive base station even it locates within the femtocell coverage. All femto-BS,
macro users, femtocell users are operate as secondary users (SUs). Additionally,
we consider a set of PUs which are staying in receiving mode. Thus, all SUs are

Primary Base Station

Cognitive
Base Station

Q Primary User (PU) ﬁ Macrocell User (MU)

W
‘ Femto BS @ Femtoceil User (FU)

—= Useful signal __ . Interferemce signal

Fig. 1. An example of interference model in the cognitive femtocell network.
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trying to transmit their data in the uplink to their femto- or macro-BSs. It is
associated with the interferences which are received by PUs.

In the system model, the total bandwidth is divided into N subcarriers with
two of them being grouped into one subchannel. Let all femtocells and macrocells
operate in the same frequency band and have the same number of subcarriers.
We assume that the transmission in two-tier cognitive femtocell network may
occur as long as the aggregated interference incurred by the femto-BS is below
some acceptable constraint. Thus, the total transmit power of all femtocell users
in each channel is no more than the interference power threshold P/'f*.

Let Pp,q: be the maximum transmit power of PU. The maximum transmit
power of all M femtocell user FU over the subchannel n is given by

Z PrGr <SPt 1<k<K (1)
where G},  1s the channel gain between m and all k¥ macrouser MU.
For each transmit power P must be satisfied the following condition

PminSPngPmamlSWSM (2)

where ppin is the minimum of transmit power of femtocell.

While femto SU share the spectrum with PUs, femtocell users will cause
interference to the PUs. Let TjI be the interference power received by the j-th
PU, namely

Ns
T) = hPPiai,1<j< N, (3)
i=1
where n, is the number of all femtocell users, N, is the number of PUs, h;? is
the power attenuation from the femtocell user ¢ to j-th PU, x; indicates whether
i-th FU is admitted or not. We assume that x; = 1 shows that i-th femtocell user
is admitted, zero otherwise. The transmit power of i-th femtocell user is equal
to P§ and the transmit power over all n channels is given by P, = Y. | PP,
h; denotes the power attenuation from i-th femtocell user to j-th PU and is
given by

s G:GE
hi? = L 1<i<n,1<j<N, (4)
(g
where dfjp denotes the distance from the femtocell user ¢ to j-th PU. The expo-
nent 7 is the path fading factor. G and G? denote the antenna gains of i-th
femtocell user and j-th PU, respectively. The interference power caused by i-th
FU is defined by

GIGhP;

Sp S
J K3 Sp Y
(@)

<i<ng1<j<N, (5)
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The interference power caused by i-th FU and K macro cell users, which are
located outside the coverage area of the macrocells is given by

sp < an~G§~P;jL
ij:hmj'Pm:W’lngM (6)

where Gy, and G denote the antenna gains of m-th macro cell user and j-th
PU, respectively; PS is the transmit power of m-th macro cell user, dffzj denotes

the distance from m-th macro user to j-th PU.

3 Optimization Problem of Secondary Revenue

This section analyzes the impact of received interference in two-tier cognitive
femto network on the revenue of secondary users.

The uplink maximum data transmission rate A; from the [-th femto-BS,
macro users and femtocell users to BS is given by [15,18]

Ni=B-logy(1+§),1<I<F+K+M (7)

where B is the uplink bandwidth, ;" is the uplink SINR of the I-th femtocell user
or femto-BS or macro user measured by BS. We assume that the minimal value
the required SINR for given SU is given by £". Thus, the demanded SINR for
the I-th femtocell user or femto-BS or macro user is expressed as

Amin

grn =277 —1 (8)

where A7 is the minimum uplink data transmission rate for the I-th SU.
The downlink SINR of an active femto-BS or macro user or femtocell user [
is defined as

Hlqulq
— Mg s

No+ 3252 ju H P -
HlSquq

- : : 9
No+ 1, — H{T - Py — H% - P, )

where H;? denotes the power attenuation from I-th SU, I, denotes the accu-
mulated interference of the BS caused by all active femto- and macro-BS, i.e.
I, = >, Hy P,

We are interested in finding the optimal admitted femtocell user and macro
user and femtocell-BS subject to constraints such that the secondary revenue is

maximized. Specifically, we will solve the following optimization problem

ne [ F K M
argpe 4, maxz Z Tri + an + Z Tmj | T (10)
i=1 m=1

1=1 \f=1
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subject to

N F K M

Z Tfj‘FZTij—FZij x; < Iy,

=1 \f=1 i=1 m=1

J € Np,x; €{0,1},1 € N, (11)

§>&7 ifay=1, le{FUKUM} (12)
PP € [0, Pyl 1€ {FUKUM] (13)

where N, is the number of all SUs, N, is the number of all PUs. The first con-
straint, see Eq. (11), shows that the interference to PUs can not exceed the
interference threshold given by I';. The constraint given by Eq. (12) represents
that the SINR requirement of active SUs should be satisfied. The third con-
straint, given by Eq. (13) indicates that the power limitation of SUs and P
denotes the maximum transmission power of SU.

1ax

4 An Admission and Power Control Algorithm
for Two-Tier Cognitive Femtocell Networks

In this section, an admission and power control algorithm is presented, which
can be used in the two-tier cognitive femtocell network. It can be shown, in the
previous section, that the optimization problem of admission and power control
in two-tier femtocell cognitive network is nonconvex due to the mixed integer
programming and high order objectives. These problems are known as NP-hard
problems. However, for a fixed number of variables, it is possible to use the
heuristic method. Using the proposed method, the below presented algorithm of
admission and power control in two-tier cognitive femtocell networks is formu-
lated. The presented method is show by Algorithm 1 (Fig.2).

In the proposed method applied to solving our problem for given power of
admitted PUs, it is firstly assumed that an initial set of possible solutions for the
uplink SINR of an active set of SUs is given and called core_set. Initially, this set
is without the constraints presented in the conditions (11), (12) and (13). Thus,
the integer variables are released and considered to be continuous variables. The
lower bound for the initial set core_set can be found by solving the iteration.
The first step adds to core_set a new SU with minimal SINR. If there are all SUs
and the QoS parameters are satisfied, then the is obtained the feasible solution.
It does not, it randomly removes SU in each iteration. In consequence, the set
of SUs will be updated by randomly removing in each iteration. As solution,
the proposed method finds the feasible solution from the set of SUs by given
power of PUs. By iterative calculation of given procedure for admitted PUs
with various values of power control, we can obtain suitable value of power of
each PU.
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procedure QoS aware_admission_power_control,
begin
k=0; l:=1;
let {S;},i=1,..., N, be apower for admitted PUs;
set Lg - lower bound of interference for admitted PUs;
set Uy - upper bound of interference for admitted PUs;
set core_set - set of all SUs;
while (U, — Ly, < FNp) do
begin
add a new SU with minimal SINR to core_set;
if /| = N, and Egs. (12 - 13) and QoS parameters are satisfied
then solution := x;
goto label,
else
randomly remove the SU from core_set;
end if;
k:=k+1,
end while;
label: feasible_solution := solution;
end;

Fig. 2. A procedure for QoS aware admission and power control in two-tier cognitive
femtocell network.

5 Simulation Results

In order to evaluate the performance of the proposed algorithm, we developed a
femtocell OFDM simulator. The core of this tool is based on a system radio net-
work simulator called the Rudimentory Network Simulator (RUNE) [20]. This
simulator has been extended to include numerous features of a two-tier cognitive
femtocell network, including channel models, the SIR and the outage probability,
QoS admission control, femto-BS location algorithm, etc. The simulator gener-
ates a Rayleigh fading map by filtering white noise through a Bessel function.
It allows to calculate the SINR estimation of the downlink channels. In the sim-
ulation a scenario was used with one Primary-BS located at the center of cell
with radius equal to 400m. The number of PUs was varied from 1 to 10. The
distance between PUs and Primary-BS was settled as 200 m. Additionally, was
assumed that the bandwidth is set as 10 MHz. The uplink data transmission was
chosen from the 32-128 kbps.

The main simulation parameters are summarized in Table 1.

In Fig. 3, we plot the obtained outage probability versus SIR and compare
it with the Monte Carlo simulation. It can be seen that at the low SIR values
and the high SIR values, the obtained outage probability and the simulated are
similar to each other.
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Table 1. Summary of main simulation parameters

173

Parameters Values
Maximum Primary BS 1w
Maximum Femto-BS 0.125W
Femto SINR threshold 3.2dB
Femtocell coverage radius 15m
Indoor pathloss exponent 2
Pathloss exponent a; 3
Pathloss exponent as 5
Interference zone for Femto-BS 50m
FU shadowing standard deviation |3 dB
MU shadowing standard deviation | 6 dB
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Fig. 3. The outage probability as a function of SIR.

Figure 4 illustrates the outage probability as a function of SUs (FUs and MUs
taken together) spatial density for different number of PUs. The obtained curve
shows the number of active SUs that could be accepted to meet a desired value
of the outage probability. This curve is necessary for investigation of admission
control mechanism. For instance, in order to maintain the outage probability less
than 0.02, the spatial density of active SUs showed not exceed 0.04 for 4 PUs.
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Fig. 4. The outage probability as a function of SU spatial density for various number
of PUs.
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Fig. 5. The revenue of secondary users in dependence of the number of PUs.
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Fig. 6. The revenue of secondary users in dependence of the number of SUs.
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Fig. 8. Average-achievable rate for PUs and SUs versus the SINR.

In the simulation, the performance of the above presented algorithm of admis-
sion and power control algorithm is studied in two-tier cognitive femtocell net-
work and is compared with other such algorithms.

First, we studied the secondary user revenue in dependence of the number of
PUs for various admission and power control algorithms (MSRA [17], RSRA [6]).
As is shown in Fig. 5, the proposed algorithm has comparable properties with
the other admission algorithms. For a greater data transmission, the secondary
revenue is visit majority than for the normal data transferring rate. It is also
visible that the secondary users achieve more revenue especially by employing
the proposed algorithm by the same number of PUs.

Figure 6 shows the secondary revenue in dependence of the number of SUs. In
this case, the proposed algorithm achieves more significant results than others.
Thus, the secondary users can obtain more revenue using the proposed algorithm.
Additionally, for the greater uplink, data transmission is more evident there. In
summation, the proposed algorithm achieves a balance between the revenue of
secondary users and the uplink data transmission.

Figure 7 illustrates the throughput of the secondary network versus the num-
ber of PUs for various joint power allocation and admission control algorithms.
As expected, throughput of the secondary network decreases with increasing
number of PUs. This figure shows that the joint power allocation and admission
control algorithms can adapt to traffic load in the network.

Figure 8 shows the average-achievable rate for PUs and SUs versus the signal
interference noise ratio (SINR) for different joint power allocation and admission
control algorithms. It is to be noted that the proposed algorithm acts like the
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MSRA [17] and the RSRA [6] algorithms. As it was expected, the increase of
the SINR induces the growth of the average-achievable rate for PUs and SUs.

6 Conclusion

In this paper, the problem of maximizing the secondary revenue in terms of QoS
requirements in the two-tier cognitive femtocell networks has been investigated.
To solve this optimization problem, a methodology to search the subset of SUs
with defined constraints has been proposed. Using the presented admission con-
trol algorithm, the effective power control with required QoS and minimized
interference has been obtained. Finally, the simulation results showed that the
introduced admission control algorithm, in comparison to minimal SINR removal
algorithm (MSRA) and random SU removal algorithm (RSRA), possesses good
properties. Among others, the revenue of all secondary users is higher than in
the above-mentioned admission control algorithm.

Further work includes investigation with the increase in any of the follow-
ing cases: the number of PUs increases, the number of femto and macro users
increases, and the value of interference increases.
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Abstract. A heterogeneous wireless network consists of various devices
that generate different types of traffic with heterogeneous requirements
for bandwidth, maximal delay and energy consumption. An example
of such networks is a Wi-Fi HaLow network that serves a big number
of Machine Type Communication battery-powered devices and several
offloading client stations. The first type of devices requires an energy-
efficient data transmission protocol, while the second one demands high
throughput. In this paper, we consider a mechanism that allocates a
special time interval (Protected Interval) inside of which only battery
powered-powered devices can transmit. We show that appropriate selec-
tion of the Protected Interval duration allows battery-powered devices to
consume almost the minimal possible amount of energy on the one hand,
and to provide almost the maximal throughput for offloading stations on
the other hand. To find such duration, we develop a mathematical model
of data transmission in a heterogeneous Wi-Fi network.

Keywords: Internet of Things - Machine Type Communications -
Restricted Access Window - Traffic Indication Map + Power save

1 Introduction

The number of devices connected to the Internet grows every day. According to
Cisco prognosis [1], the number of connected devices, both Human and Machine
Type Communications, will exceed 50 billion by 2020, most of them being wire-
less. Along with the number of devices, grows the variety of device and traffic
types, increasing the heterogeneity. Wi-Fi networks are perfectly fit for such a
challenge, which can be illustrated by the new amendment of the Wi-Fi stan-
dard, IEEE 802.11ah. On one hand, it is designed for the Internet of Things (IoT)
scenarios with a swarm of energy-limited sensors that rarely transmit data. On
the other hand, one of its use cases is cellular data offloading, which includes
user devices that transmit saturated data flows.
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Let us consider data transmission in an infrastructure heterogeneous Wi-Fi
network with two types of devices. The first type, active stations (STAs), trans-
mit or receive heavy data streams and are not sensitive to energy consumption.
The second type, power-saving (PS) STAs, rarely transmit or receive single data
frames from the Access Point (AP). To minimize energy consumption, the Wi-Fi
standard has a palette of methods which are based on the following idea.

In the PS mode, a STA switches between the awake and the doze states. In
the awake state, the STA can receive and transmit frames, while in the doze
state the STA consumes minimal energy and neither receives, nor transmits any
information. A PS STA is mainly in the doze state and awakes only to transmit
a message or to receive one from the AP. The latter works as follows. The
AP buffers data targeted for the PS STAs. To inform the STAs about buffered
data, the AP periodically includes a Traffic Indication Map (TIM) in broadcast
beacon frames. From time to time, the PS STA awakes to check the TIM in
the next beacon for the pending data. When a STA receives a beacon with a
TIM indicating that it has data to receive, the STA sends a PS-poll frame (after
contending for the channel), and the AP sends buffered data as a response to
the successfully received PS-poll frame.

Since STAs can sleep during some beacons, i.e., the period between two
consequent awakenings can be greater than the beacon period, the set of STAs
that are awake after a beacon is unknown to the AP. So the AP cannot schedule
transmissions for the PS STAs and they use random channel access to transmit
PS-polls. However the performance of random channel access degrades with the
increase of the number of contending STAs, and it is an important issue for
dense IoT networks. To limit the contention and to prioritize the PS STAs,
it is reasonable to protect their transmissions from the active STAs, dividing
each Beacon Interval (BI) into two parts: the Protected Interval (PI) and the
Shared Interval (SI). During the PI, only PS STAs are allowed to retrieve their
frames, while in the SI all STAs can transmit their data. The Wi-Fi standard
specifies several ways how to organize the PI, one of which is the new Restricted
Access Window mechanism introduced in 802.11ah [2,3]. However, at this point
a problem arises: how to choose a proper duration of the PI? On one hand, it
shall be long enough to let the PS STAs receive the buffered data. On the other
hand, the longer is the PI, the less time the active STAs have to transmit their
data, therefore their throughput degrades. In addition, the PS STAs can finish
their transmissions during the SI, but the contention with active STAs increases
energy consumption.

In this paper, we study this problem and propose a solution based on a math-
ematical model of such heterogeneous data transmission. Our model takes into
account the fact that during the PI, devices operate in non-saturated mode, i.e.,
they simultaneously start contending for the channel to transmit a frame to the
AP, while in SI, we combine the transmission of non-saturated and saturated flows.

The rest of the paper is organized as follows. Section 3 reviews related papers.
Section 2 contains the formal problem statement. The developed analytical model
is described in Sect. 4. Section 5 shows the numerical results. The conclusion is
given in Sect. 6.
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2 Problem Statement

Consider a network with an AP, PS STAs and M — 1 active STAs (PS STAs
and active STAs are different devices) being in the transmission range of each
other. Active STAs work in saturated mode, i.e., they always have packets for
transmission. The AP queue of packets destined to active STAs is saturated too.
For shortness, considering saturated data transmission, we do not distinguish
the AP and M — 1 active STAs, assuming that we have M active STAs.

As for the PS STAs, they rarely receive single packets from the AP. Specif-
ically, the AP periodically broadcasts beacons containing TIM information ele-
ment, which indicates the STAs for which the AP has buffered data. We consider
a situation, when the AP has data for several, say, K, PS STAs. As PS STAs
do not need to awake before every beacon, not all K PS STAs receive the TIM.
For clarification, we introduce probability p that a PS STA awakes to receive a
particular beacon and receives the TIM.

When a PS STA receives a TIM which indicates that no data is buffered
for the STA, it switches to the doze state. Otherwise, the PS STA transmits
PS-poll frame to retrieve the buffered packet from the AP. To protect PS-poll
frames from collisions with active STAs’ packets, the AP establishes the PI of
duration 7p; which should, obviously, depend on K and p. If some PS STAs do
not successfully retrieve the data from the AP during 7p;, they can try again in
the SI, contending for the channel with M active STAs. After a successful data
reception from the AP, each PS STA turns to the doze state.

To contend for the channel, both PS STAs and active STAs use the default
Wi-Fi channel access — called the Distributed Coordination Function (DCF) —
which works in the following way. When a STA has a frame for transmission,
it waits random backoff time. Specifically, it initializes backoff counter with a
random integer value uniformly drawn from interval [0, CW — 1], where CW
is the contention window. It equals CW,,;, = 16 for the first packet transmis-
sion attempt and doubles after every unsuccessful transmission, until it reaches
CWnaz = 1024 (we use the default CW,,;, and CW,,4, values for 802.11ah
STAs, provided in [2]). Being in the awake state, STAs continuously sense the
channel. While the channel is idle, STAs decrement the backoff counter every
T, seconds. A STA suspends its backoff counters when the channel is busy, and
resumes when the channel becomes idle and DCF InterFrame Space (DIFS)
passes. Finally, when the backoff counter reaches zero, the STA transmits a
packet.

If a transmission is successful, a Short InterFrame Space (SIFS) after that
the receiver sends an acknowledgement (ACK). If the STA does not receive the
ACK frame within T4c, it retries, unless the packet retry counter reaches retry
limit RL. In this case, the packet is dropped.

Depending on the channel state — idle, STA’s transmission or reception —
the STA consumes power Nrx, Nrx and Nypr g, respectively.

To achieve the best performance, the AP has to estimate the number of
active STAs each BI and to re-select the duration 75; of the PI in such manner
that (i) energy consumption by PS STAs is minimal while (ii) the active STAs’
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throughput is maximal. Note that generally speaking, such a value may not exist.
However in this paper, we show that there is a range of values which provide
suboptimal results for both performance indices.

To find such values, we need to develop a mathematical model of the
described transmission process. Specifically, given 7p;, the model shall allow
obtaining

— the probability P that a chosen awaken PS STA retrieves its buffered data
from the AP till the next beacon (i.e. within BI);

— the average energy E that this PS STA consumes when retrieving its packet
from the AP;

— aggregated throughput S of M active STAs.

3 Related Work

A process of energy efficient transmission of single packets by a large number of
stations has been studied in many papers.

Specifically, in [4], the authors consider a system, where multiple RFID tags
transmit data to a single reader. The reader periodically allocates to the tags
a frame that consists of several slots. The tags use slotted Aloha to choose
the slots when they transmit data. The authors solve the problem of choosing
such a frame duration, that the ratio of the expected number of successful slots
duration to the total frame duration is maximal. This is done by estimating the
number of tags, initially unknown to the reader, using the Maximum Likelihood
approach. Unfortunately, the results of this paper cannot be applied to select
the PI duration in our case, for two reasons. First, the medium access used in
Wi-Fi is significantly different from the one used for RFID. Second, the number
of contending PS STAs may significantly vary from a BI to a BI, as well as inside
a BL

In [5], similarly to our paper, the authors consider a 802.11ah network con-
sisting of an AP and several associated STAs. The AP periodically allocates a
Restricted Access Window to the STAs to protect their transmission, thus imple-
menting the PI. The authors devise a way for the AP to estimate the number
of STAs and describe a model of data transmission during the PI that can be
used to find the probability of the successful transmission. However, the authors
consider a case when the STAs transmit in saturated mode, i.e., in their case
the number of contending STAs does not decrease during the PI, therefore their
model is inapplicable in our case.

Non-saturated transmission is considered in [6], the authors of which model
a network of PS STAs connected to an AP. The STAs awake every BI to receive
their data from the AP. The authors develop a model that can be used to find the
average packet delay and the average energy consumption per packet. However,
this model is inapplicable to solve our problem, because it does not consider the
existence of active STAs that transmit their data along with the PS STAs.

To address the issues of modeling the transmission of non-saturated data
flows along with background saturated traffic, in our paper we develop a new
mathematical model, which is described in Sect. 4.
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4 Analytical Model

4.1 General Description

To estimate throughput of active STAs, we assume that the probability that a
PS STA succeeds to retrieve its data from the AP during the PI is close to 1.
With this assumption we, firstly, can consider each BI separately, i.e., there are
no PS STAs that had started to retrieve their data in the previous BI and did not
succeed until the considered BI. Secondly, the number of PS STAs that retrieve
their data during the SI is low and these PS STAs do not affect the probability
that an active STA transmits in a slot during the SI. Note that this assumption
likely holds in the range of suboptimal 7p; values, as we show in Sect. 5. We also
assume that the duration of SI is much longer than the duration of a packet.
Under such assumptions the active STAs throughput in the SI can be estimated
with well-known Bianchi’s model [7]. Since active STAs cannot transmit outside
the SI, the average throughput can be found as follows:

T
S = SBianchi(l - %)7 (1)

where Spianchi 18 the throughput found with Bianchi’s model.

Let us find P and E. For that, we consider a BI. As a PS STA wakes up
with probability p, the total number &k of awaken PS STAs among the K STAs
for which the AP has buffered data in the beginning of a BI is a binomially
distributed random number. In Sects. 4.2 and 4.3, we obtain probability P’ that
a chosen PS STA succeeds to retrieve the data till the end of the BI and the
average energy E’ consumed by the PS STA to retrieve a data packet provided
that the number k of awaken PS STAs is given. Obviously, sought-for values of
P and E can be expressed as follows

K-1
P=Y ()t n, )
k=0

~

K
E=) (I,f)p’“u — ) VE (k, M), (3

k=1

4.2 Process of Retrieving Packets

Since all STAs and the AP are located within transmission range of each other,
they count their backoffs synchronously. Similar to [7], we denote a time inter-
val between two consequent backoff countdowns as a slot. We distinguish the
following types of slots.

— In an empty (e) slot, no STAs transmit.

— In a successful (s) slot, only one PS STA transmits its PS-poll and the AP
replies with a data frame. Then the PS STA acknowledges reception of the
frame.
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— In a collision (c) slot, more than one PS STAs transmit a PS-poll, while active
STAs do not transmit.

— In an active (a) slot, at least one active STA transmits. The transmission may
be successful or not, however we do not distinguish these cases. Note that
active slots can be present only in SI.

The durations of empty, successful, collision and active slots are T¢,Ts, T,
and T,, respectively.

Let t be a slot number starting from the beginning of the BI. We choose an
arbitrary PS STA and describe the evolution of the network from the beginning
of the BI with a Markov process I; with state I = (¢, s,a,r), where ¢, s and a
are the numbers of collision, successful and active slots, respectively, and r is
the number of retries for the chosen PS STA. Note that unlike Bianchi’s model,
we consider not a steady-state distribution of the process I;, but its evolution
during the BIL.

In each state we can easily find the number of empty slots as t — ¢ — s — a.
So the real time T' can be obtained from the model time ¢ and the process state
parameters as

T(t,I=(s,c,a,r)=T(t—c—s—a)+Tss+T.c+ T,a. (4)

For the defined process we introduce successful A° and unsuccessful AY
absorbing states. A transition to A% occurs when the chosen STA successfully
transmits its data. The process transits to AV when the chosen STA reaches its
retry limit RL or the end of the BI is reached.

Let @, be the probability that at least one active STA transmits in a given
slot. Obviously, during the PI, i.e. when T' < 7pr, Qo(T) = 0. In the ST Q, > 0
and under aforementioned assumption can be estimated with the Bianchi’s
model [7]:

0, T < Tpy,
1—(1—-mM,  otherwise,

Qa(T> = { (5)
where 7 is the probability that a given active STA transmits in a slot, obtained
using Bianchi’s model.

Figure 1 shows possible transitions from state (c, s,r, a). We denote a transi-
tion probability as PY, where X represents the type of slot ¢, i.e. X ise, s, ¢ or
a, and Y is either + or — depending on whether the chosen PS STA transmits
or not. Since by definition, in an empty slot no STAs transmit, we simply write
P., omitting the upper index.

To find these probabilities, we introduce Prx|;, which is the conditional
probability that the chosen PS STA transmits in slot ¢, provided that by
that time it has made r unsuccessful transmission attempts. We also introduce
P, Py _, P;— which are the conditional probabilities that the slot is empty, suc-
cessful or collision, respectively, provided that the chosen STA does not transmit,
and express transition probabilities as
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Fig. 1. Transitions for process I;.

P = (]- - PTX|t,r) Pe|—a
P = PTX\t,rPe\fa

Py = (1~ Prxje,)Ps—,

P} = Prxji.(1 = Pe— — Qq(T)),
P. =1~ Prxj,) P -,

Pl = Prx:,Qa(T),

Py = (1~ Prx,)Qa(T).

Given Prx| 1, the probability of a PS STA to transmit if the process is in
state I at time instant ¢, these probabilities can be found as follows:

P = (1= Prxpe. )" "7 (1= Qa(T)),
Py = (k—s—1)Prxj1(1 = Prxjs,n)* 72 (1 = Qu(T)),
Pc|7 =1- Pe|7 - Is)- — Qa(T)

Using the approach from [8], we estimate Pryx|;, as follows:

ag r

P = —
TX|t,r bt,r )
where a; , and b, , approximate the unconditional probability of the chosen STA
transmitting in slot ¢ with retry counter r, and the probability of the STA having
retry counter r in time slot ¢, respectively:
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C;VO, r=0,0<t<CW,,
0, r= 0, t > OW(),
arr =40, r > RL,
t—1
Qi r_
> CW:, 0<r<RL,
i=t—CW,
and
t—1
1- Z bi r =0,
bt,r t—1 =0 t—1
Z bz,r—l - Z bi,ra r> 0
=0 t=0

Having the approximation of Prx|.,, we approximate the probability that
another STA transmits provided that the process is in state I as follows:

min(c+a,RL—1)
PTX|t,f Pr (t7 I= (87 ¢ a, 7q))
7=0
min(c+a,RL—1)
Pr(t,I = (s,c,a,7))

PTX|t,I:(s,c,a7r) =
7=0

Now we consider the evolution of the process. The process starts in time 0 in
state (0,0,0,0). With the described transitions of the process, we can iteratively
find its state probability distribution Pr(¢, ) at each time slot ¢. Moreover using
(4), we can find the probability that the chosen STA successfully retrieves its
data during the BI with given k:

P'(1p1) = > Pr(t,1)P}. (6)
t,I:T(t,1)<TBI

4.3 Calculating Average Energy E

Let E(I,t) be the average energy that the chosen STA has consumed by time
instant ¢ when its state is I. It equals 0 for ¢ = 0, otherwise it is calculated
according to the following equation:

E(I,t)= Y Pr(I'lt—1)PY(E(I';t—1)+ EY), (7)

XYy

where we sum over all possible states I’ at time ¢ — 1 and corresponding tran-
sitions to state I at time ¢. Similar to transition probabilities, we denote the
energy consumed by such transitions as E¥. This energy depends on Ny, Ny
and N,;gie, which are the power consumed in transmission, reception or idle state,
as follows:
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Ec = Niqeo,

ES = Neo(Tps +Tp + Tack) + Nidie(2STFS + DIFS),

El = Nio(Tps + Tack) + NpwTp + Nigie(2SIFS + DIFS),

E. = N.;Tps + Niaie(STFS + Tack + DIFS),

Ef = NiwTps + Niaie(SIFS + Tack + DIFS),

E; = N,u(Tap + Tack) + Niaie(SIFS + DIFS),

E} = NiwTps + Nyo(Tap — Tps) + Niaie(SIFS + Tack + DIFS).
where Tps, Tack,Tp, Tap are the durations of PS-poll, ACK, data frames trans-
mitted for PS STAs and data frames transmitted by active STAs, respectively.

The average energy that the chosen STA consumes to successfully retrieve a

packet equals
> E(A% 1) + E(AY, 1)
t

B =
P(TP])

(®)

5 Numerical Results

To validate our model, we consider an 802.11ah network with K PS STAs for
which the AP has buffered data at every BI and M active STAs, all STAs
being located 10 meters from the AP. Such a short distance guarantees that
transmission errors are caused only by collisions. Active STAs transmit and
receive data frames 1500 bytes long and PS STAs retrieve data frames 100 bytes
long. A PS STA awakes with probability p = 0.5. We assume that active STAs
and PS STAs operate in a 2 MHz channel. Active STAs use MCS5 while PS STAs
use the most reliable modulation coding scheme (MCSO0)[2]. Table1 shows the
scenario parameters. Transmit, receive and idle power are derived from voltage
and current values given in the IEEE simulation scenario recommendations [9].

Table 1. Scenario parameters

Parameter | Value Parameter Value Parameter Value

Te 52 us | CWinin 16 Tps 320 us
Ts 1560 us | RL 7 SIFS 160 ps
T. 988 s | Transmit power Nrx | 308 mW | DIF'S 264 s
Te 3276 ws | Receive power Nrx |11 mW |Tack 240 ws
TBI 100 ms | Idle power NiprLE 5.5 mW | ACKTimeout | 400 us

Although an 802.11ah AP can support up to 8191 connected STAs, we con-
sider only small numbers of simultaneously operating STAs, assuming that the
AP uses some standard mechanisms to decrease the contention between the
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STAs. One of such mechanisms — TIM segmentation — is described in 802.11ah
amendment [2]. It allows the AP to divide the TIM into several parts and broad-
cast only a single part of the TIM in a beacon. The AP thus divides the STAs
into groups, e.g. with a clusterization method from [10], and services each group
in a separate BI. Even if the total number of STAs is big, only a reasonable num-
ber of them will retrieve their data during the BI, while the rest of the STAs
will wait for a beacon containing their part of the TIM.

At first, we find the average energy E that the chosen PS STA consumes
to retrieve a packet from the AP. Figure 2 shows that the results obtained with
the developed analytical model almost coincide with those obtained with simu-
lation, except for short Pls. If the PI is short, the PS STAs mostly finish their
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Fig. 2. Dependency of the chosen STA average energy consumption on the PI duration,
big markers indicate the 7* value.
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transmissions during the SI, contending for the channel with active STAs, so
only in this area our assumption that PS STAs do not affect the performance of
active STAs does not hold. Small PI duration yields high energy consumption,
and by increasing the PI duration we can manifold reduce it down to some value
at 7* (indicated with big markers), where it reaches a plateau that corresponds
to the case when the PI is long enough for PS STAs to receive their data during
it. More accurately, we can state that 7* is the minimal 7p; for which power
consumption differs from the optimal one not more than by 10 %.

Increasing the PI duration beyond 7* does not significantly affect power
consumption, but reduces the time available for active STAs, decreasing their
throughput. In more detail, such an effect is shown in Fig. 3. An important result
is that initially, i.e. when PI is small, the throughput of active STAs grows with
the PI. It means that in addition to PS STAs, active STAs benefit from the
introduction of the PI, too, since they do not suffer from contention for the
channel with a high number of PS STAs. However, at some point the throughput
reaches the maximal value, after which it goes down, since the amount of the
time available for active STAs decreases.

An important fact is that although choosing 7p; = 7* does not maximize
throughput, it provides suboptimal performance. Indeed, in the worst considered
case, with 40 active STAs and 20 PS STAs, the throughput at 7* differs from the
maximal one by less than 30 %, see Fig. 3, but for smaller number of STAs the
difference decreases. Note that the maximal throughput can only be achieved
with manifold increase of energy consumption.

Another important fact is that the throughput obtained analytically at this
point is close to the value obtained with simulation.
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Fig. 3. Dependency of the active STA throughput on the PI duration, big markers
indicate the 7* value.
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6 Conclusion

In this paper, we have studied efficiency of the Wi-Fi power saving mechanism in
an heterogeneous Wi-Fi network with energy-limited devices. To improve perfor-
mance of the network, the AP protects transmission of PS-polls from collisions
with transmission of active STAs. To model operation of the network, we have
developed a mathematical model, which provides us such performance indices as
throughput and power consumption. With this model, we show that the duration
of the protection interval can be chosen in such a way that provides suboptimal
results for both the throughput and power consumption, which is important for
implementation.

The future research is connected with considering scenarios with hidden STAs
and TIM segmentation, a novel mechanism introduced in IEEE 802.11ah.
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Abstract. In Wi-Fi networks, preliminary channel reservation protects
transmissions in reserved time intervals from collisions with neighboring
stations. However, making changes in established reservations takes long
time spent on negotiating changes with neighboring stations and dissem-
ination of information about these changes. This complicates serving of
Variable Bit Rate (VBR) flows which intensity varies with time, what
leaves no choice but to reserve some additional time for handling data
bursts and packet retransmissions (caused by random noise and inter-
ference from remote stations). In the paper, we consider a more flexible
approach when bursts and retransmissions are handled by some random
access method while a constant part of an input flow is served in prelim-
inarily reserved intervals. We build a mathematical model of a VBR flow
transmission process with this heterogeneous access method and use the
model to find transmission parameters which guarantee that Quality of
Service requirements of the flow are satisfied at the minimal amount of
used channel time.

Keywords: Wi-Fi - VBR - QoS - Heterogeneous method - Mathemat-
ical model

1 Introduction

The users’ desire for better Quality of Service (QoS) drives development of
new QoS-aware protocols. In wireless technologies, special attention is paid to
channel access mechanisms which to a considerable degree influence the abil-
ity to provide QoS. A very good example is the Wi-Fi technology where the
IEEE 802.11e amendment, which was the first one to introduce QoS support
into Wi-Fi, defined two QoS-aware channel access mechanisms: Enhanced Dis-
tributed Channel Access (EDCA) and Hybrid coordination function Controlled
Channel Access (HCCA). The former is a random (contention-based) channel
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access mechanism providing prioritized QoS. The latter is a deterministic chan-
nel access mechanism providing parameterized QoS by means of contention-free
polling.

Both EDCA and HCCA were suitable for QoS provisioning at the moment
of their development. But constantly increasing density of Wi-Fi networks has
made these mechanisms barely applicable to QoS provisioning in modern scenar-
ios, where multiple Wi-Fi networks usually coexist in one area. Because of a low
number of available frequency channels, access points (APs) have to choose chan-
nels which are already occupied. It makes EDCA suffer from frequent collisions
and severe interference. Using HCCA, an AP can slightly relieve the situation
by protecting data transmissions from interference with its own stations (STAs),
but not from STAs of associated with other APs. Thus, both EDCA and HCCA
cannot be used to provide QoS in dense Wi-Fi networks.

Reliable data transmission in dense Wi-Fi networks requires some sort of
coordination between STAs in order to reduce interference. In recent Wi-Fi
amendments, such coordination has been provided by means of new determinis-
tic channel access mechanisms based on preliminarily channel time reservation.
For example, the IEEE 802.11aa amendment developed for robust audio and
video streaming has appended HCCA with the HCCA Negotiation mechanism,
which allows an AP to reserve time intervals during which this AP can serve
its STAs while the neighboring APs and their STAs do not transmit. This is
achieved through information dissemination about the reserved time intervals.
To reduce the overhead caused by such dissemination, time intervals are reserved
not individually but in sequences: an AP reserves a sequence of periodic time
intervals of equal duration. Next, we refer to such a sequence simply as a (peri-
odic) reservation. Thanks to the periodicity, a reservation can be described only
by three parameters: the period of the reserved time intervals, their duration
and the beginning of the first interval (see Fig.1). The same approach is used
in the IEEE 802.11s amendment (Wi-Fi Mesh technology) where determinis-
tic Mesh coordination function Controlled Channel Access (MCCA) is defined.
Using MCCA, a STA can set up a periodic reservation in order to protect its
data transmissions from interference with neighboring STAs.

period period

CANANRNYAN A

duration duration duration

Fig. 1. Periodic reservation

Generally speaking, deterministic channel access mechanisms provide higher
reliability as compared with random access ones and, thus, seem to be more
desirable when serving data with strict QoS requirements. However, preliminar-
ily channel reservation requires some negotiation between neighboring STAs and
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dissemination of information about established reservations. On the one hand,
this ensures that reservations do not overlap, thus, increasing reliability. On the
other hand, the negotiation require both additional signaling and time to be per-
formed. As for the dissemination, it takes even longer time since it is performed
via special management frames — beacons — which are transmitted quite rarely.
Thus, quick changes in already established reservations are not possible. While
it is not a problem when serving Constant Bit Rate (CBR) flows [2-5], it comes
to the fore in case of Variable Bit Rate (VBR) flows, which intensity vary with
time. Along with packets retransmissions, caused by inevitable transmission fail-
ures, it turns the choice of appropriate reservation parameters into a non-trivial
problem, especially when a served VBR flow imposes strict QoS requirements.
One approach here consists in reserving a redundant amount of channel time,
accounting for the worst possible situation. In this case, the flow can be trans-
mitted with required QoS though at cost of overall network degradation since
too much time is reserved in anticipation of the flow bursts.

To improve the situation, a random access method (like EDCA) can be used
jointly with channel reservations. The idea is to handle flow bursts and retrans-
missions by means of the random access method while serving the constant
component of the flow intensity inside periodic intervals. Indeed, random access
mechanisms do not need to wait for the nearest reserved interval to transmit
data and can start to contend for the channel after it remains idle for a spec-
ified duration. Thus, though experiencing backoff-induced delays and frequent
collisions, such mechanisms are able to handle variations of a VBR flow intensity.

Standardization activity of Wi-Fi community has resulted in emergence of a
heterogeneous channel access method in Wi-Fi. This method based on EDCA and
HCCA is not described very well and only few studies [8-11] consider its usage
for QoS provisioning. In this paper, we propose how to use the heterogeneous
access method to transmit a VBR flow with QoS requirements and build a
mathematical model of this transmission process. The model can be used to find
such parameters of the method which guarantee QoS requirements satisfaction
at the minimal amount of used channel time. Moreover, we demonstrate gains
which the heterogeneous access method achieves over the deterministic one.

The rest of the paper is organized as follows. In Sect. 2, we briefly review the
existing studies on heterogeneous access methods. We formulate the problem of
the paper in Sect. 3. In Sect. 4, we develop the mathematical model of the con-
sidered transmission process. In Sect. 5, we use the model to select appropriate
transmission parameters and demonstrate gains of the heterogeneous channel
access. Finally, Sect. 6 concludes the paper.

2 Related Papers

A number of papers study how to share resources between random and deter-
ministic access methods in Wi-Fi networks. For example, [12] investigates how to
share time between EDCA and HCCA to achieve the maximum overall through-
put. [7] considers coexistence of EDCA and MCCA in Wi-Fi Mesh networks
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and shows how EDCA throughput depends on the percentage of time reserved
by MCCA. As for the heterogeneous access, a few existing studies like [8] and
[10] mainly consider a heterogeneous access method defined in the Wi-Fi stan-
dard. In [8], the authors consider streaming of saturated data and show that
the more data is transmitted with HCCA, the higher is ratio of successful
transmissions. The authors of [10] propose to use a Markov decision process
to coordinate simultaneous usage of HCCA and EDCA to achieve maximum
channel utilization. However, none of the mentioned papers consider streaming
of data with QoS requirements other than throughput. The usage of heteroge-
neous access for transmitting data with QoS requirements is considered in [11]
where a good description/analysis of EDCA, HCCA as well as the heterogeneous
access method is presented. [11] proposes an enhanced admission control algo-
rithm which can be used to improve performance of almost any HCCA scheduler
as shown by simulation. However, so far no papers have studied how to transmit
unsaturated data with QoS requirements by means of a heterogeneous access
method, i.e., how to choose its transmission parameters to satisfy QoS. In this
paper, we fill this gap by developing a mathematical model of a VBR flow trans-
mission in the presence of noise with such an access method. We exploit the
mathematical approach from [6], which considers transmission of a VBR flow
with QoS requirements (delivery delay and packet loss ratio) inside periodic
time intervals.

3 Problem Statement

We consider transmission of a VBR flow between two stations. Packets of the
flow arrive strictly periodically (with period T;,) in batches of random size (the
batch size takes value j with probability pé-”, je{l,..., M}). Such structure of
an input flow corresponds to transmission of a video flow with RTP [1]. The QoS
requirements are represented by a) the bound on packet delivery time Dg,g and
b) the bound on packet loss ratio PLRq,g, so that the sender drops any flow
packet standing in the queue longer than Dg,s.

To transmit the flow, the sender uses a heterogeneous access method. For
that, the sender and receiver set up a periodic reservation with period T;.s
and duration Dg.; of the reserved intervals which is enough only for a single
packet transmission attempt. The sender transmits packets in the reserved time
intervals as well as outside them. The sender always transmits the oldest packet
in the queue. This packet is transmitted until it is successfully delivered or its
lifetime exceeds Dg,s. In the latter case, the packet is discarded and the sender
starts serving the next packet in the queue. Additionally, to control the number
of transmission attempts of a packet, the sender maintains a retry counter: each
packet can be transmitted no more than R times.

The probability of unsuccessful packet transmission equals gge; in reserved
time intervals and ¢,q, outside them. Since generally ¢rqn > qdet, the sender
uses the random access only for packets which will become outdated before the
next reserved time interval and, thus, will be dropped. We assume that the time
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Fig. 2. Time parameters

needed to get an access to the channel between two consecutive reserved time
intervals, i.e. in a contention-based interval, is an exponential random variable
with mean 1/\. The duration of the contention-based interval equals Tes — D get,
while the time needed to transmit a packet with the random access equals D4,
(see Fig. 2).

In the described transmission process, we need to choose such T,.s and R
that guarantee that the QoS requirements are satisfied while keeping the amount
of the used channel time as low as possible. To solve this problem, we develop
a mathematical model of the considered process which can be used to find PLR
as a function of T}.s and R.

4 Mathematical Model

4.1 Markov Chain

Further we assume that Ty.s < Tip, < Dgos. First, we split the time into slots
of duration 7 = ged(Tres, Tin), so that the beginnings of the reserved intervals
coincide with the beginnings of some slots. We express all time values in slots
(Fig. 3):

tres = —tin = —, lres,lin € N.
T T

VBR flow packets slots reserved intervals

£ t'res'T T
> > |

time

t t+1 t+2 t+3 t+4

Fig. 3. Packet arrivals and periodic reservation
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We model the transmission process as a discrete time Markov chain: we
observe the process at the beginnings of the reserved intervals and describe
the process state at some observation instant ¢ with three integer values
(h(t), m(t), r(2)).

h(t) represents the time the oldest batch has spent in the queue. We denote
& as the duration of time interval between a batch arrival and the beginning of
the next slot (£ is the same for all batches). Since nothing happens with batches
during time & after their arrivals, we virtually shift all batch arrivals up to the
beginnings of the next slots. To keep the process behavior unchanged, we decrease
the bound Dg,s by £ We define the age of a batch as the difference between
the current time and the batch arrival time. This definition is valid even for a
batch which has not arrived yet, though in this case its age is negative. Next, we
define the Head of Line (HoL) batch as the batch with the highest age among
all batches which are currently in the queue and batches which have not arrived
yet. We refer to the first packet of the HoL batch as the HoL packet. Finally, h(t)
is the age of the HoL packet (batch) expressed in slots. Thanks to the time shift
we made above, the age of the HoLL packet at any observation instant equals an
integer number of slots (h(t) € Z). m(t) is the remaining number of packets in
the HoL batch and r(t) is the remaining number of transmission attempts of the
HoL packet.

Due to the definition of h(t), it is always higher than —t;, since the next
batch arrives not later than (¢;, — 1) slots. Since the age of the HoL batch
cannot exceed Dgog, h < d = L@J.

Let the system be in state (h(t), m(t), r(¢)) at instance ¢. Further we describe
all possible transitions from this state.

h(t) < 0.In this case, the queue is empty and the next batch of size m(t) arrives
only |h(t)] slots later. By the next reserved interval the age of this batch simply
increases by t,.s slots. Thus, the process transits to state (h(t) +tyes, m(t),r(t) =
R) with probability 1.

0 < h < d—t,es. In this case, the queue is not empty and the sender transmits
the HoL packet in the current reserved interval. If not transmitted successfully,
the HoLl packet remains in the queue since it does not become outdated by the
next reserved interval. Possible transitions from state (h(t), m(t),r(t)) depend
on values of m(t) and r(t):

- m(t) =1 and r(¢) > 1. If the only packet of the HoL batch is transmitted
successfully (with probability 1 — gget), then the HoL batch leaves the queue.
The next batch, which size is 7 with probability p§”, is t;,, slots younger, what
makes the process eventually transit to state (h(t)—tin+tres, j, R) with proba-
bility (1—¢get) p;" Otherwise, if the HoL packet is not transmitted successfully
(with probability gq4et), the process transits to state (h(t)+tyes, m(t), r(t)—1).

- m(t) = 1 and r(t) = 1. In this case, the only packet of the HoL batch
anyway leaves the queue because of the retry limit. So, the process transits
to state (h(t) — tin + tres, j, R) with probability p;"
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— m(t) > 1 and r(¢t) > 1. The process transits to state (h(t), m(t)—1,R) with
probability 1 — gge+ and to state (h(t), m(t),r(t) — 1) with probability qget.

- m(t) > 1 and r(t) = 1. Since the HoL packet anyway leaves the queue
because of the retry limit, the process transits to state (h(t)+t,es, m(t)—1,R)
with probability 1.

d—t.es < h < d. In this case, the HoLL batch becomes outdated by the next
reserved time interval and leaves the queue by the beginning of the next interval.
Thus, the process transits to state (h(t) — tin + tres, j, R) with probability p;"
Having described all possible transitions, we are able to build the transition
matrix and find the steady-state distribution 7 (h, m,r) of the process states.

4.2 PLR Calculation

Given the average number of packets I;,, arriving into the queue during one tran-
sition and the average number of packets Iy;s discarded during one transition,
we can find PLR as follows:

I 1S
PLR = “%& (1)
Iin
I;, can be easily found as _
TTGS ] Z’n
7, = Tres 2005 @)

Tin
The calculation of Iz, is more complicated and presented below.
Packets can be discarded only during transitions from the following two types
of states: (a) states with » = 1 and 0 < h < d — t,.s and (b) states with
h > d—tcs. Let Ny;s(h, m,r) be the average number of packets discarded during
transition from state (h,m,r). If the state does not belong to the mentioned
types, then Ny;s(h,m,r) = 0. If the state belongs to type (a), then only the HoL,
packet can be discarded because of the retry limit if not transmitted successfully,
thus, Ngis(h,m,r) = qger. In case (b), the entire HoL batch becomes outdated
before the next reserved interval. It occurs Dg,5—h-T s after the beginning of the
current one. Outdating packets are transmitted with the random access method
with all transmissions performed within Dgog — h - 7 — Dget + Dyqn s following
the end of the current interval (see Fig. 4). This time, which we denote as T'(h),
cannot be higher than T,..s — Dget, thus, T'(h) can be accurately calculated as
follows:
T<h) = min{DQoS —h-7—Dget + Dran, Tres — Ddet}- (3)

To find Ngis(h,m,r), we need to find the probability distribution of the
number of transmission attempts, which can be performed in an interval of
duration T'(h). Let A(w;T') be the probability of exactly w transmission attempts
being possible inside a contention-based interval of duration 7. The number of
transmission in an interval of duration T cannot exceed W(T') = |T/Dyqn| + 1.
Thus, if w > W(T), then A(w,T) = 0. Otherwise, let t¥%¥ be the duration
of a time interval between the end of transmission ¢ — 1 and the beginning of
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Fig. 4. Usage of random access

mean 1/A. Thus, A(w;T) can be calculated as follows:

transmission i, 1 < i < W(T). t**" is an exponential random variable with

w+1
Z t¢*" < T — wDyan, Z > T = (Wt 1)Dpan) = (4)
w w+1
=P 4" <T = wDyan) — P(Y_ " < T — (w+ 1) Dyan),
=1 =1
where .
- )\’X’ — \X?
t —)\X —AX
N D s B o
=1 =0

Now, we are able to calculate Ndz-s(h, m,r) for transition from state with b >
d—tres. With probability 1 — gge; the HoL packet is successfully transmitted and
m — 1 remaining packets of the HoL batch are transmitted during the contention
interval. Since none of these packets has been transmitted before even once,
all of them have R transmission attempts. Otherwise, with probability gg.: all
the m packets are transmitted with the random access where the remaining
number of transmission attempts of the first packet equals r —1 > 0, while other
packets have R transmission attempts. Let the maximum number of transmission
attempts in the contention interval be equal to w (with probability A(w;T'(h))).
We consider transmission of n > 0 packets in a transmission window of size 0 <
w < W(T(h)). Let U(r,n,w) be the average number of packets not transmitted
successfully in this window, where r > 0 is the remaining number of transmission
attempts of the first packet. If n = 0, then U(r,n,w) = 0. For n > 1, the values
of U(r,n,w) can be found recurrently:

min{w,r}
U(r,n,w) = Z ¢t = gran)U(R,n — 1w — t)+
t=1
f(lli,rl‘{w”“}(l +U(R,n—1,w —min{w,r})). (5)

Combining (3), (4) and (5) we can calculate Ng;s(h,m,r) for h > d — t,.s:

W(T (h))
Nyis(h,m,r) ZA (w; T(h)) (qaetU(r — 1,m,w) + (1 — qaet ) U(R,m — 1, w)).
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Finally, I4;s can be calculated as follows:

Lgis = Z w(h, m,r)Ngis(h,m, 7). (6)

h,m,r

4.3 Channel Time Consumption

We define channel consumption C' as the percentage of the channel time occu-
pied by a flow transmission with the heterogeneous channel access method. C' is
composed of two components: C' = Cgyet + Chrqr- The former is the percentage of
the reserved channel time, and the latter is the percentage of the channel time
occupied by transmissions in contention-based intervals. Evidently,

Ddet
Tres

Cdet( res) - (7)
To find Cyapn, we denote Nyz(h,m,r) as the average number of transmis-
sion attempts performed with the random access during transition from state
(hy,m,r). f h < d — tyes, then Ny (h,m,r) = 0. For h > d — t,¢s, values of
Nz (h,m,r) can be calculated in a similar way as values of Ngs(h,m,r) are
calculated in Sect.4.2. Let V(r,n,w) be the average number of transmission
attempts performed in a contention-based interval to transmit n > 0 packets.
Here r > 0 is the remaining number of transmission attempts of the first packet,
while other packets have R transmission attempts, and w > 0 is the maxi-
mum possible number of transmission attempts in a contention-based interval.
If n = 0, then Ny, (r,n,w) = 0. For n > 1, the following recurrent formula can
be used:

min{r,w}
V(rn,w) = Z (ﬁa%(l _QTan)(t+V(R7n_ Lw _t))+
t=1
qﬂlfl‘{T “’}(min{r, wt+ V(R,n—1,w—min{r,w})).

Similar to (4.2), for Ny, (h, m,r) we obtain

W(T'(h))
Nig(h,m,r) Z Aw; T (h))(qaetV (r — 1,m,w) + (1 — qaet)V(R,m — 1, w)).

Finally, C4, can be calculated as follows:

Dyon
C7‘LL7L(T7'CS7R) = 7 ﬁ(hamvr)Ntw(hamar)'

res
h,m,r

5 Numerical Results

Let us show how to use the model to find appropriate parameters in case of
a video flow transmission over a Wi-Fi network with IEEE 802.11a PHY. We
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Fig. 5. The batch size distribution of the VBR flow

consider a VBR flow which batches arrive each T, = 40 ms and have the size
distribution shown in Fig. 5. The delay bound Dg,s equals 150 ms. The sender
transmits data packets of size 1500 bytes at the rate of 54 Mbps and ACKs are
transmitted at the rate of 6 Mbps, so that Dg.; = 312 ws and D,.,,, = 346 pus.
The probabilities of unsuccessful transmissions are the following: gge; = 0.05
and ¢pqn = 0.2. The mean access time 1/X equals 171 ps. This value is obtained
experimentally in a saturated Wi-Fi network with 10 stations all of which use
the EDCA random access mechanism and transmit best effort data at the rate
of 54 Mbps. Given all these parameters, we use the model to find PLR as a
function of R and 7.5, which is shown in Fig. 6. The same function but obtained
by simulation negligibly differs from the analytical one, that is why it is not
explicitly shown in Fig. 6.
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Fig. 6. PLR as a function of T.s and R
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Function PLR(T;.s, R) significantly drops at one points while raising at oth-
ers. To explain this, let us consider a reservation with period T}.s = 20 ms. In
this case, packets can become outdated only in the middle between two con-
secutive reserved intervals, thus, having approximately Dg.; mod T.s = 10 ms
to be transmitted with the random access method. Since 10 ms > 1/\, multi-
ple transmissions in a contention-based interval are possible. That is why, the
higher is value of R, the lower is the value of PLR. Another situation can be
observed if T,.s = 30 ms. In this case, outdating packets are never transmitted
with the random access since Dgos mod T;..s = 0 ms, what increases PLR values
in comparison with neighboring values of T}.c5.

It is worth to mention, that the developed model can be used to analyze
transmission with the deterministic access method: PLR can be found as for the
heterogeneous method simply by putting g.q, = 1, while channel consumption
is given by (7). We use this ability of the model to compare the heterogeneous
and deterministic access methods in terms of the minimal amount of the channel
time needed to satisfy the QoS requirements. Given a value of PLR,g, we find
such parameters Tyes and R, which guarantee that the QoS requirements are
satisfied at the minimal value of channel consumption C. We denote this value
as é(PLRQos)Z

C(PLRgos) :Tmi%.C(TremR) = C(Tres, R)
Rt N

Functions C (PLRgos) for the both considered methods are demonstrated in
Fig. 7. It shows that the heterogeneous access method outperforms the determin-
istic one for all relevant values of PLRg,s (107° ...1072) by reducing channel
consumption by 25-35%. Though achieving this gains requires adjustment of
the method parameters, this task can be successfully solved by means of the
developed mathematical model, what finally turns the proposed heterogeneous
method intro a more preferable choice for serving VBR flows.

i
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Fig.7. C (PLRgos) for heterogeneous and deterministic access methods
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6 Conclusion

In the paper, we have considered transmission of a VBR flow with a hetero-
geneous channel access method being a combination of the random and deter-
ministic. With this method, packets of the flow are transmitted in preliminarily
reserved periodic time intervals as well as outside them, so that retransmissions
and data bursts can be handled by means of the random access, while a constant
component of the flow can be served in reserved interval. We have developed a
mathematical model of this transmission process which can be used to find such
parameters of the heterogeneous method, which guarantee that QoS require-
ments of the flow are satisfied at the minimal amount of the used channel time.
It is shown that the heterogeneous method generally occupies less channel time
to satisfy QoS requirements then the deterministic one. The future work includes
further improvement of the model to make it account for possibility of erroneous
estimation of the transmission failure probabilities.
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Abstract. The objective of mobility load balancing (MLB) is to intelli-
gently spread user traffic load out on a network in order to avoid degrada-
tion of end-user experience and performance due to overloaded or con-
gested cells. The load standard deviation (LSD) as a new key perfor-
mance indicator (KPI) for MLB performance evaluation has been pro-
posed in the paper. The paper aims to minimize the LSD over network
level for equally spreading cell load out on a network with low radio
resource control (RRC) signaling load. To support the MLB function
enhancement for self-organizing network (SON), the novel MLB algo-
rithm has been proposed in this paper. The performance of the algorithm
has been analyzed and compared through computer simulations as well.

According to the results, we found that the proposed MLB algorithm
can reduce the LSD from 7.48% to 60.74%. On the other hand, we
observed that the proposed MLB algorithm required 10.79 % more han-
dovers than the non-MLB operation.

Moreover, the overall number of RLF was produced as many as 140
from the proposed MLB algorithm operation. This information indicates
that MLB and mobility robustness optimization (MRO) coordination is
needed for reducing the number of RLF. Furthermore, looking at the
impacts of RLF, we can conclude that MRO should have higher priority
than MLB.

Keywords: LTE - Self-organizing networks - Mobility load balancing

1 Introduction

A small cell access point (AP) is a nomadic or mobile access point with small
size supporting cheap wired and wireless convergence services by connecting a
mobile phone with the Internet in indoor environments such as home and office.
Although it is similar to a Wi-Fi access point in a functional aspect point of
view, it is different that a primary role of a small cell access point is to relay a
mobile phone call unlike a Wi-Fi AP.

© Springer International Publishing AG 2016
O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 205-216, 2016.
DOI: 10.1007/978-3-319-46301-8_17
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Small cell deployments are expected to occur in different scenarios, such as
venues, enterprise, dense urban residential and business areas. These scenarios
include both uncoordinated deployments with customer and coordinated deploy-
ments with the operator, or small cell vendors.

The self-organizing network (SON) function includes both network self-
configuration and self-optimization functions. In a SON architecture aspect, SON
functionalities are divided into two types: a distributed SON (dSON) and a cen-
tralized SON (cSON).

The dSON algorithm is executed locally at the individual small cell to get
a fast interaction with the direct neighborhood. UE specific information and
rich input data sets are easier implemented locally by dSON. The dSON entities
autonomously adjust local parameter settings within each Home eNB (HeNB),
or interacting with neighbor HeNBs over X2 interface. On the other hand, the
¢SON algorithm requiring wide area visibility and parameter settings, without
the need for fast response times is performed at a central server (a.k.a. SON
server).

Therefore, a hybrid architecture for SON combines with interacting cSON
and dSON components. A ¢SON entity collecting information like performance
counters retrieved from the small cell could be seen as a part of the network
manager (NM) and/or of the element manager (EM) and provides guidelines
and parameter ranges to dSON functions.

The mobility load balancing (MLB) by cell reselection in radio resource con-
trol (RRC) idle mode has been studied in [1], and the MLB for RRC connected
mode has been proposed in [2—4]. Although a few problems have been addressed
in these papers, the MLB problems when both serving cell and neighbor cell were
in overload status have not been addressed, yet. Moreover, the additional RRC
signaling load regarding early HO should be considered in MLB algorithm in
order to apply for a live LTE network. The objective of our MLLB approach is to
intelligently spread a load of cells out on a network with low RRC signaling load
nevertheless in this severe overload status. The load standard deviation (LSD)
as a new key performance indicator (KPI) for MLB performance evaluation has
been proposed as well.

The rest of this paper is organized as follows. Section 2 describes the system
model and assumptions considered in this paper. Details of the proposed MLB
algorithm are presented in Sect. 3. We then provide the simulation environments
and results in Sect. 4, and offer some concluding remarks in Sect. 5.

2 System Model

There are two load balancing (LB) strategies to perform load balancing by SON
function over LTE system level. One is to modify downlink (DL) power such
as reference signal power or antenna tilt. However, degradation of coverage in
reduced power cells can be archived by this strategy, and over-provisioning of
power amplifiers in increased power cells can be required. This can be one of
the reasons that the cost of small cell AP is increased. The other is to modify
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handover (HO) parameter such as cell individual offset (CIO). The CIO is a
target parameter for mobility load balancing (MLB). Although this strategy can
overcome the cons of DL power modification, free resource of neighbor cell is
needed to archive the pros of load balancing.

With regard to MLB, early HO is needed in case of overloaded cell, and
delayed HO is needed in case of normal loaded cell for MLB optimization.

The handover procedure to provide mobility management is one of the main
features in the 3rd generation partnership project long term evolution (3GPP
LTE). The HO procedure in 3GPP LTE is started with measurement report
(MR) message transmission from a UE to its serving cell in a first stage. The UE
monitors the reference signal received power (RSRP) of reference symbols or ref-
erence signal received quality (RSRQ) on downlink channel based on cell-specific
reference signals (C-RS) periodically. If the conditions for MR transmission is
satisfied with the signal strength, the UE sends the corresponding MR indicating
the triggered event. In this paper, the event A3 and MR messages in [6] are used
for our MLB optimization. Equation (1) shows the entering condition of event
A3 in case that a neighbouring cell becomes offset better than PCell.

Mn"‘ofn""Ocn_HyS>Mp+Ofp+Ocp+Off7 (1)

where M, is the RSRP(or RSRQ) of the neighbouring cell. Oy, is the frequency
specific offset of the frequency of the neighbour cell. O, is the cell specific offset
of the neighbour cell. M, is the RSRP (or RSRQ) of the primary cell (PCell). Oy,
is the frequency specific offset of the primary frequency. O, is the cell specific
offset of the PCell. Hys is the hysteresis parameter for this event. Of f is the
offset parameter for this event (i.e. a3-Offset).

In this paper Oy, and Oy, are ignored, since inter-frequency scenario is
excluded. Of f is also removed, since target parameters for our MLB algorithm
are Og¢p, and O, only. If there are multiple neighbors along with a UE, a UE
has several M,s, O¢,s, and Og,s. They are considered as candidate target cells
in this paper.

Equations (2) and (3) show the resource block utilization ratio (RBUR) over
a HeNB level and a network level respectively.

" Nug,
() = 2 0n ), @

where py, (t) indicates the RBUR on tth time slot over kth HeNB. Ny g, (t) indi-
cates the number of the physical resource block allocated to jth UE connected
to kth HeNB on tth time slot. m is the number of UE connected to kth HeNB.

C' is the total number of carrier per a HeNB. B is the total number of physical
resource block (PRB) per carrier.

K M
o(1) =3 o (1) = 22z 0B, Q
k=1
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where p(t) indicates the RBUR on ¢th time slot over overall network level.

Nyg, (t) indicates the number of the physical resource block allocated to ith

UE on tth time slot over overall network level. M is the total number of UE over

overall network level. K is the total number of HeNB over overall network level.
The LSD is defined as

U: ¢ S (o) — (1)) "

where p(t) = M and n is the total number of time slot .
Our proposed MLB algorithm aims to minimize ¢ over network level in order

to spread their load equally out with low RRC signaling load.

3 Proposed MLB Algorithm

As stated before, the LSD in Eq. (4) is defined newly as a key performance indi-
cator (KPI) in terms of MLB algorithm performance evaluation. An appropriate
UE for early HO should be selected to satisfying this goal in the first stage, and
then CIO values of each UE should be adjusted within safty range to avoid a
radio link failure (RLF) for early HO.

Table 1 shows Q-OffsetRange (a.k.a. cell individual offset CIO), defined in [6].
The values are in dB. Value dB-24 corresponds to -24 dB, dB-22 corresponds to
-22 dB and so on. The Q-OffsetRange was used to indicate a cell specific offset
such as O, or O, to be applied when evaluating triggering conditions for event
A3 measurement reporting.

Table 1. Q-OffsetRange

Q-OffsetRange := ENUMERATED {dB-24, dB-22, dB-20, dB-18,
dB-16, dB-14, dB-12, dB-10, dB-8, dB-6, dB-5,
dB-4, dB-3, dB-2, dB-1, dB0, dB1, dB2, dB3, dB4,
dB5, dB6, dBS, dB10, dB12, dB14, dB16, dB1S,
dB20, dB22, dB24}

Figure 1 explains the basic concept and procedure of the MLB algorithm.
Given that five UEs are connected to the HeNBI1, three UEs are located at cell
edge area and two UEs are located at the center of cell area. When the RBUR
paenp1 of HeNB1 is more than overload threshold T H,yerioad, the proposed
MLB Algorithm 1 is performed over the HeNB1. If RRCConnectionReconfigura-
tion in order to adjust Oy, or O, of event A3 should be sent to all UEs, heavy
RRC signaling load is generated. To avoid this drawback, the appropriate user
equipment (UE) selection procedure located in cell edge by periodic MR was
added into our MLB algorithm. The UEs at cell edge are with RSRP values less
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Fig. 1. The proposed MLB algorithm concept

than T'Herying and more than T'Hygpget. Moreover, if both the serving cell and
the neighboring cell are in a similar overloaded status, the conventional MLB
operation make unnecessary HO or ping-pong HO as well as signaling overload.
Therefore, we took T Hjoadgap into account to resolve this defect. O, of event
A3 over the target cell is increased and O, of event A3 over the target cell is
decreased. Consequently early HO has been made forcibly.

Where H indicates the set of HeNBs. H = {hq, ha, ..., hx }, where K is the
number of the HeNBs. U indicates the set of UEs located at cell edge with RSRP
values less than T Hepying and more than T Hyigrger. U = {u1, ug, ..., upr }, where
M is the number of the UEs. CT indicates the set of candidate target cells belong
to U. CT = {cty, cta, ..., cty}, where L is the number of the candidate target cells
belong to U. ps is the load of serving cell. p., is the load of {th candidate target
cell. THoperioad is the threshold value with respect to overload. T'Hjoqagap is
the threshold value with respect to load differentiation between source cell and
target cell.
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Algorithm 1. The proposed MLB algorithm
1: Collecting the resource usage information of Hi
2: for h; to hx do
3: if Phy, > T'Hoverload then

4: Finding current active U located at cell edge and belong to hg;
5: Finding CT belong to U;

6: for u; to ups do

T for ct; to ctr, do

8: if ct; = max. RSRP then

9: if (ps — pet;) > THioadgap then

10: Ocn += AQ-Of fsetRange of A3 event over cty;
11: Ocp —= AQ-Of fsetRange of A3 event over cti;
12: send RRCConnectionReconfiguration to tm,

13: end if

14: end if

15: end for

16: end for

17:  end if

18: end for

4 Simulation

4.1 Simulation Environments

The simulations assume the small cell parameter values modified from scenario
#3 (dense) in [7] to consider practical smartphone test environment (LTE FDD
Band 3). This paper simulates an urban environment where the users are walking
at 1 m/sec with circular footprint. Table 2 describes the simulation environments
using the detailed parameters and assumptions in this paper. In this work, we
implemented the MLB algorithm with an LTE model of the NS-3 simulation
environment in [8]. Moreover, the RLF in [5] was implemented, since there was
no RLF implementation in current version of NS-3 simulation environment.

Figure 2 shows the cell layout topology for the simulation. The load status of
HeNBs is expressed by green (normal status) and red (overload status) colors.
The overload threshold was 0.7. This means that HeNB goes into the overload
status if it is spending PRB over 70 % comparing to total own PRB. The evolved
packet core (EPC) includes core network interfaces, protocols and entities such
as the mobility management entity (MME), the serving gateway (S-GW), and
the packet data network gateway (PDN-GW). the application server provide
UEs with LTE application service. Video service regarding QCI 2 (GBR video
call) is implemented in this simulation.

4.2 Simulation Results

Figure 3 presents RBUR p(t) per HeNB without an MLB algorithm. As we can
see in the figure, the fluctuation of RBUR per HeNB is kept on very low status,
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Table 2. Simulation Parameters and Assumptions

Parameters

Settings

System bandwidth per carrier

20MHz,
Number of PRB (Physical Resource Block) =100

Carrier frequency

1.8 GHz,
[Band 3 frequency (fc)]
DL = 1842.5 MHz
UL = 1747.5 MHz

[Band 3 EARFCN]

DL = 1575
UL = 19575
Carrier number 1
Total BS TX power 24 dBm
Number of cells 10
Inter-site distance (ISD) 30m
Antenna pattern Omni-directional
Number of UEs 80

Path loss (PL)
(non-line-of-sight (NLOS))

147.4 4+ 43.31og,(R),
distance R in km

Shadowing

standard deviation (o) = 4dB

UE mobility model

circular way (radius = 10m, speed = 1 m/sec)

deployment scenario

urban

MAC scheduler

channel and qos aware (CQA)

UE dropping

* 50 % mobile UE: Randomly and uniformly
distributed over whole area.

* 50 % fixed UE: Randomly and uniformly
distributed over limited handover available area
(cell edge) only.

T Hoverload 0.7

T Hioadgap 0.1
Hysteresis 2dB
time-to-trigger (T'TT) 256 msec
Simulation time 605 sec

since there is no MLB operation as well as identical UE circular mobility pattern

when time goes by.

However, we can see the big fluctuation of each RBUR in Fig.4 due to the
effect of MLB operation. The overload compensation at network scope is per-
formed by the forced early HO depending on MLB algorithm.

Figure5 describes average RBURs p(t) per HeNB with MLB and without
MLB. The overall average values of RBUR with MLB operation and without
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Fig. 2. Simulation cell layout topology
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MLB operation have 8.1 and 7.7. While, their standard deviation values are 0.05
and 0.12, respectively. This indicates we can get smaller deviation of average
RBUR by MLB operation. It means that MLB operation provides safety load
balancing on network scope, although MLB operation requires bigger average
value of RBUR.

Load Standard Deviation (LSD)
0.13

012 f R T

o1 | \
01 |

LSD
o
S

\
0.07 \
0.06 | LY e e )
\ /
0.05 + \ W/_MLB
W/O_MLB
0.04

100 150 200 250 300 350 400 450 500 550 600

time [sec]

Fig. 6. Load standard deviation (LSD) KPI for MLB gain

As mentioned in previous section, we defined the LSD for new KPI in terms
of MLB performance evaluation. Figure6 shows we can reduce the LSD from
min. 7.48% to max. 60.74% by the MLB algorithm when time is increased.
This information indicates that we obtained safety load balancing performance
increase from min. 7.48 % to max. 60.74 % by the proposed MLB algorithm.

The MLB algorithm makes early HO by adjusting CIO parameters such as
O¢n and Oy, forcibly, so that more number of HO is need. We can call this MLB
cost for MLB operation. As can be seen in Fig. 7, we found that extra HOs are
needed more as much as 10.79 % for the MLB operation.

Figure 8 presents the RLF count per HeNB generated by early HO that is
the result of MLB operation. The overall number of RLFs is 140 and HeNB1 has
the greatest number of RLFs since there are most of UEs that are the targets
for early HO around HeNB1. This RLF count took a consideration into MLB
cost for normal MLB operation. This histogram shows us that MLB and MRO
coordination is needed for avoiding RLF increase prior to MLB operation. MRO
should have higher priority than MLB for the clean RLF.
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5 Conclusions

In this paper, we discussed important properties such as MLB gains and costs
that take place in the proposed MLB algorithm operation over LTE system.
The objective of this paper was to minimize LSD over network level in order
to spread their load equally out with low RRC signaling load. To analyze and
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evaluate the performance of the proposed MLB algorithm, LTE small cell urban
environments where users are walking at 1 m/sec with circular footprint were
simulated.

As we can see in the simulation results of Sect. 4.2, we found that the pro-
posed MLB algorithm can reduce LSD from min. 7.48 % to max. 60.74 %. On the
other hand, we observed that 10.79 % of handovers happened more for the pro-
posed MLB operations compared to the number of handovers without an MLB
algorithm. Moreover, the overall RLFs are produced as many as 140 times from
the proposed MLB algorithm operation. This information indicates that MLB
and MRO coordination is needed for reducing the number of RLF. Furthermore,
looking at the impacts of RLF, we can conclude that MRO should have higher
priority than MLB.

We leave the study of the performance evaluation with regard to RRC sig-
naling load impact and threshold of load gap T'Hjsqdgap effect in the proposed
MLB algorithm for further research.
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Abstract. Cellular network assistance over unlicensed spectrum tech-
nologies is a promising approach to improve the average system through-
put and achieve better trade-off between latency and energy-efficiency
in Wireless Local Area Networks (WLANs). However, the extent of
ultimate user gains under network-assisted WLAN operation has not
been explored sufficiently. In this paper, an analytical model for user-
centric performance evaluation in such a system is presented. The model
captures the throughput, energy efficiency, and access delay assuming
aggressive WLAN channel utilization. In the second part of the paper,
our formulations are validated with system-level simulations. Finally, the
cases of possible unfair spectrum use are also discussed.

1 Introduction and Motivation

Today, modern Wireless Local Area Networks (WLANSs) are widely utilized all
over the world. This is due to their low deployment and service costs, relatively
simple channel access protocols, and ubiquitous availability of radio interfaces
on most of the contemporary user devices. Being a major technology trend,
IEEE 802.11 (WiFi) took its niche as one of the most popular wireless com-
munication solutions [1]. It utilizes unlicensed bands (2.4, 5 GHz), thus allowing
for unrestricted high-speed connectivity between users and network infrastruc-
ture. Based on its previous editions, the current protocol version [2] introduces
advanced Medium Access Control (MAC) mechanisms built over a wide range
of Physical (PHY)-layer features that altogether support the steadily growing

numbers of networked devices!.

! See Ericsson mobility report: On the pulse of the Networked Society, http://www.
ericsson.com/mobility-report.
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On the other hand, cellular network operators are increasingly willing to
offload their excess traffic demand onto unlicensed bands? by e.g., leveraging
direct connectivity between user devices in license-exempt spectrum. With such
cellular network assistance, there exists an opportunity to manage and improve
performance of the conventional WLAN deployments [3,4]. Similar approaches
have been investigated from various perspectives and shown to offer throughput
and energy efficiency benefits [5]. However, we believe that the ultimate capabili-
ties of network-assisted WLAN operation have not been studied conclusively. For
instance, the potential of novel MAC algorithms and “adaptive scheduling” [6]
remains largely unexplored in this context.

Fig. 1. Topology of the considered scenario

More specifically, the tentative performance gains with network-assisted traf-
fic offloading have been considered in the past by relying on WiFi-Direct con-
nectivity [7], as well as employing anchor access points as part of the cellular
infrastructure [8]. We expect that the practical advantages of integrating the
WLAN connectivity with system-wide cellular network management would grow
further over the following years [9,10]. This should result in generally improved
levels of performance that current IEEE 802.11 system deployments would gain
with added cellular network assistance.

The above considerations call for revisiting the existing WiFi-specific perfor-
mance evaluation models to determine the optimal network-assisted operation of
real-life WLANSs. In this work, a model for aggressive channel utilization based
on regenerative analysis is discussed. It allows to quantify system performance
with high scalability by operating with only a small number of parameters and
thus may be preferred over traditional Markov chain based approaches [11,12].

2 See Cisco Visual Networking Index: Global Mobile Data Traffic Forecast, http://
www.cisco.com/c/en/us/solutions/collateral /service-provider/visual-networking-
index-vni/mobile-white-paper-c11-520862.html.
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To illustrate its capabilities, we model the network operation for static and
dynamic user arrivals. Finally, we overview our developed technology prototype
that continues the authors’ previous work in [13]. The described demonstrator
features a conventional Linux laptop with a custom-compiled kernel WiFi module
and a traffic generation software in order to mimic the case of aggressive channel
utilization, as it is demonstrated in Fig. 1.

The rest of this text is organized as following. In the following section,
the WiFi-specific Binary Exponential Backoff protocol operation and the cor-
responding analytical model are briefly reviewed. The numerical results and the
model validation are elaborated in Sect.3. The final section summarizes the
work-in-progress and concludes this paper.

2 Case Description and Analysis

In this work, we consider the conventional IEEE 802.11n MAC operation, which
utilizes the so-called Distributed Coordination Function (DCF') based on Binary
Exponential Backoff (BEB) protocol for collision resolution and Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) mechanism [14] operat-
ing in the Request-To-Send /Clear-To-Send (RTS/CTS) mode.

For the sake of simplicity, we consider a single Access Point (AP) in our
network together with M stationary devices connected to it. We also assume
that all of the WiFi devices are operating in the “aggressive” saturation mode,
that is, their traffic queues are always full whenever they initiate a transmission.
Another important assumption is that the co-located cellular network always
has an up-to-date knowledge on the number of devices connected to the AP or
residing in its range, since we only consider multi-radio devices with two radio
interfaces, WLAN and cellular.

The RTS/CTS based channel reservation mechanism — employed whenever a
particular device seizes a channel for transmission — operates as a four-way hand-
shake. The system in question is primarily controlled by three parameters: the
initial backoff window W, the backoff stage m, and the retransmission counter
K. If the channel is not reserved during the Arbitration Inter-Frame Spacing
(AIF'S) interval, the tagged device is applying a backoff procedure before com-
mencing its data transmission attempt.

Hence, the Backoff Counter (BC') value is selected uniformly from the interval
0 to Wy—1, and the current contention window value is denoted as W;. After each
idle slot, the BC' value is decremented. Whenever it reaches zero, a transmission
attempt is initiated. In case there are two or more simultaneously transmitting
users, a collision is detected at the AP side. As long as the packet is not discarded
(K still allows to retransmit), the CW is doubled (W; = 2W; — 1) to reduce the
collision probability and the BC' is generated again.

It is important to note that equipment vendors set the maximum limit for the
CW as CWyae = W{". However, if there have been more than K unsuccessful
transmissions of one packet, it is discarded and the corresponding data is lost.
A diversity of WiFi chipsets available on the market calls for harmonization of
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the utilized BEB parameters to achieve efficient and fair medium access. To this
end, our considered analytical model may be applied to select the corresponding
set of MAC parameters in a close-to-optimal manner.

Over the recent years, multiple research papers use Markov chain based tech-
niques to analyze the BEB scheme [15,16]. However, it may be difficult to scale
such models to study all the system parameters of interest due to the fast state
space growth. Fortunately, there are alternative analytical approaches to evaluate
the performance indicators in case of saturation, which are based on regenera-
tive analysis. We believe the latter may be scaled better and capture the system
behavior more efficiently [17,18].

In what follows, we discuss an analytical model to optimize the BEB parame-
ters for network-assisted WLAN operation with aggressive channel utilization.
First, we characterize the number of successful transmissions and the corre-
sponding transmission attempts. Accordingly, the well-known collision probabil-
ity expression can be written as follows

)M, (1)

where M —1 is the number of contending devices that may collide with the tagged
user during a time slot and p; is the transmission probability for a device, i.e.,
the probability for a user to start its transmission in a randomly chosen time
slot. This value may be obtained as

pczlf(lipt
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where B() is the number of packet transmission attempts for a given regeneration
cycle it" related to the duration of the i*" cycle in slots D).
Therefore, the probability of a successful transmission can be derived as

M . 1— . M-—1
ps = 1p<(1 ppz)]w : (3)

Further, we may develop the discussed analytical approach for a case when
some of the packets may be discarded based on the number of retransmission
attempts K and the backoff stage value m. In order to produce the respective
transmission probabilities, we need to evaluate the average number of transmis-
sion attempts E[B] during the i*" cycle as

REC . KL K41 _ 1=-pEt!
E[B] = ;ZPr{B:z}:(l—pc) ;zpé + (K +1)p? =g (4)

Additionally, we have to take into account the number of transmission
attempts E[DY?] as
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Finally, we determine the sought transmission probabilities by calculating (4)
for both (5) and (2). After straightforward technical transformations, we arrive at
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where p; is for the case when K < m and p? stands for K > m. As the last
step, by taking into account the results from (6), we produce the probability of
a successful transmission with (3).

3 Numerical Results

In this section, we evaluate the considered analytical approach by utilizing a sim-
ple MAC-layer WiFi simulator. Correspondingly, the main operating parameters
are summarized in Table 1. Our subsequent results are divided into two groups:
the overview of possible BEB optimization opportunities for network-assisted
WLAN deployments; and the case when the number of saturated multi-radio
devices varies uniformly.

Table 1. Core system parameters

Parameter Value

Packet size 1500 bytes

PHY data rate 65.0 Mbps
Number of users 5 to 100

Initial backoff window Wy 2 to 1024

Backoff stage R 2 to 14

Short retry limit K 7, 00

Maximum simulation duration | 30 min or 10° slots

Based on a live trial reported in [19] and executed in Mountain View, Cali-
fornia, the average number of devices connected to one AP is fluctuating below 5
during the day. In this work, as the worst case, we assume 5 times more devices
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that have an active saturated connection to a single AP. Along these lines, we
study a set of cases in order to obtain insights into the best initial Contention
Window and Retransmission Counter values based on the successful transmis-
sion probability. Accordingly, we estimate the probability that a packet has been
successfully delivered if its transmission is attempted by the tagged user.

The results for the actual average number of devices is shown in Fig. 2(a).
Here, the horizontal line represents a suboptimal algorithm based on the app-
roach from a well-known work in [20]. In this case, the system has knowledge of
the total number of users (via the cellular network assistance) and each of the
user devices is only allowed to utilize the corresponding channel access proba-
bility (which can be easily recalculated into the initial CW and RC values).

Further, our simulation tool was calibrated with the discussed analytical
framework and the example for Wy = 16, R = 6, and K = 7 is shown in Table 2.

n n
However, Jain’s Fairness Index (J = (3 2;)?/n Y x;%) [21] demonstrates that
the numbers of successful transmission; zicross thle 111sers are not equal. This cru-
cial BEB operation feature is related to the Channel Capture Effect issues [22].

Table 2. Calibration between simulation and analysis

Number of users | ps, analysis | ps, simulation | Jain’s index
10 0.32792 0.32563 0.90665
20 0.35368 0.35822 0.94976
30 0.36366 0.36833 0.96009
50 0.37025 0.37706 0.97315

As shown in Fig.2(a), there is only one optimal point (see the peak in the
plot) with the backoff parameters of Wy = 5 and R = 2. In order to optimize
the system operation, the values need to be updated accordingly for each of the
devices through the AP and in coordination with the cellular network assistance
function. The step-wise behavior in the right side of the plot is due to a decreased
saturation in the channel, i.e., the initial contention builds up as the channel
access time increases.

The corresponding results for 10 users are illustrated in Fig.2(b). Clearly,
there is more than one peak, that is, the best successful transmission probability
may be achieved in a number of ways by selecting the alternative pairs of BEB
parameters. Here, to consider only one of those, the middle part of this cluster
of points may become an adequate option (Wy = 4, R = 4). This is due to a
lower influence of the capture effect, and the initial CW value does not affect
the operation in terms of the initial transmission delay either.

Finally, we increase the number of contending devices to a larger value of 100 in
Fig. 2(c). We see that the number of peaks also increases and make a similar deci-
sion as in the case for 10 users to choose the suboptimal operating point. Therefore,
for 100 devices, the BEB parameters may be chosen as Wy = 4 and R = 4.
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Fig. 2. Successful transmission probability for different numbers of users

We continue by modeling dynamic user arrivals and thus utilize the following
setup. The devices attempt to access the channel over an interval of time equal
to 5,000 slots. The randomly chosen 10% of the maximum number of users
are inactive, while others keep transmitting or activate. If a user was applying
the backoff procedure in the previous operating interval, the BEB parameters
remain the same in the current one. In case a device has just activated, the BEB
parameters are set to the initial values.
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Fig. 3. System throughput

The BEB setup for this experiment was configured according to the widely-
used MadWifi driver® as Wy = 16, R = 6, and K = 7. All of the users are
operating in the “lossy” mode [23], that is, packet drops are possible according
to the Short Retry Limit value. The results for the system throughput (Fig.3)
fully support our previous discussion by indicating the same average throughput
value for all the algorithms, while fairness may be optimized for higher numbers
of devices.

The system operation from the delay perspective is illustrated in Fig. 4. The
optimized solution shows better results even for the small number of devices
(Fig.4(a)). This is generally due to shorter channel access times. The standard

3 See ath9k, https://wireless.kernel.org/en/users/Drivers/ath9k/.
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Fig. 4. Packet transmission delay

backoff procedure with the RT'S/CTS mechanism requires each device to wait for
at least the first CW interval that may be significantly longer than the one with
the optimized BEB parameters. Additionally, the default parameters have more
impact on collision resolution time in case of higher numbers of users (Fig. 4(b)
and (c)).

The delay performance is directly connected to that of energy efficiency [24],
which is shown in Fig.5. We quantify the energy efficiency based on 100 mW
idling power, 200 mW RX, and constant 100 mW + the transmit power for
TX [7]. The optimized solution enjoys faster collision resolution and thus the
users are attempting to transmit more frequently when their number is low
(Fig.5(a)). On the contrary, as the number of devices grows, the optimized
parameters make users backoff for longer time intervals (Fig.5(b) and (c)).
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Fig. 5. Energy efficiency

Due to a lower impact of idling and RX power, the reduced collision rate leads
to smaller energy consumption.

Summarizing the above, we verified our custom-made modeling tool with the
developed analytical model in the saturation regime. Further, we studied the
dynamics of user arrivals in the network-assisted WLAN system and can con-
clude that cellular assistance may bring significant benefits for all the considered
performance indicators.

4 Current Work and Conclusions

In this section, we briefly discuss the system prototype under development and
the available options for software-based traffic load generators. In a nutshell, our
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prototype operates by utilizing a conventional Linux laptop equipped with an
open-source WiFi driver. It is running an iperf server* in order to mimic the
intended aggressive channel utilization. The main feature of this testbed is in
its ability to generate artificial load, i.e., it is possible to emulate the needed
number of users by only modifying the BEB operation of one user. We note that
more expensive APs on the market can also update the MAC parameters on the
devices dynamically.

Importantly, as Linux systems allow their users to recompile the core mod-
ules, a malicious person may modify the BEB parameters in an offensive way,
e.g., by setting CW, BC, and K to near-zero values. Should such a person be
located in a public hot-spot (see Fig. 1), the attacker’s device would transmit
almost immediately without the initial channel sensing and/or waiting intervals
used by others. Said attacker would then achieve a better channel utilization,
while the remaining “fair” users would continue resolving their increased colli-
sions as it was shown in the previous section. Preventive measures may thus be
necessary to detect and protect from this and similar types of attacks.

Summarizing, in this work we studied the relations between the number of
devices, the backoff parameters, the access delay, and the energy efficiency for
cellular-assisted IEEE 802.11-based networks. Our results were obtained for both
static and dynamic user arrival models. The considered optimization procedure
was shown to provide improved system-wide fairness as well as generally better
performance. Finally, we presented a capable testbed that may be employed to
study more subtle real-world effects of network-assisted WLAN operation.
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Abstract. For queuing systems with two incoming flows and single channel
with randomized priority and push-out mechanism were obtained analytical
expressions of generating function and loss probabilities. As general parameters
for model control were used push-out probability 0 <« <1 and probability of
selecting service packets from first flow rather than second 0 < ff < 1. Theo-
retically and experimentally found that in certain combinations of incoming
flows load factors loss probabilities dependence may be linear. This behavior is
called “law of linear losses”. Areas where this effect is shown are called “areas
of linear behavior”. In article shown such areas for considered randomized
priorities system.

Keywords: Priority queuing - Randomized push-out mechanism + Randomized
priority

1 Introduction

Simplest queuing systems considered enough in details. These models are getting
complicated by increasing the amount of incoming flows or service channels and
limiting system buffer size. However, there are several ways more to change behavior
of queuing models. One of them is introduction of push-out mechanism. In classical
literature, considered cases of his absence and deterministic pushing out. In [1-3]
considered a generalization of these two cases as a randomized push-out mechanism.
This method of model characteristics control was shown to be effective and allowed to
change the loss probabilities in the tens of percent.

It is also possible to add a priority on service in the system, i.e. clearly indicate
which flow prevails over others. Such cases are considered for the preemptive and
relative priorities in [1-3]. In works related to priority queuing models also considered
two more kinds of priorities: alternating and randomized [4]. Alternating priority was
studied by authors of this article in [6]. Just switching priority between two type of
incoming packets had very strong influence on model behavior.

For classification of priority queuing models usually used Kendall’s notation [5]
with extension introduced by Basharin [4]. For a description of the priority system has

been used a symbol fij . Originally, i takes the values: i = 0 (no priority), i=1 o
(non-preemptive priority), i = 2 (preemptive priority). The superscript j chosen out of
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the two values: j=0 (no push-out), j =2 (deterministic push-out). Following
Vilchevsky recommendations, lets use j = 1 for randomized push-out. Value i = 3 was
used for alternating priorities [6]. Furthermore, in this paper we propose to reserve
i =4 for randomized priority. Model which will be studied in this article can be
classified using described notation as where i = 4.

In this paper, proposed to investigate the combination of randomized priority and
randomized push-out mechanism when before every stage of requirements selection
out of storage takes place a random selection of requirements with specified probability

f. And proposed model can be described using extended notation as My /M /1/k/f}.

2 Building Kolmogorov’s System of Linear Equations

Studying queuing systems starts with consideration of phase space. For model with two
incoming flows randomized push-out mechanism and randomized priority, where
before packet from each flow is taken for service with specified probability phase space
can be specified as

Q={0}u{(n,m):n =0,k—1,m=0k—i—ny}. (1)

State {O} means totally empty system, when buffer and service channel are empty.
Other states (1, n,) mean that model has busy service channel and n; packets from first
flow in buffer and n, from second. Sum of them can’t be greater than buffer size
(k= 1).

According to phase space, probabilities of different model states expressed as

Po(t), Pun,(t) = P{N1(t) = n,N,(t) = ny}.

All these probabilities satisfy normalization condition

g n 1y nz

HM»

According to Markov’s theorem [5] process in this model is ergodic. So can be
introduced final probabilities for model states

PO = lim PO(I)apnl,nz = tli{?opnl,nz(t)?(nl = Oakf 17”2 = O;kf 1 7”1')

1—00

In this model is used randomized priority. As a main parameter used f = & as
probability of choosing packet from first flow on service rather than from second.
&, = 1 — f is probability of packet from second flow being chosen.

State graph of model with phase space (1) presented on Fig. 1. Using this graph
was built system of balance equations
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Fig. 1. State graph for system 1\7[2/M/1/k/f41

Balance equation for state {O} will have only two unknown probabilities
—(A1+22)Po + pPop = 0.
Also probability Po will be in equation for state (0,0)
—(A1+ 22+ WPy + (A1 + 22)Po + u(Po + P1o) = 0.
By substituting P obtain following balance equation
—(A41 + Z2)Poo + u(Po, +P1p) = 0.

Then we can modify state graph (Fig. 1) and remove state {O} and use following
equation for getting P,

Po=—-Pyp
P
Balance equations will not change for both state graphs and looks like

—(A1+22)Poo + u(P1o+Po1) =0,(i=0,j=0),

—WPr 10+ 2Py 21+ 0AiPr a9 =0,(i=k—1,j=0),

—(O().l + H)PO,J(,l +).2P0yk,2 =0, (i =0,j=k— l)7

— (A4 Ao+ w)Poj+ e uPyj+ pPojy + 2Py i1 = 0,(i=0,1<j<k —2), (2>
— (A1 + A2+ W)Pig + uPi 10+ 22uPiy +4Pi1p =0,(1<i<k —2,j=0),

—(ady + W) Pij—1—i+ IaPij—i + MPicipor—i + 0P ji =0, (1 <i<k —2,i+j=k—1)

(A + A+ )P+ oo Py 1 j+eea Py + AP+ AP =0,(1<i<k—2,1<i+j<k-2),



Randomized Priorities in Queuing System 233

3 Generating Function Method Application

Application of method from [2, 3, 6] to any model starts from generalization of (2). It
can be generalized using Kronecker’s delta-symbol in following way:

(A1 + ) (1 = iy ju—1) A0y jk—1(1 = 0ix—1) + w)Pij = A6;00;0Py +
+21(1 = 0i0)Pi-1j+ Z2(1 = 6j0)Pij1 + a1 (1 — 3j0) (1 — iy ju—1)Pit 1+
+aeou(l — 0;0)(1 — digjk—1)Pijt 1+ 16;0(1 — Oix)Pit10+

13i0(1 = 8;x—1)Poj1+ 0210; 1 jx—1(1 — Si0)Pio1js1

(3)

For getting a solution for this system of equations will be used generating functions
method. Generating function of phase state (1) is:

-
G(u,v) = Z P (4)

Multiplying left and right part of (3) on u'v/ and summarizing by all integer values
of (i,j), satisfying i +j <k — 1, obtain equation for generating function:

(G + 24 40) = (et o) = (5 + 285Gl v) =

= APy + (A1 + ) — ody — (Aqu+ Zov) + 0y %)21 + oc,{lPk_Louk‘l(l — %) + (5)
LG, 0)E - BHE U L Go, vy E B 22y g EE T R
u v u u u v

We can check correctness of (5) by comparison with equation for model
1\22/M/1/k/f11 from [1, 2], with &, = 1,8, = 0. Also we can check it by getting
distribution for total amount of all types packets in system buffer (like in model
M /M /1/k). This model has one Poisson incoming flow with intensity 1 = 4; + A, and

service rate , like in considered model M, /M/1/k/f}.

Well known fact that Nx in M /M /1/k model is distributed as truncated geometric
law [3]:

I-p
P{NZZH}:TP,(HP,(":Q/‘*U (6)

So, according to (6) probabilities that model has n packets in buffer are equal to

l—p a1 o
rnZP{NZ"}Zl_ipkH'ﬂ +17(n=07k—1)7P0=P{N2=0}:;
_ =0
_1_pk+l'
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Generating function for total amount of packets in model is

k=1 _ ~ (on)
Gs () = Glu,u), Gs(u) = > rt", G (u) = lp(_l pkf)l _ 11 _((ppj) .
n=0

Then using geometric progression could be proven that this generating function
describes truncated geometric law distribution.

Applying technique from [2, 3, 6] to generating function Eq. (5) can be obtained
series expansion by degrees of u and v, which allows to get expression for probabilities
of all model states through two sets of probabilities: “diagonal” Py_y_;;, (i = 0,k — 1)
and “boundary” Py_1_;o, (i =0,k — 1):

Jj—2-1
- (+) &2 (+)
Pro1ji = oPro1o(0; 1,4 — ,, E Pr_i—ip( , zz+1 =000+
pl i=0
]+I 41
+§ :Pkl” z+llt+ E :Pkllle —i+1,-1+i “E :Pkl”jl+ll+ll
i=[+1
/\141
—a > 07 P F(a=1)=&) S Peyiib) P o)
—i+1,—l—1+ il k=1—iji o & k—=1-iiY_p, l+1+8 kl’l_]llll+
i=l4+2 i=0 i=0

jHi=2

teé Z 9_/(::'),—[+i+ 1Pr-1-i
i=l

where
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So, all probabilities for model A /M/1/k/f} can be calculated using only 2k — 1
unknown probability.

To complete studying considered model we have to build smaller system of linear
equation only for «diagonal» and «boundary» probabilities. First set of equations can
be obtained by summation all the diagonals of the graph, in the same manner as it was
done in [2]. The second set of equations is obtained using analyticity conditions for
generating function at the origin in the same manner as was done for a system with
alternating priority [6]. To do this, go to the limit v — O in the expression for the
generating function (5) and using L’Hopital’s rule and equating to zero coefficients of
series expansion obtain £ more equations:
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Pio = piProao —2p1Pras =0, =k —1)
(p+1)Pio — p1Pic1o — Pit19 — 2Py =0,(j= 1,k —2)
(p—i—l)Po’o—PLO_PO,O_PO,l :Oa(]:())

4 Computational Results

In [3] were defined areas of linear behavior and closing. Using results from previous
section these areas could be found for model with randomized priority and presented on
Figs. 2,3, 4,5, 6.

One of the special cases in randomized priority model is system with
non-preemptive priority when &) = 1 and &, = 0, considered in [1, 2]. Obtained areas
of linear behavior and closing for this case coincided with the results of [2] and weren’t
included in this article. Figure 2 shows a case of equiprobable packets selection from
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Fig. 2. Areas of linear behavior for randomized priority model with &; = &, = 0.5: (a) first
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Fig. 3. Areas of linear behavior for reversed priority model where &; = 0 and @, = 1: (a) first
flow; (b) second flow packets.
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model buffer for service with &; = & = 0.5. Figure 3 shows areas for case of
opposing priorities when flow with priority for the pushing out of the buffer has lower
priority for queuing than another flow (the case of &¢; = 0 and &, = 1).

Figures 4, 5, 6 show closing areas (when changing probability of pushing out
makes possible to achieve the loss probability of non-priority requirements close to 1)
for the same cases, as discussed above.

5 Conclusion

In this article was considered model with two Poisson incoming flows, one service
channel, randomized priorities and randomized push-out mechanism. Was shown
application of generating functions method to obtain simplifies system of balance linear
equations and shown method of getting loss probabilities for such models. Also were
build areas of linear behavior and closing for three cases: non-preemptive, equiprobable
and reversed priorities. In all considered cases, it is clear that a change of parameters &,
and &, significantly change areas of linear behavior and closing in wide range. Using
these parameters in combination with changing probability of pushing out allows at
first make raw model configuration, and then more accurate with the push of
probability.
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Abstract. Saving energy is considered one of the main challenges in wireless
sensor networks (WSNs), being radio activities such as message transmission/
reception and idle listening the main factors of energy consumption in the nodes.
These activities increase with the increase of reliability level required, which is
usually achieved through flooding strategies. Procedures such as remote WSNs
reprogramming require high-level of reliability leading to an increase in radio
activity and, consequently, waste of energy. This energy waste is magnified
when dealing with selective reprogramming where only few nodes need to
receive the code updates. The main focus of this paper is on improving energy
efficiency during selective reprogramming of WSNs, taking advantage of wise
routing, decreasing the nodes’ idle listening periods and using multiple coop-
erative senders instead of a single one. The proposed strategies are a contri-
bution toward deploying energy-aware selective reprogramming in WSNs.

Keywords: WSNs - Selective reprogramming * Energy-aware strategies

1 Introduction

Wireless sensors networks consist of large numbers of small, resource-constrained,
self-organizing, low cost, computing motes. Nowadays, these networks are considered
ideal candidates for a wide range of applications such as monitoring environmental
issues, military operations and other application fields where it is hard to maintain a
continuous presence of human beings [1].

After deploying these networks, it might be necessary to update the code running on
nodes due to factors such as changes in the environment, software updates or changes in
the application goals. However, this type of networks is often deployed in environments
with harsh conditions where reprogramming the nodes manually may be a cumbersome
or even an impossible task. Therefore, remote reprogramming is suggested as the best
solution to achieve such modifications on the nodes [1]. Remote reprogramming can be
applied to the whole network or just to some specific nodes (selective reprogramming),
either way, it is crucial to provide reliability for such procedure. Unfortunately, most of
the approaches oriented to remote WSNs reprogramming resort to network flooding,
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leading to a major waste of energy in network nodes. When dealing with selective
reprogramming, the waste of energy increases steeply specially when just a small
number of nodes need to get update messages, as these messages may still be received
and retransmitted from all network nodes.

This work is focused on considering multiple scenarios of selective reprogramming
and proposing an effective energy-aware approach for each one. The proposed
approaches aim at reducing energy consumption in the network by taking advantage of
multiple and complementary solutions such as wise routing, clustering and the ability
to manage nodes sleeping time instead of using typical flooding approaches. In this
paper, we also propose enhancements to the Deluge [2] extension proposed in [3] in
order to reduce the overhead of selective reprogramming in WSNs, making this process
more energy efficient.

This paper is structured as follows: related work on WSNs remote reprogramming
is discussed in Sect. 2; different scenarios for selective reprogramming and the pro-
posals for improving it are debated in Sect. 3; the obtained results are included as
proof-of-concept in Sect. 4; and the final conclusions are presented in Sect. 5.

2 Related Work

Designing and implementing a protocol for remote reprogramming of WSNs faces
many challenges due to tight constraints in network nodes regarding processing and
communication activities, directly impacting energy consumption. The main concern in
this paper is related to energy consumption in remote reprogramming, especially in
selective reprogramming. This section presents an overview of the most popular remote
reprogramming protocols and the mechanisms proposed in the literature to reduce
energy consumption during the reprogramming process.

2.1 Remote Reprogramming in WSNs

Many remote reprogramming approaches were proposed having reliability of code
dissemination as main concern, leading to solutions that still evince limitations
regarding energy efficiency. Deluge [2] uses a three-stage handshaking protocol con-
sisting of advertisement, request and data, where updated nodes advertise their code
version and outdated nodes request these nodes for the new code version. Deluge
provides reliability, robustness, and support for multi-hop network reprogramming
while being simple to implement. However, it requires the nodes to be always in idle
listening mode during the reprogramming process, increasing considerably the amount
of energy waste, since idle listening is one of the major sources of energy consumption
in WSNs [4]. MDeluge [5] tries to reduce energy consumption by disseminating the
code image to a designated subnet of the WSN using a distribution tree, which is
formed when the sensor nodes send code request messages. A micro server keeps the
code and sends it based on the requests received. In [5], simulations results show that
MDeluge performs better than Deluge when disseminating the new code to designated
sensor nodes. However, MDeluge is not suitable for many real network scenarios, as
the authors establish excessive operational assumptions.
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Other reprogramming protocols, such as Stream [6], try to conserve energy by
reducing the size of transmitted code. This is accomplished by installing the repro-
gramming protocol on each node beforehand through the segmentation of the flash
memory. Therefore, unlike Deluge where both the code image and the reprogramming
protocol are disseminated, Stream only sends the code image and the information about
the reprogramming protocol to be used. This reduces the amount of data sent during the
reprogramming process. However, the dissemination process is the same as in Deluge;
thus, suffering from the same problems of energy waste due to long periods of idle
listening. Other protocols also try to reduce the amount of data transmitted by sending
the differences between code versions (delta). The receiving nodes use this delta to
rebuild the new code image before reprogramming. Zephyr [7] is presented as an
incremental reprogramming protocol where a delta is sent to each node whenever an
update is required. Hermes [8], an improvement of Zephyr, reduces the delta using
techniques to mitigate the effect of changes in functions and global variables caused by
differences in the code. However, these two protocols, being based on Stream regarding
the dissemination process, have the same problems concerning long idle listening
periods.

Some remote reprogramming protocols try to reduce the idle listening periods to
preserve energy, such as MNP [9]. This protocol attempts to guarantee that in a
neighborhood there is at most one source transmitting the new code at a time and tries
to select the sender that is expected to have the most impact. MNP reduces the
problems of collision, hidden nodes and long periods of idle listening by putting the
node into a “sleep” state whenever its neighbors are transmitting an uninteresting
segment. Although MNP saves energy, the dissemination process takes long [10].
Freshet [11] also conserves energy by putting nodes to sleep. It operates in three phases
for each new code image: blitzkrieg, distribution, and quiescent. Nodes are put to sleep
between the blitzkrieg and the distribution phases as well as in the quiescent phase.
Infuse [12] disseminates data in an energy-efficient. Since Infuse uses a TDMA-based
MAC protocol, sensors only need to listen to the radio in the slots assigned to their
neighbors. In the remaining slots, sensors can turn their radio off.

2.2 Selective Remote Reprogramming in WSNs

Despite the undeniable relevance of performing selective reprogramming in WSNs,
only few protocols were proposed covering this facility.

The first protocol is the Socially-aware Dissemination of Code Updates [13], which
was applied in a real-world scenario with animals and humans taking advantage of their
social behavior. Code updates are relayed opportunistically from one animal to another
upon contact. Unlike existing approaches that propagate updates to the entire network,
the authors limit dissemination as much as possible to the target nodes, taking
advantage of a characteristic common to many mobile WSNs scenarios, namely, the
fact that the monitored individuals exhibit social behavior. The implicit structure of
social interactions, once elicited, provides an effective tool for steering efficient routing
decisions. This approach is able to reduce the network overhead but it is only applied in
limited scenarios.
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The second protocol is a Deluge extension for selective reprogramming of WSNs
[3], which allows reprogramming the network in two modes: (i) reprogramming the
entire network (as in Deluge); and (ii) reprogramming nodes selectively according to
the type of platform in use or to a list of node identifiers. The protocol extension is fully
compatible with the default Deluge operations [2], has minimal impact on network
traffic and offers a high-degree of reliability. Despite the new features the protocol
extension brings in, the dissemination process is still based on Deluge, therefore,
reducing overhead and optimizing energy are still open design issues. As an example,
the packets used in reprogramming (DE and DF packets) introduce an additional
overhead, which leads to additional power consumption.

3 Strategies for Enhancing Selective Reprogramming

When performing selective reprogramming in WSNs, two scenarios can be considered
depending on the location in the network of the new code image to be disseminated.
The first scenario is when the user wants to reprogram a subset of nodes for the first
time, so it is necessary to send the new code image from the base station (BS) to the
selected nodes. In this scenario, flooding the whole network with code messages should
be avoided. Instead, the code image should be routed from the BS to the selected nodes
through the path with the highest energy levels. During this process, other nodes not
involved in routing should turn their radios off to save their energy.

The second scenario is when some nodes in the network already have the new code
image. In this case, the code image needs to be routed from these nodes to the selected
nodes for reprogramming. In this scenario, we discuss two approaches: (i) when
clustering is used in the wireless sensor network; and (ii) when the network is flat.

3.1 Revisiting Selective Reprogramming Within Deluge

For the strategies discussed in this section, we will take advantage of Deluge extension
for selective reprogramming [3]. In this protocol, the authors propose two types of
packets (DE, DF) in order to combine the normal operation of Deluge [2] with selective
reprogramming. A DE packet corresponds to the packet originally sent in repro-
gramming, including minor changes to specify the type of reprogramming, the cardi-
nality of the set of nodes to be reprogrammed using that packet, and the corresponding
Node IDs. A DF packet, oriented to selective reprogramming, is designed to carry
Nodes IDs in excess, i.e., Node IDs that cannot be transported in a DE packet.

As shown in Fig. 1, the field Reprogram Type in DE packets determines whether
the selective reprogramming is carried out through Node ID or platform type. Although
these features increase the flexibility of selective reprogramming, the format of DE and
DF packets do not optimize the way node IDs are handled. In fact, the protocol reserves
two bytes to identify each node ID, which leads to an increase in packet overhead and,
consequently, to an increase in the number of DE and DF packets required for selective
reprogramming. This increase is more significant when the list of node IDs to repro-
gram is long, urging for a more efficient handling of node IDs.
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Fig. 1. Structure of DE and DF packets [3].

In order to make this procedure more energy-efficient, we suggest making the
number of bits reserved to represent a node ID adjustable. This is accomplished by
defining a 4-bit long packet field called BPN (bits per node), allowing a maximum
length of 16 bits to represent node IDs. This allows reducing DE and DF packets
overhead in scenarios where only a small number of nodes with limited range of IDs is
present. In practice, the number of DE and DF packets exchanged in the network will
be reduced. The structure of the modified version of a DE packet is illustrated in Fig. 2.

Max. Payload = 28 Bytes

2B 4B

@ Sequenc Default
' Number Deluge

Fig. 2. DE packet modified structure.

In WSNs several metrics are commonly matter of concern, namely, the energy
consumption in the nodes, the network lifetime, and the number of messages received
and transmitted per node. The following subsections will detail the two reprogramming
scenarios mentioned above, assuming the use of Deluge extension for Selective
Reprogramming [3] due to the flexibility it brings to Deluge.

3.2 Selective Reprogramming Using the BS

In this scenario, we assume that the selected node (SN) might be several hops away
from the base station (BS) and the network is flat (no hierarchy). During the process of
forwarding the code image from the BS to the SN, we propose an energy-aware
algorithm for performing selective reprogramming divided into three phases: (i) Dis-
covering possible paths; (ii) Choosing the best path; and (iii) Disseminating code, as
shown in Fig. 3.
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Fig. 3. Disseminating the code from the BS to the selected node.
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Discovering Possible Paths (Phase 1) - In the first phase, the BS will sense the
network to discover possible delivery paths up to the selected node. For this, each node
in a path shall report its current energy to assist the routing decision. Thus, initially, the
BS sends a specific message type named CP (Check Path), with the structure illustrated
in Fig. 4. CP messages, apart from allowing sensor nodes to perform energy and route
pinning, allow the BS to inform the network on the number of packets required to send
the new code image (code packets). This information is relevant to evaluate the
sleeping time that some nodes may undergo for saving energy.

2B 4 bits 1B 1B 1B 1B 1 B per Node 1 B per Node
Message - Reprog. SelectedNode/ Num. . List List
CP prog. ele B .
e | D I NoH | Type I Platform  |CodePackets | T™S3™P | NodeDs | NodesEnergy
Path Hops Path Energy
2B 1B 1 B per Node
Message List
BPmsg I ™ g | TS | NodeIDs |
Path Hops

Fig. 4. CP and BP message structure.

As shown in Fig. 4, the first two bytes in a CP message are used to define the
message identifier. The NOH field is used to specify the maximum allowed number of
hops that a path may have. This allows controlling the dissemination scope, i.e., any
path exceeding NOH will be ignored. As mentioned before, the RepType field iden-
tifies the type of reprogramming, namely, if reprogramming will be based on the node
identifier or on the platform type. When the BS sends a CP message, both the list of
hops in the path and corresponding list of energy levels are empty. One byte is reserved
for each element in these lists, allowing a total of ten NodelIDs as hops in the path. The
number of CodePackets identifies the number of code packets that the BS should send
to reprogram the node, while the TimeStamp field indicates when the CP message was
originated. These fields are used in the second phase of the algorithm.

The first phase involves checking all possible paths in the network; thus, CP
messages are flooded. When a node receives a CP message, it checks if it matches
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either the SelectedNode field containing the NodeID of the node to be reprogrammed
or the platform type. If the node is not the selected one, then it checks the list of
NodelDs to verify if its NodelD is already in the list of hops in the path, before
inserting it. The node also inserts its residual energy in the list of NodesEnergy field
(Path energy) to allow for subsequent path decision. After that, the node will broadcast
the modified CP message to its neighbors, which will handle the message in the same
way. This procedure will be repeated in every hop so that nodes in the path to the
selected node indicate their NodelDs and residual energy. A node will drop a CP
message if its own NodelD is already in the path to the selected node.

Choosing the Best Path (Phase 2) - The selected node will receive multiple CP
messages reporting different paths and corresponding energy status. Several
decision-making rules can be defined for helping the selected node to choose the best
path. A straightforward approach is to establish a minimum energy threshold, below
which a path is not eligible. For instance, the selected node may eliminate paths
containing at least a hop with residual energy below 20 %, and then choose the path
with the maximum percentage of energy, on average. This avoids the selection of a
path including energy-constrained nodes. After choosing the best path, the selected
node is expected to send a BP message (Best Path message) reporting that choice, see
Fig. 4. A BP message is also designed to convey relevant timing information so that
nodes outside the best path enter into sleeping mode for a correct amount of time.

In more detail, as shown in Fig. 4, the first two bytes of a BP message are used to
identify the message type. The selected node can then set the sleeping time (TTS field)
for the nodes outside the best path. This value is evaluated based on the number of code
packets that the BS is expected to send, previously announced in the CP message.
Thus, the nodes are able to turn their radio off for a period of time that corresponds to
the number of code packets sent by the BS times the time a message takes to reach the
selected node. This amount of time is calculated using TimeStamp value in the CP
message, and corresponds to the time elapsed from sending a CP message and
receiving it in the selected node.

When a node receives a BP message it checks if its NodelD is in the list of NodeIDs
of the message. If this is the case, the node knows it is in the best path, therefore, it will
forward the BP message to its neighbors and will keep its radio on to forward the code
packets to the SN. Nodes that do not belong to the chosen path will forward the
message and immediately turn their radio off according to TTS.

Disseminating Code (Phase 3) - This phase starts as soon as the BS receives the
BP message. Although the code dissemination can be performed using any dissemi-
nation protocol such as Deluge, the energy costs will be significantly reduced as the
nodes that do not belong to the best path do not receive or transmit any messages.

3.3 Selective Reprogramming Using Updated Nodes

Selective Reprogramming with Clustering. In large scale WSNs, some level of
hierarchy is expected to be present, being data aggregation the most common mech-
anism used for this purpose. In data aggregation, the network is divided into groups or



248 H. Abdah et al.

clusters, and instead of making each node forward its data to the BS, data is sent to a
group leader node, usually named the cluster head (CH). The selection of a CH is
dependent on the clustering protocol that is being used. Clustering protocols such as
HEED [14] and Dynamic Multi Level Hierarchical Clustering [15] choose a CH
depending on its residual energy and number of neighbors. In our approach, these
protocols are preferable due to their efficiency, although, choosing any other clustering
protocol is also acceptable. Our objective is to take advantage of clustering to enhance
selective reprogramming. In the clustering scenario, we assume that the code to be
disseminated already resides in other nodes within the same cluster as the SN. This
assumption reflects a scenario which may well occur in practice, therefore, selective
reprogramming should take advantage of existing up-to-date code versions distributed
in the WSN. We advocate the use of multiple senders instead of only one to perform
code dissemination so that each sender can contribute by sending a number of code
messages according to its residual energy. The proposed algorithm is divided into three
phases: (i) Selective Reprogramming Setup; (ii) Selection of Senders; and (iii) Code
Dissemination, as illustrated in Fig. 5.

Phase 1 Phase 2 Phase 3
[¥IDE message ‘Sleep Mode

@ ®
<

QM: Query Message
IM: Info Message
SOS: Sleep or Send

Fig. 5. Code dissemination in a WSN with clustering.

Selective Reprogramming Setup (Phase 1) - In this phase, the BS sends packets to
the CH in order to identify in which clusters the selected nodes for reprogramming are
located. This can be accomplished resorting to DE and DF packets [3].

Selection of Senders (Phase 2) - When a CH receives a DE or DF packet it will
send a Query message to the nodes in its cluster asking for their identifiers, residual
energy and the version of code image they are running. This control message has a
minimal structure, as only a message type, and packet identifier are required. In
response to Query messages, each node will send an Info message to the CH. Based on
the received messages; the CH determines which nodes in the cluster require repro-
gramming and which nodes can be selected as senders. If reprogramming is needed
inside the cluster, the CH will divide the cost of updating the selected node by multiple
senders. For this process, we propose a mechanism where the CH starts to eliminate
potential senders with energy less than a specific threshold if better candidate senders
are in place. This extends the lifetime of nodes that have a small amount of energy, as
they will not be involved in the updating process. Then, the CH calculates the number
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of packets containing the new image that each sender is expected to send during the
updating process. For this calculation the CH takes in consideration the energy of each
sender and the number of packets that each sender should sent, i.e.:

Sender residual energy x Number of code packets needed for reprogramming
Summation of the potential senders energy

The total number of code packets that need to be sent for updating a selected node can
be taken from the DE packet, where the field “DefaultDeluge” (see Fig. 1) contains
information concerning the structure of the code image. Using the proposed mechanism,
the number of code packets that each sender has to send is proportional to its remaining
energy. Figure 6 depicts the structure of Info and Sleep or Send (SOS) messages that are
used by the CH to control the updating process of the selected node.

2B 2B 1B 1B
Message Code - Residual
Infomsg ID Version Hodellr Energy
2B 4 bits 1B 1 B per SenderID
Message - List List
SOS msg ID R TTS SenderIDs PacketsToSend

Fig. 6. Info and SOS message structure.

The TTS (Time To Sleep) field in SOS messages is used to inform passive nodes,
i.e., nodes neither being selected as senders nor undergoing update, about the amount
of time they should turn their radio off. The CH can determine this time by multiplying
the number of code packets needed to update the node by their delivery time to the
selected node (an approximation of the time between sending the Query message and
receiving the last Info message). Each sender knows the number and order of packets to
be sent depending of its NodelD position in the List of SenderIDs of the SOS message.
For instance, if the first NodelD in the List of SenderIDs is 23 and the number of
packets in the first position of the List of PacketsToSend is 10, then node 23 must send
the first 10 packets of the code image, i.e. both lists are co-indexed.

Code Dissemination (Phase 3) - In the third and last phase, the designated senders
will start using default Deluge [2] to disseminate the code image while the nodes that
are not participating in the updating process will be in sleeping mode.

In presence of WSN clustering, the strategy proposed above is expected to improve
the energy efficiency during selective reprogramming. The proposed solution takes
advantage of: (i) using multiple collaborative senders, allowing the nodes to share the
energy cost of updating a selected node; and (ii) putting the nodes that are not involved
in reprogramming in sleeping mode during selective reprogramming.

Selective Reprogramming in Flat Networks. In the previous scenario, we handled
selective reprogramming in presence of clustering, assuming that the update code
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version resides in other nodes of the same cluster as of the SN. A similar approach can
be used when the SNs in need of reprogramming are in a flat network, i.e., without
clustering. In this case, the SN can play the same role as the CH in the previous
scenario. When the SN node receives the modified version of a DE or DF packet, it will
send a Query message to its neighbors, and waits for Info responses. The SN can then
determine the best senders and the number of packets each one is expected to send, and
will send SOS messages to its neighbors asking them for either turning their radio off or
playing the role of senders.

4 Proof-of-Concept: Simulation Results

To evaluate the performance of the proposed strategies, they were implemented and
compared with both flooding and Deluge using OMNeT++ [16]. In order to facilitate
the comparison among these different approaches, the sensor nodes used in the sim-
ulations are static. The metric considered is related to the radio activity in a node,
expressing the number of messages received and sent in that node.

4.1 Results on Selective Reprogramming Using the BS

For the first strategy - selective reprogramming using BS - the network is flat, and the
code is transmitted for the first time from the BS to the SN. A multihop scenario was
considered including fifteen static sensor nodes with different percentages of residual
energy. The nodes were programmed to forward only three CP messages with a
maximum number of hops (NOH) set to six hops. Note that these values vary exten-
sively according to the type of application where the WSN is used.

The radio activity in nodes was analyzed for: the selected node (SN); a neighboring
node that is outside the estimated best path (NPN); and finally, a node that belongs to
the best path (PN). We studied the radio activity in these nodes while varying the
number of code packets needed to be transferred to the selected node. The mean values
resulting from ten simulation runs were considered in order to obtain accurate results.
The number of messages sent and received in the SN, NPN and PN are illustrated
respectively in Figs. 7a, b, c. The simulation results show a significant improvement
when applying our strategy over both flooding and Deluge in terms of reducing radio
activity in all three nodes, thus, reducing power consumption in them. This improve-
ment is mostly evident in the node that is not included in the best path (NPN) node. As
illustrated in Fig. 7b, the radio activity in NPN node increases rapidly with the
increasing number of code packets in both flooding and Deluge, whereas it is put to
sleep in our approach, so its energy is saved.

As expected, for the SN and PN nodes, the activity increases with the increase of
code packets, however, the increase is still smaller in comparison to flooding and
Deluge.
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Fig. 7. (a) Messages sent and received at SN. (b) Messages sent and received at NPN.
(c) Messages sent and received at PN

4.2 Results on Selective Reprogramming Using Updated Nodes

For the second strategy - selective reprogramming using update nodes - the network is
clustered and some neighboring nodes already have the code to be transferred to the
SN. The initial simulation scenario includes one network cluster, comprising five
cluster members and one CH. These nodes are in bidirectional communication with
each other. The results below are for two cluster nodes, the selected node SN and a
cluster member node (CN) with residual energy of 25 %, making of it a potential
sender. Figure 8 illustrates the number of messages sent and received at both SN and
CN while varying the number of code packets.
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Fig. 8. Messages sent and received at SN (left) and CN (right)

The results show that when applying the strategy based on cooperative senders, the
radio activity of SN, in terms of the number of messages sent and received, is similar to
the radio activity of this node in Deluge. However, the radio activity in other cluster
nodes is reduced sizably when this strategy is implemented. It must be also noted that
using our approach, where the code packets are sent via multiple senders, the
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corresponding power consumption is distributed among multiple nodes instead of
draining a specific single node. The approach of having a single sender is adopted in all
previous remote reprogramming protocols, where transmitting all code packets is
assigned to only one specific node, leading to a rapid depletion of this node and
creating a hotspot problem.

5 Conclusions and Future Work

In this paper, we have proposed new strategies to improve selective reprogramming of
WSNs in order to make the process more energy-efficient. Reducing energy con-
sumption can be achieved avoiding blind flooding throughout the network and turning
the radio off in specific nodes. Two scenarios were analyzed and discussed: (i) trans-
mitting the code image from the BS to the SN; and (ii) reusing an existing code image
located in nearby nodes. In the first scenario, the proposal is to choose the path with the
highest energy levels to transfer the code, putting nodes that do not belong to this path
into sleep for the whole reprogramming period. The second scenario is analyzed both
for cluster-based and flat WSNs. We proposed the use of multiple senders to transmit
the code to the SN eliminating single sender exhaustion, while forcing other nodes to
sleep during the reprogramming process, thus, avoiding unnecessary reception of code
messages in these nodes. We tested these two approaches and compared them with
typical flooding and Deluge solutions. The results show a significant reduction in the
number of messages received and sent in the nodes, leading to reduction of the power
consumption and making selective reprogramming more energy-efficient.

Although Deluge [2] has become a standard reprogramming protocol for WSNs,
the presented proposals can be understood as contributions toward an energy-aware
deployment of Deluge or Deluge extension for selective reprogramming [3].

As future work, we plan to extend the study to networks with larger number of
nodes, and to analyze the impact of applying these strategies on the time needed to
accomplish the reprogramming process.
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Abstract. This paper presents improvements for the geographic routing pro-
tocol Elastic so to support the different sink mobility characteristics. We have
proposed a strategy to support multiple mobile sinks; tested Elastic under high
speeds of the mobile sink; proposed two strategies in case of the sink temporary
absence and finally proposed to predict the sink location by the source node and
then by all the nodes. Simulation results show that our propositions improve
much the delivery ratio and reduce the delivery delay.

Keywords: Elastic protocol - Geographic routing - Sink mobility - Mobility
management - Wireless Sensor Networks

1 Introduction

Geographic protocols are currently being thoroughly studied due to their application
potential in networks. They are very efficient in wireless networks for several reasons.
First, nodes need to know only the location information of their direct neighbors in order
to forward packets and hence the stored state is minimal. Therefore they can achieve
high scalability with reasonable memory requirements [1, 2]. Second, such protocols
conserve energy and bandwidth since discovery floods and state propagation are not
required beyond a single hop. Third, in mobile networks with frequent topology
changes, geographic routing has fast response and can find new routes quickly by using
only local topology information [3, 4]. Therefore, geographic routing is generally
considered as an attractive routing method for both mobile wireless ad-hoc and sensor
networks [5].

It is well known that in the case of a static sink the energy consumption of
individual nodes varies strongly across the WSN, since the nodes close to the sink are
much more heavily burdened than those farther away from the sink due to relay
operations [6]. Also, many applications such as target tracking, emergency response
and smart cities need the design of a routing protocol that considers mobile elements as
part of the design. Some geographic routing protocols with mobile sinks [2, 7, 19] have
been proposed in order to respond to some specific applications as well as for
improving the network performance.
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O. Galinina et al. (Eds.): NEW2AN/ruSMART 2016, LNCS 9870, pp. 254-268, 2016.
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In this paper, we study the sink mobility characteristics and propose improvements
for one the geographic routing protocols namely Elastic protocol. We call the new
protocol M-Elastic for Modified-Elastic. The paper is organized as follows: Sect. 2
presents some related work. Section 3 highlights the main characteristics of sink
mobility. A brief presentation of Elastic routing is presented in Sect. 4. Our improve-
ment propositions are detailed in Sect. 5. Simulation assumptions and results are dis-
cussed in Sect. 6. Finally we conclude with a conclusion and future work in Sect. 7.

2 Related Work

In [8], authors evaluated the ability of data transmission and reception of WSN to a
mobile sink on the basis of its speed; they conclude that the maximum data delivery
depends upon this parameter. However, authors didn’t mention which routing protocol
was used; hence, the results cannot give a clear conclusion.

Stojmenovic et al. in [9] discussed the sink mobility in WSNs focusing on
delay-tolerant networks and real-time networks. They investigated the theoretical
aspects of the uneven energy depletion phenomenon around static sinks and addressed
the problem of energy-efficient data gathering by mobile sinks.

Authors in [10] highlighted the importance of multiple mobile sinks in WSNs and
proposed a new geo-casting protocol that allows the dissemination to multiple mobile
sinks.

In [11], authors observed though simulation the impact of a single mobile sink in
WSN. They employed a mobile sink to a multi-hop routing platform namely the
connected K-neighbors (CKN) sleep algorithm. The first scenario considers a mobile
sink that moves randomly within a rectangular area and then another within a restricted
circular area and finally, an event-driven sink. These scenarios were compared with the
results obtained when considering a stationary sink. Authors concluded that mobility
maximizes the network lifetime especially in the case of event-driven where the sink
moves towards the source to get the packet.

Authors of [12] identified and highlighted the interactions between the controlled
mobility and the layers of the control stack in self-organizing wireless networks and
came up with a case study in which they show how controlled mobility can be
exploited practically. Their advantages and limitations were also presented.

In the following section, we will discuss the sink mobility characteristics and their
impact on the network.

3 Mobile Sinks

The sink mobility assumption can be imposed by the application nature. For example,
in security constrained scenario, if a static sink is located, it can be easily compromised
and damaged by malicious users, causing disconnection between sensors and the
end-user [13]. Hence, the use of a mobile sink makes harder the damage of such
component.
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It is commonly agreed that a sink node is a powerful device with unconstrained
supply energy and computing capacity. In addition, the following characteristics of the
sink can critically influence the communication operations in sensor networks.

The Number. Even though the typical number of sinks is “one”, in most practical
applications such as Emergency Response, the increase in the number of sinks provides
more robust data collection and helps to increase the network lifetime and reduces the
communication overhead within the network. In addition, it alleviates the uneven
energy depletion problem of a single-sink deployment and can bring more uniform
energy dissipation, therefore, the possibility of energy hole will be reduced and net-
work coverage will be improved [14].

The Mobility. During the lifetime of the network, the sink can be stationary or mobile.
In some cases, the mobility is derived by the application. For example, sinks are
integrated in mobile devices such as mobile phones carried by mobile users or attached
to animals or vehicles equipped with radio devices. The mobile sink could provide the
ability to closely monitor the objects that we want to guard in the WSN and to look at
the events as smaller granularity than static sinks [15]. For delay tolerant applications,
single mobile sink in fact equals virtually multiple static sinks at different positions
[14]. To support the mobility of sink, it is essential to manage the relationship between
the moving speed of the sink and the tolerable delay associated with data transmission.

A mobile sink can either move at fixed or variable speed and can be considered as
slow (up to 1 m/s), moderate (1 to 20 m/s), or fast (greater than 20 m/s) [21].

As frequent updates of the position of the mobile sink can generate excessive
energy consumption of sensors, routing strategies manipulating mobile sinks should
provide effective means for monitoring sinks to keep all (or some) sensor nodes
updated for further data reports.

The Presence. The sink can be continuously or partially present during the lifetime of
the network. In the latter case, the routing protocol must support the temporary absence
of a sink. Instead of dropping messages during the absence of the sink, messages can be
buffered in source nodes or other predefined locations (i.e. a set of sensors near the
sink) to send them to the sink when it is available again.

The Trajectory. When considering a mobile sink, the sink trajectory can be arbitrary
or predefined by the network administrator in order to cover the whole network. For
example, the sink can be mounted on a helicopter or on a fire truck monitoring a disaster
area. In the case where the sink moves arbitrary, some sensor nodes may never be visited
or the sink may go always far from the events, hence, not all events will be reported. In
addition, if the sensors can predict the mobile sink’s movement, the energy consumption
would be greatly reduced and data packets handoff would be smoother [16].

4 Geographic Routing — Case Elastic

The geographic routing assumes that the sensor node has information about its location
in the network. The packets contain the locations of the source node and the destination
node. With the use of intermediate nodes, routing decisions are taken. In general, the
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node holding a packet chooses the closest node to the destination as the next hop. This
forwarding process is called Greedy Forwarding [17] and is repeated until the packet
reaches its destination. Some geographic protocols consider other network metrics,
such as the available energy, the level of congestion, load balancing or time constraints.

If the sink is mobile, it is constantly in motion; its location information must be
regularly updated to the source node [18]. Further, since a rate of communication
overhead is created during the update location information of the Sink node, the power
consumption increases. Therefore, it is necessary to find an efficient method to update
the location information of the mobile sink. Among the protocols that consider the
mobility of sink and the efficiency of location updates, we are interested in Elastic
Protocol.

In Elastic [19], a source node uses the Greedy forwarding before transmitting data
to a mobile sink, and the location information update of the mobile sink is transmitted
to the source node in the opposite direction along the same path used for data trans-
mission. Data are transmitted to the new location of the mobile sink when its location
information is found in the way of the data transmission, i.e. one the nodes in the route
knows the current location of the sink.

The location service is executed in the order A—B—C, as shown in Fig. 1 (a).
However, when the Sink node approaches to node B, as shown in Fig. 1(b), the service
is performed in the order Sink-B—C since B is a neighbor of the sink and can directly
know the sink position. When the sink node escapes the transmission limit of A, as
indicated in Fig. 1(c), the sink node transmits the location information to A (its last hop
forwarder) via unicast. Then, A backups information for the new location of Sink and
expects the new package and changes the destination of the packet with the new
position and sends the next packet to the sink via Greedy Forwarding. In Fig. 1(d—f),
while node A is sending this packet to the sink, node B can overhear this transmission
and derives the new position of the sink and finds another route via Greedy forwarding
to send the next packet. This process is repeated for each packet until the source knows
the new position of the sink.

Fig. 1. Location process in Elastic (Yu et al. [19]).
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5 Modified Elastic to Support Sink Mobility Characteristics

To support applications such as emergency response or smart cities where there is a
great need to deploy multiple sinks, each one has its own mobility model with different
speeds and trajectories, we propose in this section, improvements and modifications to
Elastic to support such sink mobility characteristics.

5.1 The Number

We suppose that multiple sinks are deployed. At the beginning the source node
determines to whom the message is destined. This information is included in the packet
with an additional list of the other sinks in the case where the first sink is not available.
This list is considered as a reserve list. The order of this list is determined by the source
node. If the last forwarder notices the absence of the main sink or fails to transmit the
message to this sink, it checks the sinks list and changes the packet destination with the
first sink of the list. This strategy allows avoiding discarding messages in the case of
the sink’s failure and even avoiding using face routing [17]. Indeed, if the last for-
warder is faced to the local minima problem, and instead of using the planarization, it
simply chooses another sink from the reserve list and then sends the message to this
new destination (sink 2 in Fig. 2).

A Sink1
}——--N:---X-*O
\

40
ource %\

Fig. 2. Managing multiple sinks.

5.2 The Mobility

The original Elastic routing was tested under few scenarios. In fact, authors have tested
the protocol only when the sink follows a random way point model where the sink
moves with a random speed between two bounds. Namely between 1 m/s and 10 m/s
which are considered as slow speeds. Also, taking a random value in this interval may
not be informative since the random value may be always close to the minimal bound.
In order to get a clearer conclusion about how Elastic deals with sink’ high speeds and
when the sink is continuously moving, we propose to test it under a controlled mobility
model and with more high speeds for the sink (See Sect. 6.3).
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5.3 The Presence

During the lifetime of the network, a sink can be temporary absent. For example, a sink
mounted on a helicopter. When the helicopter goes far away from the sensor area,
nodes cannot transmit their messages. An efficient routing protocol has to support such
kind of situation. However, the original Elastic protocol does not treat this problem at
all. For that, we propose to improve Elastic routing so to support the temporary absence
of the sink.

The deployment of multiple sinks can be of a huge benefit in the case of the
absence of one sink (as proposed in Sect. 5.1), because there is a high probability to
find another sink to receive messages, even with longer routes.

The real problem occurs when there is only one sink deployed in the sensor area. In
the following, we explain our proposition to improve Elastic so to support the sink
absence.

Note that the last hop forwarder is the first who notices the sink absence.

— When the sink is absent, the last forwarder (node A in Fig. 3) buffers the received
messages. If its buffer is full, it asks its neighbors (neighbors of A) to buffer the next
received messages.

% o £
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Fig. 3. Buffering messages during the sink’s absence.

— If all the buffers of all the neighbors (neighbors of A) become full, the last forwarder
delegates its last forwarder (node B in Fig. 3) to receive and buffer new messages.
Remark: If the buffer of an intermediate node is empty, this means that the node still
believes that the sink is available. At the contrary, if the node buffer is not empty,
the node concludes that the sink is not available and it’s its task to ensure the
buffering process.

— Then, in turn, the second last forwarder (node B in Fig. 3) executes the same
process with its neighbors following the reverse path of the geographic routing
during the data delivery, until arriving at the source node. From there, the source
node understands that the sink is not available and all the buffers of the route nodes
are full and can no longer transmit messages. We propose two solutions to face this
problem at the level of the source node:

e Not sending messages anymore until the sink becomes available again. But,
what if there are more important messages than previous ones to be sent? The
source node has to find another solution. We propose to prioritize messages.
When an intermediate node receives a message with higher priority than the
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priority of the message it holds, it discards the old message and buffers the new
one. Note that prioritized messages will replace old messages beginning from
the last hop forwarder following the reverse path of greedy forwarding. That is
A-B-C in Fig. 3.

¢ Finding another route. However, if the absence period is very long, there is a
high risk that the entire network faces the congestion problem because whenever
a route is full, the source looks for another until exhausting all its neighbors.
Since managing congestion is out of our scope, we omit this solution.

Note that nodes buffer packets for a known period of time (buffering-time). If the
buffering-time is finished and yet the sink is absent, nodes are then obliged to discard
the packet to save their memory and energy. Diagram in Fig. 4 explains the algorithm
managing the temporary absence of the sink by buffering messages in intermediate
nodes.
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Fig. 4. Diagram for managing the sink’s absence.
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When the sink comes back, we use the same strategy as the sink location service,
which is the overhearing concept. The sink informs by unicast its last hop forwarder
(node A in Fig. 3) about its availability and its new location if it has changed. Node A
begins to send its buffered messages to the sink. Neighbors of A overhear these
transmissions (including node B) and notice the availability of the sink and its location.
In turn, they transmit their buffered messages via greedy forwarding. Neighbors of B do
the same thing and so forth until transmitting all the buffered messages and reaching the
source node. From now onwards, the source is aware about the availability of the sink
and transmit messages normally.

5.4 The Trajectory

In the original Elastic, before obtaining the new location of a mobile sink, the source still
encapsulates the known original location of the sink in each data packet, and this invalid
location information may lead to unsuccessful data delivery [19]. If the source can
predict the new location of the sink, the delay of finding a shorter route can be highly
reduced. However, authors didn’t mention whether the sink path is arbitrary or prede-
fined, but in their tests, they supposed that the sink follows the random way point model,
which leads us to deduce that the sink trajectory is arbitrary. This makes it hard to predict.

First Improvement. We suppose that the sink trajectory is predefined and the source
knows the sink’s trajectory and speed. This allows the source to predict easily the sink
location at any time. Before sending a packet, the source encapsulates its belief about
the sink location (the predicted location) on the data packet. This allows finding a
shorter route to the sink’s new location instead of sending the packet through the old
path until arriving at a node that knows the new location of the sink. The predicted
location by the source may not be the exact location of the sink but at least the packet
will be sent in the right direction towards the sink and will meet surly one of the sink’
neighbors since anyway the sink communicates its current location to its nearby sensors
periodically. Despite this, we keep the overhearing principle so that the source node can
update the sink real location since the location got by overhearing is more credible that
the predicted one.

Second Improvement. In the original Elastic, with a higher moving speed, the sink
may move out of the radio range of the last hop forwarding node with a higher
probability. In this case, the sink has to inform its location to the last hop forwarding
node by unicasting, and the data packets forwarded by the last hop forwarding node
during this period are all dropped [19]. If the last hop forwarder can predict the new
location of the sink, the number of dropped messages can be reduced. However, the last
forwarder is not always the same, so we propose that all nodes know the sink’s
trajectory and speed. This allows nodes to predict easily the sink location at any time.
While waiting the unicat message from the sink, the last forwarder encapsulates thei