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Preface

Digital forensics deals with the acquisition, preservation, examination,
analysis and presentation of electronic evidence. Networked computing,
wireless communications and portable electronic devices have expanded
the role of digital forensics beyond traditional computer crime investiga-
tions. Practically every type of crime now involves some aspect of digital
evidence; digital forensics provides the techniques and tools to articu-
late this evidence in legal proceedings. Digital forensics also has myriad
intelligence applications; furthermore, it has a vital role in information
assurance – investigations of security breaches yield valuable information
that can be used to design more secure and resilient systems.

This book, Advances in Digital Forensics XII, is the twelfth volume
in the annual series produced by the IFIP Working Group 11.9 on Dig-
ital Forensics, an international community of scientists, engineers and
practitioners dedicated to advancing the state of the art of research and
practice in digital forensics. The book presents original research results
and innovative applications in digital forensics. Also, it highlights some
of the major technical and legal issues related to digital evidence and
electronic crime investigations.

This volume contains twenty revised and edited chapters based on pa-
pers presented at the Twelfth IFIP WG 11.9 International Conference
on Digital Forensics, held in New Delhi, India on January 4-6, 2016.
The papers were refereed by members of IFIP Working Group 11.9 and
other internationally-recognized experts in digital forensics. The post-
conference manuscripts submitted by the authors were rewritten to ac-
commodate the suggestions provided by the conference attendees. They
were subsequently revised by the editors to produce the final chapters
published in this volume.

The chapters are organized into eight sections: Themes and Issues,
Mobile Device Forensics, Network Forensics, Cloud Forensics, Social Me-
dia Forensics, Image Forensics, Forensic Techniques, and Forensic Tools.
The coverage of topics highlights the richness and vitality of the disci-
pline, and offers promising avenues for future research in digital forensics.
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Chapter 1

ON A SCIENTIFIC THEORY
OF DIGITAL FORENSICS

Martin Olivier

Abstract A suitable theory to serve as scientific grounds for a digital forensic
science is still elusive. Such a theory needs to satisfy the demands
imposed by science and justify the facts derived as evidence using the
theory. A number of grounding theories have been proposed. This
chapter revisits three prominent theories, those of Gladyshev, Carrier
and Cohen, and: (i) determines the requirements they suggest for a
digital forensics theory; (ii) analyzes their primary differences; and (iii)
assesses them using the norms that exist for science. This enables us
to sketch the outlines of a new theory that better reflects the scientific
requirements and the intended application of forensic science in a digital
context.

Keywords: Forensic science, digital evidence, digital forensic science, theory

1. Introduction

Forensic science is, quite literally, a science intended for use in the
forum – the place in society where matters of law are debated. The role
of forensic science is to contribute to the debate by providing answers
to issues relevant to the debate, where the veracity of the answers stems
from the use of science.

Exactly what constitutes science is a question that has occupied (re-
flective) scientists and philosophers for over a century. The problem
of distinguishing between the scientific and non-scientific is often re-
ferred to as the “demarcation problem.” Although much insight has
been gained about the demarcation of science, the problem is far from
settled. Gratzer [9], for example, recounts a number of instances where
theories that were not scientific were for periods deemed to be scien-
tific. He is not interested in cases where scientists actively attempted

c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
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to deceive others by, for example, fabricating data. He is also not in-
terested in “tales of scientific lunacy.” He studies cases that may be
referred to as “pathological science.” He is fascinated by “the way that
false theories and imagined phenomena sometimes spread through the
scientific community. . . . Sometimes such a perversion of the scientific
method results from external . . . pressures, but at other times it is a
spontaneous eruption” [9].

Where Gratzer looks at aberrations in the broad scientific enterprise,
Turvey [22] uses much stronger language when he speaks about forensic
fraud that thrives in the “science cultures” of forensic examiners. Exam-
iners are often not scientists, but they are put in a position where they
act as scientists. Even when examiners are scientists, Turvey shows con-
vincingly that the culture of law enforcement is that of a “noble cause” –
one that brings criminals to justice. In contrast, the scientist is one who
ought to value scientific truth above all else. Yet, many (if not most)
forensic examiners are employed by law enforcement agencies. This jux-
taposes two cultures that differ in their primary virtues. Foucault [5], for
example, claims that, in order to understand the penal system, one has
to determine whether “the insertion in legal practice of a whole corpus
of ‘scientific’ knowledge, is not the effect of a transformation of the way
in which the body itself is invested by power relations.”

This latter question resonates in the questions posed by Harding [10]
about whose science and whose knowledge is valued and pursued. In her
critique, she distinguishes between “bad science” and “science-as-usual.”
Her critique of bad science overlaps with Turvey’s critique and contains
some elements of Gratzer’s accounts. Her critique of science-as-usual is
primarily based on the power structures in which the science is situated
and the impossibility of the situated knowledge to be value neutral.

The questions that have been raised about the scientificness of dig-
ital forensics as a forensic discipline are primarily about demarcation.
The underlying questions are about the scientific method used in digi-
tal forensics. Some responses have dealt with characteristics of digital
forensic techniques; in general, the characteristics that have been men-
tioned are necessary, but not sufficient to declare that digital forensics is
a science. Some answers have taken the form of suggesting a foundation
for digital forensics that could make digital forensics scientific.

This chapter revisits the line of thought that seeks a theory for digital
forensics that may serve as a scientific foundation for the discipline. In its
quest to find such a theory, it attempts to stay within the boundaries of
what would be considered scientific by science at large. It recognizes that
scientific facts may be useful to solve a crime that has (possibly) been
committed. However, it attempts to focus on science as an arbiter of fact
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(within the limits of science), rather than science used in the pursuit of a
criminal. In simple terms, it explores the possibility that digital forensics
can consider some claim c and express scientifically-justifiable support
for or rejection of the claim — if (and only if) scientific grounds exist to
reach such a conclusion. Such proven claims (c or c) may, if relevant, be
accepted by a court of law.

In order to justify this course of action, the next section recounts the
underlying logic employed by society in its use of scientific evidence.
This is followed by a discussion of prominent attempts to formulate a
foundational theory for digital forensic science. The intention to canvass
these earlier theories is twofold. On one hand, the theories shed light on
what scholars in the field have deemed to be important in a theory. On
the other hand, it is possible to critique the theories based on the role of
digital evidence that is elucidated in the initial sections of this chapter.
Finally, the chapter identifies the characteristics that underpin a theory
of digital forensic science.

2. Rationale for Scientific Evidence in Society

Science cannot prove the superiority of scientific knowledge over other
forms of knowledge. However, the superiority of scientific knowledge is
deeply ingrained in the fabric of many modern societies.

As a society, we (subjectively) value scientific claims; we rely on scien-
tific claims about the safety and efficacy of our medicines; we are willing
to board aircraft under the assumption that science assures us that the
planes will indeed fly; and we will allow driverless cars to share our
roads once we believe their safety has been demonstrated scientifically.
We know that science is not infallible, but we generally experience an
increase in the knowledge and understanding of our world and our tech-
nology and are willing to increasingly rely on science. In our narrower
circle, as digital forensic practitioners and researchers, we are, after all,
the readers and authors of scientific literature and are unlikely to de-
vote our lives to an enterprise in which we do not believe. It is only
natural that we want to have facts at our disposal when decisions in
legal matters are made. And when such facts are not obvious, we prefer
scientific proof of allegations above any other means of knowing, when-
ever possible. Our reliance on science is not shared globally – in some
legal systems, religious insights are deemed more valuable than scientific
ones. To the scientific mind, the grounds of beliefs of others seem par-
ticularly unreliable when used as proof – beliefs that are often built on
a metaphysical foundation that does not allow objective scrutiny.
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Accepted scientific theories are expressed as concise laws, such as the
iconic E = mc2. Sometimes these laws are conditional – they apply in a
physical vacuum or where no external force has an effect on the body of
interest. Once the preconditions are met, it is possible to apply science
in even more specific terms: a feather dropped in a vacuum from the top
of the Leaning Tower of Pisa will reach the ground in a time that can
be calculated with extreme precision. These are the types of facts that,
we hope, science will put on the table in our courts of law: this specific
revolver fired the round that was found in the body of the victim; the
fingerprints of the suspect match those found at the crime scene; Jack
is the father of Jill. In the end, the scientist has to testify about some
claim c. We prefer to hear a resounding yes, c is true; or a resounding
no, c is false. In reality, the scientist will say that c is true or false –
to some degree of certainty. We also realize that a scientist sometimes
may not be in a position to confirm or deny c – tests are not always
conclusive or even always possible. However, when tests purport to be
conclusive, they must be reliable.

As a society, we have formed (absolute) rules to deal with uncertainty.
In the current context, the rule that a suspect is innocent until proven
guilty is a mechanism that deals decisively with uncertainty.

However, much of life is cloaked in uncertainty and no fixed rules exist
to deal with the uncertainty. When a crime is committed, law enforce-
ment may have much more uncertainty than certainty at its disposal.
There may be leads, suspects, hunches and many metaphysical opinions
may be expressed. A few facts may be available and some of them may
be scientifically provable. However, in these uncertain conditions, it is
often unclear whether such facts will turn out to be relevant – and one
of the defining characteristics of evidence is relevance.

It is in this nebulous world of uncertainty that a detective investigates
a crime (without even being certain that a crime was committed). Facts
– even scientifically-proven facts – may help the detective plot a course
through the leads, facts and opinions in a process known as an investiga-
tion. The detective is a puzzle solver, but not in the sense that Kuhn [12]
uses to describe the activities of the (normal) scientist. The detective
formulates theories about what happened, but these theories are very
different from the theories formulated in science; the detective’s theo-
ries correspond to something like the general theory of relativity only in
name. The detective may formulate hypotheses about what happened,
but the hypotheses again only have a family resemblance to the hypothe-
ses that are formulated (and formally tested) in a scientific endeavor. At
the end of the investigation, the detective turns all the uncovered evi-
dence over to a prosecutor, who decides whether a bona fide (or, more
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cynically, a winnable) case can be made against certain parties. If so, the
matter is referred to a court, where facts become the currency presented
to the presiding officer or jury. It is up to the court to decide whether
or not the case has been proven. It is in this forum where the claims
of the forensic scientist are offered as facts. These same facts may have
played a role during the investigation – just like other leads, claims and
hunches. However, it is in this forum where the evidence is proffered as
scientific facts. It is in this forum where the claims may impact the life
of the suspect (or of the scientist) for years to come.

The disentanglement of investigation and examination is important,
not only because they are two inherently different activities that super-
ficially mimic one another, but also because many of the problems in
current forensic practice stem from investigative methods that drifted
to the forensic laboratories without ever establishing scientific grounds
– a problem highlighted by the seminal U.S. National Academies’ report
on forensic science [13].

From the narrative above, it is clear that a scientific theory of digital
forensics needs to: (i) consider the domain of digital forensics; (ii) reflect
on the nature of claims that may be offered as scientific fact; and (iii)
reflect on the certainty with which the claims can be offered as facts.
This is the journey that is followed in the remainder of this chapter.
During the journey, it is important to also reflect on what others who
previously attempted similar journeys said. From their journeys, we
learn about the expectations of such journeys. We also learn about the
pitfalls that prevent their theories from being the ultimate blueprint of
digital forensic science. It is also prudent to be aware that the journey –
like those that have gone before – is bound to be found lacking in many
respects. However, we hope that one more foray into the world of digital
forensic science will shine more light on a topic that is likely to remain
murky and foggy for some time to come.

3. Domain of Digital Forensic Science

Digital forensics is often seen as an activity with the purpose of ex-
tracting evidence from all things digital for use in judicial proceedings.
One consequence of this informal definition is that, taken to its logical
conclusion, digital forensics encompasses almost every form of scientific
(and much non-scientific) evidence. Almost every piece of laboratory
equipment runs some software that processes values from a range of sen-
sors and presents the results of a test or measurement in a visual form
to the scientist (or technician or even novice) who interprets it. This
would put digital forensics in a peculiar relationship with other forensic
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Table 1. Technical specifications of a DNA analysis system [7].

Name Description

Data Output Files .bmp, .fsa and .cmf formats
. . . . . .
Internal Memory 80GB solid-state drive
External Connections USB 2.0

GPS (USB 2.0; L1 frequency reception;
sensitivity > −150 dBm)
Wi-Fi 802.11
Ethernet (RJ45 10/100/1,000 Mb data rates)
SVGA, DVI

Security Multiple encryption systems for stored data
WPA2 encryption
Strong passwords; secure logging of all accesses
to local database

System Clock Clock synchronizes with GPS signal

sciences. As an example, consider the relationship between a forensic bi-
ologist and a digital forensic specialist. The brochure of a DNA analysis
system states [7]:

“The instrument’s Expert System software analyzes the data after run
completion and provides real-time feedback on the usability of the STR
profiles for database searching.”

Table 1 lists some of the specifications of the device. The quotation
and selected specifications leave no doubt that the instrument is a digital
computer. If the definition of digital forensics as provided in the opening
sentence of this section is accurate, it follows that evidence about the
output of this device should be in the domain of digital forensics. In this
manner, digital forensics becomes the universal forensics because very
few instruments do not operate in a digital fashion at their core.

As noted in Table 1, the DNA test instrument produces files in the
.bmp, .fsa and .cmf formats. Identification and classification are core
forensic competencies [11]. The average digital forensic practitioner will
probably be willing to identify and/or classify a .bmp file. However, it
is quite possible that the average digital forensic practitioner has never
encountered the other two file types and the question then becomes:
Which forensic branch is able to express an opinion when the tampering
of such a file is alleged?

However, we should be cautious when introducing the notion of tam-
pering: digital forensics has, for a long time, been preoccupied with
identifying tampering and information hiding and, in general, trying to
outsmart the really clever hacker. The average computer user is ar-
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guably equally able to store secret information in, say, the slack space
of an ext4 volume as he/she is to modify the code in the DNA analysis
instrument. This does not mean that either is impossible. This also
does not mean that a capability to detect such interference with normal
system operation is unimportant. Instead, the consequence is that most
digital information is an accurate representation of what it purports to
be (subject to the well-known volatile nature of data where a file date
is, for example, inadvertently modified by someone who opens the file
to read it and then saves it when closing it).

Hence, we contend that digital forensics should, in the first place, focus
on digital evidence that has not (maliciously) been tampered with (be-
yond what average users are able to do, such as deleting files). However,
this assumption of correct data does not diminish the need to identify
inaccurate data – it just means that there is a gap in our work on the
scientific extraction of evidence from normal data.

As noted elsewhere, the forensic scientist should be able to testify to
facts, which are usually formulated as claims or propositions. When ini-
tially faced with a claim, the forensic scientist considers it as a hypothesis
(in a general sense), tests it, decides whether to reject or accept it (with
due regard to the inherent problem of accepting a statistical hypothesis)
and then testifies to the finding based on the result of the test.

The question then is: What facts can the digital forensic scientist
testify to? The assumption that the facts may relate to all things digital
is clearly problematic. We suggest that postconditions of computations
may form this foundation.

This chapter explores a system that is simple, but powerful enough to
form a foundation for digital forensics. Note that the intention is not to
describe forensic methods or a real-world approach to conducting digital
forensics.

3.1 Foundational Concepts

At the core, the digital forensic scientist examines digital artifacts
that are acted upon by computational processes.

Definition 1. A digital artifact is a sequence of bits that has (or rep-
resents) meaning. The meaning is often (but not always) determined by
context.

As an example of contextual meaning, consider the first few bytes of
a file. They often indicate the type of the file. These bytes are the file
signature or magic number. In other contexts, the same bytes may have
no meaning (or a different meaning). In our definition, a sequence of
bytes that function as a signature is a digital artifact.
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A file is arguably a more obvious example of a digital artifact. The file
technically is a file because it exists on a digital medium where metadata
links its various blocks together, names it and details its other attributes.

Corollary 1. A digital artifact may contain or consist of other digital
artifacts.

Corollary 2. A combination of digital artifacts may constitute a digital
artifact.

One interpretation of this corollary is that the sum of the parts may
be more that the parts on their own; however, no grounds for this inter-
pretation are provided at this time.

Corollary 3. The component parts of a digital artifact often provide
details that help an examiner to classify (or even individualize) the ar-
tifact.

The definition and corollaries enable one to denote (or name) artifacts,
as well as to refer to the attributes of artifacts. A file f may, for example,
have a name. The claim that

name(f) = example.txt

may be confirmed or refuted through examination.

Definition 2. Processing (or computing) may create, modify or destroy
digital artifacts. Stated differently, a computational action α may have
one or more effects. It may be useful to indicate that such an action
pertains to a specific artifact, although this will not always be practical.

As an example, consider the editing of file f . An example of an action
that causes a change to f is saving (or writing) the file:

w(f) � f ′

In addition, writing may cause a backup file to be created (or updated):

w(f) � ∃f∼ where f∼ = f

Other consequences of the write operation are that the file date is up-
dated (or that the modification date and time of the “new” file f ′ is set
to the time and date of the write operation). The update also impacts
the containing disk:

w(f) � d′ where fEd

where E is used to indicate an element of the structure – in this case, the
disk d. Such a structure may sometimes be equivalent to a set; however,
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a disk allows multiple instances of the same file and, hence, more closely
resembles a bag. Note that E is used to indicate bag membership.

This chapter does not intend to introduce new notation. Many spec-
ification languages, such as Z, already have a rich notation in which
postconditions can be specified.

Note that a computation often has a wide array of effects (manifested
as postconditions) on the system. The algorithm used by software trans-
forms its input into output, with (often) some logical relation between
the input and the output. In some cases, details of the implementation
may be left to the developer and, thus, specific software may leave its
fingerprints in the output; different software suites may, for example, en-
code pictures slightly differently. Depending on the software, the input,
output or both may remain in the system as artifacts. Software may
leave other traces of its operation such as entries in a log file. All these
characteristics are potentially postconditions of the computation.

It is not always useful (or even possible) to consider all the postcon-
ditions of a computation. The use of postconditions with the greatest
discriminatory power and highest resilience are (obviously) the ones to
focus on, but certainty also derives from redundancy. A sufficient num-
ber of postconditions need to be verified before a conclusion can be
reached. It is not obvious what would constitute a sufficient number;
this problem is part of ongoing work [18] and is not considered further
in this discussion. It is worth noting that DNA evidence faces a similar
problem, albeit in the realm of natural phenomena. The human genome
is incredibly complex but, in general, of little forensic value. The major
variations that tie genetic material to individuals occur in a small por-
tion of genetic material. DNA evidence achieves its success by focusing
on a very small set of loci that show enough variation in a given popu-
lation to discriminate between individuals, if enough of the loci are used
for comparison.

4. Achieving Scientific Status

We now turn our attention to the manner in which a truth claim
can be justified in a scientific manner. This is the question that lies at
the core of the seminal work on the scientific bases of digital forensic
science. The best known answers are arguably the following (risking
some oversimplification for the sake of brevity):

Gladyshev [8]: Find a path through a finite state automaton that
fits all known facts and terminates in the current state of the finite
state automaton; such a path is known as an explanation.
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Carrier [3]: Formulate and test a hypothesis or a sequence of
hypotheses.

Cohen [4]: Establish the physics of information as a new science
and use the facts in this science to find consistencies or inconsis-
tencies to support or refute a claim.

In addition to these proposals, one has to consider digital forensic
practice as, for example, embodied in the best known forensic tools.
These tools typically extract data from devices and enable forensic ex-
aminers to inspect or observe data. In addition, the relationships be-
tween data can be rendered in a variety of ways (for example, using a
visual representation). This enables the examiner to observe relation-
ships, patterns and other potentially interesting characteristics of the
data being examined.

In fact, observation is one of the key elements of all three theories,
as well as of digital forensic practice. However, the perspectives of the
theories with regard to observation differ and, therefore, require deeper
exploration.

The three theories use automata theory as a foundational concept,
albeit in different roles. The fundamentally different uses of automata
theory also require exploration.

The theories (and practice) disagree about what they deem to be the
primary artifacts of a digital examination. Cohen starts with a “bag
of bits” and identifies the larger units of meaning in the bits. Carrier
distinguishes between primitive and complex artifacts; complex artifacts
are of primary interest, but one examines them with a hypothesis (or
assumption) that the primitive artifacts that constitute them are sound
(or can be shown to be sound – or not).

4.1 Observation

An important difference between the three theories is the relationship
between (scientific) theory and observation.

Carrier and Cohen say that digital evidence is latent – that it cannot
be observed by the naked eye. This is arguably consistent with the view
of vendors of digital forensic tools and does not contradict Gladyshev’s
statements. Carrier, for example, states that “[t]he investigator cannot
directly observe the state of a hard disk sector or bytes in memory. He
can only directly observe the state of output devices.” He immediately
follows this remark about the nature of digital evidence by postulat-
ing that, “[t]herefore, all statements about digital states and events are
hypotheses that must be tested to some degree.”
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The requirement to observe, inspect or measure a feature of a (digi-
tal) object is a common activity in most scientific enterprises. In forensic
science, in particular, these activities commonly occur in forensic labora-
tories. Examples include measuring the alcohol level of a blood sample,
observing the presence of Y chromosomes in genetic material or inspect-
ing blood spatter patterns. When evidence is latent, some instrument
is, by definition, required for observation or measurement.

The question whether mere observations can be the foundation of a
science is an old one. The logical positivists were already deeply divided
about the role of observation (or protocol sentences [14]) in science, with
the non-verifiability of personal observations at the core of the contro-
versy. Much of the controversy can be traced back to Wittgenstein’s
Tractatus Logico-Philosophicus [23].

The outcome of this controversy was an almost unanimous rejection
of observation as a building block in science. Bunge [1], in his com-
prehensive review of the philosophy of science, mentions parts of this
controversy in passing; the role of observation is not a point of debate in
his exposition. French [6] uses an apt analogy to illustrate the inability
to generalize from observation to theory by reflecting on what and how
a botanist would observe in a forest:

“Is she just going to parachute into the jungle, unbiased and without
presuppositions and simply start observing, left, right and center? And
observing what? All the plants, all the trees, all the strange animals and
insects? No, of course not. She will know what she is looking for, what
counts and what doesn’t, what conditions are relevant, etc.; she may even
have some theory in mind, some set of hypotheses that is being tested.
Of course, serendipitous observations happen, new plants or animals are
discovered, for example, but a botanist observing without bias in the field
would be overwhelmed.”

Carrier attempts to avoid direct observation (and measurement); the
formulation of hypotheses and the subsequent testing of the hypotheses
form the core of his claim that his work contributes to the discourse of the
science of digital forensics. However, a large number of his hypotheses
deal with situations where direct observations or measurements appear
to be natural and the use of hypotheses artificial. An example is a scien-
tist who observes the disk capacity on the label of the disk. The scientist
then formulates a hypothesis that the disk capacity is indicated by the
label (possibly after finding the relevant documentation of the device
and determining the specifications from the manual). A tool may then
be used to confirm the capacity. The debate about observation arguably
explains this approach. However, simply measuring the capacity of the
device appears to be a much simpler approach to achieve the same result.
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Carrier, in fact, points out that “[m]ost forensic science disciplines
have theories that are published, generally accepted, and testable.” How-
ever, while Carrier’s work emulates this process, it does not lead to theo-
ries that are tested, generally accepted and published. His process leads
to contextualized theories – that are, in general, not published and do
not become theories that are generally known – and, therefore, are not
theories that would be generally accepted.

Philosophers who study measurement encounter problems similar to
those who reflect on observation [20]: measurement is not theory-free,
yet measurement (for example when testing hypotheses) helps create
theories. This mutual influence of measurement and theory questions
the very foundations of scientific theories. However, Carrier’s approach
is not one that is intended to shape scientific theories. When Carrier
formulates a hypothesis about disk capacity, his intention is to determine
the capacity of the disk. Measurement would have had the same value
as a hypothesis-based approach.

Cohen reminds us that digital evidence, by its very nature, is latent:
all observation occurs via instrumentation. Observation in this context is
very similar to measurement. Observation is, as noted, not theory inde-
pendent; however, because observation only provides information about
the case at hand – rather than impact a general theory – the problem
of circularity is avoided. The claims of the proponents of protocol sen-
tences apply; the critiques of opponents are avoided. An attempt to
introduce hypothesis testing where observation or measurement suffice
does not improve the scientific validity of digital forensics.

It is also worth noting that, unlike Carrier, both Gladyshev and Cohen
appear to accept observation (through instrumentation).

4.2 Automata Theory

All three theories discussed here use automata theory as one of the
tenets on which claims of being scientific are based. From this one may
infer that justifiable facts about computational processes are deemed
important by all three theories. This extends the domain beyond the
examination of digital artifacts – which seems to be the primary focus
of commercial digital forensic tools, where artifacts such as pictures and
other documents may yield partial indications of the events that occurred
during processing.

All three theories use finite state machines. Given that Turing ma-
chines define computability, the use of much less powerful finite state
machines is somewhat surprising.
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Cohen initially discusses finite state machines, but later correctly
notes that a finite state machine with an unlimited tape added to it
becomes a Turing machine. This happens before the core of his theory
is presented. He notes that complexity and computability are based on
Turing machines and derives a number of insights that are key to his
theory of the physics of information. While both finite state machines
and Turing machines are important concepts in Cohen’s theory (and
complexity, an important part in the theory itself), automata theory per
se is not a core element of the theory.

Carrier employs an interesting variation of finite state machines. In-
stead of using the finite number of states that characterize a finite state
machine, he suggests that the states between transitions are variable –
that they play the role of memory that can change over time. In addi-
tion, the finite state machines may change from transition to transition,
given the fact that a computer system changes as disks are mounted
and unmounted. If an infinite number of finite state machines are avail-
able to substitute one another, the resulting device may well be Turing-
complete. However, finite state machines play a minor role in Carrier’s
eventual theory and we, therefore, do not explore the computing power
of these machines.

In contrast to the other two theories, finite state machines form the
basis of Gladyshev’s theory. The finite state machines do not directly
model computations in the sense that a finite state machine is a repre-
sentation of a program being examined. Instead, the states of the finite
state machine are key indicators of important parts of the system state.
While it may, in theory, be possible to consider the entire state of a
system, the (theoretical) costs are prohibitive. A system with n bits of
storage has 2n possible states, ignoring the fact that additional storage
may be added. In addition, the transitions between the states would
be hard to determine; although, it is clearly not Gladyshev’s intention
to follow such an approach. Unfortunately, even when Gladyshev uses
simple examples to illustrate his theory, the number of states quickly
becomes unmanageable and raises the question if such an approach is
practical.

Carrier remarks that his theory is not intended to be used in all its
details for investigations in practice; just like a Turing machine is a very
useful model of a real computer, but programming a Turing machine is
unwieldy at best. The question then is whether an impractical theory of
digital forensic science sheds useful insights on such science; if it does,
it clearly has merit. Unfortunately, Gladyshev does not explore the
nature of such (abstract) insights that may be gained from his model –
and state explosion limits its practical use. Some questions may also be
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raised about how one would determine the parts of the global machine
state that should be included in the states modeled in the finite state
machine – in particular, where multiple programs may have an impact
on the state. However, this is an interesting problem for future research
rather than a critique of Gladyshev’s model.

Gladyshev’s model presents an intriguing mechanism to test hypothe-
ses. His model assumes that the current state of the finite state machine
is known and that some intermediate states may be known. A trace of
a path through the finite state machine states that covers all the known
intermediate states and terminates at the current state explains the ob-
servations (or knowledge of intermediate and current states). Clearly, at
least one explanation has to exist, else the observed evidence (or model
of the states) cannot be correct. To test a hypothesis about whether an
intermediate state of interest was reached, it is inserted as evidence and
a search for explanations is initiated. The hypothesis is refuted when no
explanations are found.

Unfortunately, this method of hypothesis testing also raises concerns
about practical use of the theory. The time frame in which evidence was
observed and the time frame in which the hypothesized state occurred
has to be specified (with a finite degree of deviation allowed). This
makes it impossible to ask and answer whether a given state may ever
have been reached. Again, the practical implications of this aspect of
the model are not quite clear. It is possible that this choice was required
to prevent the complexity of computing the explanations from reaching
intractable levels.

4.3 Bits, Bytes or Files?

A third area raised by the three theories is the notion of layers. Cohen
asserts that the examiner starts with “a bag of bits” and infers the
meaning at a higher layer (e.g., these bits are a JPEG file) using criteria
he details.

Carrier distinguishes between (low level) primitive categories and (high
level) complex categories. He suggests that investigations are usually
performed at the complex level, with the primitive level serving as a
theoretical backdrop on which the complex level rests. If necessary,
remarks about complex categories can be mapped to primitive categories
and examined at the primitive level. However, the important thing is
the knowledge that this is possible, rather than an operational practice
that is sometimes (or even ever) done.
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Gladyshev notes that programs can be mapped to finite state ma-
chines (as discussed above), and proceeds to work at the lower level,
without exploring the relationships between layers any further.

All three theories acknowledge the existence of layers. It may be ar-
gued that two layers do not adequately allow the creation of abstractions
in the digital domain. A database built on a filesystem is a new reality,
with the filesystem providing primitive support [15]. A dedicated appli-
cation on a computer may use a database as a primitive, but leave no clue
to the user of the system that a database is running in the background.

Other branches of forensic science are also confronted by such layers.
A DNA forensic scientist and a forensic pathologist both work with hu-
man tissue, but at very different layers. Both know that tissue consists
of atoms that, in turn, consist of sub-atomic particles. However, the ex-
istence of these sub-atomic particles does not directly impact the work
of either scientist. Cohen observes that the division of digital artifacts
cannot proceed beyond the bit-level – in contrast to the physical exam-
ple above. From this, Cohen derives valuable insights for his physics of
information. However, this does not detract from the fact that physical
and digital artifacts may both be examined at different levels.

In this regard, Carrier’s position is most closely aligned with other
forensic disciplines: while particles of an artifact may shed some light
on its working (and may be important to understand the operation of the
higher layer artifact), the artifacts that confront the forensic examiner
should be the starting point of an examination. The question whether a
file f was digitally signed by some user u is best addressed using notions
of files, signatures, public/private keys and the algorithm(s) that could
have been used given the known keys. Determining the truth of such a
claim involves processing bytes (or even bits), but the terms listed are
those that are used to formulate and answer the question.

Stated differently, the question posed to a digital forensic scientist
determines the level at which an examination occurs. Analysis at a
deeper level is only needed if a specific reason for the deeper analysis
exists. The reasons may include anomalies found during processing or a
separate request to express an opinion on the integrity of an artifact.

To defend the claim made in the previous paragraph, consider that
an artifact may exist independently or exist embedded in some context.
Copying a file from one medium to another does not change the content
of the file. (The usual chain of integrity may be confirmed by computing
cryptographic hashes of the original and copy, and comparing the hashes
– a standard practice in digital forensics.) However, copying the file from
one medium to the other may significantly change the order of the sectors
that the file occupies on the medium, may change the number of sectors
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per cluster and, hence, the total number of sectors occupied by the file,
may change the content of the slack space in the final cluster, and so
on. Whether or not these changes are important depends on the nature
of the question to be answered. If there is no reason to doubt that the
artifact to be examined is, indeed, a file, it may be examined as a file
instead of as a sequence of clusters of sectors existing on some medium.

4.4 Investigations, Examinations and Analyses

The distinction between investigative and probative work was high-
lighted earlier in this chapter. This distinction is also present in the
three theories being discussed.

Carrier sees the terms investigation and forensics as equivalent: “Dig-
ital investigations, or digital forensics, are conducted . . . ” Carrier also
states that some definitions of digital forensics “consider only data that
can be entered into a legal system while others consider all data that
may be useful during an investigation, even if they are not court admis-
sible.” He continues by pointing out that laws of evidence differ from
one jurisdiction to another and concludes that “the set of objects with
legal value is a subset of the objects with investigative value.”

We have argued elsewhere [17] that facts are useful during an inves-
tigation; facts are useful as evidence; however, facts are only one of the
elements of an investigation – experience, hunches, tip-offs and the gut
feel of the experienced detective are often just as useful, if not more
useful – to investigating an incident than the mere facts. The detective
follows leads and identifies possible sources of further evidence, possibly
identifying and excluding suspects. When a suspect, for example, has a
convincing alibi, the attention shifts to other suspects. While one may
talk about the detective’s theory or hypothesis, the meanings of these
words are very different from what a scientist means when using the same
words (see, e.g., the critique of Carrier’s use of the term hypothesis [21]).

In the context of investigative psychology, Canter and Youngs [2] de-
scribe an investigation as a decision making problem, where the investi-
gator is continually confronted by choices between alternatives to explore
deeper next. Suspect profiling is one way in which investigative psychol-
ogy helps in this regard: if it is known that the act being investigated is
most often committed by someone who meets certain personal criteria
(age, gender, employment status, relationship status, ethnic origin, and
so on), then the investigation can be expedited by focusing on the sus-
pects who match the profile. If the science underlying such profiling is
sound, it will, indeed, expedite most investigations because it will more
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often than not point the investigator in the right direction. However,
such profiling does not constitute evidence.

When investigating a case based on a profile, an investigator may
uncover facts that do constitute evidence. For example, the investigator
may prioritize obtaining a DNA sample from a suspect who matches the
predicted profile. If the sample from the suspect matches the DNA found
at a crime scene, a fact has been established that not only guides the
subsequent actions of the investigator, but that may also have probative
value in a legal context. Note that both claims (the profiling and the
DNA match) are factual and grounded in science. However, only one of
them would be considered evidence, even in a colloquial sense.

Carrier attempts to avoid the issue of admissibility to work with “a
general theory of evidence [. . . ] which can be restricted to satisfy the
rules of evidence in a specific legal system.” This statement is made
after the observation that the definitions of digital forensics differ in
their emphasis on an investigative process and obtaining evidence for
use in legal proceedings. It is clear that evidence is a subset of the
useful inputs to an investigation; it is not clear that, if all the elements
of an investigation without probative value are removed, then one would
be left with a non-empty set of elements with probative value. Phrased
in simpler terms, if a theory describes an investigative process, it does
not follow that the theory inherently says something about evidence.
This is elucidated below using an example taken from Carrier.

It is, however, important to briefly reflect on the importance of this
issue before proceeding. During the establishment of the NIST Forensic
Science Standards Board, digital forensics was not included as a foren-
sic science because doubts were expressed about the status of digital
forensics as a science. One of the key documents in this debate was
“Digital and Multimedia Evidence (Digital Forensics) as a Forensic Sci-
ence Discipline” published by the Scientific Working Group on Digital
Evidence [19] “to assist the reader in understanding that digital forensics
is a forensic science and to address confusion about the dual nature of
the application of digital forensic techniques as both a forensic science
and as an investigatory tool.” The document suggests that digital foren-
sics is a science when (or because) it uses scientific methods. When used
in a digital investigation, “identification and recovery” are the primary
activities that (as may be seen from its final paragraph) do not neces-
sarily have to be scientific – this is in line with our discussion thus far.
Whether or not the document convinces the reader that digital forensics
is a science is not important for our purposes at this stage. The distinc-
tion between forensic science, on the one hand, and investigations, on
the other, is indeed important.
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An additional claim in the document – that forensic science may be
useful for investigations – is (as noted already) obvious (assuming that
this is what is meant by the claim that “the output of digital forensics can
easily be used as direct input in digital investigations”). However, the
claim that “[i]nformation can easily flow from digital investigations into
digital forensics, [if it is] subjected to the rigorous process demanded
by the scientific method and rules of evidence” is, at best, confusing.
If forensic facts are proven during an investigation, they do not have
to “flow into digital forensics” – they are then already proven forensic
facts. Any investigation may lead to questions that can be answered
by scientific tests; a digital investigation may lead to questions about
the digital realm that may be answered in a scientific manner. If the
notion that information may “flow from digital investigations into digital
forensics” indicates that an investigation may raise questions that may
be answered by scientific methods, then the nature of these questions
arguably defines digital forensic science. We contend that this is not easy
and that the word flow is only justifiable if claims such as information
from murder investigations can easily flow into forensic pathology or into
DNA forensics can be made in a meaningful manner.

In a telling example, Carrier illustrates his use of hypotheses where
contraband in the form of pictures is suspected. His initial hypothesis is
that the contraband is in the form of JPG images – an act of prioritiza-
tion based on prevalence; in other words, a form of profiling that in most
cases increases the likelihood of successfully locating evidence early in
the investigation. However, when this hypothesis has to be rejected if
no incriminating JPG files are found, then the outcome of the investi-
gation is not affected. The search simply moves to less frequently used
options to search for evidence; ultimately, the search involves carving
files from the disk. In the end, whether the hypotheses are accepted or
rejected has no impact on the nature of the evidence. It is only after
the search space is exhausted that the conclusion is that no evidence
was found. This matches many aspects of investigations from the inves-
tigative psychology perspective: profiling usually accelerates evidence
discovery (and may even help solve cases that would otherwise not be
solved). However, the fact that the evidence matched a more or less
likely profile is of little evidentiary use in itself.

5. Discussion

The preceding discussion suggests that a grounding theory for digital
forensic science needs to address four areas of concern:
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1. Observation and Measurement: Observation is already theory
laden. Neither observation nor measurement can form the essence
of a grounding theory. A theory is a prerequisite for observation
and measurement. The discussion suggests that the effects of com-
putations may form a suitable theory that could guide observation
and measurement. Such effects are well known in computer science,
where they are typically encountered in the form of postconditions.

2. Automata Theory: While automata theory appears to be a nat-
ural fit for digital forensic science applications, its use in digital
forensic science theories has not resulted in the successful devel-
opment of a digital forensic science. It seems too far removed
from computational processes to model computations in real or
ideal examinations. The insight by Cohen that computational
complexity based on automata theory can help determine if ex-
aminations should be conducted deserves to be developed further.
Other work [16], which indicates that probabilistic algorithms may
enable the examiner to quantify error rates, also needs to be de-
veloped further. Hence, it is suggested that computability theory
may be more useful than automata theory as an ingredient of an
overarching digital forensic science theory.

3. Artifacts: The insight (in Carrier’s words) that complex objects
exist out of primitive objects is valid and useful. While other theo-
ries place different emphases on the relationship between complex
and primitive objects, their focus clearly increases during the ex-
amination of complex objects as the expositions of the theories
progress. However, the division of digital artifacts into only two
classes is an oversimplification of the digital realm. The role of lay-
ers of metadata in, for example, databases [15] better reflect the
nature of this realm in general. We suggest that an ideal theory
would provide a natural layer of relevance for the forensic exam-
iner and that the examiner should start the examination at this
layer of abstraction; of course, the examiner should be able to delve
deeper when necessary. As a simple example, a claim about a file
would, in general, be independent of the filesystem (and hence, the
sectors, clusters and other system structures on which the file is
stored). One should be able to copy a signed file from a filesys-
tem to another without affecting the properties of the signature.
However, when an examination involves system attributes, such as
the date of modification or the use of slack space, a lower level
examination is clearly indicated.
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4. Science: A distinction should be made between a science that
may be trusted to produce scientifically-justifiable evidence and a
science that may help expedite an investigation.

We further suggest that computations, rather than artifacts, should
form the primary focus of a theory. A lack of space precludes a full
exposition, so only a brief outline can be provided here. Computations
usually manifest themselves by creating digital artifacts; these artifacts
are the traditional objects of inquiry in digital forensics, but they often
hint at the processes that created them. When computations are the
units of an examination, the known postconditions of the computations
indicate whether or not a given process could have been active. More-
over, it is possible to study combinations of computations by developing
an algebra that determines the expected intermediate conditions and
postconditions of the composite computation. Such a change in focus
will facilitate the examination of real-world processes based on the al-
gebra. Unfortunately, space does not permit the illustration of these
claims. Note that a change to the examination of computations does
not preclude the current focus on the study of artifacts. An artifact is
typically the result of a computation; examining an artifact is, therefore,
a special case of examining computations.

6. Conclusions

The chapter has explored the forces that impact a foundational the-
ory for digital forensic science. It has considered the scientific imper-
atives, the intended application and the needs of digital forensic sci-
ence as embodied in current digital forensic science theories. Based on
these requirements, the chapter has sketched the outlines of a possi-
ble new theory – one where scientifically-justifiable claims can be made
about computations based on the discovered artifacts and the known
or knowable postconditions of computations. The approach suggests
that intermediate conditions and postconditions of computations can be
used to compare hypothesized processes against the discovered artifacts.
However, it remains to be shown that the process is indeed useful and
practical. In particular, the expected simplicity with which compound
computations can be characterized and examined has to be proven.
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Chapter 2

DATA PRIVACY PERCEPTIONS ABOUT
DIGITAL FORENSIC INVESTIGATIONS
IN INDIA

Robin Verma, Jayaprakash Govindaraj and Gaurav Gupta

Abstract A digital forensic investigation requires an investigator to examine the
forensic images of the seized storage media and devices. The investiga-
tor obtains full access to all the data contained in the forensic images,
including private and sensitive data belonging to the individual being
investigated that may be entirely unrelated to the case. Unrestricted
access to forensic images poses a significant threat to data privacy. No
legal or technical structures are in place to prevent abuse.

This chapter presents the results of three surveys, one for each stake-
holder group in digital forensic investigations, namely investigators,
lawyers and the general public, that sought to capture their data privacy
perceptions regarding the investigative process. The survey responses
show a lack of professional ethics among some of the investigators, lack
of legal support for lawyers to protect data privacy and confusion among
the general public regarding their data privacy rights. The results high-
light a pressing need for a privacy-preserving digital forensic investiga-
tion framework. To this end, a simple, yet efficient, solution is proposed
that protects data privacy without hindering forensic investigations.

Keywords: Data privacy, digital forensic investigations, stakeholders, survey

1. Introduction

Privacy is a very complex term, primarily because there are different
definitions of privacy in different contexts. An important aspect of pri-
vacy is the ability of an individual to control access to his/her personal
space [11]. An individual’s personal space in the digital world comprises
data in the form of files. These personal files are stored on digital devices
or on local or online storage.
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A digital forensic investigation attempts to collect and analyze all the
digital evidence related to the case at hand. A digital forensic investi-
gator typically gains access to the entire contents of the seized storage
media in order to collect and analyze all the evidence pertaining to the
case. In addition to potential evidentiary files, the seized storage me-
dia also contain private data belonging to the owner, such as personal
photographs, videos, business plans, email, medical documents, financial
documents, music, movies, games and software. Unrestricted access to
files that are unrelated to the case, including the owner’s private files,
poses a significant threat to data privacy. No well-defined standards or
guidelines exist to assist an investigator in deciding when all the im-
portant evidence has been gathered. This lack of clarity motivates an
investigator to search for more evidence, which tends to increase the
possibility and scope of data privacy violations.

Legal assistance is necessary to safeguard the data privacy of suspects
and victims during investigations and the subsequent court proceedings.
Lawyers should be knowledgeable about all the legal provisions that
protect data privacy. Suspects and victims should also be knowledgeable
about their data privacy rights.

This research sought to collect the ground truth about the princi-
pal data privacy issues related to digital forensic investigations. Three
surveys were conducted, one for each stakeholder group, namely inves-
tigators, lawyers and the general public. The survey instruments were
designed to capture the data privacy perceptions of the three stakeholder
groups regarding digital forensic investigations. Note that the general
public group corresponded to the investigated entities (suspects and vic-
tims) whose storage media would be seized in investigations. The surveys
focused on the Indian context and, hence, all the participants were from
India. However, the results of the study, including the concerns raised,
are relevant in countries around the world.

An analysis of the literature reveals that this is the first study of the
perceptions of investigators, lawyers and members of the general public
regarding data privacy during digital forensic investigations. The survey
responses show a lack of professional ethics on the part of some inves-
tigators, a lack of legal support for lawyers to protect data privacy and
confusion on the part of the general public regarding their data privacy
rights. The results highlight a pressing need for a privacy-preserving
digital forensic investigation framework. To this end, a simple, yet effi-
cient, solution is proposed that protects privacy without hindering digital
forensic investigations.
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2. Research Methodology

Surveys are a well-established research methodology. Researchers in
digital forensics have used surveys to understand the opinions of target
audiences on a variety of topics [12, 13]. The survey results have helped
the researchers gain insights into particular problems and explore possi-
ble solutions.

The first step in the survey design involved personal interviews with
one candidate each from the investigator and lawyer groups. Simultane-
ously, five potential candidates were interviewed from the general public
group. The answers enabled the researchers to identify closed sets of
relevant questions for the surveys of the three groups of individuals.

The second step in the survey design involved the conversion of the
subjective questions and responses to objective questions with com-
prehensive answer options. The initial questionnaires were shown to
the interviewed candidates to collect their feedback on question for-
mulation. The feedback enabled the researchers to improve the read-
ability, relevance and comprehensiveness of the survey questionnaires.
The three surveys were then posted on the Survey Monkey website
(surveymonkey.com).

The questionnaire used in the investigator survey incorporated three
subsections that focused on:

Adherence to digital forensic procedures.

Suitable time to stop gathering evidence in an investigation.

Access to the private files of the investigated entities.

The questionnaire used in the lawyer survey incorporated four sub-
sections that focused on:

Minimum amount of evidence required in an investigation.

Investigation of one case leading to the prosecution of another case.

Concerns raised by the investigated entities about data privacy.

Misuse of personal information collected during an investigation.

The questionnaire used in the general public survey comprised two
subsections that focused on:

Attitudes regarding the privacy of data and personally-identifiable
information.

Awareness of digital forensics and the investigative process.
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Table 1. Digital forensic cases handled by investigators.

Cases Handled Responses Response
(Total: 15) Rate

Less than 10 6 40.00%
10 to 29 2 13.33%
30 to 49 3 20.00%
50 to 69 2 13.33%
70 to 99 1 6.67%
100 or more 1 6.67%

The third and final step in the survey involved sending links to the
surveys to the target audiences. The investigator and lawyer surveys
were posted on Survey Monkey in August 2013. The last response in the
investigator survey was received in January 2014 and the last response
in the lawyer survey was received in February 2014. The public survey
was posted on Survey Monkey in September 2013 and the last response
was received in December 2014.

3. Survey Participant Demographics

The investigator and the lawyer surveys included participants who
were experts in their respective fields. All the participating investiga-
tors had undergone professional training and had received certifications
in digital forensics. The participating lawyers were experts on Indian in-
formation technology law who had actively worked on cyber crime and
computer fraud cases.

A total of fifteen digital forensic investigators responded to the survey.
The investigators had experience working on criminal cases and corpo-
rate incidents. All the questions in the surveys were answered by the
fifteen investigators. Eleven of the fifteen respondents were from private
digital forensic laboratories or companies; the remaining four investi-
gators worked at government forensic laboratories. Ten of the fifteen
investigators had degrees in computer science; the remaining five inves-
tigators had various other academic backgrounds. Seven of the fifteen
investigators had less than two years of work experience in digital foren-
sics; four investigators had two to five years of experience; the remaining
four investigators had five to ten years of experience. Table 1 shows the
numbers of cases handled by the respondents during their investigative
careers.

The lawyer survey respondents worked as cyber lawyers at reputed
courts in India, including the Supreme Court of India. Five of the ten
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Table 2. Experience levels of cyber lawyers.

Experience Responses Responses
(Years) (Total: 10) Rate

0 to 2 years 4 40%
3 to 5 years 2 20%
6 to 8 years 2 20%
9 to 10 years 0 0%
More than 10 years 2 20%

respondents were with private firms (one of the five respondents owned
a law firm); three respondents were independent legal consultants; the
remaining two respondents worked at government agencies. All ten re-
spondents answered all the questions in the survey. Table 2 presents the
experience levels of the cyber lawyers who participated in the survey.

Table 3. Age distribution of general public respondents.

Age Percentage

Up to 18 4.00%
19 to 24 61.10%
25 to 34 17.80%
35 to 44 6.80%
45 and above 10.30%

A total of 1,235 members of the general public completed the demo-
graphics section of the survey; 654 individuals quit before completing
the demographics section. Male respondents constituted 66.6% of the
participants and females constituted 33.4% of the participants. Table 3
shows the age distribution of the respondents.

Table 4 shows the educational qualifications of the survey participants
from the general public. A total of 17.2% of the respondents had less
than four years of experience using computing devices, 21.5% had four to
six years of experience and 61.3% had more than six years of experience.
The demographic data reveals that the survey participants were well
educated and had adequate experience using computing devices.

A hypothesis was framed that the participants’ levels of awareness
about privacy issues related to digital documents were high. However,
this hypothesis was rejected after a thorough analysis of the public sur-
vey results.
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Table 4. Educational qualifications of general public respondents.

Education Percentage

High School Diploma 5.20%
Undergraduate Diploma 5.80%
Baccalaureate Degree 56.50%
Post-Graduate Degree 29.90%
Doctoral Degree 2.60%

4. Investigator Perceptions of Privacy

The goal of the investigator survey was to assess how digital forensic
investigators handled the personal data extracted from seized devices
belonging to the subjects of investigations. Although the number of
participants in the investigator survey was limited, the responses were
valuable due to the expertise of the participants. The following subsec-
tions discuss the three components of the investigator questionnaire.

4.1 Following Forensic Procedures

The chain of custody is a legal document that tracks an exhibit (po-
tential item of evidence) from the time of its seizure until it is presented
in court or is returned to the owner after an investigation. The document
contains information about the exhibit, along with the names of the in-
dividuals who had custody of the exhibit, their designations and periods
of custody. The chain of custody is maintained to ensure accountability
and fairness of the investigative process and judicial proceedings.

Two questions were framed on chain of custody procedures to assess
if the investigators were well versed in the basics of their trade and took
their jobs seriously. The first question asked the investigators if they
filled out chain of custody forms – fourteen of the fifteen respondents
responded in the affirmative; one respondent was unaware of chain of
custody documentation.

The second question asked the investigators who filled out chain of
custody forms about the frequency of filling out the forms – eleven of
the fourteen did this every time; two did this most of the time, but not
always; and one did this some of the time.

The next question asked the fourteen respondents who filled out chain
of custody forms about when they filled out the forms. Two of the
fourteen respondents said that they only filled out the forms for cases
that were going to be tried in court. Three respondents did this only for
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important cases. The remaining nine respondents filled out the forms
for all types of cases.

The responses to the last two questions are inconsistent. Eleven in-
vestigators said that they created chain of custody documentation every
time, but only nine of them said that they created the documentation
for all types of cases.

4.2 Completing the Evidence Gathering Phase

The first question on this topic asked investigators if they stopped
gathering evidence after finding potentially relevant evidence or if they
explored the forensic images further, increasing the probability of en-
countering personal files that were not relevant to the case. Eight of
the fifteen investigators said that they stopped only after they had gath-
ered all possible – pertinent and irrelevant – evidence. Six investigators
stopped after they gathered all possible evidence related to a case. The
remaining investigator stopped after collecting the minimum amount of
evidence needed to prove or disprove a case.

The next question asked the investigators if they experienced situa-
tions where they collected evidence that was not related to the case at
hand, but that could be used to make a separate case against the sub-
ject. Surprisingly, seven of the fifteen investigators said yes, most of the
time; four responded yes, only sometimes; and four did not encounter
situations where they collected such evidence.

The responses to the questions indicate that gathering excess evidence
is a common practice among digital forensic investigators. The habit of
searching for more evidence than required is due to an investigator’s in-
decision about gathering adequate evidence to make a case or an attempt
to enhance his/her professional reputation by discovering unrelated ev-
idence that opens a new case against the subject. Both these situations
increase the likelihood of data privacy breaches.

4.3 Accessing Private Files

The first question in this part of the survey asked investigators about
their reactions after they encountered private files (e.g., personal pho-
tographs, videos, songs, business plans or intellectual property) during
an investigation. Six of the fifteen investigators said that they viewed
private files and copied the files related to the case being investigated
as well as files that were not linked to the case, but appeared to be
illegal or questionable. Four other investigators said that they viewed
and copied private files because these files were more likely to contain
evidence relevant to the case at hand as well as to other possible cases.
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The remaining five investigators said that they viewed private files, but
only copied the files that were relevant to the case at hand. The results
reveal that all the surveyed investigators routinely accessed private files
that may or may not be associated with the case at hand. Surprisingly,
ten of the fifteen investigators would not hesitate to copy private files
whether or not they found irregularities related to the case.

Another question asked the investigators if they had seen other inves-
tigators copy files such as wallpaper, songs, movies, games or commercial
software from case images. Three of the fifteen respondents stated that
they had seen their colleagues at their laboratories do such things. Four
investigators said that they had seen investigators at other laboratories
copy non-malicious personal files belonging to investigated entities. One
investigator had not seen anyone copy such files, but she did not see any
problem with such copying. The remaining investigators had not seen
such copying and they felt that it was inappropriate.

Surprisingly, half the participants had seen investigators in their lab-
oratories or elsewhere copy non-malicious content from forensic images.
Such unprofessional behavior poses a serious threat to data privacy. If
an investigator is willing to copy wallpaper, songs, movies, games and
application software from media belonging to the subject of an investi-
gation, then the security of the subject’s private files, including personal
photographs, audio and video files and countless other confidential docu-
ments, cannot be guaranteed.

The final question asked the investigators if they had heard of or been
involved in a situation where a subject reported the misuse of informa-
tion or evidentiary items being used to threaten him/her. Interestingly,
only one of the fifteen investigators was aware of such a situation. Nine
said that they had not heard of any misuse during their careers. The
remaining five investigators doubted that such abuse could ever occur.

5. Cyber Lawyer Perceptions of Privacy

The goal of the lawyer survey was to obtain insights into the legal
aspects of privacy during digital forensic investigations and court pro-
ceedings. A pilot interview was conducted with a lawyer who had argued
cases before the Supreme Court of India; the interview helped frame a
comprehensive questionnaire for the survey. Although the number of
participants in the lawyer survey were limited, the responses are valuable
due to the expertise and prominence of the participants. The following
subsections discuss the four components of the cyber lawyer question-
naire.
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5.1 Completing a Case

The first question asked the respondents when a case of cyber crime
or computer fraud was ready for trial. Seven of the ten respondents felt
that a case was ready after all the possible evidence – relevant as well as
irrelevant to the case – was collected and analyzed; some of this evidence
could also be used in a fresh case. Two respondents felt they could
stop after gathering all the evidence related to a case. The remaining
respondent said that he would stop after collecting the minimum amount
of potential evidence.

The next question asked about the minimum amount of evidence suf-
ficient to prove or disprove a case. Four of the ten respondents said that
one or two pieces of evidence would be sufficient. Three participants
said three to five pieces of evidence would be enough while the remain-
ing three respondents felt that six to ten pieces of evidence would be
required.

The responses to this question are significant because they set an
upper limit on the amount of evidence required in a typical case. It is
interesting that digital devices containing hundreds or thousands of files
are typically seized during an investigation; however, all the respondents
felt that no more than ten pieces of evidence would be adequate. The
remaining files on the seized digital devices would be irrelevant to the
case and may well contain personal or private data belonging to the
subject of the investigation.

5.2 Using Evidence in Other Cases

The first question in this subsection was designed to verify the results
of the investigator survey, where the participants who collected evidence
about activities not related to the case at hand used the evidence to
open new cases. Asking the same question to cyber lawyers made sense
because evidence collected by investigators is compiled and used by cyber
lawyers in legal proceedings. One of the ten lawyer respondents always
encountered situations where some of the evidence was used to start fresh
cases. Five respondents experienced such situations most of the time
while the remaining three respondents experienced these situations some
of the time. One respondent had never encountered such a situation.

5.3 Protecting Data Privacy

The questions in this subsection focused on three privacy-related laws
in the Constitution of India and the Information Technology Act of
2000 and its 2008 amendment [14]. The first question asked the lawyers
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about the numbers of cases they handled in which the investigated entity
requested the right to privacy by referring to the freedom of speech and
expression provided by Article 19(1)(a) or the right to life and personal
liberty provided by Article 21 of the Constitution of India, or both. Five
of the ten lawyers handled less than ten such cases and three encountered
ten to 29 such cases. The remaining two respondents observed 30 to 49
and 50 or more such cases.

The second question asked about instances of investigated entities
complaining about data privacy breaches under Section 72A of the (In-
dian) Information Technology Act of 2000. This section provides protec-
tion against the access and disclosure of private information belonging to
an investigated entity that is irrelevant to the case at hand. An example
is the access and/or disclosure of personal or family photographs and
videos, when the owner of the material is being investigated for financial
fraud. Six of the ten lawyers answered in the affirmative, with two to
five instances of such cases. The remaining four lawyers answered in the
negative.

The third question asked about instances of investigated entities com-
plaining about data privacy breaches under Section 43A of the (Indian)
Information Technology Act of 2000. This section provides protection
against the improper or negligent handling of an individual’s sensitive
personal information during an investigation. Six of the ten lawyers an-
swered in the affirmative, with one to five instances of such cases. The
remaining four lawyers answered in the negative.

A subsequent question asked the lawyers about the numbers of cases
they had worked on or had knowledge about, where an investigated
entity requested the court to protect the private data or files residing
on his/her seized digital devices. Three of the ten lawyers encountered
up to ten such cases while two others encountered ten to 20 such cases.
Interestingly, one respondent had knowledge of more than 90 cases. The
remaining four respondents had never encountered such a case.

5.4 Misusing Personal Information

The last question asked the participants if they had heard of inci-
dents where an investigated individual reported the misuse of personal
information (especially, evidence being used after the completion of the
investigation) as a threat or for purposes of intimidation. Two of the ten
respondents knew about such cases; one respondent reported two cases
of evidence mishandling while the other reported one case. Three of the
ten respondents had never encountered such a case. Two respondents
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opted not to answer the question. The remaining three respondents were
skeptical if such an abuse of evidence could ever occur.

6. General Public Perceptions of Privacy

After acquiring images of the computing devices involved in a case, a
digital forensic investigator has full access to the contents of the images.
The owner of the devices has no way of ensuring that the investigator
does not access private data unrelated to the case at hand. For exam-
ple, if a person is suspected of financial fraud, then his family holiday
photographs and videos – which are not related to the case – should not
be accessed during the investigation.

Half of the investigators reported seeing fellow investigators copy pri-
vate data belonging to investigated individuals that were completely
unrelated to the cases at hand. Two respondents in the lawyer survey
knew of instances where an investigator used the data gathered during
a case to threaten the investigated individual. These reports raised seri-
ous privacy concerns and prompted the researchers to survey the general
public to obtain insights into their sensitivity about data privacy. A hy-
pothetical question was framed that asked the surveyed individuals if
the seizure of their digital devices would affect their perceptions about
data privacy. The following subsections discuss the two components of
the general public questionnaire.

6.1 Attitudes Towards Privacy

The questions in this subsection focused on how people handled their
private data. Specifically, the types of files that people considered to be
private and where these files were stored. The protection of personally-
identifiable information is another dimension of privacy in the digital
world. Thus, the survey instrument created for the general public incor-
porated some questions related to personally-identifiable information.

Storage of Personal Information. The first question in this subsec-
tion asked the survey participants about the frequency with which they
stored private data on digital devices. Table 5 summarizes the responses.
Note that the percentage values in the table were obtained by summing
the values corresponding to three responses: (i) sometimes; (ii) usually;
and (iii) always.

Since considerable amounts of private data are stored on digital de-
vices, the loss of a device could pose a serious privacy threat to its owner.
Therefore, the next question asked the participants if they had lost any
of their digital devices during the past five years. Table 6 summarizes
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Table 5. Devices used to store private data.

Devices Users

Mobile Phones 70.3%
Laptops 75.1%
Desktops 54.9%
Portable Hard Drives 45.4%
USB Drives 58.1%

Table 6. Devices lost during the past five years.

Devices Users

Mobile Phones 33.0%
Tablets 0.7%
Laptops 3.1%
Portable Hard Drives 3.3%
USB Drives 39.9%
None 41.5%

the responses. The table shows that 59.5% of the respondents lost at
least one digital device during the past five years. This high number
implies that the device owners were not cautious about their devices or
their devices were stolen at some point in time. Valuable items such
as smartphones and laptops are attractive targets for thieves, but the
loss of low-cost devices such as USB drives may be the result of careless
behavior on the part of their owners. Indeed, 39.9% of the survey par-
ticipants reported that they had lost at least one USB drive during the
past five years.

Common Passwords for Different Accounts. The survey revealed
that 32.6% of the participants used common passwords for multiple ac-
counts, whereas 45% of the participants used different passwords. The
remaining 22.4% opted not to reveal any information about their pass-
words. The results show the casual behavior of people with regard to
password security and data security as a whole.

Storage of Passwords on Devices. The survey revealed that 24.6%
of the participants stored their passwords on smartphones or tablets and
25.6% stored their passwords on laptops or desktops. Although the ma-
jority of the participants (63.9%) did not store passwords on their de-
vices, one in three did, in fact, store their passwords on their devices.
Thus, one can assume that one in three devices seized in investigations
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Table 7. Personal files and documents stored on digital devices.

File/Document Personal USB/Portable Tablet Smartphone
Computer Hard Drive

Photographs 81.50% 33.90% 6.70% 30.30%
Video Files 69.10% 23.10% 3.80% 20.50%
Audio Files 62.90% 20.70% 3.70% 22.00%
Bank Statements 43.60% 7.10% 1.50% 4.80%
Travel Bookings 50.40% 9.80% 3.10% 12.80%
Transcripts/Admit Card 67.30% 15.00% 3.10% 7.20%
Resume 71.90% 20.40% 4.10% 10.60%
Medical Reports 36.30% 6.30% 1.80% 3.10%
Job Offers 58.30% 10.80% 2.30% 5.90%
Passport 49.20% 10.70% 2.40% 5.00%
PAN Card 52.50% 10.20% 2.40% 4.90%
Aadhar Card 44.10% 8.60% 2.00% 4.40%
License 42.90% 8.10% 1.90% 4.80%
Voter ID 46.10% 8.40% 1.80% 4.40%
Birth Certificate 45.30% 8.20% 1.70% 3.10%
Credit/Debit Card Data 32.60% 5.20% 1.20% 3.70%

would contain stored passwords and that one in three investigated indi-
viduals would have common passwords for all their accounts.

Storage of Personal Files on Devices. This question was framed
to make the survey participants aware of the private files stored on the
digital devices they own or use. This would enable them to appreciate
the risk they would incur if their devices were to be seized in digital
investigations. The question asked the survey participants to specify
the devices on which they stored certain types of private files. The par-
ticipants were required to answer this question for all the listed private
files. The responses provided a relative ranking of the devices on which
individuals prefer to store various types of private files.

A total of 1,474 individuals answered this question. For reasons of
space, only the notable findings are discussed. The survey revealed that
81.50% of the respondents stored their personal photographs on their
laptops or desktops, and 30% to 35% stored personal photographs on
USB drives, portable hard drives, online accounts and smartphones. Dig-
ital photographs were the most ubiquitous type of personal files stored
across digital devices and online storage services.

Table 7 shows the percentages of survey participants who stored vari-
ous personal files and documents on digital devices. Note that the PAN
card is issued by the Income Tax Department of India, the Aadhar card



38 ADVANCES IN DIGITAL FORENSICS XII

Table 8. Rankings of personal files/documents and PII stored on digital devices.

File/Document Percentage PII Percentage

Credit/Debit Card Data 76.90% Phone Number 74.60%
PAN Card 73.10% PAN Card Data 72.30%
Transcripts/Admit Card 72.00% Email Address 72.20%
Voter ID 71.40% Full Name 70.39%
Passport 68.60% Bank Data 69.90%
License 68.30% Biometrics 69.10%
Aadhar Card 65.60% Date of Birth 68.60%
Photographs 63.00% Home Address 68.50%
Job Offers 62.80% Passwords 68.30%
Birth Certificate 62.70% Father’s Name 67.66%
Resume 61.90% Passport Data 65.60%
Bank Statements 61.20% Aadhar Card Data 64.00%

License Details 63.60%
ATM PIN 62.20%
Mother’s Maiden Name 61.53%

is a biometric identity card issued by the Government of India and the
Voter ID is issued by the Election Commission of India. For every type
of private file or document specified in the question, the largest percent-
age of survey participants stored the file or document on their laptops
or desktops. This finding supports the hypothesis that an individual’s
laptop and desktop tend to contain large amounts of personal data and
that the individual’s privacy is at risk when these devices are seized in
digital forensic investigations.

Ranking Personal Files/Documents andPII. Two questions were
framed to obtain the relative rankings of personal files/documents and
personally-identifiable information (PII). The participants were asked to
rank the entries on a scale of 1 to 5, where 1 corresponded to least im-
portant and 5 corresponded to most important. The motive was to have
each participant assign relative priorities to personal files/documents
and personally-identifiable information before the participant was intro-
duced to the processes involved in evidence seizure and digital investi-
gations. After obtaining the preliminary rankings for the first question,
the second question asked the participants if they would change their
rankings if their devices were seized for investigative purposes.

A total of 1,474 individuals responded to the first question. Upon
counting only rating values of 4 and 5, a total of 63% of the respondents
rated personal photographs as being important. Table 8 provides the
corresponding percentages for other types of files/documents.
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Table 9. Ratings after digital devices were hypothetically seized.

Private Data No Effect Increase Decrease

Personal Files/Documents 47.3% 43.8% 8.8%
(1,304 responses)
Personally-Identifiable Information 46.7% 46.6% 6.8%
(1,304 responses)

A total of 1,287 individuals rated various personally-identifiable in-
formation on a scale of 1 to 5, where 1 corresponded to least important
and 5 corresponded to most important. The results reveal that 70.39%
of the survey participants felt that their full names were important,
and 67.66% rated their father’s name and 61.53% rated their mother’s
maiden name as important personally-identifiable information. Table 8
provides the corresponding percentages for other important types of
personally-identifiable information.

6.2 Awareness of Investigations

The questions in this subsection were designed to understand how
an individual’s ratings of personal information would change if his/her
digital devices were to be seized for investigative purposes. A drastic
shift was anticipated in the privacy ratings in such a situation and the
shift was expected to be inversely proportional to the trust that an
individual had in investigative agencies. The change in attitude was also
expected to depend on the individual’s awareness of the digital forensic
investigation process and the fact that most digital forensic tools can
locate and extract hidden and deleted data.

Trust in Investigative Agencies. The survey participants tended to
believe that law enforcement and other investigative entities would not
misuse their personal data if their devices were to be seized for investiga-
tive purposes. Table 9 shows that 56.1% (= 47.3% + 8.8%) and 53.5%
(= 46.7% + 6.8%) of the participants said that there would either be no
effect on their previous privacy ratings for personal files/documents and
personally-identifiable information, respectively, or their privacy ratings
would decrease. It is especially interesting that the participants, who
said that their privacy ratings would decrease, were actually less con-
cerned about the privacy of their data after a hypothetical device seizure.
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Awareness of Digital Forensics. Another question asked the sur-
vey participants if investigative agencies had tools to recover hidden or
deleted data. The survey results indicate that 32.21% of the participants
were not sure if this was possible and 20.25% believed that such data
could not be recovered. Only 47.4% of the participants were aware that
hidden or deleted data could be recovered. Despite the fact that nearly
half of the survey participants knew that hidden or deleted data was
recoverable, when answering the next question, 40.95% of the partici-
pants said that they temporarily stored their personal information on
their office devices.

7. Proposed Data Privacy Solution

The survey results indicate that the privacy of an investigated indi-
vidual is at risk during a digital forensic investigation and that there
is an urgent need to incorporate data privacy measures into the inves-
tigative process. A data privacy solution should protect the investigated
individual while ensuring that neither the completeness of the investi-
gation nor the integrity of the digital evidence are compromised. It is
also highly desirable that the solution enhance investigator efficiency and
save time and effort. Dehghantanha and Franke [4] have highlighted the
importance of privacy-respecting digital investigations. The next sec-
tion briefly discusses the research literature that addresses privacy in
the context of digital forensic investigations. Following this discussion,
the proposed data privacy solution is presented.

7.1 Privacy and Investigations

Aminnezhad et al. [1] have noted that digital forensic investigators find
it difficult to strike the right balance between protecting the privacy of
investigated individuals and performing complete investigations. They
also observe that the general lack of awareness about data privacy on the
part of digital forensic investigators could result in unintentional abuses.

Several researchers have attempted to use cryptographic mechanisms
to protect data privacy during digital forensic investigations. Law et
al. [10] have proposed a technique that encrypts data in an email server
and simultaneously indexes case-related keywords. The investigator pro-
vides keywords to the server owner who has the encryption keys and
uses them to decrypt emails containing the keywords, following which
the emails are sent to the investigator.

Hou et al. [6, 9] have proposed mechanisms for protecting data residing
at service provider storage centers using homomorphic, commutative
encryption. The mechanisms also ensure that the service provider does
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not have any knowledge of the queries issued by an investigator. Hou et
al. [7, 8] also present a similar solution for a remote server.

Shebaro and Crandall [15] have used identity-based encryption to con-
duct a network traffic data investigation in a privacy-preserving setting.
Gou et al. [5] have specified generic privacy policies for network foren-
sic investigations. Croft and Olivier [3] have proposed a technique that
compartmentalizes data into layers of sensitivity, where less private data
is in the lower layers and more private data is in the higher layers. Inves-
tigator access to private information is controlled by initially restricting
access only to the lower layers. The investigator is required to demon-
strate his knowledge and behavior in the lower layers to obtain access
to information in the higher layers.

Van Staden [16] has proposed a privacy-enhancing technology frame-
work for protecting the privacy of third parties during digital forensic
investigations. The framework requires an investigator to write focused
queries when searching for potential evidence. The framework evaluates
whether or not the query results cause a privacy breach. If a breach
is deemed to occur, then the investigator is asked to submit a more fo-
cused query. If an investigator overrides the query results and attempts
to access private data, the framework logs the investigator’s actions in
a secure location.

7.2 Privacy Solution

The proposed data privacy solution does not interfere with the out-
comes of a digital forensic investigation. The solution, which is presented
in Figure 1, brings more transparency to the investigative process and
increases investigator accountability.

The solution focuses on the analysis phase of a digital forensic investi-
gation, during which an investigator analyzes images of the storage me-
dia in the seized digital devices. In addition to the images, the solution
methodology takes two additional inputs, namely the learned knowledge
of similar cases from a case profile database and the details of the case at
hand. The case profile database is a collection of case-specific features
that may be used to predict potential pieces of evidence for a partic-
ular case. The database contains a feature list based on the contents
and metadata of evidence files and investigator reviews obtained from
historical cases studies. The feature list selection for the database also
requires taxonomic information about private data and files that exist
on computer systems.

All the inputs are processed by a privacy-preserving forensic tool that
identifies the pieces of evidence relevant to the case at hand. The forensic
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Figure 1. Privacy solution.

tool needs to ensure the completeness of an investigation. The tool
may generate false positives, but it should never report a false negative.
The system proposed by van Staden [16] requires an investigator to
submit focused queries to obtain potential evidence from an image. If
the tool determines that the investigator’s query results violate privacy,
then the investigator has two options. The first option is to submit
a fresh query that does not violate privacy. The second option is to
override the privacy-filtering functionality and conduct the investigation
in a conventional manner; in this case, the tool logs all the investigator’s
actions in secure storage to prevent tampering. As such, the tool adds
an extra layer of search without any gain in knowledge or efficiency.

The proposed privacy-preserving forensic tool simplifies the investiga-
tor’s task by providing advice regarding potential evidence for the case
at hand. If the investigator finds the results to be insufficient, then the
investigator could mark the existing evidence and fine-tune the tool pre-
dictions by adding more information. Or, the investigator could override
the prediction results and continue the investigation in a conventional
manner; all the investigator’s actions and their timestamps would then
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be logged in a secure manner. The authenticity of the logged actions are
strengthened by obtaining the modification access change date and time-
stamps corresponding to the actions directly from the operating system
kernel [2, 17]. The logs are vital to resolving complaints about potential
privacy breaches. After the investigator collects sufficient evidence from
the output list, the investigative process is complete and the case report
is generated.

The proposed privacy-preserving solution would not infringe on the
powers of the investigator; it simply brings more accountability and
transparency to the investigative process. The investigator would have
a clear idea about the responsibilities with regard to data privacy and
the performance of the investigator would not be compromised.

8. Conclusions

The surveys of investigators, lawyers and the general public provide
valuable insights into their data privacy perceptions with regard to dig-
ital forensic investigations. The survey results reveal a lack of profes-
sional ethics on the part of some investigators, a lack of legal support
for lawyers with regard to data privacy protection and confusion among
the general public regarding their data privacy rights. While the num-
bers of participants in the investigator and lawyer surveys were limited,
the survey responses were valuable due to the levels of expertise and
experience of the participants. A total of 654 out of 1,889 (34.6%) par-
ticipants in the general public survey did not complete the survey; their
principal complaint was that the survey was very comprehensive and
time-consuming. Nevertheless, the results and the concerns raised are
relevant in India as well as in countries around the world.

The survey results demonstrate that there is an urgent need for a
privacy-preserving digital forensic investigation framework that protects
data privacy without compromising digital forensic investigations. The
simple, yet efficient, privacy-protecting solution proposed in this work
ensures the privacy of the subjects of investigations without compromis-
ing the completeness and efficiency of investigations. The solution also
does not infringe on the powers of investigators; it simply brings more
accountability and transparency to the investigative process.

Future research will focus on implementing the privacy-preserving dig-
ital forensic tool and evaluating its performance in real-world investiga-
tions. A key issue when using the tool is to choose the correct filters
and parameters so that the probability of finding all possible evidence
(before the filters are overridden) is maximized. Future research will
also focus on methods for selecting appropriate filters and parameters.
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Chapter 3

A FRAMEWORK FOR ASSESSING
THE CORE CAPABILITIES OF A
DIGITAL FORENSIC ORGANIZATION

Ahmed Almarzooqi and Andrew Jones

Abstract This chapter describes a framework for building and managing the capa-
bilities of digital forensic organizations. The framework employs equa-
tions that express the relationships between core capabilities, enabling
the definition of digital forensic capabilities. Straussian grounded the-
ory is used to create the theoretical framework that is grounded in the
data. The framework is also grounded in the literature on digital forensic
capabilities, specifically research related to digital forensic readiness, ca-
pability maturity models, digital forensic management frameworks and
best practices for building and managing digital forensic laboratories.
Thus, the framework is readily integrated with other theories; indeed,
it can identify gaps existing in the theories and provides opportunities
to extend the theories.

Keywords: Digital forensic readiness, grounded theory, capability maturity model

1. Introduction

Research in digital forensics primarily focuses on the quality of evi-
dence, enhancing the investigation process and developing tools [3, 14].
However, limited research has focused on the decisions made when build-
ing and managing the capabilities of a digital forensic organization. To
begin with, digital forensics lacks a definition of what constitutes the
“capabilities” of a digital forensic organization.

This research surveyed more than thirty digital forensic experts from
the United Kingdom and United Arab Emirates on building and manag-
ing the capabilities of a digital forensic organization. The participants
discussed two types of capabilities. One type of capability covers the
ability of an organization to perform digital forensic investigations. An-
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other is an organization’s capabilities as a whole, where digital forensic
investigations are only part of the capabilities. For both types of capabil-
ities, the survey participants were almost unanimous in stating the lack
of, and the need for, guidance on specifying capabilities and standards for
building and managing the capabilities of digital forensic organizations.
While there have been numerous proposals on creating standards, mod-
els and frameworks for the digital investigation process [19], no unified
standard or framework exists for developing, managing and implement-
ing digital forensic capabilities in organizations, whether in the public
(law enforcement) or private (corporate) domains.

This chapter proposes the Digital Forensic Organization Core Capa-
bility (DFOCC) Framework as a tool for understanding, improving and
standardizing the creation and management of the capabilities of digital
forensic organizations. The framework provides a roadmap for develop-
ing the capabilities of digital forensic organizations, identifying success
factors and creating an attainable universal benchmark that could be
used in place of timely and costly accreditation processes.

2. Research Methodology

The proposed framework employs grounded theory [8], a method for
discovering theories based on an analysis of the data and explaining par-
ticipant behavior. Grounded theory focuses on actions and interactions.
Since the research attempted to identify patterns in the actions and inter-
actions involved in the development and management of the capabilities
of a digital forensic organization, the questions of how and why digital
forensic organizations and individual stakeholders understand and de-
velop digital forensic capabilities are best suited to the application of
grounded theory.

Martin and Turner [13] define a grounded theory methodology as “an
inductive theory discovery methodology that allows the researcher to de-
velop a theoretical account of the general features of a topic while simul-
taneously grounding the account in empirical observations or data.” In
short, the goal of grounded theory is to propose a theory. This research
attempts to use the proposed DFOCC framework, which was discovered
from the data and systematically obtained from social science research,
to explore the integral social relationships and the behavior of groups in
a digital forensic organization. The primary goal is to understand and
explain the development and management of the capabilities of digital
forensic organizations.

The core categories of the proposed framework emerged from the data
through the three stages of coding processes in Straussian grounded the-
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ory, namely, open, axial and selective coding [4, 15]. After a review of
the data using the grounded theory coding processes and after examining
the relationships between the core categories at the dimensional level,
four core categories emerged from the categories and subcategories: (i)
policy; (ii) people; (iii) infrastructure; and (iv) investigation. By ap-
plying grounded theory, it was possible to understand the relationships
between abstract concepts in digital forensic organizations that were de-
rived from categories and grouped as core categories at abstract levels.
Although a theory is automatically grounded when using a grounded
theory method, it was possible to demonstrate specific instances where
the theory connects to concepts and phenomena in the data and to vali-
date the data during the axial and selective coding phases as required by
grounded theory. Validation was performed through subsequent inter-
views and by examining the fit, relevance, workability and modifiability
of the theory.

3. Related Work

A review of the literature was performed before conducting the par-
ticipant interviews. This review also served as a form of validation in
grounded theory. Straussian grounded theory allows researchers to con-
sult the literature before starting data collection and data analysis [4].
Four areas of digital forensics research validated the focus on and the
need to create a framework for building and managing the capabili-
ties of digital forensic organizations: (i) digital forensic readiness [16];
(ii) capability maturity models [1, 12]; (iii) digital forensic management
frameworks [9]; and (iv) best practices for building and managing digital
forensic laboratories [11].

3.1 Digital Forensic Readiness

The research of Grobler [9] validates the need for creating a frame-
work for building and managing the capabilities of digital forensic orga-
nizations. In particular, Grobler discusses the implementation of digi-
tal forensic capabilities in the context of digital forensic readiness, one
of the principal challenges in digital forensics. According to Rowling-
son [16], digital forensic readiness is “the ability of an organization to
maximize its potential to use digital evidence when required.” Digi-
tal forensic readiness, therefore, does not address the capabilities of a
digital forensic organization that conducts investigations, but rather a
non-digital-forensic organization that receives the services and/or prod-
ucts of a digital forensic organization. In this regard, digital forensic
readiness is not only insufficient, but also not relevant to the capabilities
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of a digital forensic organization. Digital forensic readiness prepares the
clients of digital forensic organizations whereas the proposed DFOCC
framework prepares the digital forensic organizations themselves.

Regardless, digital forensic readiness is a key component of the digi-
tal forensic investigation process because its implementation assists dig-
ital forensic investigators even before incidents or crimes have occurred.
Therefore, digital forensic readiness is proactive rather than reactive in
nature. Von Solms et al. [20] have proposed a digital control framework
that takes into account digital forensic readiness to provide governance
for the digital forensic investigation process. However, this digital foren-
sic control framework does not address the development and manage-
ment of the capabilities of digital forensic organizations.

3.2 Capability Maturity Model

The literature survey also reviewed efforts focused on applying the
capability maturity model to building and managing the capabilities
of a digital forensic organization [1, 9, 12]. The capability maturity
model has been applied in two contexts: (i) digital forensic investigation
context; and (ii) digital forensic capability context. Before explaining the
limits of the capability maturity model with regard to explaining digital
forensic organization capabilities, it is important to first explain the
capability maturity model and its origins. Next, the application of the
capability maturity model in digital forensic investigations is discussed.
This is followed by the application of the capability maturity model
to digital forensic capabilities. Finally, it is shown that the capability
maturity model can complement a digital forensic capability framework,
but it does not, by itself, achieve a comprehensive view of digital forensic
capabilities.

The capability maturity model is used to “describe the degree to which
an organization applies formali[z]ed processes to the management of its
various business functions” [12]. The model usually applies five levels of
maturity in determining the capability levels of an organization’s pro-
cesses. The model was first used in software engineering as an objective
assessment tool to measure the abilities of government contractor pro-
cesses to perform software projects. The capability maturity model was
later applied to other disciplines and process areas as a framework for
process improvement.

Kerrigan [12] applied the capability maturity model to digital foren-
sic investigations after reviewing several digital forensic investigation
frameworks and models. Kerrigan specifically noted that the capability
maturity model had to be applied keeping in mind three important and
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interrelated concepts: (i) people; (ii) process; and (iii) technology. Ker-
rigan identified five levels of maturity: (i) ad hoc; (ii) performed; (iii)
defined; (iv) managed; and (v) optimized. The five levels were applied to
the three key factors (people, process and technology) of organizational
capabilities to conduct digital forensic investigations. Of the three key
factors, only process was broken down to lower types of actions and
interactions.

While Kerrigan [12] extended the capability maturity model to dig-
ital forensic investigations, the model was not applied to building and
managing digital forensic organization capabilities. In other words, Ker-
rigan’s focus was on the investigative process. An advantage of Kerri-
gan’s approach is that it recognizes the role of people and technology in
the digital forensic investigation process. However, the approach fails to
express specific actions/interactions in the people and technology cate-
gories that would clarify the relationships between the categories.

Al-Hanaei and Rashid [1] have applied the capability maturity model
to the capabilities of a digital forensic organization. Their model has
six levels of maturity that are largely similar to Kerrigan’s five levels.
Additionally, like Kerrigan’s model, the model considers improvements
to the process, tools (technology) and skills (people). Unfortunately, like
Kerrigan’s model, the model of Al-Hanaei and Rashid does not address
the development and management of the capabilities of digital forensic
organizations. Also, it fails to clarify how the tools and technology are
to be improved.

One reason for the silence of capability maturity models on the de-
tailed relationships and requirements of people and technology is their
inherent limitation in explaining the capabilities of a digital forensic or-
ganization. A capability maturity model focuses mainly on the process
because, by definition, the model is a tool for improving or enhancing
existing business processes. Furthermore, unlike the proposed DFOCC
framework, a capability maturity model fails to take policy into full
consideration as a core capability. Finally, because a capability matu-
rity model is concerned more with improving existing processes within
an organization, it is not helpful with regard to building or developing
the capabilities of an organization or determining standard minimum
requirements for the capabilities.

Nevertheless, the capability maturity model could enhance the pro-
posed DFOCC framework, where DFOCC serves as the roadmap for a
digital forensic organization to create a benchmark. While the capa-
bility maturity model literature suggests that the model can be used
to set benchmarks, its application to a digital forensic organization is
difficult because the model does not consider the detailed actions and
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Table 1. Comparison of DFMF dimensions and DFOCC categories.

DFMF DFOCC

Legal and Judicial N/A
Governance N/A
Policy Policy
Process Investigation
People People
Technology Infrastructure

interactions and the relationships between the capabilities. A capability
maturity model, for example, would not suggest that there must be at
least two types of tools and two investigators as a benchmark. This is
because the model determines a benchmark based on the clients’ existing
capabilities, whether or not the perceived capabilities meet the definition
of capabilities under the proposed DFOCC framework.

3.3 Digital Forensics Management Framework

The Digital Forensic Management Framework (DFMF) of Grobler [9]
is most relevant to building and managing digital forensic organization
capabilities. Grobler categorized individual actions in a comprehensive
investigation model to identify the dimensions of digital forensics. He
then constructed the framework based on these dimensions, which, in-
terestingly, match the core categories of the DFOCC framework that is
based on grounded theory.

Table 1 compares the DFMF dimensions with the DFOCC categories.
The table clearly reveals the similarities and differences between DFMF
and DFOCC. The basic similarities are the four common core capabilities
of a digital forensic organization: (i) policy; (ii) process/investigation;
(iii) people; and (iv) technology/infrastructure. DFMF adds legal and
judicial and governance as additional dimensions whereas DFOCC iden-
tifies these two concepts using a conditional matrix as affecting capabil-
ities, albeit not as core capabilities. It appears that the only differences
are the wording – DFMF uses process and technology while DFOCC
uses investigation and infrastructure, respectively.

A closer look at the DFMF requirements and deliverables levels reveals
many similarities and concerns when compared with the categories and
subcategories identified by DFOCC using grounded theory.

Tables 2 and 3 compare the DFMF requirements and deliverables
against the DFOCC categories and subcategories. The similarities show
that DFOCC, which is based on grounded theory, is consistent with
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some initial findings in the literature. This is especially true with regard
to the multi-dimensional approach used to develop DFMF. The multi-
dimensional approach was drawn from the information security domain,
which von Solms called a multi-dimensional discipline [10]. Specifically,
von Solms identified various dimensions for information security, includ-
ing people, policy, risk management, legal, ethical, insurance, technol-
ogy, strategic governance and operational governance. The dimensions
were also used to develop an assessment model for information secu-
rity using the corporate governance, people, policy, legal, compliance
and technology dimensions. These dimensions create the similarities
between DFMF and DFOCC.

Most significantly, the DFOCC core categories and the DFMF di-
mensions were created using different methods. DFOCC is based on
grounded theory, which means that its core categories were derived by
grounding the data throughout data analysis. DFMF, on the other hand,
does not rely on such a systematic method; instead, it is derived from
the literature in the multi-dimensional discipline of information security.
In other words, the DFOCC is grounded in data, while the DFMF is not.
In such a case, according to Jones and Valli [11], grounded theory “can
furnish additional value when literature fails to support the theoretical
evolution of phenomena.” This makes the use of grounded theory in this
research even more appropriate.

Although the goals, application and methodology of DFMF differ
from those of DFOCC, DFMF actually validates DFOCC. This is be-
cause the DFMF dimensions and the DFOCC core capabilities focus
on the same four areas: policy, process/investigation, people and tech-
nology/infrastructure. The strong correlations between the two frame-
works, coupled with the multidimensional nature of the information se-
curity domain, demonstrate that DFOCC and DFMF lead to the same
end point despite using different paths to get there. Indeed, DFMF and
DFOCC both establish that digital forensic organizations must consider
the four core capabilities when making decisions about digital forensics
regardless of whether they are viewed from a management, development
or investigation perspective.

3.4 Digital Forensic Laboratory Development

DFOCC provides a framework for sorting through a complete list of
needs when developing a digital forensic organization. The financial con-
straints and scope of a digital forensic organization impact the extent
to which the organization will adopt the set of capabilities in the books.
As stated by Jones and Valli [11], the minimum requirements of a digital
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forensic organization depends on factors such as the budget and scope
of the organization’s products and services. Jones and Valli also provide
a “shopping list” of what an organization may or may not need accord-
ing to its requirements. What is missing in the literature, therefore, is
a guide on how to pick and choose the appropriate capabilities for a
digital forensic organization to meet some minimum requirements. The
difficulty, of course, is that the minimum requirements are subjective
and highly dependent on the needs of an organization.

4. DFOCC Framework

DFOCC is a tool for building and managing the capabilities of digi-
tal forensic organizations. Note that DFOCC does not provide all the
answers to developing and managing capabilities; such a task is beyond
the scope of this research. Instead, the main goal of DFOCC is to make
sense of the patterns identified in the data.

4.1 Equation Representation

DFOCC is based on an equation that concisely expresses the rela-
tionships in the data analyzed using grounded theory. The relationships
between the four core categories are expressed using the equation:

C = P1 · (P2 + I1 + I2) (1)

where C denotes the capabilities of a digital forensic organization, P1
denotes policy, P2 denotes people, I1 denotes infrastructure and I2 de-
notes investigation. The equation was obtained using grounded theory,
which involved the use of theoretical sensitivity and a conditional matrix,
and grounding the theory in the data.

According to Equation (1), the capabilities of a digital forensic orga-
nization are obtained by multiplying policy (P1) with the sum of people
(P2), infrastructure (I1) and investigation (I2). Thus, the capabilities
cannot be achieved without policy. Policy is an overarching multiplier
because each of the other three categories cannot exist without policies
in place. Another consequence of using policy as a multiplier is that the
equation can be expressed in partial terms as:

C = P1 · P2 + P1 · I1 + P1 · I2 (2)

This means that the core capabilities of people, infrastructure and in-
vestigation can be viewed separately, but each must be viewed with the
policy multiplier. For example, it is not possible to have an infrastruc-
ture capability without policies in place that govern the use of software,
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the maintenance of software, access control, etc. The same is true for the
relationship of policy with the capabilities of people and investigation.

The DFOCC equations express several observations and statements
about digital forensics and the development and management of the ca-
pabilities of digital forensic organizations. One of them is the definition
of the capabilities of a digital forensic organization as the sum of the
core capabilities of people, infrastructure and investigation governed by
a comprehensive set of policies as a unique capability.

This definition of capabilities does not set a comprehensive minimum
standard of capabilities for all digital forensic organizations. Instead, it
requires all digital forensic organizations to consider the four core capa-
bilities. For example, a digital forensic organization that does not have
any policy governing people should not be considered capable regardless
of the quality of the people and technology in the organization.

The following sub-equation expresses the comparative weight of the
capabilities:

P1 · I2 = P1 · P2 + P1 · I1 (3)

where the addition of the capabilities of people and infrastructure equals
the capabilities of investigation. In other words, investigation is the sum
of people and infrastructure because people (digital forensic investiga-
tors and managers) use the infrastructure (hardware, software and lab-
oratory) to conduct successful investigations. It is important to note
that policy remains an important multiplier. A statement that can be
derived from this sub-equation relates to investigation capabilities as
follows: the capabilities of a digital forensic organization with regard to
conducting digital forensic investigations are determined by the organi-
zation’s capabilities with regard to people and infrastructure, each of
which is governed by a set of policies.

The above statement is a subset of the previous statement regarding
organizational capabilities. However, it is important to clearly delineate
the difference between organizational capabilities and investigation ca-
pabilities. A digital forensic organization may be able to conduct digital
forensic investigations, but it may not necessarily be a capable digital
forensic organization. In other words, investigation capabilities can ex-
ist absent policies because the investigation process has frameworks in
place that can account for the lack of a comprehensive set of policies.
The organization’s capabilities, on the other hand, cannot exist without
comprehensive policies.
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4.2 Role of Policy

The DFOCC framework suggests that policy must be present in all
aspects of capabilities within a digital forensic organization. In partic-
ular, a digital forensic organization must have a set of policies in place
that govern people, infrastructure and investigations in order to be con-
sidered digital forensics capable.

The role of policy at the organizational level has already been iden-
tified in the digital forensic readiness literature [17, 18]. Organizational
policy, therefore, has played a significant role in the digital forensic readi-
ness literature. Policy is also prominent in digital forensic standards,
accreditation and best practices – International Standards Organization
(ISO) standards, Association of Chief Police Officers (ACPO) guidelines
in the United Kingdom and American Society of Crime Lab Directors
(ASCLD) accreditation standards in the United States all incorporate
policies in their processes. DFOCC states in clear terms that policy is
a requirement for all the core capabilities; thus, organization capabili-
ties cannot be achieved without policies. A set of policies must exist
for people, infrastructure and investigations, regardless of how extensive
the policy set may be. At the minimum, a digital forensic organiza-
tion should consider adopting policies across the core capabilities that
enhance the admissibility of evidence. An example of such a policy is
access control, which bolsters the credibility and reliability of the en-
tire organization as well as the resulting evidence. A starting point for
such an inquiry is the essential requirements imposed by the American
Society of Crime Lab Directors [2]. These essential requirements are
standards that directly affect and have a fundamental impact on the
work product of a laboratory and/or the integrity of the evidence [7].
The DFOCC framework and its equations lend themselves to further ob-
servations and statements about what it means to be a digital forensics
capable organization in the context of development and management.

5. DFOCC Application

An important question is why DFOCC is important or even worth
researching. Also, how exactly does DFOCC help digital forensic orga-
nizations? This section attempts to answer these questions and explain
the applicability of the DFOCC framework to digital forensics. The
DFOCC equations presented in the previous section can be applied to
digital forensics in order to develop and manage digital forensic organi-
zations. First, DFOCC can be used as a development tool to create a
roadmap for building a digital forensic organization. Second, DFOCC
can enhance evidence admissibility. Third, DFOCC can help improve the
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efficiency and effectiveness of a digital forensic organization by improving
management and going after areas of success. Finally, DFOCC creates
a universal benchmark for organization capabilities that also takes into
account small and consultancy-level digital forensic organizations.

5.1 Roadmap for Organization Development

No standard framework is currently available for building a digital
forensic organization. This observation was corroborated in the survey
data when the participants were asked: “Do you know any guideline
for developing digital forensic [capabilities], a standard guideline?” The
majority of the survey participants indicated that no industry standard
exists for developing or managing digital forensic capabilities. Some
participants did mention the Association of Chief Police Officers guide
and the International Standards Organization and American Society of
Crime Lab Directors standards and best practices. However, most par-
ticipants noted that these are not directly related to developing and
managing digital forensic capabilities.

DFOCC surpasses the work of Jones and Valli [11] in that it provides
a framework for sorting through a complete list of the needs for devel-
oping a digital forensic organization. This is the same position taken by
Jones and Valli as well as the International Standards Organization and
American Society of Crime Lab Directors publications. In fact, accord-
ing to the FBI [7], “the fact that a laboratory chooses not to apply for
[ASCLD] accreditation does not imply that a laboratory is inadequate
or that its results cannot be trusted.” Jones and Valli provide a com-
prehensive “shopping list” of what a digital forensic organization may
or may not need according to its requirements.

At this time, a guide is needed to help select the appropriate capa-
bilities of a digital forensic organization that meet some sort of mini-
mum requirements. The difficulty is that the minimum requirements
are highly dependent on the needs of an organization [11]. The DFOCC
framework provides a potential roadmap that can guide a digital forensic
organization in its decision making process. The framework states that,
in order to be able to conduct digital forensic investigations, there must
be people, infrastructure and a set of policies for people, infrastructure
and investigations. DFOCC does not say what the policies are because
they still have to be determined by factors such as the organization’s
budget, size and scope. DFOCC, however, gives a digital forensic orga-
nization a good starting point in the decision making process and a way
to express a benchmark for the capabilities using the equation:

C = P1 · (P2 + I1 + I2) (4)
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5.2 Evidence Admissibility

The DFOCC policy multiplier likely encourages digital forensic orga-
nizations to be more aware of the pitfalls of evidence admissibility. The
survey participants stated that some reasons for the inadmissibility of
digital forensic evidence were: (i) qualifications of digital forensic ex-
perts; (ii) authenticity of evidence via an unbroken chain of custody;
and (iii) preservation of digital forensic evidence during investigations.
Evidence likely becomes inadmissible because a digital forensic organiza-
tion lacks the policies needed to ensure that the process it used satisfied
the minimum threshold for admissibility.

The reasons for evidence becoming inadmissible can be connected to
the DFOCC framework. For example, the qualifications of a digital
forensic expert fall under the P1 · P2 category, where digital forensic
organizations ought to set a standard for educating and qualifying indi-
viduals as digital forensic experts, an issue that surprisingly is constantly
debated in the discipline. Under the P1 ·P2 category, DFOCC would re-
quire a digital forensic organization to identify the qualifications of all
its personnel. The digital forensic organization would have to create
policies that cover the education and qualifications of its people. The
lack of these policies and stated minimum requirements for qualifica-
tions would mean that a digital forensic organization does not have the
requisite capabilities under DFOCC.

The chain of custody issue falls under the P1 · I2 category of DFOCC,
which requires organizations to create a documented policy for estab-
lishing chain of custody, a practice that is fortunately common in the
discipline, but has not become a minimum standard for all digital foren-
sic organizations to follow and for which all digital forensic organizations
do not implement policies, as evidenced by the survey data. The lack of
documented processes would mean that a digital forensic organization
would not be deemed capable under DFOCC.

With regard to the preservation of the evidence during an investi-
gation, the DFOCC framework would require the examination of an
organization’s evidence preservation practices, including the tools used
and the processes followed to preserve the evidence. The tools should be
accepted by the discipline as standard practice for preservation and dig-
ital forensic organizations should have policies in place that require the
use of the tools to meet DFOCC capability requirements. The absence
of tools for preserving evidence would mean that the digital forensic or-
ganization would not be deemed capable under the DFOCC framework.
In other words, following the DFOCC framework would mean that a
digital forensic organization has the minimum capabilities. Thus, the
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Table 4. Sample application of the formula: C = P1 · P2 + P1 · I1 + P1 · I2.

Policy and People Policy and Infrastructure Policy and Investigation
(P1 ·P2) (P1 · I1) (P1 · I2)
People capabilities Infrastructure capabilities Investigation capabilities
(more detailed than (less detailed than P1 · P2) (less detailed than P1 · P2)
P1 · I1 and P1 · I2)
People policies Infrastructure policies Investigation policies
(more detailed than (less detailed than P1 · P2) (less detailed than P1 · P2)
P1 · I1 and P1 · I2)

digital evidence offered in court by a DFOCC-compliant organization
would likely have a higher rate of admissibility.

5.3 Areas of Success

Another potential application of the DFOCC framework is to help
identify areas of success in a digital forensic organization. Specifically, a
digital forensic organization can use DFOCC to test whether perceived
key factors of success match the organization’s digital forensic capabil-
ities. This can be done by first identifying a key success factor (e.g.,
quality of its people).

Next, the digital forensic organization must list all its digital forensic
capabilities according to the DFOCC equation and examine if its ca-
pabilities match its key success factor. Table 4 shows how this works.
The organization categorizes its capabilities according to the DFOCC
equation by listing its people capabilities and people policy under the
P1 · P2 category, then its infrastructure capabilities and infrastructure
polices under the P1 · I1 category, and then its investigation capabilities
and investigation polices under the P1 · I2 category.

If the key success factor is really the quality of its people, then the
list of people capabilities and people policies under the P1 · P2 cate-
gory would be comparatively more comprehensive and detailed than the
P1 · I1 and P1 · I2 categories. The DFOCC framework potentially gives
digital forensic organizations a systematic and simplified methodology
for analyzing their capabilities and policies, and how the capabilities and
policies relate to each other. Additionally, a digital forensic organization
could perform comparisons across policies and, thus, create higher-level
policies that cut across and unify the organization, possibly enhancing
cohesion in the organization’s processes.
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5.4 Attainable Universal Benchmark

An important application of DFOCC is providing smaller organiza-
tions, even individual digital forensic consultants, with a means to create
organizational benchmarks without undergoing a more expensive accred-
itation process. As one survey participant explained: “I don’t believe
you need to be accredited to [ISO] 27001 or 17025. I think those are
good, but they’re optional. They’re a big burden. They are both ... big
financial burdens.”

Although additional data and research are needed to realize this po-
tential, the DFOCC framework could serve a basis for identifying com-
mon benchmarks in digital forensic organizations that can be imple-
mented without the burden of accreditation. For example, the survey
reveals that the majority of participants use FTK from Access Data
and/or EnCase from Guidance Software as their forensic analysis soft-
ware. In other words, these two tools have become standard in the
discipline. One survey participant stated the choice to use FTK and
Encase as follows: “They are the industry standards. Everyone uses
them, so we have to be able to read and write in their formats.” Such
observations could be established using quantitative research into digital
forensic capabilities that leverages the DFOCC framework.

5.5 DFOCC Advantages

The DFOCC framework offers advantages in comparison with existing
best practices and guidelines. First, the framework is simple and com-
prehensive. The framework narrows everything down to four variables:
(i) policy; (ii) people; (iii) infrastructure; and (iv) investigation. Also,
it can be expressed in equation form, which simplifies the expression of
the relationships between the core capabilities as discussed above.

Another key advantage of DFOCC is that it is interconnected. The
DFOCC equations recognize the interconnectedness of the core capabil-
ities and policy acts as an adhesive for all the capabilities. Further, the
survey data reveals that the interconnectedness also emerges in the cat-
egory, subcategory and phenomenon levels. An example is the number
of investigators (this corresponds to a dimension) that are needed in a
laboratory. This issue initially affects the core people category by play-
ing a key role in determining the scope and size of an organization. The
same dimension, however, also appears in the investigation process with
regard to the number of investigators needed to create a peer review
system in a digital forensic investigation. The number of investigators
also affects decisions regarding the infrastructure because the number of
people in an organization is a factor in budgeting and creating software,
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hardware and facility requirements. Finally, the number of investiga-
tors affects policy because policies have to be specified for hiring and
retaining people, performing validation and verification, and ensuring
infrastructure efficiency.

Another advantage of the DFOCC framework is that it acts in a mul-
tilevel manner by considering the different types, sizes and scopes of
digital forensic organizations. The framework could be applied to an
individual as long as the individual has identified minimum benchmarks
for each of the core categories using DFOCC. Finally, the formulation
of the DFOCC framework using grounded theory is important; this en-
sures that the core categories and core capabilities are firmly grounded
in data and that the data leads the application of the framework.

6. Conclusions

The DFOCC framework is designed specifically for building and man-
aging the capabilities of digital forensic organizations. The framework
employs equations that express the relationships between core capabili-
ties, enabling the definition of digital forensic capabilities. The reliance
of DFOCC on grounded theory means that the abstract notions of its
core categories are themselves grounded in the data. Most importantly,
the framework is also grounded in the literature on digital forensic ca-
pabilities, specifically research on digital forensic readiness, capability
maturity models, digital forensic management frameworks and best prac-
tices for building and managing digital forensic laboratories. Therefore,
the DFOCC framework is readily integrated with other theories; indeed,
it identifies gaps existing in the theories and also provides opportunities
to extend the theories.
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Chapter 4

OPTIMIZING SHORT MESSAGE TEXT
SENTIMENT ANALYSIS FOR
MOBILE DEVICE FORENSICS
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Abstract Mobile devices are now the dominant medium for communications. Hu-
mans express various emotions when communicating with others and
these communications can be analyzed to deduce their emotional in-
clinations. Natural language processing techniques have been used to
analyze sentiment in text. However, most research involving sentiment
analysis in the short message domain (SMS and Twitter) do not account
for the presence of non-dictionary words. This chapter investigates the
problem of sentiment analysis in short messages and the analysis of emo-
tional swings of an individual over time. This provides an additional
layer of information for forensic analysts when investigating suspects.
The maximum entropy algorithm is used to classify short messages as
positive, negative or neutral. Non-dictionary words are normalized and
the impact of normalization and other features on classification is evalu-
ated; in fact, this approach enhances the classification F-score compared
with previous work. A forensic tool with an intuitive user interface has
been developed to support the extraction and visualization of sentiment
information pertaining to persons of interest. In particular, the tool
presents an improved approach for identifying mood swings based on
short messages sent by subjects. The timeline view provided by the
tool helps pinpoint periods of emotional instability that may require
further investigation. Additionally, the Apache Solr system used for
indexing ensures that a forensic analyst can retrieve the desired infor-
mation rapidly and efficiently using faceted search queries.
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1. Introduction

The ubiquity of mobile devices has redefined the communications
landscape around the world. This has led to the creation of valuable
individual data through conversational services such as SMS and micro
blogging platforms such as Twitter. Mining the content of these inter-
actions can provide valuable insights into the communicating entities.
Information such as the time that an interaction occurred and the con-
tent of the communication can be useful to forensic analysts because it
can reveal patterns that are hidden in the text.

Additional information about the disposition of conversations can be
extracted using machine learning techniques. Sentiment analysis is the
discipline concerned with retrieving opinion or emotion expressed in text.
In the research literature, applications of sentiment analysis have been
proposed in a variety of fields, especially related to social media and
micro blogging services. As discussed in [1, 3], sentiment information
can also be useful in forensic investigations of smartphones.

This chapter investigates the use of sentiment analysis to model the
emotional swings of an individual as opposed to the emotional swings of
a group of people towards a brand, which is more common in the research
literature. Machine learning algorithms are employed for sentiment
polarity classification. Normalization is used to account for lexically-
incorrect terms that are prevalent in conversational texts; these invalid
terms are known to negatively impact the efficiency of natural language
processing [21]. A forensic tool with an intuitive user interface has been
developed to support the extraction of sentiment information. The emo-
tional timeline generated by the tool provides an additional layer of in-
formation about a person under investigation because it helps a forensic
analyst identify periods of time during which the individual exhibited a
volatile emotional state.

This research has several key contributions. First, the normalization
of non-dictionary words alongside other sentence-level features is shown
to improve sentiment polarity classification. Furthermore, the incor-
poration of a part-of-speech tagger (POS-Tagger) that is aware of the
peculiarities of short messages enhances classifier performance. Another
contribution is the analysis of how individual features affect the perfor-
mance of the most efficient classifier of emotions in short text messages
(SMS). Finally, the implemented forensic tool provides details about sen-
timent polarity expressed in an individual’s SMS messages in a concise
and intuitive manner to facilitate the rapid extraction of information by
forensic analysts (see github.com/Pelumi/ShortMsgAnalysis).
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2. Related Work

The need to know the opinions of others on subjects of interest is
valuable when attempting to make decisions in an unfamiliar terrain [6,
19, 22, 27]. The ubiquity of online reviews and recommendations makes
the web a go-to place for individuals who seek such information. People
rely on opinions posted on the web to guide decisions about products,
movies, employers, schools, etc. Increased interest in this sort of in-
formation has been the major driver of research in sentiment analysis.
Sentiment analysis started receiving increased attention in the research
landscape in 2002 (see, e.g., [23, 27]) and has since been studied exten-
sively, leading to its use in applications such as content advertising [15],
election monitoring [29] and customer feedback data classification [11].

Sentiment analysis problems often take the form: given an instance
of text, determine its polarity as either positive or negative, or identify
its position within the extremes of both polarities [22]. Since some text
instances are neither positive nor negative, sentiment analysis also in-
volves identifying texts that do not convey any form of emotion (these
are referred to as “neutral”). Hence, sentiment analysis problems are
handled as classification or regression tasks. Deducing if a movie review
is positive or negative is a binary classification task, while deducing how
positive the review is on a scale of 1-10 is a regression task. In addition,
sentiment analysis problems can be treated as multi-class classification
tasks when the instances to be classified fall under categories such as
positive, negative and neutral.

Sentiment analysis techniques include: (i) lexicon-based methods [3];
(ii) machine learning methods [1]; and (iii) hybrid approaches that com-
bine lexicon-based and machine learning methods [1, 10]. When treating
sentiment analysis as a classification task, machine learning algorithms
that are known to perform well in text classification are often used. Some
of the supervised learning algorithms commonly used in the literature
are support vector machines (SVMs), multinomial naive Bayes (MNB)
and maximum entropy (logistic regression) [12, 23, 26].

In digital forensics, text mining methods have been used for tasks
such as authorship attribution in email [16] and text string search [4].
Support vector machine algorithms have also been used for email author-
ship attribution [9] and to identify the genders of the authors of SMS
texts [8]. Authorship attribution experiments have also been conducted
using machine learning techniques [14, 25]. The work of Mohammad et
al. [20] is closely related to this research because it focuses on extracting
sentiment polarity information from Twitter feeds (tweets). The work
details the techniques used by the research team that obtained the high-
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est accuracy (F-score) at the SemEval-2013 Task 2: Sentiment Analysis
in Twitter Competition for Sentiment Polarity Classification.

Andriotis et al. [3] have applied sentiment analysis to augment digi-
tal forensic investigations by retrieving opinion information from SMS
texts found in mobile devices. A lexicon-based technique was used for
sentiment polarity classification and a proof-of-concept system was de-
veloped to visualize mood patterns extracted from SMS message data-
bases. The maximum classification accuracy achieved was 68.8% (for
positive SMS messages). The classification F-scores were improved in [1]
and an F-score of 74.4% was obtained for binary classification (SMS:
positive superclass and negative class). However, this work included
neutral and positive messages in a superclass, which resulted in large
false-positive rates. These error rates were decreased dramatically with
a hybrid classifier [1], but the total estimated F-score also decreased
(62%) when a three-class categorization (positive, neutral, negative) was
performed. The best sentiment classification performance for SMS so far
was achieved in SemEval-2014 Task 9: Sentiment Analysis in Twitter
Contest. The winning team obtained an F-score of 70.28% for classify-
ing SMS texts in three classes, but no published information is available
about the false-positive rate.

Since machine learning techniques are known to outperform lexicon-
based methods [12], this research focused on the use of machine learning
methods for sentiment classification in an attempt to enhance the accu-
racy of the forensic tool. The research also has drawn cues from sentence-
level features presented in [20]. However, the classification results have
been improved by integrating the normalization of non-dictionary words.
The work of Venkata Subramaniam et al. [28], which analyzes commonly-
used techniques for handling noisy text, was also leveraged in this re-
search. Finally, the statistical machine translation (SMT) technique for
normalization presented in [13] served as the basis of the normalization
task.

3. Datasets and Classification

The classifier was trained using the multinomial logistic regression
algorithm, also known as the maximum entropy (ME) algorithm. The
maximum entropy algorithm makes it possible to apply logistic regres-
sion to multi-class classification problems like the three-class short mes-
sage classification task considered in this work. Maximum entropy is
usually preferred over the multinomial naive Bayes (MNB) algorithm be-
cause it does not assume the statistical independence of features. There-
fore, it implicitly takes natural language processing properties like nega-
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tion into consideration when creating models. While the training time
for the maximum entropy algorithm is somewhat higher than that for
the multinomial naive Bayes algorithm, the training time is much lower
than those for other algorithms such as support vector machines [20].
The maximum entropy algorithm used in this work was implemented in
Python using the scikit-learn library [24]. Parameter tuning was car-
ried out by a scikit-learn process called Grid Search, which involves
the specification of a range of parameters and allowing the system to
run through the permutations to identify the optimal combination.

3.1 Datasets

The dataset used during the SemEval-2013 competition was utilized
for training the models (www.cs.york.ac.uk/semeval-2013/task2).
The training dataset contained 8,120 tweets (positive: 37.2%, negative:
14.7% and neutral: 48.1%). The testing dataset from [3] was also em-
ployed, making it possible to compare the results directly.

3.2 Pre-Processing

Pre-processing involves the cleaning of a raw dataset before apply-
ing a machine learning algorithm. It is a standard procedure in most
machine learning tasks and the techniques used vary across domains.
Pre-processing ensures that noisy data is in a proper shape for the ap-
plication of machine learning algorithms. In text mining, pre-processing
often involves normalization, spelling correction, managing text encod-
ing, etc. Some of the techniques used in this research are described
below.

Normalization: In this context, normalization involves resolv-
ing lexically-incorrect monosyllabic terms to their correct form.
The terms may be in the form of spelling mistakes or ad hoc so-
cial media short forms as defined in [18]. Normalization is known
to improve the quality of some natural language processing tasks
such as language translation [17, 18]. The normalization used in
this research involved statistical machine translation; some of the
techniques used are described in [18]. The outcome of the normal-
ization task is a dictionary mapping of lexically-incorrect terms
to their lexically-correct variants. An example is the mapping of
each word in “raw text” to the corresponding word in “normalized
text” in the following representation:

– Raw Text: Hi ranger hw r u

– Normalized Text: Hi ranger how are you
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Statistical machine translation requires a parallel corpus – a list
of messages containing lexically-incorrect terms mapped to their
lexically-correct forms. In the dataset used in this research, the
total number of “incorrect terms” mapped to “corrected terms”
using statistical machine translation was 156. Thus, the generated
normalization dictionary was quite small due to the limited size of
the corpus. To address this disadvantage, the normalization dictio-
nary in [13] containing more than 41,181 normalization candidates
in the short message domain was also employed.

To apply the normalization dictionary to the corpus, each tweet
was tokenized and lexically-correct tokens were filtered, leaving
only lexically-invalid tokens. The lexically-correct terms were then
identified based on their presence in an English dictionary using
the Python Enchant spell-checking library; Enchant helps iden-
tify words that are not in the dictionary of a defined language
(interested readers are referred to bit.ly/pyench for additional
details). The remaining lexically-correct terms were identified by
checking for their presence in online slang dictionaries (e.g., Urban
Dictionary). The normalization of data instances before sentiment
polarity classification is one of the main contributions of this work.

Data Cleaning: Some terms specific to Twitter and SMS were
cleaned to reduce the noise in the data. All occurrences of a user
mention (e.g., @jack) and all web addresses in tweets were replaced
with empty strings. In addition, occurrences of the term “RT,”
which means retweet on Twitter, were removed. These terms were
removed to prevent the over-fitting of the model on the Twitter
dataset (mentions, retweets and URLs are not as common in SMS
texts as they are in tweets). Positive emoticons were replaced with
words known to have positive connotations while negative emoti-
cons were replaced with negative polarity words. This ensured
that the information added by emoticons to the model was not
lost during the tokenization process, since emoticons are prone to
ambiguous tokenization.

Data cleaning also involved the unification of elongated expres-
sions. In this research, elongated expressions are terms with a
sequence of three or more characters (e.g., “whyyyy”). These ex-
pressions are commonly used to convey emphasis in social media
and the number of elongated characters varies across users. All
elongated characters were trimmed to a maximum of two charac-
ters (e.g., “killll” was trimmed to “‘kill”). This makes it easier to
identify words that convey the same emotion.
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Stemming: This process reduces a word to its root form. For
example, the words “simpler” and “simplest” are reduced to “sim-
ple” when stemmed. The goal of stemming is to ensure that words
that carry the same meaning (but written in different forms) are
transformed to the same format in order to unify their frequency
counts. The Snowball Stemmer was used in this research because
it exhibits better performance than the Porter Stemmer.

Stop Word Removal: Stop words are words that are known to
occur more frequently in a language than other words. In many
natural language processing tasks, stop words are usually filtered
because their presence biases the model. In this work, corpus-
specific stop words were deduced based on the frequencies of the
words in the dataset. Thus, frequently-occurring words in the
corpus were filtered to make the model more robust in handling
datasets from different sources.

Corpus-specific keywords are the terms with the highest frequen-
cies in a dataset. For example, terms that occurred in more than
20% of the dataset were considered stop words because they do not
add much information to the classifier. Some of them were com-
mon stop words (e.g., “the” and “a”) and others were just common
expressions in the dataset (e.g., “RT” corresponding to retweet in
the Twitter corpus). The percentage used (20%) was deduced ex-
perimentally by testing different ranges and sticking with the value
that performed best. This also helped reduce the feature space.

3.3 Classifier Features

Various feature extraction techniques were used to generate the fea-
ture vectors. The features were determined from emoticons, lexicons,
tweet content, part-of-speech tags present, etc. Details of the features
are provided below. Note that unigram features correspond to single
tokens while bigrams are two tokens that appear together in a data in-
stance. For example, unigrams of the sentence “I am happy” are [“I,”
“am,” “happy”] while the bigrams are [“I am,” “am happy”].

Lexicon-Based Features: Five distinct opinion lexicons were
used as in [20]. Two of them were manually generated while the
remaining three were created using the distant supervision learning
scheme. The features extracted from each lexicon for the tweets
were: number of positive tokens, score of the maximum scoring
token, score of the last token and net score of a tweet using the
sum of the scores of its tokens. The lexicons used were:
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– Bing Liu’s Opinion Lexicon: This is a manually-created
lexicon with 2,006 positive words and 4,783 negative words. It
includes common incorrectly-spelled terms, slang and social
media lingo, making it more valuable than a pure English
lexicon. The lexicon was compiled from 2004 to 2012 [10].

– Multi-Perspective Question Answering Lexicon: This
lexicon contains 8,221 manually-labeled unigrams (available
at mpqa.cs.pitt.edu/lexicons/subj_lexicon). It indica-
tes the prior polarity of a word alongside its part-of-speech
information.

– NRC Word-Emotion Association Lexicon: This uni-
gram lexicon has 14,200 unique words manually-labeled as
positive or negative.

– Sentiment140 Lexicon: This lexicon was automatically
generated from Twitter data (1.6 million tweets) using dis-
tant supervision. The lexicon contains 62,468 unigrams and
677,698 bigrams.

– NRC Hashtag Sentiment Lexicon: This lexicon was gen-
erated using a similar technique to that used for the Senti-
ment140 lexicon. It contains 54,129 unigrams and 316,531
bigrams.

Emoticon Features: Three features were generated based on
emoticons. Two were binary features that indicate the presence or
absence of positive or negative emoticons in tweets. The presence
of the desired property sets the feature to one, while the absence
sets it to zero. The third emoticon-based feature sets a binary
feature to one or zero, if the tweet ends with a positive or negative
emoticon, respectively. The last token of a tweet is significant
because it provides valuable insights into the concluding message
of the tweet.

Part-of-Speech Tagging: This involves the assignment of part-
of-speech information to a word in text. In natural language pro-
cessing circles, it is well known that part-of-speech information
provides important insights into sentiment information in text.
However, part-of-speech tagging of tweets using traditional tag-
gers tends to yield unusual results due to noise and the abundance
of out-of-vocabulary (OOV) terms present in tweets. The NLTK
Tagger [5] was augmented with a part-of-speech tagger that was
aware of the nature of Twitter lingo. Owoputi et al. [21] have
implemented a Twitter-aware part-of-speech tagger trained with
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manually-labeled part-of-speech-tagged tweets. After successfully
retrieving the part-of-speech tags for each tweet, for each tag name
in the tag set, the number of times each tag occurs was identified
and accounted for by an integer value.

Sentence-Level Features: The sentence-level features consid-
ered in this research were the upper case word count, elongated
word count and presence of punctuation.

– In each tweet, the number of words that appeared in upper-
case was counted.

– The number of words containing a character sequence greater
than two (i.e., elongated words) was counted.

– A binary feature was used to denote if the last token in a
tweet was an exclamation point or question mark.

– The number of continuous sequences of exclamation points
or question marks was counted. Negation was handled using
the method described in [23]; this is defined as the region of
a tweet that starts with a negation term and ends with any
of the punctuation marks: period, comma, question mark,
colon, semi colon or exclamation point.

4. Evaluation and Discussion

The raw maximum entropy classifier with default classifier parame-
ters yielded an F-score of 64.62%, which served as the baseline for the
experiments. The experiments were performed using the pre-processing
techniques and feature extraction methods discussed above. The clas-
sifier parameters were also tuned and the optimal combination of fea-
tures resulting in the best performance were identified via experimen-
tation. Optimal performance was achieved with the parameters: C =
1.47; penalty = L1 (norm used in penalization) and tolerance = 0.6E-3
(tolerance for termination).

Table 1 shows the impact on the classifier F-score when one of the
features is removed while retaining the others. The results indicate that
Twitter-aware part-of-speech tagging [21] has the highest positive impact
on the F-score followed by stemming, both of them increasing the F-
score by a cumulative 3.46%. Experiments were also conducted using a
traditional part-of-speech tagger, but it skewed the results by reducing
the F-score. This further reinforces the need to use tools that are well
suited to the short message domain. The use of normalization and the
removal of stop words during the pre-processing phase boosted the F-
score by a total of 1.62%. The introduction of some of these features
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Table 1. Effect of individual features on the F-score.

Experiments F-Score
% (Difference)

Optimal Features Combination 73.59 (—)
Part-of-Speech Tagging 71.59 (2.00)
Stemming 72.13 (1.46)
Stop Word Removal 72.27 (1.32)
Negation Handling 72.52 (1.07)
All Lexicons 72.82 (0.77)
Sentence-Level Features 73.18 (0.41)
(Capitalization, Term Elongation, Punctuation, Emoticons)
Bigrams 73.27 (0.32)
Normalization 73.28 (0.31)

resulted in better classifier performance compared with related work [20],
which did not use the features. Stop word removal involved identifying
the domain-specific stop words based on word frequencies in the dataset.

Although the lexicon-based features improved the F-score by a total
of 0.77%, they were not as effective as in [20], where they increased the
F-score by approximately 8%. This can be explained by the use of a dif-
ferent machine learning algorithm in this research and the introduction
of novel pre-processing techniques. The test set used in this research was
the same as that used in [3], where an F-score of 68.8% was obtained.
Based on the F-score of 73.59% obtained in this work, it can be deduced
that the current classifier achieved a percentage increase of 6.96%.

The current work is similar to that of Mohammad et al. [20] due to an
intersection in the feature extraction techniques used. In particular, the
lexicons came from the same source, identical datasets were used and
some similar sentence-level features (e.g., number of capitalized words
and presence of emoticons) were employed. However, the primary dif-
ference between the two works is that Mohammad et al. [20] focused on
sentiment polarity classification while the goal of this research was to
make the output of a sentiment analysis system useful to forensic inves-
tigators by making it easy to extract insights from the results obtained
using the forensic tool. Additionally, the machine learning algorithms
used for classification differed. Mohammad et al. [20] used a support
vector machine whereas the present work employed a logistic regression
based classifier.

It is important to note that the test dataset did not contain neutral
instances. This is because the focus was on enabling forensic analysts
to identify fluctuations in emotions, the most important being positive



Aboluwarin, Andriotis, Takasu & Tryfonas 79

SMS
Feature 

Extractor
Sentiment 
Classifier

Classified SMS
Positive
Negative
Neutral

Apache Solr
(indexes data 
for efficient 

search)

Visualization 
Tool

Figure 1. Sentiment visualization tool.

to negative sentiments or vice versa. However, when experiments were
conducted with neutral SMS instances, the resulting F-score dropped
by 3.6%, but this score is still higher than the score reported in [3].
This result is also better that that obtained in previous work featuring a
hybrid classifier [1], which yielded an F-score of 62% for three-class clas-
sification. Moreover, the F-score (73.59% – 3.6% = 69.99%) obtained in
this work approximates the current best score (70.28%) achieved with
a support vector machine classifier in the SemEval-2014 Task 9: Senti-
ment Analysis in Twitter Contest. However, maximum entropy models
are known to be faster than support vector machine models. Thus, the
classifier presented in this work is competitive compared with existing
systems.

5. Sentiment Visualization Tool

A web visualization tool was implemented with an easy-to-use in-
terface for extracting relevant sentiment information from SMS texts
(Figure 1). The implementation leveraged the Python Flask library and
the Bootstrap framework for the front-end. The classifier, which was
trained using the feature set that yielded the best F-score, was used
to predict the sentiments of SMS texts created by unknown individu-
als. Note that, although the classifier was trained with tweets, not SMS
messages, the visualization tool used SMS messages as a test case. This
is because tweets and SMS messages are strikingly similar in terms of
structure. Both formats set restrictions on length using character limits
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and they also include words and symbols with common characteristics
(e.g., emoticons) – interested readers are referred to [3] for details about
the similarities between tweets and SMS messages. Furthermore, the
test results obtained for the unseen SMS dataset presented in Table 1
demonstrate that the classifier performs well on SMS datasets.

The messages used to showcase the forensic tool were extracted from
the NUS SMS dataset [7]. The version used contained 45,062 messages
sent by more than 100 people from 2010 to 2014. The messages were
in the XML format and each message tag contained metadata about
the SMS messages (the new version of the dataset contains anonymous
information). Each message tag contained: (i) sender phone number;
(ii) recipient phone number; (iii) time message was sent; (iv) sender age;
and (v) city and country where the message was sent.

After parsing the XML message data, the sender, recipient and time
fields were retrieved for each SMS message. The sender age, city and
country fields were not used in this research. Each SMS message was
then pre-processed by applying the same techniques that were used when
training the classifier. Features were extracted and fed to the classifier
as test input data for sentiment polarity classification.

The classifier outputted the polarity of each SMS message and the
classified messages were moved to the Apache Solr system for storage and
indexing. Apache Solr is a fast, open-source, enterprise search system
built on the Apache Lucene system used in previous research [3]. Solr
allows faceted search, which involves dynamic clustering of search results
to enable users to drill down to the answers they desire. An example of a
faceted search in the context of this research is to find messages that have
negative polarity and are sent by a particular user S after a given time
T . The ability to have such a strong grip on the data retrieval process
was the rationale for pushing data into Solr. Additional functionality
can be built into the forensic tool in the future because of the features
provided by Solr.

After the visualization software interface is launched, it accesses the
relevant Solr core and provides information about the individuals who
communicated with the person under investigation. The names of these
individuals are pre-loaded into a dropdown list. An individual of interest
can then be selected and information about the polarity of messages sent
by the selected individual can be visualized. The pre-loaded data creates
an avenue for showcasing the features of the forensic tool.

In a real-world use case, the following steps would be performed during
a forensic investigation: (i) obtain a physical image from a mobile device;
(ii) fetch the SMS messages from the SQLite database (mmssms.db for
an Android device); (iii) classify the messages with the trained classifier;
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Figure 2. Screenshot of the search component.

and (iv) push the results into Solr to enable access by the visualization
tool. Note that the techniques for extracting messages from a mobile
device are outside the scope of this research. However, interested readers
are referred to [2, 3] for details about extracting physical images and SMS
messages from Android devices.

The visualization tool provides the following features:

Search Interface: A search tool was implemented to enable users
to search for occurrences of any desired term in SMS messages.
For example, an analyst may be interested in identifying all the
messages that mention the word “feel.” The search box shown
in Figure 2 can be used to enter a search query; the figure also
shows the output with the relevant results. While the search tool
is useful when an analyst knows what to look for, it is not very
helpful in situations where there is no prior knowledge about the
keywords that reveal interesting patterns. To address this prob-
lem, a sentiment timeline view (discussed below) was developed to
help an analyst discover patterns. Additionally, a tag cloud view
was implemented to provide information about the most common
keywords in SMS messages.

Polarity Distribution View: This view provides a pie chart
that presents the percentage polarity distributions of sent and re-
ceived messages. Figure 3 displays the polarity distribution of sent
messages for a person of interest as seen in the dashboard of the
sentiment visualization system.
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Figure 3. Screenshot of the polarity distribution of an individual’s SMS messages.

Figure 4. Screenshot of the tag cloud of an individual’s SMS messages.

Tag Cloud View: A tag cloud is used to render the most common
words in messages with negative or positive polarities. This gives
an analyst a feel for the terms that are often associated with a
specific emotion of an individual. The tag cloud implementation
is interactive in that it responds to mouse clicks. When a word
in the tag cloud is clicked, SMS messages containing the word are
returned. Figure 4 shows a screenshot of the tag cloud generated
for a sample individual.

Sentiment Timeline View: A sentiment timeline view (first pre-
sented in [3]) was implemented to help analyze the mood swings of
an individual over time. Figure 5 shows a screenshot of the time-
line view – the horizontal axis represents time and the vertical axis
represents the number of messages sent. The sentiment timeline
view is at the core of the visualization tool because it provides in-
sights into the emotional swings of an individual in an automated
manner.
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Figure 5. Screenshot of the sentiment timeline component.

When the mouse cursor hovers over a node, a tooltip is used to
display the number of SMS messages that the node represents.
The node may then be clicked to view the contents of the sent
messages. As seen in the screenshot, the user experienced a sudden
emotional spike on Friday, March 12. This is because the user sent
eight negative messages on that day, but did not send any negative
messages the previous day. The forensic tool extracts patterns of
this nature and reveals emotional fingerprints that would otherwise
have been hidden. This feature is more important than a search
feature because it reveals insights that a forensic analyst could not
acquire via keyword searches. Indeed, sentiment timeline analysis
provides very valuable information about the emotionally-volatile
periods of a person under investigation.

6. Conclusions

This research has attempted to address some of key problems plagu-
ing sentiment analysis in the short message domain. The proposed so-
lution incorporates a sentiment-aware tokenizer, a part-of-speech tagger
created for the short message domain, and implementations of normal-
ization and negation. Among all the features considered, part-of-speech
tagging proved to be the most effective, followed by stemming. The use
of normalization, domain-specific stop words (based on term frequen-
cies) and bigram features absent in previous work further improved the
results. Experiments demonstrate that the resulting classifier performs
well on an SMS message dataset, validating the similarities existing be-
tween SMS messages and tweets, and affirming that the model does not
over-fit the data. Additional experimentation with several sentence-level
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features demonstrates the utility of normalization in sentiment polarity
classification.

A forensic tool was developed to extract sentiment information from
short messages sent by persons of interest. The tool also helps visualize
the mood swings of subjects over time, assisting forensic analysts in
pinpointing periods of emotional instability that may require further
investigation.

Future research will focus on the topics discussed in messages. A
keyword-based preliminary version of this feature is already provided
by the tool in a tag cloud view. Attempts will be made to display
topical summaries of a group of messages and correlate these topics
with the emotional states of the message sender. To further improve
the F-score and classification efficiency, established techniques such as
principal component analysis will be used to reduce the feature space.
Additionally, receiver operating characteristic analysis will be employed
to identify the optimal thresholds for improving classifier accuracy.
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Chapter 5

IMPACT OF USER DATA PRIVACY
MANAGEMENT CONTROLS ON
MOBILE DEVICE INVESTIGATIONS

Panagiotis Andriotis and Theo Tryfonas

Abstract There are many different types of mobile device users, but most of them
do not seek to expand the functionality of their smartphones and prefer
to interact with them using predefined user profiles and settings. How-
ever, “power users” are always seeking opportunities to gain absolute
control of their devices and expand their capabilities. For this reason,
power users attempt to obtain “super user” privileges (root) or jailbreak
their devices. Meanwhile, the “bring your own device” (BYOD) trend in
the workplace and increased numbers of high profile users who demand
enhanced data privacy and protection are changing the mobile device
landscape. This chapter discusses variations of the Android operating
system that attempt to bypass the limitations imposed by the previous
Android permission model (up to version 5.1) and highlights the fact
that forensic analysts will encounter devices with altered characteristics.
Also, the chapter discusses the Android permission model introduced in
the latest operating system (version M or 6.0) that will likely change
the way users interact with apps.

Keywords: Android devices, privacy, trust, power users, anti-forensics

1. Introduction

Android is an open source project that enables developers to alter
operating system characteristics according to their preferences. Data
privacy and the lack of user controls on installed apps have always been
major concerns for security-aware developers and users. The previous
– but still dominant – permission model of Android operating systems
(up to version 5.1) has been criticized for limiting the ability of users to
control the private data that apps may access.

c©
Published by Springer International Publishing AG 2016. All Rights Reserved

G. Peterson and S. Shenoi (Eds.): Advances in Digital Forensics XII, IFIP AICT 484, pp. 89–105, 2016.
DOI: 10.1007/978-3-319-46279-0

IFIP International Federation for Information Processing 2016

5



90 ADVANCES IN DIGITAL FORENSICS XII

This chapter focuses on mobile devices that run variations of the An-
droid Open Source Project (AOSP). It highlights the various approaches
that deal with the fact that the previous – but still dominant – per-
mission model of Android operating systems (up to version 5.1) is not
flexible and does not allow users to restrict access to specific resources.
Furthermore, it demonstrates that evidence derived from devices may
contain falsified data due to app utilization that employs obfuscation
measures to protect user data and privacy. This fact raises the specter
that the probative value of “evidence” extracted from such devices can
be put into question.

2. Data Privacy Concerns

Contemporary mobile devices are equipped with many sensors. The
Android documentation lists at least twenty variables (e.g., TYPE AC-
CELEROMETER) that can be used by developers to access various sen-
sors and enrich the functionality of their apps. The sensors are essentially
divided into hardware- and software-based sensors. Apps normally use
sensors to measure orientation, motion and other environmental condi-
tions and provide the expected functionality to users. A portion of the
data produced by the apps contains information derived from sensors.
This information is stored internally on the device or in the cloud. Some
of the information may be encrypted (e.g., locations from Google Maps).

For example, a call to the camera or microphone of an Android device
requires the inclusion of the appropriate permissions in the manifest xml
file from the developer so that a user can be informed about the resources
required by the specific app. Next, the user has to decide if he/she will
accept the stated policy and download the app from the Play Store. The
previous Android permission model has a binary accept-reject charac-
ter. Therefore, if an app needs access to a user’s contact list, it has
to ask the user for permission to access it; then, the user is informed
that his/her contact list will be shared via content providers to other
ecosystems. Figure 1 presents screenshots of Android’s privacy manage-
ment control variations (left to right: permissions, incognito mode and
Privacy Guard).

In theory, the Android permission model assures that data privacy is
not violated without the knowledge of the user. But this is not always
the case. In fact, privacy in the smartphone ecosystem is not only re-
lated to the stored data accessible by third-party applications via the
aforementioned route, but privacy is also associated with the sensors
themselves. For example, an Android device does not require permis-
sions to be declared by an app for access to a number of device sensors



Andriotis & Tryfonas 91

Figure 1. Android’s privacy management control variations.

(e.g., light sensor) [16]. This potentially violates user privacy because an
adversary could utilize the sensors to intercept information about users’
private lives. For example, the information provided by an accelerome-
ter in a mobile device could be used to determine if its user is moving,
sitting at a table, or even sleeping.

Data sharing in ecosystems that run the Android operating system
provides flexibility and limitless functionality. The sharing enables de-
velopers to implement apps that can communicate with data containers
(e.g., contact lists) and obtain information from sensors (e.g., location
services). Recent research has shown that forensic analyses can benefit
from such capabilities because data availability becomes easier via ap-
plications that merge similar functionalities. An example is the Google
Hangouts app, primarily a chatting app, which now serves as a text mes-
saging app (SMS) [2] because it makes it much easier for users to send
SMS messages with embedded information. As a consequence, valuable
data is stored in databases (e.g., babel1.db) internal to mobile devices
that are potentially the targets of forensic analyses. However, users are
the vulnerable entities in this model because they install applications
that request access to most of the available resources.

Mobile device users must be aware of the resources (data containers,
software and hardware sensors) used by apps. Hence, according to their
preferences, the operating system should provide solutions that satisfy
their privacy concerns. This can be achieved by restricting access to
categories of data (e.g., contact lists) if users so desire, as well as by
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informing them about the specific portions of their devices that will be
utilized by apps. The previous data management model of the Android
operating system covers the latter situation. However, the need for a
model that creates unique trust relationships between developers and
users has been apparent for some time, and it is now available in version
6.0 of the Android operating system. The revised security model may
well force consumers to understand the risks of downloading apps that
require multiple resources from their devices. In the future, consumers
could be even more cautious by consciously controlling the actions that
the apps are allowed to perform in the ecosystems defined by their de-
vices [3].

3. Mechanisms for Enhancing Data Privacy

In recent years, several data privacy preservation models have been
implemented in Android devices. The approaches for handling the prob-
lems of data leakage and permission handling in Android environments
fall into three categories: (i) app-based models; (ii) Android Open Source
Project variations; and (iii) secure container models, which are essen-
tially used in enterprise environments. Each of the three categories
of approaches handles the weaknesses of Android’s binary accept-reject
model in a distinct manner.

3.1 App-Based Model

The first approach includes applications targeted for rooted devices.
These applications mimic the privacy framework introduced in Android
version 4.3 (Apps Ops), which is shown in Figure 2 [13]. In this en-
vironment, users can restrict access to data sources and sensors. For
example, if a GPS navigation application requires access to the GPS
sensor and contact list of a phone, the user could allow access to the
GPS and restrict access to the contact list. Unfortunately, this feature
was removed in version 4.4 – Android developers declared that the Apps
Ops framework was created only for internal use and testing purposes.

However, the control privacy feature was well received by XDA Devel-
opers as well as by power users. Apps Ops allowed users to have absolute
control of the services that apps could access. As a result, developers
brought back the Apps Ops functionality. For example, one XDA forum
member created the Xposed framework that provided the services that
were removed in the official release. However, the disadvantage of this
method is that an Android device must be rooted (super-user privileges)
to allow the installation of the Xposed application package file (apk).
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Figure 2. Apps Ops privacy management control [13].

App Ops variants created by several developers are available at the
Google Play Store. However, numerous users have expressed their con-
cerns about the effectiveness of these apps and whether or not they
protect privacy. Reviews indicate the need for a universal approach that
is safe to use and that restores the privacy controls that were removed
after Android operating system version 4.3. The new runtime permission
model seems to fill this gap.

The AppsOpsExposed framework is an open source project that is
downloadable from Github (repo.xposed.info/module/at.jclehner.
appopsxposed). AppsOpsExposed is essential and should be installed
on a device so that other applications can restore the Apps Ops func-
tionality. One example is XPrivacy, an award-winning application that
uses the framework and utilizes obfuscation techniques to prevent sen-
sitive data leakage. XPrivacy restricts the categories of data that an
application can access by feeding the application with fake data or no
data. It is also an open source project, but an Android device has to be
rooted to provide its functionality.
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Figure 3. XPrivacy setup.

Experiments were conducted with XPrivacy (version 3.6.19) installed
on a Samsung Galaxy Pocket 2 (SM-G110H) running Android operating
system version 4.4.2. First, the device had to be rooted using Kingoroot,
a popular exploit. Note that this rooting exploit was selected purely for
experimental reasons. Such exploits could introduce additional secu-
rity vulnerabilities and most vendors discourage their installation. The
XPrivacy installer from the Google Play Store is useful for installing the
Xposed framework and the XPrivacy app. After the installation, the
user can choose the functions that should be restricted for specific apps
(Figure 3).

Experiments were conducted with the location services and phone
contact list. The primary testing location (PTL) was (51.4558270, –
2.6034071) (Figure 4). The phone was used for a period of time before
XPrivacy was installed. Thus, the SIM contact list, SMS messages and
other information were already registered in the internal storage of the
device. After XPrivacy was installed, direct access to the location ser-
vices, contact list and other accounts was restricted. As a consequence,
some apps did not work as expected. For example, Twitter required
a new log in every time the app was invoked, Facebook Friend Finder
was unable to find any new friends by reaching the contact list and Yelp
could not function properly (Figure 4).

Further research demonstrated that, when location services were used
for Twitter posts, accurate locations were not included in the tweets
(Figure 5). Also, other apps such as Facebook and Swarm were fed
with false data provided by XPrivacy according to the relevant settings
(Figure 5). Thus, a cautious – or malicious – user could benefit from
similar apps and utilize them to hinder forensic investigations. Forensic
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Figure 4. Using apps with XPrivacy restrictions.

analysts should be aware of these practices and should be very careful
when presenting evidence from rooted devices in court because such
applications could have been installed and used on the devices. These
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Figure 5. Location obfuscation caused by XPrivacy settings.

applications increase the likelihood that evidence has been manipulated
or falsified.



Andriotis & Tryfonas 97

Forensic analysis was also performed on the experimental smartphone
using the data acquisition and analysis strategy described in [1]. Inter-
estingly, the app databases that locally store various app related data did
not contain any information that pointed to the original primary test-
ing location. For example, the fsq.db database in the “venues” table
contained the location (105.667, –10.5) corresponding to the longitude
and latitude of Christmas Island National Park provided by XPrivacy
(Figure 5). Despite the fact that apps such as XPrivacy can mislead
forensic analysts, other apps (e.g., Google Maps and the Location Tag-
ger on the Camera app) worked flawlessly. If a forensic analyst is able to
extract data from these apps, there is a possibility that portions of the
retrieved data might have been manipulated. Thus, the trustworthiness
of the extracted evidence can be put into question.

3.2 Android Open Source Project Variations

The second category of proposals for data privacy management for the
Android operating system includes a few key (firmware) variations of the
Android Open Source Project. The Android Open Source Project offers
a common platform that enables developers to modify the orientation
of the operating system in various directions. CyanogenMod is among
the most popular variations of the Android Open Source Project and it
implements a different approach to Android’s data privacy management.
For example, the CM11 version based on Android KitKat (version 4.4)
features the Privacy Guard permission manager app. Privacy Guard
(Figure 1) provides the same functionality with the XPrivacy app (i.e.,
it uses obfuscation, a technique proposed in several technical papers [6])
and is essentially an evolution of the incognito mode (Figure 1). Specifi-
cally, CyanogenMod offers the incognito mode privacy management fea-
ture for older versions (starting from CM7). Another popular example of
a modified Android operating system version is OxygenOS, which runs
on OnePlus 2 phones.

The CyanogenMod installer web page suggests that it is not necessary
for a phone to be rooted to install and run the latest version. However,
users who are not familiar with technology might find the installation
process obscure. Privacy Guard enables users to turn on or off any fea-
ture that they feel is not necessary for an app to function. For example,
a user may decide that a social media app such as Twitter should not
have access to location data on the phone. Privacy Guard either restricts
access to the information or it supplies the app with limited resources.
The main limitations of Privacy Guard are that it does not anonymize
users and prevent apps from tracking their sessions. Another problem is
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that some apps might throw exceptions during runtime that cause them
to crash.

Android Open Source Project variations like CyanogenMod demon-
strate that rooted phones are not the only devices that may potentially
have anti-forensic capabilities. Indeed, apps such as those discussed
above could create similar anti-forensic environments. Therefore, smart-
phone ecosystems defined by such devices may also contain modified or
falsified data. Forensic analysts should be cautious and take strong steps
to validate data originating from the devices.

3.3 Secure Container (BYOD) Model

Blackphone (and Blackphone 2) implement a different approach to the
problem of data privacy preservation. Their SilentOS operating system
(previously known as PrivatOS) is also based on the Android platform.
The concept behind this Android Open Source Project variation is that
data privacy and security should be the most powerful features of an
operating system. This is why the Blackphone has built-in apps such
as the Blackphone Security Center. It also features third-party services
that enable Blackphone users to remotely wipe and gain control of their
data from anywhere in the world. Users can also use encryption for
secure search and browsing, data transfer and storage, and voice calls
and chats.

These devices offer an adequate solution in corporate environments
that have a bring your own device policy. However, most of the provided
security services come with some cost – they may be free of charge for
a period of time, but users may eventually have to pay subscription fees
to maintain high levels of security. Obviously, standard forensic analysis
tools and practices cannot be applied to such devices. Forensic analysts
should expect to use sophisticated hardware and software to extract
useful information from these devices.

Finally, the rapid proliferation of mobile devices across society, the
alarming increase and sophistication of malware and grave concerns
about data privacy have led companies such as Samsung to offer se-
curity frameworks targeted for corporate environments. An example is
the Samsung KNOX framework, which enhances trust by implementing
robust, multi-layered mobile security. In fact, this framework has created
a separate data privacy management category for itself. KNOX offers
its own workspace above the Android stack where distinct applications
can work safely. It also features hardware components and advanced
cryptographic services.
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The enhancements presented by KNOX have made it a pioneer in the
Android enterprise mobility space. Users can customize their personal
space to share data with their (corporate) secure containers. The data
could be contacts, calendars, browser bookmarks, etc. The new genera-
tions of the Android operating system are empowered by such enterprise
capabilities. They add value to data privacy by separating personal and
corporate data by essentially creating different user accounts on the same
device. In the case of forensic analysis, these systems will likely require
special techniques to uncover evidence because they engage proprietary
cryptographic protocols.

The Android for Work framework is another emerging technology that
uses containerization. The framework separates business apps and per-
sonal apps, enabling Android smartphone and tablet users to use the
same devices for their professional and personal lives. This is accom-
plished by setting up dedicated work profiles for business content that
do not interfere with their personal profiles. Corporate IT management
services cannot reach or manipulate personal data belonging to users.
Users enjoy familiar experiences when using their devices in the work-
place and gain control over the data to be shared. Security is enhanced
via sandboxing, security policies, app verification and encryption. Fur-
thermore, an enterprise mobility management (EMM) system can be
used to manage all the engaged mobile devices, (enterprise) apps and
business data from a single console. Clearly, forensic analysts will face
considerable obstacles when they attempt to obtain data related to en-
terprise environment activities without the assistance of the enterprise
mobility management system vendor.

3.4 Towards a New Era of Mobile Computing

A new trend in the smartphone market is the merging of the enterprise
mobility and bring your own device concepts in a single environment.
Enterprise mobility management applications enable IT administrators
to enforce a wide range of policies by possibly following the KNOX
paradigm. However, these advancements may well be overwhelming for
the average user. Usability, flexibility and simplicity should be the most
critical concepts underlying data protection schemes. The sixth ver-
sion of the Android operating system (version M) has brought a radical
change to the operating system security model (Figure 6) – it allows
users to control the data they share using runtime permissions. This
means that future forensic analysts will encounter cases where smart-
phone users have restricted data sharing between apps, significantly
complicating forensic investigations of the mobile devices. Also, apps
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Figure 6. New runtime permissions model.

in the near future will be more personalized due to advancements and
restrictions. Thus, generic (traditional) digital forensic models will likely
be inadequate in the new era that embraces the permission paradigm.

4. Other Open Source Operating Systems

Other open source platforms, such as the Mozilla Firefox operating
system and Tizen, follow different security and privacy models. As in the
case of Android, they rely on Linux kernels, but they are also equipped
with web runtime layers on top of the kernels. This improvement enables
developers to create apps (webapps) using only web technologies (e.g.,
HTML5, CSS and Javascript).

Mozilla has developed proprietary APIs for the Firefox operating sys-
tem in which the handling of app permissions is different for hosted
apps and packaged apps. Hosted apps are downloaded from websites
while packaged apps are already installed on devices. Packaged apps
are divided into three categories: (i) web apps, which do not use priv-
ileged or certified APIs; (ii) privileged apps, which use privileged APIs
(distributed through the Firefox Marketplace); and (iii) certified apps
(preinstalled), which can access privileged and certified APIs. Privi-
leged and certified apps have content security policies, but each app is
required to invoke an installation method. This procedure validates the
app and asks the user to approve its installation. In other words, de-
pending on the app type (e.g., if it is certified or privileged), the Firefox
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operating system implicitly grants some of the permissions and then asks
the user to approve other permissions (using prompts during runtime as
in the case of the upcoming Android version). However, this model does
not give the user the power to invoke or deny permissions for certified
apps.

Tizen, on the other hand, has a predefined set of APIs that are di-
vided into specific categories. The communications API, for example,
provides functionality for Bluetooth control and messaging; also, it pro-
vides email services, access to near field communication devices and push
notifications. Web apps require authorization to access restricted APIs
via a manifest file, which lists the required features from the apps follow-
ing a (subject, object, permission)-based access control model. Tizen is
still in its early days and its developers intend to create a multi-purpose
operating system that will serve mobile devices, wearables, vehicle info-
tainment systems and smart TVs. The proliferation of Android devices
makes it unlikely that a forensic analyst would encounter a smartphone
that runs a Tizen (or similar) operating system. However, forensic an-
alysts should be aware that these new technologies may well enter the
market; because they are open source, there is an increased likelihood
that they could be incorporated in smartphones targeted for underde-
veloped or developing countries. Thus, digital forensic research should
focus on techniques and tools for handling cases where the evidence con-
tainer is a device that runs one of the aforementioned operating systems
or some other emerging operating system that could acquire a significant
market share (e.g., Ubuntu Touch operating system).

5. Android Version 6

The advent of Android version M (version 6.0) will likely change the
way users interact with their apps, given the runtime permissions model
that was revealed at the M Developer Preview. The new permission
model ensures that developers will build apps that request user permis-
sions only for a limited number of resources. Other permissions will have
to be requested and granted by users at runtime. This novel permission
system will make smartphone ecosystems unique. The advancements in
data sharing between apps will change the way forensic analysis is per-
formed because the devices will restrict access to resources. Hence, an
analyst may only be able to find limited data in a database on a device.
On the other hand, users with limited privacy and security concerns or
awareness may enjoy all the new functionalities provided by the installed
apps while knowingly or unknowingly allowing access to all resources.
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Figure 7. Developer Dashboard (January 2016).

User adoption of the new model and user reactions would be an in-
teresting subject for future research. However, history has shown that
all Android users do not immediately download and install the latest
operating system versions on their devices; in fact, a large number of
users prefer to use older operating systems. Figure 7 shows that four
months after the release of the sixth version, only 0.7% of the devices
that visited the Google Play Store were running the Marshmallow edi-
tion. Thus, earlier versions of the Android operating system will persist
in the user community for several years.

6. Related Work

Data privacy protection mechanisms will be vital in the new era of mo-
bile computing where data sharing can create risks. Small- and medium-
sized enterprises appear to be more vulnerable to data leakage because
they often do not have advanced IT resources and capabilities [9]; thus,
they may not implement strong bring your own device models.

Several approaches have been proposed to protect personal mobile
computing from unlimited data sharing. The MyShield system [4] sup-
plies anonymized data if requested by users and incorporates Secure
Circles, a control mechanism that enables users to manage app access
to sensitive data based on the level of trust.

Other approaches have focused on location services [5], providing an
opportunity for mobile device users to protect their privacy by adjusting
the accuracy of their locations in order to use location-based apps while
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simultaneously securing their private data using on-device or service-
based obfuscation [11]. Bernheim Brush et al. [7] note that, when in-
dividuals agree to share their location data using existing obfuscation
methods, their decisions are consistent with their personal privacy con-
cerns. Also, Tang et al. [15] suggest that, when abstract location de-
scriptions are included in privacy protection schemes, location sharing
is more likely to occur.

Henne et al. [10] have proposed a crowd-based recommendation sys-
tem for Android devices that allows users to configure the accuracy of
location data provided to apps based on five precision levels; they also
claim that unskilled users benefit from such an approach. Crowdsourcing
for location-based privacy settings is discussed in [14]. Beresford et al. [6]
have developed MockDroid, a modified version of the Android operating
system, which works like XPrivacy; however, its principal difference is
that it essentially feeds “empty” resources to apps that require access to
potentially sensitive data. This reduces app functionality, but the vast
majority of apps on the device work without any problems. AppFence
is a data protection mechanism that uses shadowing and exfiltration
blocking on apps while reducing adverse side effects [12]. According
to its developers, the mechanism did not cause problems to 66% of the
tested applications. Finally, Fisher et al. [8] have demonstrated that iOS
users can be classified into three categories according to their location
privacy settings: those who deny access to all apps, those who allow
access to all apps and those who selectively permit access to the apps
they trust.

7. Conclusions

This chapter has discussed a variety of mobile device ecosystems that
emerge from the fact that advanced users tend to change – and some-
times dramatically change – the expected behavior of their smartphones.
The chapter has also highlighted variations in the data privacy and se-
curity models developed by the Android Open Source Project. The
implication for forensic analysts is that when smartphones are rooted
and/or obfuscation apps are installed, forensic analyses will likely pro-
vide limited or false evidence. Security models used by other open source
systems have also been discussed, along with the projected limitations
of the current Android operating system version. This chapter has not
considered Apple (iOS) devices because they use a different permission
system that enables users to restrict data sharing and deny access to spe-
cific resources. Clearly, the trend is that future smartphones will provide
ever-increasing privacy and security functionality to users. Forensic re-
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searchers and analysts should be aware of this trend and attempt to
develop sophisticated techniques and tools that maximize evidence re-
covery while ensuring the probative value of the recovered evidence.
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Chapter 6

ANALYZING MOBILE DEVICE ADS
TO IDENTIFY USERS

Jayaprakash Govindaraj, Robin Verma and Gaurav Gupta

Abstract User browsing behavior is tracked by search providers in order to con-
struct activity profiles that are used to fine-tune searches and present
user-specific advertisements. When a search input matches a commer-
cial product or service offering, ads based on the previously-saved inter-
ests, likes and dislikes are displayed. The number of web searches from
mobile devices has exceeded those conducted from desktops. Mobile
devices are being used for critical business tasks such as e-commerce,
banking transactions, video conferences, email communications and con-
fidential data storage. Companies are moving towards mobile-app-only
strategies and advertisers are displaying ads on mobile apps as well.
Mobile device ads can often reveal information such as location, gen-
der, age and other valuable data about users. This chapter describes
a methodology for extracting and analyzing ads on mobile devices to
retrieve user-specific information, reconstruct a user profile and predict
user identity. The results show that the methodology can identify a
user even if he or she uses the same device, multiple devices, different
networks or follows different usage patterns. The methodology can be
used to support a digital forensic readiness framework for mobile de-
vices. Additionally, it has applications in context-based security and
proactive and reactive digital forensic investigations.

Keywords: Smartphones, advertisements, user behavior, user identification

1. Introduction

A 2014 mobile security survey by Checkpoint [5] reported that 64%
of Android devices, 16% of Apple/iOS devices, about 16% of Windows
phones and about 36% of BlackBerry devices are vulnerable to security
threats. Insecure web browsing accounted for 61% of the total factors
impacting the safety of mobile data. Meanwhile, 82% of security profes-
sionals expect mobile security incidents to increase, 98% have concerns
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about the impact of mobile security incidents and 95% face challenges
with bring your own device (BYOD) policies.

Mobile devices can be taken anywhere, increasing the possibility of
the devices getting stolen or tampered with. Smartphones enable users
to access the Internet from anywhere. Mobile devices are vulnerable to
remote attacks through SMS/MMS or via the exploitation of insecure
connections. Unlike hard disk drives, it is challenging to forensically-
image phones without changing the states of the devices. Since phones
use flash memory, every time an extraction is made, a different hash
value is obtained.

All forensic images of phones are not equal. Logical extraction only
provides a dump of the existing files such as call history, SMS and text
messages; it does not acquire a dump of the unused space on the phone.
Physical extraction can obtain a complete memory dump, but the pro-
cess is difficult to perform without invasive techniques that could damage
the phone. Most commercial forensic tools cannot bypass passcodes of
smartphones [1]. Smartphones have to be jailbroken or rooted to access
evidence required in digital forensic investigations.

Most mobile forensic solutions and products are designed for use in
post-incident scenarios. At this time, there is no well-defined digital
forensic readiness framework for mobile devices. Data collection is a
key requirement in readiness scenarios [6, 10]. However, it is not clear
what evidence to collect, how to handle situations where the collected
evidence has been tampered with [11] and how to monitor and target
particular evidence. Without question, there is a great need for new
ways to identify users before security incidents occur as well as after the
incidents.

Tracking a user’s search keywords is one way search providers are
gathering user preferences and targeting the most appropriate ads to
display to users [13]. It is often the case that potential criminals plan
their crimes using Internet searches or make purchases of objects or
services needed to perpetrate their crimes. Knowledge of an accused’s
ad preferences could be useful in attempting to establish the sequence of
events involved in the planning and execution of the crime. If the suspect
had used mobile devices, the kind of ads that he clicked/viewed could
reveal information about himself, including his motives and behavior.
Although browser history may reveal more information, the specific ads
that the suspect clicked and the websites he visited can reveal valuable
information about his interests and behavior [4]. This is the principal
motivation for analyzing the ads clicked by a user to identify the user.

This chapter describes a system that can track clicked ads in real time,
extract the ads, analyze them to retrieve personal information and use
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Table 1. Types of mobile ads.

Ad Type Description

Video Ads These ads are displayed during a game; a user has the option
to skip after certain amount of time or watch the ads

Interactive Ads These ads are similar to video ads; however, the user also
has the opportunity to interact with the ads

Banner Ads These ads are displayed within an app or site; the ads can
be displayed in any location within the display limit based
on the developers’ intentions

Native Ads The contents of these ads are aligned with the content of
the app; the user does not feel that he/she is viewing ads

Pop-Up and These ads are displayed as dedicated full screen pages,
Takeover Ads requiring users to click to get to the original pages

Lock-Screen Ads These ads are displayed whenever a device is locked

Notification These ads are displayed as notifications by apps belonging
Ads to a brand or company; the ads notify users of events and

sales, and strengthen customer relationships

Rich Media These interactive ads provide rich user experiences using
Mobile Ads the mobile device gyroscope, camera and/or accelerometer

Branded These ads are specifically developed by advertisers and
Mobile Ads uploaded to an app store

this information to construct a user profile. The utility of the system is
demonstrated via experiments involving multiple users, multiple devices
and the collection and analysis of more than 5,000 ads. It is shown that,
if a user operates a mobile phone in an office environment with restricted
network access and uses the same device in a home environment with
unrestricted network access, the two different usage patterns can still
be used to identify the user. The system can also be used as a digital
forensic readiness framework for mobile devices. Additionally, it has
applications in context-based security and proactive and reactive digital
forensic investigations. Finally, the system can be used to identify ads
that violate constraints imposed by enterprises or government.

2. Background

This section provides background information on the main aspects of
this research, including mobile ads, mobile ad targeting and mobile ad
architecture. Ads are displayed to mobile device users via SMS, MMS,
phone calls, web browsers and mobile applications. Table 1 presents the
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Table 2. Mobile ad targeting methods.

Ad Targeting Description

Content Targeting Based on the app or the site where ads are displayed

Behavioral Based on user behavior, browsing, recent downloads
Targeting and interests by analyzing recent device locations

Device- or Based on the type of device or carrier used; ads for
Carrier-Based iPhone cases would only be displayed on iPhone devices
Targeting

Demographic Based on information such as user age, gender, ethnicity
Targeting and language preference

Geographic Based on the user location obtained from the device GPS
Targeting or nearest cell tower location

Re-Targeting Based on users who viewed or clicked the ad in the past

Time-Based Based on the particular time of day
Targeting

various types of mobile ads [14]. Different types of mobile ad targeting [7]
are used by advertisers to reach users. Table 2 describes the various
mobile ad targeting methods.

2.1 Information Revealed by Ads

An ad may reveal private information about a user that the user would
not otherwise disclose. This corresponds to an unintended data leakage
vulnerability [2]. The following information about a user or device may
be leaked:

App name and version of the ad that was clicked.

List of device capabilities.

Name of network operator.

User-provided age.

User-provided gender.

Ad publisher account ID.

Type of network used (e.g., 3G, 4G or Wi-Fi).

User-set system language.

App-supplied keywords.
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User location.

Time zone.

User demographic information.

User emotional state (e.g., anger, fear, sadness, depression or hope-
lessness).

2.2 Mobile Advertisement Architecture

Figure 1 presents the mobile advertisement architecture. The work-
flow includes four participants: (i) advertisers; (ii) ad agency network;
(iii) publishers; and (iv) consumers [8].

Advertisers are commercial entities that wish to promote their
products and services. An advertiser contracts an ad network for
an ad campaign. The ad campaign typically specifies the advertis-
ing budget and the target numbers of clicks and impressions over a
certain time period. An ad agency manages marketing, advertising
and public relations services on behalf of the advertiser.

An ad agency network consists of three components: (i) ad agency;
(ii) ad network; and (iii) ad exchange:

– An ad agency handles the marketing and branding strategies
of advertisers.
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– An ad network collects ad space from publishers and segments
the space to offer specialized groups of ads that match adver-
tiser needs. An ad network participates in the exchange of
ads and places bids on behalf of advertisers. An ad network
receives information such as user profiles, contexts and device
types from an ad exchange server. An ad exchange server also
collects and shares ad metrics such as the numbers of clicks
and impressions.

– An ad exchange is a marketplace for publishers and adver-
tisers to buy and sell ad space. It connects publishers with
multiple ad networks. Buying and selling in an ad exchange
occur via real-time auctions. An ad exchange is a neutral
party that collects ads from different ad networks. An ad
exchange server tracks down the list of displayed and clicked
ads and determines the fees that an advertiser has to pay;
some of the collected fees are passed to the publishers of the
apps where the ads were displayed.

Publishers develop mobile applications for mobile device users (con-
sumers). A mobile application includes an ad control module that
notifies the associated ad exchange server that there is an avail-
able slot for an ad on a user’s device. The app also sends user
information such as the user profile, context and device type to an
ad exchange. The ad exchange server decides how to monetize the
particular ad slot.

Consumers are the end users of mobile apps who actually click on
the ads.

3. Related Work

Toubiana et al. [12] have demonstrated that Google web search session
cookies can expose personal user data. They claim that the cookies
capture as much as 80% of a user’s search/click history. Castelluccia et
al. [3] have also shown how private user information is leaked during the
web searches.

Korolova [9] has shown how the micro-targeted ads on Facebook leak
private information belonging to users. Castelluccia et al. [4] show that
knowledge of only a small number of websites containing Google ads can
reveal an individual’s interests with an accuracy of 79%. In fact, up
to 58% of an individual’s Google ad profile can be reconstructed using
this information. Castelluccia et al. reportedly accessed the ads (which
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are almost always served in the clear) by capturing data packets over a
network.

Most recent research has focused on desktop web searches, browsing
histories and ads displayed on desktop browsers, in the process demon-
strating that private user information is leaked. In contrast, the system
described in this chapter captures user URLs from mobile device cache
files, cookies and the history database. The system retrieves ad-specific
URLs and extracts private information that can be deduced from the
ads. The system then reconstructs user behavior and sequences of eve-
nts with the goal of establishing user identity. The system is capable
of identifying users across multiple networks, even when they exhibit
different usage patterns on a single device or on multiple devices.

4. Methodology

Ads are of various types, including location-based ads, content-based
ads and targeted ads. Ads often reveal some private information about
the user that the user would normally not disclose. An experimental
setup was created to capture and analyze the ads. The targeted operat-
ing systems were iOS and Android. The targeted browsers were Safari
and Chrome. Experiments were conducted with apps belonging to pop-
ular categories on four different devices and with four different users.
More than 5,498 ads were captured.

The methodology involved four steps: (i) simulation of the mobile ad
ecosystem; (ii) ad extraction; (iii) ad analysis; and (iv) inferences based
on ad analysis (i.e., reconstructing a user identity).

5. Mobile Devices

Mobile devices display ads at two locations: (i) on the app itself; and
(ii) on the search browser.

5.1 iOS Ad Architecture

As shown in Figure 2, whenever a user clicks on an ad on an iOS
app, the ad information is stored in cookies (Figure 3(a)) and cache files
(Figure 3(b)) in the corresponding app folder. Additionally, an entry is
logged in the Safari history database.

Whenever a user clicks on an ad on the Safari browser or on an ad on
an app itself, an entry is logged in the history database in the format
shown in Table 3.

Figure 4 shows that the Safari history database is the common location
for ad-related information.
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Figure 2. iOS ad architecture.

Table 3. Ad information format.

Timestamp URL Ad

10-Jun-2015 www.googleadservices.com/pagead/aclk?sa= 99acres
20:13:40 L&aiCnX3vFT&adurl=http://99acres.com

iOS Ad Extraction. The Safari history database was accessed after
jailbreaking the iOS device. Ads in the history database were tagged
with googleads.g.doubleclick.net or adclick.g.doubleclick.net.
As shown in Table 3, the history database contains the ad timestamp
and URL. The ad URLs were extracted from the history database by
searches using the keywords “adurl,” “googleads” and “doubleclick.”
The ads sent to the app store had intermediate links that opened in the
browser and were then redirected to the app store. These intermediate
ad URLs were also stored in the history database, but the actual ad
URLs were not stored. The intermediate URLs were extracted from the
history database. A custom app was then used to replay the intermediate
URLs and capture the actual ad URLs and other ad information.

To capture the ads in real time, the iOS device had to be jailbroken
and some browser and app store functions had to be hooked. Figure 5(a)
presents the iOS ad extraction process.
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(a) Cookies. (b) Cache Files.

Figure 3. Cookies and cache information.

Figure 4. Safari history database information.
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Figure 5. iOS and Android ad extraction processes.

5.2 Android Ad Architecture

As shown in Figure 6, when a user clicks on an ad on an Android
app, the ad information is stored in a logcat file. Figure 7 presents the
information stored in the logcat file.

On the other hand, when a user clicks on an ad in the Chrome browser,
an entry is logged in the history database as shown in Figure 8. However,
user clicks on some ads are redirected to the Google Play Store and the
corresponding entries are logged in the logcat file.
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Figure 6. Android ad architecture.

Figure 7. Android logcat.

Android Ad Extraction. Android in-app ads and browser ads either
open in the browser or in the Play Store. Information about in-app ads
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Figure 8. Android history database.

that open in the browser and information about browser ads are stored
in the browser history database. The challenge was to extract the history
database and separate the ad URLs from normal web browsing URLs
stored in the database. Typically, an Android device must be rooted to
access the browser history database. However, it was discovered that the
APIs provided by the Android SDK, corresponding to content providers
of Chrome and the Android default browser, enable the extraction of
history data without having to root an Android device.

After extracting the history database, it was necessary to separate
the ad URLs from the normal web browsing URLs. After analyzing
the ad URLs, it was discovered that they had some unique keywords
such as “googleadsservices,” “adclick” and “adurl.” These keywords
were employed as distinguishing features to separate ad URLs from web
browsing URLs. Figure 5(b) presents the Android ad extraction process.

Based on this research, an Ad Extractor Android app was imple-
mented to save the date, time, title and URL of each ad in the browser
history database to the logcat file. As mentioned above, an algorithm
was implemented to separate ad URLs based on specific keywords. The
ad URLs were separated from the other URLs and copied to a file us-
ing ADB commands. Whenever the Ad Extractor app was launched, it
dumped all the ad data to a specified file. Thus, the ads on a browser
as well as ads from apps that go to a browser were captured.

The next task was to capture the ads that go to the Play Store from
the app or browser. The URLs of these ads are not recorded in the
browser history file. It was discovered that around 40% of the ads in
Android apps (in-app ads) go to the Play Store. These ad URLs are
also not stored in the browser history. However, because no Play Store
history database exists, it was not possible to capture the required ad
information.

To address this problem, a custom app that uses the Play Store URL
schema is required. The idea is to open an app using the URL schema
and enable the user to select whether to go to the Play Store or to use
the custom-created URL schema app. Two URL schema exist for the
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Table 4. Genymotion emulators.

Devices Description

Nexus (Device 1) Google Nexus 4
Samsung (Device 1) Galaxy S3
Nexus (Device 2) Google Nexus 4
Nexus (Device 2) Google Nexus 4

Play Store – market and play.google.com. Thus, a URL schema app
was developed with the same URL schema as the Play Store. When this
custom app is used, instead of an ad going directly to the Play Store
upon being clicked by a user, two options are provided to the user:

Google Play Store app (built-in app).

URL schema app (custom-built app).

Upon selecting the URL schema app, an ad is opened in the app,
enabling the capture of the ad URL. Two URL schema apps were de-
veloped, one for capturing ads with the URL scheme market: and the
other for ads with the URL scheme play.google.com.

All the steps (browser ad extraction and Google Play Store ad extrac-
tion) and the individual app functionality were consolidated into a single
app that was deployed in the experiments. When a user clicked on ads,
the consolidated app captured all the ads, stored them in temporary
locations and sent the collected information via email to the researchers
based on a predefined schedule.

In order to simulate a mobile ad ecosystem, an experimental system
was created using Genymotion emulators. This system automated the
ad clicking process for in-app banner ads (i.e., ads that appear in apps).
Five apps were selected for the experiments: (i) Cricbuzz; (ii) Reddit
Sync; (iii) 4 Pics 1Word; (iv) Times of India; and (v) Advanced Permis-
sion Manager. The five apps were selected based on their popularity and
coverage of categories such as sports, news and games; a controller app
was also included. All the apps had banner ads at fixed locations that
made automated clicking more efficient.

The five apps mentioned above and the two URL schema apps were
installed in Genymotion emulators (see Table 4). A shell script was
created to launch each app in turn and click on the ad. This process
was repeated 1,000 times. In the simulations, ads that go to the browser
directly from the history database were captured; in the case of ads that
go to the Google Play Store, the ad URLs were captured using the URL
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Figure 9. Experimental setup for Android ad extraction.

schema apps that logged them to separate text files along with their
timestamps.

The experiments with the five apps were conducted by two different
users (running two emulators per user) over a period of eight weeks.
The ad data was subsequently collected from the history database and
analyzed to construct user behavior profiles. Figure 9 summarizes the
ad extraction process.

Android Ad Analysis. The experiments captured more than 5,498
ads from the four emulators (see Table 4). The ads were mined to collect
the following data:

Ad Category Information: To understand the different cate-
gories of ads.

Ad Interest Information: To understand the different types of
user interests that ads reveal.
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Figure 10. Ad category distribution.

User Information: To obtain user-related information for con-
structing user profiles and generating user preferences based on the
clicked ads.

Two Google accounts (User1 and User2) were set up and an auto-
mated program was created to read the URLs and browse the links.
In the first experiment, User1 logged in and the automated program
was executed to read the URLs and browse the links for one device in
an office environment (restricted network). In the second experiment,
User2 logged in and the automated program was executed to read the
URLs and browse the links for one device in a home environment (un-
restricted environment). Two user profiles were created and the results
were compared. The next section presents the experimental results and
inferences.

6. Results and Discussion

More than 5,499 ads were captured using the four emulators. This
section discusses the statistics related to the captured results.

6.1 Ad Category

Figure 10 shows that 47% of the ads deal with business, 20% with
entertainment, 14% with productivity and 8% with news.
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Figure 11. Ad interest distribution.

6.2 Ad Interest

Figure 11 shows that 34% of the ads deal with real estate, 20% with
arts and entertainment, 15% with the Internet and telecommunications,
and 10% with shopping.

6.3 User Information

Analysis indicated that 36% of the ads contained location information,
33% time information, 13% language information and 5% app informa-
tion. If the ads are assumed to be clicked by the user more than 100
times, then 38% would contain location information, 34% time informa-
tion and 14% language information (see Figure 12).

If the ads are assumed to be clicked by the user less than 100 times,
then 22% would contain information about financial transactions, 21%
about mobile phone account recharges, 10% about offers, 10% about
cars and 7% about marital status (see Figure 13).

Figure 14 shows the preferences generated for a user who used two
different environments. Based on this information, it was possible to
link the user preferences to the same user.
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Figure 13. User information based on ads clicked less than 100 times.

6.4 Observations and Inferences

The following observations and inferences were made using the data
collected from ads displayed in Android apps:

Ads provided information relevant to events, offers and events. For
example, a real estate offer lasted for five days and it was observed
that the ads during the five days were related to the offer.
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Figure 14. User preferences generated via Google.

Ads provided information about user locations. For example, an
ad for a jeweler showed the store locations and offers in the city of
Bangalore; another ad was about a Kannada news app (Kannada
is the regional language).

No significant difference was observed in the displayed ads with
respect to the user who was logged in.

The following observations and inferences were made using the data
collected from ads displayed in Google search:

Ads provided information about regional festivals, events and oc-
casions (e.g., Diwali, Christmas and New Year festival offers, and
sports events).

Ads customized for geolocation provided information about user
locations (e.g., taxiwala.com, a taxi service located in Delhi).

The average database size of ads corresponding to a keyword was
between five and ten; ads were almost always getting picked up
from this database of ads.

The percentage of ads displayed from the database ranged from
30% to 100%

In the case of some search keywords, more ads seemed to appear
late in the evening, thereby disclosing information about time of
the day.
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No significant difference was observed in the displayed ads with
respect to the user who was logged in.

From these results, it was possible to construct user profiles, predict
user locations, days, dates and times, regional festivals and other events.

7. Conclusions

This research has demonstrated how information gleaned from ads
on a mobile device can be used to identify users. The methodology
can be used to identify a user even if he or she uses the same device,
multiple devices, different networks or follows different usage patterns.
Also, the methodology can support a digital forensic readiness framework
for mobile devices. Additionally, it has applications in context-based
security and proactive and reactive digital forensic investigations.

The current research has focused extensively on the Android envi-
ronment. Future research will examine iOS devices as well as desktop
systems, laptops and tablets. Furthermore, the methodology will be ex-
tended to link a user across multiple devices and systems. Finally, future
research will attempt to track and capture live ads at the network and
firewall levels, which could support proactive crime prevention efforts.
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Chapter 7

A FORENSIC METHODOLOGY FOR
ANALYZING NINTENDO 3DS DEVICES

Huw Read, Elizabeth Thomas, Iain Sutherland, Konstantinos Xynos
and Mikhaila Burgess

Abstract Handheld video game consoles have evolved much like their desktop
counterparts over the years. The most recent eighth generation of game
consoles are now defined not by their ability to interact online using a
web browser, but by the social media facilities they now provide. This
chapter describes a forensic methodology for analyzing Nintendo 3DS
handheld video game consoles, demonstrating their potential for misuse
and highlighting areas where evidence may reside. Empirical research
has led to the formulation of a detailed methodology that can assist
forensic examiners in maximizing evidence extraction while minimizing,
if not preventing, the destruction of information.

Keywords: Video game consoles, Nintendo 3DS, forensic analysis methodology

1. Introduction

The 3DS, released in Japan in February 2011, is Nintendo’s latest
handheld platform. At the time of writing this chapter, more than 45
million units have been sold worldwide [17], making the 3DS one of the
most popular eighth generation handheld video game consoles. Nin-
tendo has upgraded the 3DS over its lifespan and has created several
revisions with features such as larger screens (3DS XL), improved hard-
ware (“new” Nintendo 3DS) and a “lite” version (2DS).

Like its predecessor, the Nintendo DS, the 3DS is Wi-Fi enabled and
connects to the Internet. It has a built-in web browser, an email-like
system and, as in the case of the DSi, a digital camera. The defining
changes to the 3DS over its predecessors are enhanced social media,
new sharing features and access to an app store from the device. Built-
in functionality such as StreetPass enables the exchange of data with

c©
Published by Springer International Publishing AG 2016. All Rights Reserved

G. Peterson and S. Shenoi (Eds.): Advances in Digital Forensics XII, IFIP AICT 484, pp. 127–143, 2016.
DOI: 10.1007/978-3-319-46279-0

IFIP International Federation for Information Processing 2016

7



128 ADVANCES IN DIGITAL FORENSICS XII

other 3DS consoles in close proximity even when the console is in the
sleep mode [19]. The Nintendo eShop [20] supports the downloading of
software directly to the device.

The Nintendo 3DS is primarily designed for playing games, but the
features mentioned above enable it to be used in many other activities
that may be of interest in forensic investigations. One way to determine
the 3DS customer profiles (and the types of users) is to consider the Pan
European Game Information (PEGI) classifications for video games [21].
The Nintendo 3DS has two games rated as 18-year-old and 397 games
rated as three-year-old. In contrast, the Sony PlayStation Vita has eigh-
teen 18-year-old rated games and 112 3-year-old rated games [21]. The
figures are similarly skewed towards the 3DS in the 7-year-old rating cat-
egory. Thus, it is reasonable to conclude that, if a 3DS is seized as part
of an investigation, the case would likely involve a young child. This was
demonstrated in a case where the previous generation DSi was used by a
ten-year-old girl to take a picture of her attacker during an assault [10].
A more recent case involved a man who encouraged two 11-year old girls
to send naked pictures via the email-like service provided by the 3DS [3].

2. Related Work

The published literature suggests that the 3DS platform can be mis-
used [3, 16]. However, there is no evidence to suggest that the Nintendo
3DS has been explored as a potential container of forensic artifacts, al-
though it may provide information relating to misuse and user activities
such as network communications. Research on other entertainment sys-
tems (described below) has shown that the forensic methods and the
types of artifacts recovered depend largely on whether the system is un-
encrypted and whether the main storage is a hard drive. If the answer is
no to either of these questions, then a forensic investigator could attempt
to extract information via the native interface.

2.1 Devices with Hard Drives

Microsoft’s Xbox 360 is not encrypted, but it has the non-standard
XTAF filesystem. The approach proposed by Xynos et al. [28] is to
carve files and perform string searches for dates and times. Filesystem
drivers [26] and forensic tools [13] are also available that can simplify
the analysis.

Conrad et al. [7] conducted a series of tests on a Sony PlayStation 3 to
determine the optimum method for analyzing the console. Although en-
cryption is used to protect data, the PlayStation 3 does have a standard
2.5” hard drive for storage. Conrad et al. recommend that an analyst
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extract a forensically-sound duplicate of the drive and use the duplicate
to perform the investigation via the native PlayStation 3 interface.

Microsoft’s Xbox One also contains encrypted files. An analysis of the
hard drive [14] has shown that the files are contained in an NTFS filesys-
tem, which opens the possibility of analyzing date and time entries in the
MFT. However, the Sony PlayStation 4 does not have an immediately-
recognizable filesystem. Forensic analysis recommendations are similar
to those for the PlayStation 3: forensically image the hard drive and pro-
ceed to analyze the system via the native PlayStation 4 interface [9]. The
PlayStation 4 analysis process described in [9] employed a special write
blocker, VOOM Shadow 3, to write hard drive changes to an intermedi-
ate buffer that facilitated system navigation without any instabilities.

2.2 Devices without Hard Drives

The Nintendo Wii uses onboard storage that is soldered onto the
motherboard. Similar to the PlayStation 4, a forensic analysis of the
Wii [27] demonstrated that it is possible to recover data from the device
via the user interface. However, this “live analysis” methodology has
the potential to alter the data if performed incorrectly.

Desoldering the onboard memory is an option, but the high skill level
needed and the potential for damage rule it out as a possible investigative
method. Sutherland et al. [25] have described the analysis of an LG
Smart TV entertainment system. Although a Smart TV is not a game
console, the forensic analysis approach is relevant. In particular, an
empirical analysis was performed via the user interface of the LG Smart
TV, not unlike the methodologies used on the Wii and PlayStation 4
described above. However, as in the case of the Wii, it was difficult to
extract a physical image of the onboard memory. Thus, the Smart TV
analysis concentrated on what could be recovered via the user interface.

The device with the greatest similarity to the Nintendo 3DS that
has been forensically analyzed and documented is the Sony PlayStation
Portable (PSP) [8]. Although its updated sibling, the Sony PlayStation
Vita, is technically a more direct rival to the Nintendo 3DS, at the
time of this writing, no forensic research related to this device could be
found. The Sony PlayStation Portable has Internet connectivity and a
web browser. The browser stores artifacts on a removable, unencrypted
FAT16-formatted memory stick. Conrad et al. [8] describe the process
of forensically imaging the memory stick and analyzing files for web
browsing artifacts, including deleted entries.
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3. Forensic Value

The Nintendo 3DS can hold two types of media simultaneously, a
game cartridge and an SD card. 3DS game cartridges primarily store
game data, but are also used by some games to record save game data.
The SD card stores images and videos taken with the camera, and ap-
plications downloaded from the eShop. Additionally, there is internal
storage capacity on a NAND flash memory chip soldered onto the moth-
erboard [11].

The closed console has several LED indicators that provide informa-
tion about the system state. A blue power LED on the front of the
console indicates that the device is in the standby mode. A charging
LED indicates the power status and if the battery is running low. Red
indicates that the device has to be charged, orange indicates that it is
currently charging, while yellow indicates that the device is fully charged.
Note that, if the device loses power, running applications may not be
written to the device; for example, web browser history may be lost if
the browser is not closed properly.

An LED on the top right of the device indicates if notifications have
been received. There are four possibilities for this LED: (i) blue – Spot-
Pass data has been received; (ii) green – StreetPass data has been re-
ceived; (iii) orange – a friend’s device is online; and (iv) red – the device
needs to be charged. A slider on the right-hand side of the device controls
wireless connectivity; the LED alongside it turns yellow when wireless
is on.

Upon powering a 3DS, the last application that ran on the device is
selected and the corresponding game logo is displayed on the top screen.
If the notification LED is lit, a glowing dot appears on the icon of the
application that received the notification.

Several features are potentially of interest to a forensic investigator.
The 3DS offers Wi-Fi connectivity. The WLAN subsystem is a single-
chip 802.11b/g device [12]. Connection information is easily accessible
via the settings menu; this includes information about the current con-
nection used by the device along with the MAC address. Up to three
access points can be stored.

The activity log keeps a record of the applications launched on the
system, including the first and most recent date that each application
was used. This information is updated during a live investigation if
any applications are executed, so it is important that the information is
collected early in the analysis.

The 3DS incorporates a Netfront browser based on the WebKit engine,
which enables images to be downloaded to the SD card [18]. The built-in
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web browser has forensic significance because it provides a history of up
to 32 web pages viewed by the user. However, neither date nor time
information are available. It should be noted that, if a link is followed
from an older web page, then a new history list is generated from that
point onwards. Cached information includes the website favicon, title
and URL. The web browser history can be viewed using the left and
right arrows on the touch screen. A maximum of 64 bookmarks may be
stored.

The camera serves as the access point for the image gallery. An inves-
tigator can use the camera to view images stored on the device, including
images downloaded via the web browser. The date and time of a viewed
image are displayed in the top screen. In addition, there is a note indi-
cating where the image is stored, either on the SD card or in internal
NAND memory.

The Nintendo eShop is used to purchase downloadable content. Infor-
mation stored in the eShop could be of value because some credit card
details may be saved, such as the last four digits of a credit card number
and its expiration date.

The friends list contains friends who have connected locally or over
the Internet using a “friend code.” Users can see when their friends are
online and can update their status, which is shared with others.

Until October 2013, the Swapnote message exchange service (Letter
Box in some regions) could be used to exchange messages and photos
with other users via the Internet using the SpotPass service. However,
Nintendo terminated this service because some consumers, including mi-
nors, were posting their friend codes on Internet bulletin boards and then
using Swapnote to exchange offensive material [16]. Although no new
messages can be sent via SpotPass, historical data may be available on
a device. Messages and pictures can still be exchanged using StreetPass
(Figure 1), which requires the two devices to be in close proximity.

Unofficial cartridges (flashcarts) can offer additional functionality for
the 3DS, with some cartridges providing data storage for user files. An
example is Acekard 3 game cartridges that are often used for pirating
software or running homebrew applications. However, the 3DS device
itself supports miniSD cards, enabling users to store a range of files,
including music, images and documents [22]. It is, therefore, vital to
thoroughly examine game cartridges to confirm their functionality and
ensure that no evidence is missed.

Several hacks have been developed that circumvent the security mea-
sures on the 3DS and allow third-party (homebrew) applications to be
installed. As discussed in [23], these mechanisms could be used as new
vectors to extract data from embedded systems. In the case of the
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Figure 1. StreetPass service for exchanging pictures and messages.

3DS, a number of applications and game titles have been shown to be
exploitable. A comprehensive list can be found in [24]. Several FTP
homebrew applications have also been released [2], but at the time of
this writing, they only allow access to the miniSD card, not the internal
NAND flash memory.

Table 1 summarizes the 3DS device features that would be of interest
in a forensic investigation. These features must be examined very care-
fully to ensure that the investigation is conducted in a forensically-sound
manner and/or no evidence is missed.

Barriers to using standard imaging methods on a 3DS device include
the lack of common interfaces (e.g., USB) and encryption of the internal
NAND flash memory. Imaging a 3DS NAND chip is possible using JTAG
or chip-off. JTAG guidance for forensically imaging NAND flash memory
using a tool such as FTK Imager is presented in [5]; the image can be
flashed back later to verify the results. Chip-off is more invasive and
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Table 1. Features of interest.

Features Reason

LEDs Different color states indicate that data exchange has
occurred

Wi-Fi Associated access points reveal where the 3DS was
used

Web Browser Provides recent history (maximum 32 pages) and
bookmarks (maximum 64 pages)

Camera Provides access to image gallery, views of images cre-
ated by the 3DS and images saved from webpages; in-
dicates the locations of stored images (internal NAND
memory and miniSD card)

eShop Provides the last four digits of credit card numbers
and their expiration dates

Friends List Contains the list of friends (on the Internet and/or in
close proximity); owners can share their status

Swapnote Email-like service used to send text and images from
the gallery; SpotPass and StreetPass services used to
send text and images over the Internet and to users
in close proximity, respectively

Unofficial Game Cards May contain additional embedded media (e.g., mi-
croSD), homebrew software (potential for further
communications options) and pirated software

Activity Log Provides coarse indications of application usage pat-
terns (e.g., pedometer indicates user perambulations)

Game Notes Contains hand-written notes created by the user

requires the desoldering of the NAND chip. To avoid these challenges,
a 3DS device can be investigated live, but this may have an impact
on the state of the device (i.e., alter or even add data). The forensic
analysis methodology described in the next section considers all these
issues while adhering to the ACPO Good Practice Guide for Digital
Evidence [4] to minimize alterations, tampering and modifications of
the original evidence to the extent possible.

4. Forensic Analysis Methodology

As discussed in the previous section, the most appropriate approach
for acquiring evidence from a 3DS device is via the user interface. This
empirical approach ensures that investigators do not lose evidence due
to unfamiliarity with the device.

The 3DS has two displays, but only the lower screen is touch-sensitive.
Underneath the screen are three buttons, SELECT, HOME and START.
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The most important is the HOME button, which allows a user to return
to the main screen at any time. A stylus located next to the game card
slot on the back of the 3DS makes it easier to interact with the device.
Alternatively, a user can employ two navigational buttons: A to select
an item from the menu and B to move back to the previous menu. The
lower touch-sensitive screen contains applications with several built-in
utilities along the top.

Figure 2 presents the forensic analysis methodology for Nintendo 3DS
devices. The methodology has the following steps:

Step 1: Start the video camera to record all interactions:
The recommended ACPO best practice [4] when examining a live
device is to record the process and capture all the actions involved
in the examination for later scrutiny and to provide a strong record
of the procedures used in the analysis. In addition, a written record
should be kept of every action performed, including its time and
duration.

Step 2: Check the device status: Before the SD and applica-
tion cards are removed, it is important to ensure that the 3DS is
actually turned off (i.e., it is not in the suspend mode). If the cards
are removed when the system is in the suspend mode, then run-
ning applications are forcibly closed and potential evidence held in
memory may be lost.

The power indicator light must be checked first. If the light is
blue, then the system is on. Next, the Wi-Fi indicator light on
the right-side of the 3DS must be checked. If the light is amber,
then the slider must be depressed to disable Wi-Fi. Following this,
the console is opened – this resumes the suspended applications.
Observations of interest are then recorded, following which the
power button is pressed and held down to close the software and
expose the power off function. This updates the activity log, but it
was discovered that the log is updated even if the application card
is forcibly removed. Finally, the device should be powered off.

Step 3: Remove, write-protect and analyze the SD card
separately; clone the image to a new SD card; insert the
clone: The SD card is not encrypted and can be imaged separately
using a suitable forensic tool. The card is formatted as FAT16 (up
to 2GiB) or FAT32 (up to 32GiB). Data can be extracted via
carving, which also retrieves images (including their EXIF data)
that can be important depending on the case. Specifically, the
following information can be extracted:
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1. Start video
capture; record
time

7. Examine web
browser

9. End video
capture; record
time

2. Check
device status

(a) Ensure Wi-
Fi is disabled

(b) Resume
suspended
application

(c) Record
observations;
power off 3DS

3. Remove SD
card

(a) Write
protect SD
card; image
and store

(b) Analyze SD
card image
separately

(c) Clone image
to new SD
card; insert
clone

4. Eject game
card; record
details

(a) If flashcart is
present, check
for removable
media

(c) Reinsert
game card

(b) Write protect
and image
removable
media

5. Turn on
Nintendo 3DS

(a) Record
current time;
compare against
real time

(b) Check
battery status

(c) Examine
activity log

(d) Examine
friends list

6. Examine
network
information

(a) Record
SSID settings

(b) Record
MAC address

8. Examine
other areas of
interest

(a) Examine
Game Notes
application

(b) Examine
Camera
application

(c) Examine
StreetPass
communications

Figure 2. Forensic analysis process for Nintendo 3DS devices.

– Exif.Image.Make: Nintendo

– Exif.Image.Model: Nintendo 3DS

– Exif.Image.DateTime: 2012:01:27 13:37:00

Images downloaded via the web browser can be seen in the DCIM
folder, but no information about the sources of the images is stored.
Therefore, it is necessary to rely on the web browser history data.



136 ADVANCES IN DIGITAL FORENSICS XII

Videos taken by a 3DS are stored in the AVI format, 3D images
are stored in the MPO format and voice notes are stored in the
M4A format.

Applications downloaded to the SD card from the eShop are en-
crypted; extensive information about the layout and file structure
can be found in [1]. Experiments revealed that launching different
applications known to exist on an SD card did not change the MAC
(modification, access, creation) times of application files. The only
times that are provided relate to the initial installations of applica-
tions on the SD card; therefore, an investigator should not rely on
a timeline analysis of this nature. Furthermore, applications are
stored in folders with names containing hexadecimal characters.
To compile a list of applications on the SD card, an investigator
would need to cross-reference the list as described in [15].

Applications that can store or process user data should be noted
and appended to the end of Step 7 (described below). A clone of
the SD card should be inserted into the 3DS device without write-
protection. Later steps (e.g., Steps 8(a) and 8(b)) may require an
investigator to export files to the SD card. Using a clone ensures
that application data on the SD card can be analyzed via the
console interface while maintaining the forensic integrity of the
original SD card.

Step 4: Eject the game card; record the card details: The
game card should be formally recorded to confirm that it is a game
or application. Recording and analyzing the title, type and code
found on the card can confirm its functionality. If the game Cubic
Ninja, in particular, is found, the presence of homebrew appli-
cations on the SD card is indicated. Investigators should cross-
reference the homebrew application list available in [2] against the
SD card from Step 3 to determine if other useful forensic artifacts
can be found. At the time of writing this chapter, FTP servers
(ftPONY and ftBRONY), a Facebook client (fb43ds) and a video
player (vid3o) would be of interest to investigators. Furthermore,
if an unofficial flashcart is found, there may be a removable mi-
croSD card, which should be write-protected, imaged and analyzed
separately. The microSD should be cloned and the clone inserted
without write-protection into the flashcart.

Steps 5(a), 5(b): Power on the Nintendo 3DS: The Wi-Fi
starts when the 3DS is powered up if the Wi-Fi was turned on pre-
viously. If the amber indicator light is lit on the right-side of the
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3DS, then the Wi-Fi must be disabled by pushing the slider or the
device must be in a Faraday cage. If the device detects that new
firmware is available, then it prevents access to some areas until the
update has been applied. At the top-right-hand corner is the bat-
tery icon, which indicates the battery power level using blue bars
and if the device must be charged. Alongside this is the current
date and time. The date and time are not updated automatically;
this must be taken into account when examining timestamps re-
trieved from the device because they may have to be offset against
the current time. The top-left-hand corner displays the connectiv-
ity status – a blue bar containing the word “Internet” indicates an
active connection. The main menu displays the applications avail-
able in a grid format; these provide valuable information about the
possible uses of the 3DS.

Step 5(c): Examine the activity log: The activity log provides
a record of recent activities on the device. Upon opening an ap-
plication, a record is made in the activity log. Hence, the activity
log should be one of the first items examined by an investigator.

The activity log has two distinct views as part of the application.
The first view enables a user to examine daily records of usage,
which can be adjusted for daily, weekly, monthly or yearly totals.
Figure 3 shows the daily view of an activity log; the analyst can
scroll through and select the date on the bottom screen while the
top screen defaults to a graph representation of the usage. A list
view provides a different representation of the data. This view
may be used, for example, to examine the results of a pedome-
ter that indicates the numbers of steps taken by a user and the
corresponding times.

The second view in the activity log is of the software library. An
analyst can navigate the application icons on the bottom screen
while the top screen displays the corresponding usage. The dates
of the first use and most recent use are presented, but timestamps
are not provided.

Step 5(d): Examine the friends list: The friends list contains
friends’ names, friend codes, whether friends are online or not,
and a user-editable message of up to 16 characters that can be
broadcast to everyone in the friends list.

Step 6: Examine network information: Networking infor-
mation can be found under the Settings menu. Upon selecting
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Figure 3. Daily view of activity log events.

Internet Settings, the new menu contains the items: Connection
Settings, SpotPass, Nintendo DS Connections, Other Information.

Upon selecting Connection Settings, a list of three possible connec-
tions are displayed. If the Connection has “None” written along-
side it, no connection is established. However, if it has an entry
such as “Connection 1: mySSID,” then a connection is established.
A lock symbol indicates the security status of the connection.

To obtain the MAC address of the device, it is necessary to access
Internet Settings and select Other Information. The MAC address
may be needed during an investigation to confirm or eliminate that
the device was used to perform certain actions.

Step 7: Examine the web browser: The 3DS web browser
appears in the top-right-hand corner of the touch screen. When
the browser is opened, the last page viewed is the first to open.
From this point on, the left arrow at the bottom of the screen can
be used to navigate through previously-viewed pages. Clicking on
the Menu button provides access to the bookmarks list and an “i”
icon provides page information, including the address (i.e., URL).
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Figure 4. Game Notes application with handwritten messages.

The Bookmarks item contains a maximum of 64 entries. A book-
mark can be opened for editing, which displays the complete web-
site URL. The web browser design poses a challenge to forensic
investigators because no permanent record of the browser history
is recorded; only the most recent 32 pages can be viewed. Other
information can be confirmed via the web browser, such as the cur-
rent network connection and proxy settings. The menu contains a
setting tab, which displays information as follows:

– Connection Type: Wireless LAN (Connection 1)

– Connection (SSID): mySSID

– Security: WPA2-PSK (AES)

In addition, the user can use the menu to delete the history, cookies
and save data.

Step 8(a): Examine the Game Notes application: As shown
in Figure 4, Game Notes supports handwritten notes made by
users. Date/time information is not stored by a 3DS device, but a
user may write the time on the note itself. The application stores
the handwritten messages in onboard memory. However, export
functions are provided that enable an investigator to save notes of
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interest such as pictures on the SD card by default and in internal
memory if the SD card unavailable. Timestamp data associated
with an exported picture reflects the creation date of the image,
not the creation date of the Game Notes entry. Exporting images
in this manner leaves the original Game Note entries intact.

Step 8(b): Examine the Camera application: The camera
icon enables the viewing of photos and videos. These images can
be stored on the device or the SD card, but all the images are
viewed in chronological order from left to right, with date markers
separating the images. By clicking on an image, the date/time
at which the image was taken is displayed, along with the image
storage location.

Step 8(c): Examine StreetPass communications: Mii char-
acters (Nintendo avatars) from other 3DS consoles can be trans-
ferred when the consoles are in close proximity to each other. The
number of times the Miis have met is displayed alongside an in-
dicator of the software used (e.g., “met via StreetPass”). A Mii
creator can register information to be transferred with the Mii, in-
cluding the nickname, Mii’s birthday, creator, StreetPass hits and
plaza population. A coarse timestamp indicates when the Mii was
linked to the 3DS device (e.g., “3 hours ago” or “4 days ago”).

5. Conclusions

The phrase “End of the Age of Nintendo Forensics” was coined by
Carvey [6] to emphasize that forensic investigators must have detailed
knowledge about the systems and files they analyze and that they should
not merely rely on digital forensic tools. We are currently in the “New
Age of Nintendo Forensics,” where game consoles – both desktop and
handheld – can contain significant amounts of digital evidence about
user actions and possible criminal activity. This is especially true of
the eighth generation of game consoles that provide advanced Internet
functionality and applications, including web browsers, email and social
media.

This chapter has highlighted cases in which Nintendo handheld con-
soles have provided evidence of illegal activity and has identified areas
on the devices where data relevant to forensic investigations may be
stored. The forensic analysis methodology for Nintendo 3DS devices
was developed using empirical research. The methodology maximizes
data retrieval and minimizes evidence loss or corruption; this is impor-
tant because certain sequences of events can trigger the modification of
forensically-relevant data.
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Unfortunately, retrieving a dump of the internal device memory is
difficult without hardware modifications and analyzing the dump is ex-
tremely difficult due to encryption. Future research should focus on
these problems. For example, if an FTP server could run with root priv-
ileges, it may be possible to obtain and analyze a logical image of the files
stored in the internal NAND memory. Analyzing and understanding the
raw files that store data could reveal valuable artifacts pertaining to user
communications. If Linux tools (e.g., dd) compiled for use on a 3DS are
available, it may be possible to obtain unencrypted images of internal
NAND memory. Existing forensic techniques such as file carving could
then be used to identify and recover deleted data and temporary files.
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Chapter 8

RECONSTRUCTING INTERACTIONS
WITH RICH INTERNET APPLICATIONS
FROM HTTP TRACES

Sara Baghbanzadeh, Salman Hooshmand, Gregor Bochmann, Guy-Vin-
cent Jourdan, Seyed Mirtaheri, Muhammad Faheem and Iosif Viorel
Onut

Abstract This chapter describes the design and implementation of ForenRIA, a
forensic tool for performing automated and complete reconstructions of
user sessions with rich Internet applications using only the HTTP logs.
ForenRIA recovers all the application states rendered by the browser,
reconstructs screenshots of the states and lists every action taken by
the user, including recovering user inputs. Rich Internet applications
are deployed widely, including on mobile systems. Recovering informa-
tion from logs for these applications is significantly more challenging
compared with classical web applications. This is because HTTP traffic
predominantly contains application data with no obvious clues about
what the user did to trigger the traffic. ForenRIA is the first forensic
tool that specifically targets rich Internet applications. Experiments
demonstrate that the tool can successfully handle relatively complex
rich Internet applications.

Keywords: Rich Internet applications, user session reconstruction, HTTP logs

1. Introduction

Over the past few years, an increasing number of application devel-
opers have opted for web-based solutions. This shift has been possible
due to the enhanced support of client-side technologies, mainly scripting
languages such as JavaScript [11], asynchronous JavaScript and XML
(Ajax [13]).

JavaScript enables application developers to modify the document ob-
ject model (DOM) [23] via client-side scripting while Ajax provides asyn-
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chronous communications between scripts executing on a client browser
and web server. The combination of these technologies has created rich
Internet applications (RIAs) [12]. These web-based applications are
highly dynamic, complex and provide users with an experience similar
to “native” (i.e., non-web) applications.

Typically, in a web application, the client (i.e., user web browser)
exchanges messages with the server using HTTP [10] over TCP/IP. This
traffic is partially or entirely logged by the web server that hosts the
application. The traffic is easily captured as it traverses a network (e.g.,
using a proxy). The captured traffic generated by a user during a session
with a web application is called a user session log.

A user session log can be used to reconstruct user browser interactions
for forensic analysis after a incident has been detected. For example,
suppose the owner of a web application discovers that a hacker had
exploited a vulnerability a few months earlier. The system administrator
is tasked to find out what happened and how it happened using the only
available resource – the server-generated logs of previous user sessions.
This task would not be too challenging for a classical web application
because tools have been developed for this purpose (e.g., [18]). However,
if the web application is a modern rich Internet application, then manual
reconstruction would be extremely difficult and time consuming, and no
tools are available that could help with the task.

This chapter describes the design and implementation of ForenRIA,
a tool intended to help recover information about an intrusion using
the available logs. ForenRIA reconstructs screenshots of user sessions,
recovers user inputs and all the actions taken by a user during a ses-
sion. The tool satisfies two important design goals with regard to digital
forensics [5]. First, as a result of security concerns, the forensic analysis
should be sandboxed; in other words, connections to the Internet are
minimized. Second, the reconstructed pages are rendered as closely as
possible to the pages viewed at the time of the incident. The first goal
is achieved by the offline replay of traffic in a browser. The second goal
is met by preserving the correct state of the document object model.

This research was conducted in collaboration with the IBM QRadar
Incident Forensic Team. When it comes to recovering user interactions
from HTTP logs of rich Internet applications, QRadar forensics relies
on a mix of tools and expert knowledge. Thus, the research goal was to
develop a general and fully-automated method for inferring user inter-
actions with complex rich Internet applications.

The ForenRIA tool described in this chapter automatically recon-
structs user interactions with rich Internet applications using only previ-
ously-recorded user session logs as input. Efficient methods are proposed
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to find user actions; these are based on the notions of “early-action” and
“non-existent” clicks that prioritize candidate clicks based on the event
history. New techniques are described for inferring user inputs from
HTTP traces. Also, a method is presented for handling random param-
eters in requests during offline traffic replay.

2. Session Reconstruction Methodology

This section describes the user session reconstruction methodology
and its implementation in the ForenRIA tool.

2.1 Inputs, Outputs and Assumptions

The goal of this research was to automatically reconstruct entire ses-
sions involving user interactions with rich Internet applications using
only HTTP logs as input. During an interaction with a rich Internet
application, a user is presented with the rendering of the current docu-
ment object model by the browser. Some of the user actions (e.g., mouse
moves and clicks) trigger the execution of client-side code. In this work,
the execution of this code is referred to as an “event.”

Events are usually triggered by user actions on HTML elements or
automatically by scripts, for example, after a delay or timeout. Some of
these event executions trigger requests back to the server. Some of these
requests are synchronous while others are asynchronous (i.e., a response
might arrive later, and several other requests/responses might occur in
the meantime). It is also common for a user to provide inputs via menu
selections or as text. These inputs are typically sent along with some
requests and the responses that are returned usually depend on the user
inputs. Thus, reconstructing user interactions involves the recovery of
the series of document object models rendered by the browser as well as
all the events executed during the session. Typically, for each event, it
is necessary to know the type of event (click, mouse hover, etc.) as well
as the XPath of the HTML element on which the event occurred. It is
also necessary to recover all user inputs, including the values that were
provided and where the values were provided.

It is relatively straightforward to reconstruct user interactions from
the log in a “traditional” web application because the data sent by the
server is more or less what was displayed by the browser. The situation
is very different for rich Internet applications where many requests are
generated by script code running on the browser and the responses typ-
ically contain only a small amount of data used by the receiving scripts
to partially update the document object models (Figure 1 shows an ex-
ample). Thus, many of the request-response pairs are part of a series
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Figure 1. Body of a typical HTTP response.

of interactions and cannot be analyzed in isolation. Consequently, it is
difficult to infer all the steps taken by the user, the inputs provided and
the elements that were clicked when the only information provided is
in the recorded user session log. The ForenRIA tool described in this
chapter addresses these challenges and obtains the details of a security
incident by automatically recovering every user interaction.

The input to the tool is a sequence of previously-captured HTTP traf-
fic {t1, t2, ..., tn} where ti is the i

th request-response pair. It is necessary
to identify the set of actions {a1, a2, ..., am} performed by the user. If
the execution of ai generates a set of requests Ti, then the requests in
Ti should directly follow Ti−1 in the input log.

The following information is of interest with regard to the outputs:

User Actions: The precise sequence of actions performed by a
user during a session (clicks, selections, etc.) and the exact ele-
ments of the document object models on which the actions were
performed.

User Inputs: The exact inputs provided by a user during a session
and the fields in which the inputs were provided.

Document Object Models: The series of document object mod-
els that appeared in a user’s browser during a session, including
information such as the values and parameters of cookies.

Screenshots: The series of screens that were displayed to a user.

It is assumed that the input is the log corresponding to a single user.
Extracting the trace for an individual user from server logs is a well-
studied problem (see e.g., [21]) that is outside the scope of this research.
In the context of this research, the traffic has already been recorded
and no additional instrumentation of the user’s browser is possible. In
addition, the reconstruction is performed offline with no access to the
original rich Internet application.

2.2 Architecture and Approach

Figure 2 presents the architecture of the ForenRIA tool. The input
is a previously-recorded user session access log with two instances of
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SR-Browser1

SR-Proxy Traces

SR-Browser2

Figure 2. ForenRIA tool architecture.

a programmable browser (SR-Browser1 and SR-Browser2) and a proxy
(SR-Proxy) that reconstructs user interactions.

The two browsers re-enact the user actions and the proxy plays the
role of the original web server. When the browsers generate the correct
actions, the proxy receives a set of requests that match the pre-recorded
requests and sends the corresponding responses. Otherwise, an error
is returned and another action is selected by the browsers. Note that
the two browsers implement the same deterministic algorithm and, thus,
always select the same actions.

Algorithm 1. : SR-Browser algorithm.
1: while not finished do
2: LoadAndInstrumentLastKnownGoodDOM(ReconstructedActionsList);
3: ActionCandidate = ChooseAndExecuteNextAction();
4: WaitForStableCondition();
5: if SequenceCheck() then
6: ReconstructedActionsList.push(ActionCandidate);
7: end if
8: end while
9: return ReconstructedActionsList ;

Algorithm 1 specifies the steps executed by SR-Browser1 and SR-
Browser2. At each step, a browser reloads the last known-correct state
(or the initial URL) if necessary, and instruments the document object
model by overwriting JavaScript functions such as addEventListener

and setTimeout to control the subsequent execution of JavaScript code
(Line 2). Next, it is necessary to find the next user interaction can-
didate. To decide efficiently, SR-Browser and SR-Proxy collaborate on
the selection. After the next user interaction candidate (and possibly the
corresponding user inputs) is chosen, the corresponding event is triggered
by the browser (Line 3). SR-Browser then waits until a stable state is
reached (Line 4) and verifies the correctness of the selected action by
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Algorithm 2. : SR-Proxy algorithm.
1: while not finished do
2: req := GetCommonRequestsFromBrowsers();
3: if req is an “HTTP” request then
4: if matchFound(req) then
5: ReturnMassagedResponsereq ;
6: else
7: Return404NotFound();
8: end if
9: else

10: respondToCtrlMessage(req);
11: end if
12: end while

asking SR-Proxy about the previously-generated sequence of requests
(Line 5). If the selected action is correct, then the action is added to the
output (i.e., actual user interaction along with the XPath of the element
on which it was exercised, possible user input, copy of the current docu-
ment object model, reconstructed screenshot of the state of the browser,
etc.).

Algorithm 2 specifies the steps executed by SR-Proxy. SR-Proxy waits
for requests sent by the browser. If the request received is a normal
HTTP request (Line 3), then it attempts to find the request in the user
logs. If the request is found (Line 4), then the corresponding response
is sent to the browser with some modifications (Line 5); otherwise, an
error message is returned to the browser (Line 7). If the request is not a
normal HTTP request, then it is a control message (e.g., a collaboration
message to find the next user interaction candidate or a sequence check)
that must be answered (Line 10).

Loading the Last Known-Good State. Frequently, during the re-
construction process, SR-Browser is not in the correct client state. This
could be because the reconstruction has not yet started or because SR-
Proxy has signaled that a generated request does not match the recorded
request. When SR-Browser is not in the correct client state, then it needs
to restore the previous state and try another user action. In traditional
web applications, it is sufficient to reload the previous URL. However,
the situation is more complex with rich Internet applications because the
previous state is usually the result of the execution of a series of scripts
and interactions with the browser. The proposed approach is to clear the
browser cache, reload the initial URL and re-execute all the previously-
detected interactions to bring SR-Browser back to the previous state. A
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Figure 3. Hijacking Ajax calls to detect when a callback function completes.

more efficient alternative is to implement the technique described in [19]
and directly reload the previous document object model.

Thus, the state that is reached needs to be instrumented by overwrit-
ing a range of base JavaScript calls in order to fully control what happens
next. The basic idea is to overwrite methods such as addEventListener,
setTimeout and XMLHttpRequest.prototype.send so that SR-Browser
code is executed when these calls are triggered. Figure 3 shows an ex-
ample involving the function XMLHttpRequest.prototype.send. The
other methods are overwritten in a similar manner.

Finding the Next User Interaction Candidate. At each step, the
browser has to find the correct user action and, possibly, the correct user
inputs. There are typically hundreds, if not thousands, of possible events
for each document object model, so a blind search is not practical. Thus,
SR-Browser and SR-Proxy collaborate to create a list of possible choices
in decreasing likelihood as follows:

Actionable Elements: Priority is given to document object
model elements that are actionable – these are visible elements
with some JavaScript attached. Sometimes, this code is assigned
explicitly to an attribute of an element (e.g., the onclick attribute
of a div tag), but in other cases the listener is added dynamically
to the element using methods like addEventListener. Having
overwritten these methods as explained previously, ForenRIA can
keep track of these elements as well. The algorithm then priori-
tizes actionable elements by increasing the distances to leaves in
the document object model tree.

Explicit Clues: In some cases, it is easy to guess the next action
taken by the user simply by examining the next requests in the log.
For example, the user may have clicked on a simple hyperlink and
SR-Browser can find an anchor element (i.e., <a href=...>) in
the current document object model with the corresponding URL
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Figure 4. Example of an onclick handler created dynamically.

in its href tag; or, when an obvious clue is found, such as the
parameters of the next URL in the href or the onclick handler
of an element in the document object model. These cases, which
were the norm in older web sites, are rarely encountered in rich
Internet applications.

Implicit Clues: In a rich Internet application, there are usually
no obvious clues about the element that triggered an HTTP re-
quest. Figure 4 presents an example involving PeriodicTable, a
simple rich Internet application. In this case, a single event han-
dler onclick is attached to the common parent of several elements
in a document object model. Its execution triggers an Ajax call
that dynamically detects the element that was originally clicked.
The following steps are taken to tackle such situations:

– Known JavaScript Libraries: Many rich Internet applications
are built using popular JavaScript libraries such as JQuery,
Dojo and Angular. It is often relatively easy to detect the fin-
gerprints of these libraries. Each library has a standard way
of generating requests when a user interacts with an element.
By implementing code specific to each library, elements can
be mapped to clues in the requests dynamically, essentially
turning implicit clues into explicit clues.

– Early Action: An incorrect action may be selected during
the course of a reconstruction. In some cases, the action on
an element e generates a series of unexpected requests (i.e.,
they are not the next ones in the traces), but these requests
still appear as a block later in the trace. This can mean that
algorithm has taken the action on e too early. This situation
is remembered and the same action on e is taken when the
corresponding block is next in the queue.

Figure 5 demonstrates the situation. In Figure 5(a), the tool
has selected an element early and the requests are found in
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Figure 5. Early action handling.

the recorded log, but further down the queue. As shown
in Figure 5(b), the requests subsequently become the next
unconsumed requests in the queue. SR-Proxy then instructs
SR-Browser to select the same element. Note that “Last”
refers to the last consumed resource in the trace.
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– Non-Existent Action: The dual notion of early action is a non-
existent action. This is triggered when a request generated
by selecting an element e does not exist in the trace. This
is an indication that e was not used in the session and the
priority of e can be reduced.

Finding User Inputs: User input is an integral part of a web
application and recovering the input is necessary for a forensic
analysis as well as to perform a successful reconstruction. In web
applications, user inputs are usually captured in fields that can
be grouped into a form. However, in a rich Internet application,
interacting with a single field may trigger network traffic; for ex-
ample, typing in a search box can load partial results. This is
a common behavior that does not follow the HTTP standard for
form submission, which involves several input fields being submit-
ted at one time to the server. The standard specifies that the
user input values should be encoded as <name, value> pairs. To
address this situation, SR-Proxy scans the log for occurrences of
<name, value> pairs (encoded in one of the standard formats).
When matches are found, the pairs are sent to SR-Browser, which
uses them to populate input fields in the current document ob-
ject model. If a single value is sent, corresponding to a single
input field, an action is attempted on the field (e.g., onchange or
onkeyup). When a set of values is sent back, SR-Browser looks
for a form containing input fields with all the given names and
attempts to submit the form.

Client-Side Randomness. One difficulty to overcome is randomness.
Server-side randomness is not an issue because the same traffic is re-
played. However, if the client includes some randomly-generated values
in its requests (e.g., random selection of a news feed), then the requests
do not match those saved in the log file.

To address this problem, two concurrent instances of SR-Browser,
both running the same deterministic algorithm, are used. The two
browsers select the same action and the same user input in the same
sequence, and send the same requests to SR-Proxy. SR-Proxy compares
the requests received from the two browsers. Usually, the requests are
identical. However, when client-side randomness is involved, some re-
quests do not match. The parts that do not match are deemed to be
randomly generated by the client and are not expected to match the
recorded traffic. In such cases, the proxy looks for partial matches in
the log file.
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Temporal Headers in Responses. HTTP responses have temporal
headers such as date, expires and last-modified that may impact
replay; this is because the time of replay does not correspond to the
time of capture. For example, if a resource has an expires header set to
time t1 and it is replayed at time t2 > t1, then SR-Browser automatically
requests the resource again, impacting the replay. Therefore, SR-Proxy
updates all the headers using the current time and the relative time
offset at the time of recording.

Browser Stable Condition. After executing an event, SR-Browser
waits until it reaches a stable condition, a state in which no further
changes occur unless a new event is executed. SR-Browser decides if
the state is stable or not by overwriting JavaScript functions. In par-
ticular, it keeps track of pending requests by overwriting the methods
used to send and receive requests (e.g., send and onreadystateschange

methods of the XMLHttpRequest object; Figure 3 shows an example).
Additionally, some scripts can be executed after a given delay via a
JavaScript timeout. In order to keep track of these events, SR-Browser
also redefines the built-in settimeout method.

Sequence Check. After an element is clicked, if no error is returned
by SR-Proxy, then SR-Browser interacts with SR-Proxy to confirm that
the clicked element was chosen correctly. One difficulty with this ap-
proach is that a single click can generate multiple calls to the server, so
several requests and responses can occur after a single click. Another dif-
ficulty is that the asynchronous nature of server calls (i.e., Ajax) means
that requests may be received in different orders in different runs. Thus,
it is not simply a matter of going down a list in the correct order on the
SR-Proxy side. Instead, the entire set of requests and responses should
eventually form a gapless block in the recorded trace after SR-Browser
reaches the stable condition, and this gapless block should be right after
the previous block. SR-Proxy checks for this situation upon receiving
the sequence check message from SR-Browser after it reaches a stable
condition.

Basic Solution. Any system that attempts to reconstruct user inter-
actions with rich Internet applications must be able to handle user in-
put recovery, client-side randomness, sequence checks and previous state
restoration; otherwise, reconstruction may not be possible. A basic so-
lution is to perform an exhaustive search on the elements of a document
object model to find the next action; this solution does not use the tech-
niques proposed in ForenRIA. A search of the literature reveals that
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no other published solution has the characteristics of the basic solution.
Thus, no other solution can help reconstruct rich Internet application
sessions, even in an inefficient manner.

3. Experimental Results

This section presents the experimental results obtained using the
ForenRIA tool. The SR-Browser implementation uses the PhantomJS
headless programmable browser. PhantomJS supports the recreation of
the document object models, the creation of screenshots and the retrieval
of the XPaths of elements on which inputs and actions are performed.
SR-Proxy is implemented as a PHP application.

The experimental evaluation limited the test cases to rich Internet
applications because other tools already perform user interaction recon-
struction on non-Ajax web applications (e.g. [18]). The test applications
included: OpenCart, an open-source e-commerce solution; OSComm-
merce, an e-commerce platform; IBM’s Rational Team Concert (RTC),
an agile application lifecycle management rich Internet application based
on DOJO; El-Finder, an open-source file manager for the web; (v) En-
gage, a web-based goal setting and performance management application
built using the Google web toolkit; Test RIA, Altoro Mutual and Period-
icTable, three simple rich Internet applications built for testing purposes;
and a Joomla test site, a popular content management system that uses
jQuery. The complete HTTP traffic corresponding to user interactions
was captured for each test application using fiddler and mitmproxy

(for sites using SSL/TLS).
The experiments measured the effectiveness of reconstructing user in-

teractions. Two factors were considered: (i) time taken; and (ii) cost
(i.e., number of actions required by SR-Browser to reconstruct all the
user interactions). The experiments were run on Linux computers with
an Intel Core i7 2.7GHz CPU and 4GB RAM. The ForenRIA results
were compared with those obtained using the basic solution.

Table 1 compares the reconstruction times and costs for ForenRIA
and the basic method. Note that Actions is the number of user actions
and Requests is the number of HTTP requests in a recorded session.
ForenRIA successfully reconstructed the interactions in all the test cases,
including recovering all the document object models, the XPaths of the
elements on which actions were taken, the user inputs, and the details
of all the cookies and screen captures of the rich Internet applications
as originally presented to the user. The lengths of the captured sessions
ranged from 25 to 150 user actions, with many forms being filled in sev-
eral complex scenarios. For example, the OpenCart session required 150
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Table 1. Reconstruction times and costs for ForenRIA and the basic method.

RIA Actions Requests
Time (hh:mm:ss) Cost
ForenRIA Basic ForenRIA Basic

OpenCart 150 325 0:10:26 76:10:45 3,221 1,808,250
OSCommerce 150 532 0:02:44 21:23:15 150 501,806
RTC 30 218 0:46:54 50:53:44 1,423 94,242
El-Finder 150 175 0:14:55 07:24:40 12,533 376,820
Engage 25 164 0:31:13 01:47:02 7,834 17,052
Test Ria 31 74 0:00:37 00:22:51 302 15,812
PeriodicTable 89 94 0:07:38 36:20:45 4,453 1,559,796
AltoroMutual 150 204 0:01:41 25:24:30 358 815,302
Joomla 150 253 0:48:20 N/A 344 N/A

actions, including 101 user inputs to register a user, add products to the
shopping cart and check out. On average, ForenRIA required 59 events
and 23 seconds to find the next action. In contrast, the basic method re-
quired on average 5,034 events and 1,503 seconds to find the next action.
The basic method on Joomla was stopped after reconstructing only 22
actions because it was too slow. The time required for these 22 actions
was 15:24:30 with a cost of 2,274; however, since the basic method was
terminated, the corresponding entries in Table 1 are marked as N/A.

In addition, El-Finder and Engage had random parameters in their
requests. Without detecting these parameters, it was not possible to
even load the first pages of these sites. However, ForenRIA correctly
found all the random parameters for these websites, enabling the com-
plete reconstruction of the sessions.

The experimental results demonstrate the effectiveness of the pro-
posed approach for reconstructing user interactions with rich Internet
applications. No current tool can reconstruct user interactions only us-
ing HTTP traces.

To demonstrate the capabilities of ForenRIA, an attack scenario in-
volving a vulnerable banking application was created by IBM for test
purposes. In the scenario, an attacker visits the vulnerable web site and
uses an SQL injection attack to gain access to private information and
then transfers a considerable amount of money to another account. The
attacker also discovers a cross-site scripting vulnerability that could be
exploited later against other users.

Given the full HTTP traces, ForenRIA was able to fully reconstruct
the attack in just six seconds. The output included screenshots of all
the pages seen by the hacker, document object models of all the pages
and the steps and inputs used for the unauthorized login, SQL injection
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attack and cross-site scripting vulnerability. A forensic analysis of the
attack would have been quite straightforward using ForenRIA, including
the discovery of the cross-site scripting vulnerability. In contrast, the
same analysis without ForenRIA would have taken much longer and the
cross-site scripting vulnerability would probably have been missed. A
demonstration of this case study as well as sample inputs/outputs of the
ForenRIA tool are available at ssrg.site.uottawa.ca/sr/demo.html.

4. Related Work

A survey paper by Cornelis et al. [6] reveals that deterministic replay
has been investigated for many years in a variety of contexts. Some of the
systems were designed to debug operating systems or analyze cache co-
herence in distributed shared memory systems [17, 25]. However, these
systems do not handle client-side non-determinism in the parameters
sent to the server, which is critical to dealing with rich Internet applica-
tions.

The Selenium IDE (implemented as a Firefox plugin) [20] records user
actions and replays traffic. Recording can only be done using Firefox, but
replays can be performed across browsers using synthetic JavaScript eve-
nts. A number of methods have been proposed to capture and replay user
actions in JavaScript applications (e.g., Mugshot [16] and WaRR [1]).
The client-side of Mugshot records events in in-memory logs; Mugshot
also creates a log entry containing the sequence number and clock time
for each recorded event. The WaRR [1] recorder is also embedded in a
web browser and captures a complete interaction trace; it logs a sequence
of commands, where each command is a user action. Atterer et al. [3]
have used a proxy to inject a script that hijacks all JavaScript events
triggered by a user. However, all these approaches require an alteration
of the live rich Internet application to record all the user action informa-
tion needed to recreate the events at replay time. As mentioned above,
the goal of the research discussed in this chapter was to reconstruct
a user session from raw traces without instrumenting the client or the
modifying rich Internet application. Thus, none of the above solutions
satisfy the required goal.

Some traffic replay systems [2, 14] have focused on replaying traffic
at the IP or TCP/UDP levels. Hong and Wu [14] have implemented a
system that interactively replays traffic by emulating a TCP protocol
stack. However, these levels are too low for efficient reconstructions of
user interactions with rich Internet applications.

WebPatrol [4] has introduced the concept of automated collection and
replay of web-based malware scenarios. The prototype has two compo-
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nents, a scenario collection component and a scenario replay component.
The scenario collection component automatically gathers malware infec-
tion trails using its own “honey clients” and builds a web-based malware
scenario repository. The scenario replay component reconstructs the
original infection trail at any time from the stored data. WebPatrol is
not designed to reconstruct generic rich Internet application interactions
from traces; therefore, it cannot be used for this purpose.

Historically, session reconstruction has meant finding the pages visited
by users and distinguishing between different users in server logs, often as
a pre-processing step for web usage mining (see e.g., [7, 8, 22]). However,
the proposed work assumes that individual user sessions have already
been extracted from logs, perhaps using one of these techniques.

ReSurf [24] is a referrer-based click inference tool; however, it is of
limited use for rich Internet applications. Spiliopoulou et al. [21] have
discussed the importance of noisy and incomplete server logs and have
evaluated several heuristics for reconstructing user sessions. Their ex-
periments demonstrate that there is no single best heuristic and that
heuristic selection depends on the application at hand. Such a method,
which is based on server logs, is termed as “reactive” by Dohare et al. [9].

The tool that is most closely related to ForenRIA is ClickMiner [18].
ClickMiner also reconstructs user sessions from traces recorded by a pas-
sive proxy. Although ClickMiner has some level of JavaScript support,
it is unable to handle rich Internet applications.

5. Conclusions

The ForenRIA tool described in this chapter can automatically recon-
struct user interactions with rich Internet applications solely from HTTP
traces. In particular, ForenRIA recovers all the application states ren-
dered by the browser, reconstructs screenshots of the states and lists
every action taken by the user, including recovering user inputs. Foren-
RIA is the first forensic tool that specifically targets rich Internet appli-
cations. Experiments demonstrate that the tool can successfully handle
relatively complex rich Internet applications.

From a digital forensic point of view, ForenRIA has several advan-
tages. The reconstruction process is performed offline to minimize secu-
rity concerns, it is fully automated and it is even able to render the pages
seen by users. ForenRIA also saves precious time during an investiga-
tion. Nevertheless, it is intended to complement – not replace – other
tools: ForenRIA focuses on the application user interface and works at
the HTTP level whereas other tools operate at the lower network level.
ForenRIA is, thus, unsuitable when an attack bypasses the user inter-
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face; however, in such a case, it is quite straightforward to understand
the attack directly from the log, without having to use an advanced tool.
It is important to note that ForenRIA is not limited to forensic analyses.
It can be used in other situations, such as to automatically retrace the
steps that led to any (non-necessarily security-related) incident and to
automatically reproduce the steps involved in a bug report.

Future research will test ForenRIA on a larger set of rich Internet
applications. Also, it will attempt to enhance the algorithm to discover
implicit clues. Additionally, a more efficient technique will be developed
to restore the previous state when the selected element is not the right
one; this technique will leverage the approach described in [15].

The effective handling of browser caching is an open problem. In par-
ticular, SR-Browser has to automatically adapt to the caching strategies
adopted by user browsers. The behavioral differences between browsers
is a problem that requires more research. Finally, some user actions may
not generate any traffic, but the actions are, nevertheless, necessary to
continue the session. Dealing with this issue when reconstructing user
sessions is also an open question.
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Chapter 9

RECONSTRUCTING TABBED
BROWSER SESSIONS USING
METADATA ASSOCIATIONS

Sriram Raghavan and S.V. Raghavan

Abstract Internet browsers support multiple browser tabs, each browser tab ca-
pable of initiating and maintaining a separate web session, accessing
multiple uniform resource identifiers (URIs) simultaneously. As a con-
sequence, network traffic generated as part of a web request becomes
indistinguishable across tabbed sessions. However, it is possible to find
the specificity of attribution in the session-related context information
recorded as metadata in log files (in servers and clients) and as network
traffic related logs in routers and firewalls, along with their metadata.
The forensic questions of “who,” “what” and “how” are easily answered
using the metadata-based approach presented in this chapter. The same
questions can help systems administrators decide on monitoring and pre-
vention strategies. Metadata, by definition, records context information
related to a session; such metadata recordings transcend sources.

This chapter presents an algorithm for reconstructing multiple simul-
taneous browser sessions on browser applications with multi-threaded
implementations. Two relationships, coherency and concurrency, are
identified based on metadata associations across artifacts from browser
history logs and network packets recorded during active browser ses-
sions. These relationships are used to develop the algorithm that iden-
tifies the number of simultaneous browser sessions that are deployed
and then reconstructs the sessions. Specially-designed experiments that
leverage timing information alongside the browser and session contexts
are used to demonstrate the processes for eliciting intelligence and sep-
arating and reconstructing tabbed browser sessions.

Keywords: Tabbed browser sessions, metadata association, session reconstruction

c©
Published by Springer International Publishing AG 2016. All Rights Reserved

G. Peterson and S. Shenoi (Eds.): Advances in Digital Forensics XII, IFIP AICT 484, pp. 165–1 , 2016.
DOI: 10.1007/978-3-319-46279-0

IFIP International Federation for Information Processing 2016

9
88



166 ADVANCES IN DIGITAL FORENSICS XII

1. Introduction

The main function of a browser application is to present a web service
by requesting it of a server and displaying it in a browser window. In
practice, whenever a browser engages in a web session, it records infor-
mation in its log files, usually meant for troubleshooting purposes. The
browser and the associated logs work as follows: when a browser appli-
cation is deployed, a process is created that interacts with the network
socket (through one or more open ports) to access services from the
network. The browser application logs the server responses and caches
one or more of the resources received. In a generic browser, a parent
browser process controls the overall operation and launches one or more
rendering engines and loads plug-in modules as required [5]. The parent
process is responsible for disk interactions, the user interface and the
network. Every time a new browser window or tab is spawned, a new
browser process is initiated to monitor the modules executing within its
framework. Over a period of time, browser applications have evolved to
create and maintain multiple simultaneous sessions [1, 6].

A single browser session may be defined as a sequence of browser
requests and corresponding server responses that are received by the
browser application; to start with, these are pivoted on a single browser
tab. As the interactions progress, a user may optionally open more tabs
and possibly more windows, but the manner of recording session infor-
mation remains the same. However, the volume of information recorded
to answer the forensic questions “who,” “what” and “how” can grow sig-
nificantly over time. The proposed approach for reconstructing browser
sessions by associating session log information with a network trace con-
verts the problem to a progressive and incremental one, thereby enabling
the forensic or security context usage to be natural, easy and real time.

There are several important aspects related to reconstructing browser
sessions and the relative browser tab sessions. Specifically, browser ses-
sions are reconstructed to understand the number of simultaneous ses-
sions operated by the browser. Additionally, when a user selects a new
tab or clicks on a link from an existing tab to open a new browser ses-
sion on another tab, the browser application has a unique way of opening
the session. This relative positioning of browsers can help identify if a
causal relationship existed; however, this task requires further analysis
of the individual sessions and parsing the HTML pages to identify the
hyperlinks involved in creating the session. It is possible to establish
if two or more browser tabs placed close together connect to the same
domain server and then, if necessary, identify the sequence in which the
web pages were opened by studying the hyperlinks in each of the pages.
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Such an investigation involves significant parsing effort and can become
challenging when obfuscated code or malware is involved. However, this
is outside the scope of this work; in fact, Neasbitt et al. [7] study the
problem of differentiating user-clicked pages from auto-load components
that are parts of an active browser rendering.

This research establishes the feasibility of isolating multiple simulta-
neous browser sessions on multi-threaded browser applications based on
browser application logs and network traffic logs at the host end. In
order to do so, a metadata-based approach is used to determine the con-
textual relationships between artifacts within and across the browser logs
and network packets. The proposed algorithm based on the identified
metadata relationships is applied to specially-designed experiments for a
usage scenario involving a Firefox application with five tabbed sessions
across two browser windows.

2. Related Work

Xie et al. [11] and Neasbitt et al. [7] have recognized the importance
of recovering browser activities to aid forensic analyses of web traffic
traces in investigations of user-browser interactions involved in security
incidents, albeit from a purely user standpoint. In doing so, it is recog-
nized that most browser applications implement a recovery feature that
enables the browser to restore a session when an application crashes
or does not undergo a proper termination procedure [6]. The recovery
features ensure continuity when the context breaks down or drastically
changes for operational reasons. While these appear to be similar, they
vary in their details; both have a definite need, but different goals. The
purpose of this research is not to reconstruct sessions when browser ses-
sion crashes are involved; rather, the intention is to reconstruct browser
sessions regardless of the nature in which the browser applications were
terminated. This is particularly necessary when the actions of a sus-
pected perpetrator must be tracked sequentially to determine the why
more than the how during an investigation. The ability to reconstruct
user sessions independent of the underlying browser process and applica-
tion execution contexts is emerging as a requirement when applications
are subject to compromise. Such as approach is discussed in this chapter.

In order to reconstruct a communications session from network traf-
fic, network packets can be analyzed to determine the parties engaged
in the communications, time of communications and type of informa-
tion exchanged; such analysis enables the recorded information to be
organized sequentially into logical sessions. However, when browsers use
multiple tabbed sessions, building such logical sequences for each ses-
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sion, that too individually, is non-trivial [2]. In fact, browser logs do not
contain sufficient information to identify the number of parallel sessions
deployed [8]. It is, therefore, necessary to associate artifacts recorded
across all independent sources and correlate the events to reconstruct
the browser sessions.

The goal of this research is multi-fold and there are several important
contributions. First, when reconstructing browser sessions, each request
is mapped to its corresponding response. Further, when a web page has
animations or active content, it often tends to initiate separate requests
that are not part of the original page; these requests are initiated when
the page is being rendered in the browser window. Such requests are
identified and their responses, where applicable, are mapped. Second,
not all responses are initiated based on their corresponding requests.
In such cases, requests that are likely to initiate multiple responses are
mapped and the responses are suitably chained to their corresponding
origins to determine the communications streams to which they belong.
Third, the procedure is automated as an algorithm designed to operate
in high-bandwidth environments while enabling analyses of the compu-
tations and memory use during browser session reconstruction.

3. Multi-Threaded Browser Application Design

A browser subsystem [4] consists of several components, including a
parent browser process, logging agent, one or more network sockets to
maintain the browser sessions, plug-ins to decode interactive content
and maintain encrypted sessions, and one or more rendering engines as-
sociated with the user interface. Popular browser applications include
Internet Explorer (Microsoft), Chrome (Google), Safari (Apple), Firefox
(Mozilla) and Opera (Opera). This research focuses on browser appli-
cations that have multi-threaded implementations.

In multi-threaded browser applications, there is exactly one parent
browser process that manages the individual sessions using threads, re-
gardless of whether they were initiated using browser (application) win-
dows or browser tabs. Therefore, when tracing the path of these browser
sessions to the respective browser windows or tabs, it is sufficient to es-
tablish a one-to-one relationship between the window or tab and the
session that was supported. This is possible because there is exactly
one process through which information passes from the network to the
application.

The Mozilla Firefox browser, a multi-threaded browser application,
contains a single parent process and spawns a thread for each sub-
operation. The Firefox browser launches a new process for the first



Raghavan & Raghavan 169

instance of a browser window and maintains individual web sessions as
threads. Since browser windows and browser tabs are interchangeable,
creating a second browser window (either independently or by separat-
ing a tabbed browser session) does not give rise to a new process, but it
continues as a thread executing off the original parent process. In other
words, regardless of the number of Firefox browser windows or tabs,
there exists only one process with one or more threads maintaining the
different web sessions. Since a single process manages multiple browser
sessions, an active Firefox browser process consumes much more mem-
ory than other browsers that do not adopt this approach. Furthermore,
from an implementation standpoint, the Firefox browser parent process
executes purely as a 32-bit process regardless of the underlying hardware
platform; and consequently, the addressable space for the entire browser
application is limited to 4GB, which is must be managed across multiple
sessions.

Despite the existence of multiple browser threads that process simul-
taneous sessions, web requests and responses are interleaved when they
are logged by the application; the logged events appear as a single session
because the application does not log information related to the number
of simultaneously active sessions. However, a systematic analysis based
on the proposed methodology can break down this apparent singular
session into the respective tabbed sessions as described below.

4. Mapping Browser Actions

A browser process localizes itself with respect to its network when it
is activated (i.e., an active session is initiated by a user). This activity
requires a series of message exchanges between the local host and the
network. Typically, this involves a link-local host localization that is
achieved at layer-2 of the network stack. Following the localization, the
host engages in name resolution with one or more DNS servers listed in
its network registry. This action is followed by a TCP engagement with
the server itself.

The browser application can engage with one or more TCP sessions
with the server. When a new server needs to be identified, it is preceded
with the name resolution phase. The sessions can be TCP or secure TCP
(i.e., HTTPS on server port 443). The number of sessions is dependent
on the original server response and can vary depending on the context.
When multiple TCP sessions are in play, a browser can maintain multi-
ple sessions using multiple network ports on the browser host machine;
each session is maintained until the browser host sends a FIN request
to terminate the session. During a browser session, a user may make
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additional web requests until the user terminates the browser window or
tab.

4.1 Browser Sessions and Logging

At any time, an active browser session requires the browser host
machine to identify its position in the network (using ARP request-
responses) before requesting information about the server from where
a service is to be requested (using DNS request-responses). The net-
work packets transmitted and received during this period (ARP-DNS-
TCP/UDP-HTTP) can be sensed and their network packet attributes
can be used as parameters associated with the corresponding browser
session.

Consider the sequence of network transactions that occur when a user
attempts to download a resource from the Internet. Initially, the user
makes a web request through a web browser, which initiates an ARP
request to identify itself within its local network (or subnet), following
which it makes a DNS request to the local web proxy to identify the IP
address of the server where the resource resides. After the DNS response
is received, the browser host machine initiates a TCP connection with
the particular server and makes a request for the resource. This request
may or may not include an HTTP session, where the web server responds
to the browser host machine with one or more web pages through which
the resource request can be made. After the request is made, the resource
is transmitted from the server to the browser host machine as a file
transfer action, which is, in essence, a sequence of TCP packets.

This behavior of the browser session along with network address res-
olutions and network-based communications leave adequate information
about all the activities and the associated events. This information can
be analyzed as required during reconstruction. The most significant as-
pect of browser session reconstruction is that neither the browser log
file nor the network packets captured have any information about the
specific browser window or browser tab responsible for generating a web
session. For each browser event that is a web response from some server,
the browser logs the URL corresponding to the request, the title of the
page as defined on the server, the domain in which the server resides (e.g.,
google.com), the timestamp corresponding to the response in the UNIX
time format and structure information specifying how the response is to
be rendered by the browser. As a result, a complete and rich web session
in a browser window is represented in the form of a textual log entry.
Normally, logs do not record the numbers of active browser windows or
tabs and, therefore, reverse tracking remains a challenge.
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Xie et al. [11] have proposed a method for reconstructing web browser
activity by pruning a referrer-based graph; specifically, the method re-
constructs web surfing activities from traffic traces by analyzing the
referrer headers. Neasbitt et al. [7] have implemented the ClickMiner
system for reconstructing user-browser interactions from network traces.
ClickMiner uses referrer-click inference to prune a user browser activity
graph based on referrer re-redirections to ascertain the points where a
user actively participated in generating new web requests. Through a
user study, Neasbitt et al. demonstrated that ClickMiner can correctly
reconstruct up to ninety percent of user-browser interactions.

Raghavan and Raghavan [10] have presented an approach for iden-
tifying the source of a downloaded resource based on relationships es-
tablished using browser logs, network packets and file metadata. They
demonstrated the use of metadata-based associations to determine rela-
tionships between different sources of digital evidence (e.g., user filesys-
tem, browser logs and temporary Internet files) to determine the origins
of digital image files downloaded from the Internet. The metadata in a
file is used to track alternate copies of the file and log events that created
or affected the file during a user session. Using metadata associations,
they determined file-to-file, file-to-log-event and log-event-to-log-event
relationships, which were then traced to the source URL of the down-
loaded file. This research extends the work presented in [10] to identify
the causal relationships between event sources. In particular, network
parameters and browser history logs are used to distinguish as well as
identify concurrent events across sessions and coherent events belonging
to a single session while handling multiple simultaneous browser sessions
of a browser application.

4.2 Tracking a Browser Session

When a browser interprets a web response and displays the corre-
sponding HTML page, many aspects of the response can be logged by
the browser. Normally, some of the entries that can be recorded in the
browser history log are the page rendered (i.e., URL), domain corre-
sponding to the URL, date and time when the web response was re-
ceived, name of the referral server, number of visits in a given duration
and the user under whose account the access was logged. Browser win-
dows and tabs are interchangeable in most browser applications and the
window or tab that generates a specific web response is not recorded
or logged. As a consequence, the entries in the browser history log file
appear in a sequential manner. Moreover, the web request responsible
for the response is transparent to the utility that logs browser history in-
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Figure 1. Space-time diagram corresponding to a web request.

formation. The missing relationship information must be obtained from
the network packet log.

When a packet capture utility captures network packets entering and
leaving a host machine, it uses filters to recognize and log network pack-
ets according to the protocol used in the communications. A simple web
request leaving a host machine requires the machine to send ARP pack-
ets to identify the gateway in a given network and then request address
resolution of the server with which the browser is attempting to commu-
nicate. After the address resolution yields an IP address, the browser
attempts to set up a TCP channel with the server, following which the
request is sent. Figure 1 displays this sequence as a space-time (S-T)
diagram.

Note that a large number of packets enter and leave the host machine,
but only the browser process makes the web request while the network
stack on the host handles the rest internally. As a result, the HTTP
request contains insufficient information to enable a trace back to a
specific browser window or browser tab. Therefore, it is essential that
any proposed method relies on a sequence of transactions that exhibit
the characteristics shown in Figure 1 instead of a single HTTP request.
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Each browser response in the browser history log is associated with a
sequence of network packet transactions that correspond to the web
request made by the browser on the host.

While the browser application tracks web responses that are recorded
sequentially, network packets are needed to decipher web requests. Ad-
ditionally, the packet capture must be timed so that it coincides with
the browser sessions in question. This requires the capture utility to be
positioned to have complete visibility of the sequence of network packets
exchanged in the same sequence as shown in the space-time diagram in
Figure 1. Such a task can be achieved in any organizational LAN by
triggering a packet dump for the machine host where a browser applica-
tion is launched and filtering for network packets initiated by the host
in question.

5. Eliciting Session-Based Relationships

The browsing application history is stored on the host machine when
browsing the web. It includes information entered into forms, passwords
and sites that were visited. The browser history log records the requests
sequentially; in the presence of multiple tabs, subsequent requests across
tabs are interleaved as the browser continues to generate additional web
requests. In such a scenario, network packets are collocated in time, but
belong to different browser sessions. It is interesting to note that the
browser tabs (browser session) may generate web traffic and network
packets to different servers, thereby establishing distinct streams of web
responses and network packet flows. Associating a browser log event
with its corresponding sequence of network packets requires the careful
identification of the relevant characteristics of the browser log entry that
can aid this activity. Figure 2 shows the generic layout of a browser
history log entry [8] along with the metadata of interest.

Network packets have many useful attributes (or metadata) that may
be used to associate the packets with a particular network session. The
information includes the source and destination IP addresses, protocol,
timestamp corresponding to when a packet was seen leaving or entering
the browser host machine, host browser (TCP) process port and server
port numbers, and session sequence number. Figure 3 shows the generic
layout of a network packet [3] with the relevant metadata highlighted.

The proposed approach identifies specific network packet sessions in
accordance with the space-time sequence shown in Figure 1 and con-
structs a high-level transaction that results from the web request gener-
ated by the browser process. As discussed in the previous section, these
have one-to-one correspondence with the browser history log entries.
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Figure 3. Generic layout of a network packet with relevant metadata.

The distinction across simultaneous browser sessions (using multi-
ple windows or tabbed sessions) is not apparent when a browser log
or network packet trace are seen in isolation. In contrast, the browser
logs and network packets together provide a session context that the
proposed approach leverages to elicit the relationship between the two
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information sources. This relationship is extracted using knowledge of
the sequence of actions that govern a browser-based interaction (space-
time diagram) and the timing information associated with the network
packets exchanged between the host and the respective web servers with
which the browser application on the host interacts. This is discussed
further in the following subsections.

5.1 Modeling Browser Sessions

A browser session is modeled by selecting a browser that satisfies the
specifications of this research (e.g., Mozilla Firefox browser) and a basic
static homepage (e.g., google.com). This ensures that the homepage
consumes minimum additional memory and time as it loads and also
allows a focus on the dynamics of the browser rather than on the web
page. A list of web pages is prepared that contain a mixture of static
pages as well as dynamic pages with animations and plug-ins. In se-
quence, additional tabs are created in an open browser window with each
of these pages opened one at a time; each time, the increase in memory
consumption, network ports used, number of additional network connec-
tions established and the memory locations used by the multi-threaded
browser process are noted. This provides an estimate of how much ad-
ditional memory is consumed when a page is opened as a second tab,
where the first tab is always set to the homepage. This exercise is then
repeated on a browser window for each of the web sites. In each case,
the additional tab or window opened that directs to the homepage is
used as a control.

In the next step, keeping two fixed tabs, the exercise outlined above
is repeated for each of the websites in the list and records are made of
the memory consumed, network ports used, number of additional net-
work connections established and memory locations used by the browser
process. This is repeated for the browser windows in the same manner.
Iterations are performed from two tabs to eight tabs and observations are
made about how the browser behaves along with the parameters listed
above. The case is also repeated for browser windows starting with two
and increasing the number of windows in steps to eight and noting the
parameters for each case. This process provides a representation of a
browser session.

In the case of a single browser session, network packets are causally
related with the respective browser events that, in turn, are structurally
tied to the session – this can include the use of a specific process p
and network ports n1, n2, n3 to send and receive the network packets
corresponding to the browser web request and its corresponding server
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response. Naturally, all the communications sent and received during
the session are maintained through the network ports that bind them
structurally to the browser session tab.

5.2 Developing a Browser Session State Space

An active browser session is characterized by a web request q, a
browser host forward network session nphostfwd, server response r and a

browser host return network session nphostret . The network sessions nphostfwd

and nphostret are maintained by a browser process p on network port n.
Thus, a simple browser session s with a single web request followed by
a single server response is represented as:

s = (q, nphostfwd, r, np
host
ret ,p, n) (1)

When the browser maintains the session over a period of time T , it
can make multiple web requests q1, q2, q3 and receive an equal number
of responses r1, r2, r3 for a specific browser process p on network port n.
The web requests q1, q2, q3 are grouped into a request setQ and the server
responses r1, r2, r3 into a response set R. As shown in Equation (1), each
web request from the host machine is associated with a unique network
port number and timestamp. When a server response is observed for
the host on the same network port, the association is established on a
first-in-first-out basis. Server responses observed on other ports meant
for the same destination are identified as referred responses launched
by the browser during page rendering. In this manner, user requests
are separated from referred requests and a one-to-one correspondence is
established between the elements in set Q and the elements in set R.

The sequence of network packets transmitted from the browser host
machine is grouped in set NP host

fwd while the sequence of network pack-
ets received at the browser host machine from the server is grouped in
set NP host

ret . Timing information associated with session information is
quite critical in the reconstruction. This requires the association of time
with the progress of a session that can be utilized during the recon-
struction. The proposed approach does not represent time explicitly;
however, readers should note that every request and response observed
in the network is implicitly associated with a timestamp. As a conse-
quence, both NP host

fwd and NP host
ret have elements (individual requests and

responses seen in the network) that are mapped one-to-one on the time-
line. Therefore the browser session S maintained by browser process p
on network port n over a time period T is given by:

S = (Q,NP host
fwd , R,NP host

ret ,p, n) (2)
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Using this representation of the state space of a single browser session,
two relationships are elicited to define a coherent session and distinguish
it from a concurrent session. A coherent session is one where the tagged
activities correspond to a single browser session. A concurrent session is
one where the tagged activities co-occur in time and belong to distinct
browser sessions without any further relationships. These relationships
are defined by matching metadata values. A metadata value match is an
exact match or a threshold-based match using a predetermined thresh-
old δ to accommodate network delays. The two relationships are used
to group related artifacts from the recorded evidence and reconstruct
parallel browser sessions across multiple browser tabs.

5.3 Coherent Event Relationship

When a metadata match occurs across two artifacts a1 and a2 in a
browser session S, where a1 and a2 belong to the events from the browser
log or from observed network traffic originating from the same server (do-
main), a coherent event relationship exists when the two artifacts a1 and
a2 belong to a single browser session. The coherent event relationship is
expressed as a1Rcoha2. By definition, the relationship Rcoh is reflexive
and associative:

a1Rcoha2 ⇔ a2Rcoha1

(a1Rcoha2) ∩ (a2Rcoha3) ⇒ (a1Rcoha3)

When all the artifacts a1, a2, a3, . . . , am exhibit identical associations
with each other, the relationship is expressed as Rcoh(a1, a2, a3, . . . , am).

5.4 Concurrent Event Relationship

When a metadata match occurs across two artifacts a1 and a2 in
a subset of the state space (R, NP host

ret ) in a given time interval T ,
where a1 and a2 belong to the events from a browser log or from the
observed network traffic packets, a concurrent event relationship exists
when the two artifacts a1 and a2 share concurrency in time but belong to
different browser sessions. The concurrent event relationship is expressed
as a1Rccna2. By definition, the relationship Rccn is reflexive but not
associative:

a1Rccna2 ⇔ a2Rccna1

(a1Rccna2) ∩ (a2Rccna3) �⇒ (a1Rccna3)

When all the artifacts a1, a2, a3, . . . , an exhibit identical associations
with each other, the relationship is expressed as Rccn(a1, a2, a3, . . . , am).
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Algorithm 1. : Rachna – Browser session reconstruction algorithm.
Input: Browser request list Q = {q1, q2, q3, ...}, server responses R = {r1, r2, r3, ...},
observed network traffic at the browser host NP host

fwd and NP host
ret , browser process p

and network ports {n1, n2, n3, ...}
Output: Simultaneous browser sessions for each corresponding (Q,R)

1: num-sessions ← 0
2: for all num-sessions = ‖largest set Rccn(...)‖ do
3: if server response R �= ∅ then
4: num-sessions ← num-sessions + 1
5: end if
6: for all server responses r ∈ R do
7: l ← list of referenced resources found in the response
8: for all resource items ∈ l do
9: Map the resource in l to TCP sessions from NP host

fwd , NP host
ret

10: end for
11: Create the state (q, nphostfwd , r, np

host
ret ,p, n) for server response r ∈ R for each

unique network port n
12: end for
13: num-sessions ← num-sessions + 1
14: Group all requests Q corresponding to responses in l for a single session to

derive the session state (Q,NP host
fwd , R,NP host

ret , (p), n) for browser process p for
each unique network port n

15: Stagger the session states so formed and order them chronologically with re-
spect to the web requests in Q for each session state

16: end for
17: Display num-sessions as the number of simultaneous browser sessions
18: for all distinct sessions do
19: Display (Q,NP host

fwd , R,NP host
ret ,p, n)

20: end for

When this condition holds, it can be interpreted as evidence of at least
m distinct browser sessions because any two artifacts, taken two at a
time, exhibit the concurrence relationship. With regard to ordering and
prioritizing relationships, a coherency relationship supersedes a concur-
rency relationship where applicable. Consequently, if two artifacts a1
and a2 exhibit a concurrency relationship as well as a coherency rela-
tionship, then coherency is given priority and concurrency is dropped.
This condition accounts for artifacts that belong to the same session,
but may be recorded in parallel TCP sessions of a browser.

Algorithm 1 formalizes the process of reconstructing browser sessions.
The algorithm is named Rachna, which means “to form” or “to con-
struct” in Sanskrit.

Figure 4 shows the reconstruction of multiple browser sessions using
network packets and the corresponding browser history log entries. The
browser history log events show the web responses as presented by a
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Figure 4. Reconstruction of multiple browser sessions.

browser window or tab. However, the request that led to a response be-
ing generated is implicit. Naturally, during the reconstruction it becomes
necessary to trace its origin. Such a request is derived by parsing the
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server response to determine the list of resources, which are referenced
to identify their respective sources.

For each resource, the network sessions initiated by a host are cor-
related and the request-response sequences are grouped to create the
tuple (q, nphostfwd, r, np

host
ret , p, n) for the browser process p. Having iden-

tified such sequences, the number of simultaneous sessions deployed is
updated.

The network packets in Figure 4 that are colored differently have
a concurrency relationship. When network packets demonstrate a co-
herency relationship with a particular server response in set R, they
are grouped together to indicate a coherent session. Such groupings are
performed to reconstruct each coherent session.

Artifacts that do not exhibit coherency relationships have concurrency
relationships because they do not share a session context beyond the
obvious. Such artifacts are represented by Rccn(). By definition, each
pair of artifacts is concurrent and not coherent – thus, for each pair,
there must exist two sessions that do not share a context. Hence, the
cardinality of the largest set defined by Rccn() is the number of distinct
browser sessions for a browser application and browser process p.

6. Identifying Browser Artifact Relationships

An experiment was performed to identify the relationships between
browser artifacts using metadata associations.

A user was asked to launch a Mozilla Firefox browser (with developer
mode and network request tracker enabled) and conduct a browsing
session. The user opened the browser application with three tabs on
the first browser window and then opened a separate window with two
additional tabs. The default homepage was set to google.com.

In the first window, the user connected to securecyberspace.org

and the online TV news guide sidereel.com. In the second window,
the user logged into his personal Yahoo! email account and the second
tab was connected to youtube.com. Next, the user modified the browser
tab connected to Yahoo! email to become a separate window. In each
of the two browser tabs connected to sidereel.com and youtube.com,
the user executed a search and selected an item from the search list
to be played. The entire session was captured using Wireshark over
a ten-minute period. The relevant browser history sessions were also
recorded. The network packets and browser logs were then analyzed.
Table 1 summarizes the dataset collected in the experiment. Since the
entire session was closely monitored and tracked, Wireshark was used to
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Table 1. Experimental dataset.

Evidence Number

Browser history 32
GET resource requests 1,489
Network packets 52,692

extract the SSL session keys and decipher the encrypted sessions after
obtaining permission from the user.

The AssocGEN analysis engine [9] was adapted to identify the co-
herency and concurrency relationships based on the metadata deter-
mined from the browser log entries and network packets captured dur-
ing the active network sessions. The browser history log entries and
the individual network packets associated via their respective parame-
ters identified in Figures 2 and 3, respectively, were grouped together
depending on the relationships exhibited. Specifically, the simultaneous
tabbed browser sessions that exhibited coherent event relationships on
artifacts belonging to a single tabbed session exhibited both causality
and session dependence (browser process to port binding) across browser
log entries and network packets. This was used to separate the different
simultaneous sessions.

The number of sessions was initially set to zero and, because the server
response was non-null, the number of sessions was incremented to one.
The original HTML responses for each session were parsed to obtain a
total of 1,489 resource requests spread across five browser sessions and
more than 52,692 network packets captured over the entire browsing
duration. To eliminate requests generated from the browser during the
rendering process, metrics provided by the developer mode of the Firefox
browser were used to isolate HTML content from the remaining elements
such as JavaScript, JPG, CSS and XML.

The origin server was identified for every reference resource that was
downloaded. Each time a response from a new server was identified, the
number of sessions was incremented. After the origin server for each re-
source was identified, coherency relationships between the corresponding
server responses and network packets were discovered. The coherent ar-
tifacts (server response r, resource list l, network traffic nphostfwd, network

traffic nphostret ) were grouped under a single browser session. As described
in the algorithm, each referrer connection initiated by the browser dur-
ing rendering was conducted on a network port other than the one where
the main HTML page was being rendered. This enabled the main el-
ements of the page and the add-on elements to be distinguished. The
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distinction enabled the linking and chaining of server responses from the
streaming server (youtube.com), where a single request can contain a
response that initiates a new request.

While establishing the coherency between the artifacts from a single
browser session, resource lists across sessions were compared with the
aggregated network traffic at the browser host machine. This revealed
concurrency relationships between the resources and network packets.
Next, the largest set of artifacts for which concurrency relationships
could be established was determined (‖Rccn‖). The number of sessions
was updated for each new element discovered in this set; in the experi-
ment, the number of sessions was five.

7. Results and Discussion

After the artifacts were grouped according to the Rcoh and Rccn rela-
tionships, the network traffic that serviced each web request sent by the
browser was aggregated. Thirteen distinct web requests were generated
by user browser actions during the period of observation. The host was
isolated using the network traffic; this revealed that the browser had a
total of five tabbed browser sessions.

Two static page connections from the first browser window were iden-
tified (google.com and securecyberspace.org). These connections did
not generate repeated reconnections and it was determined that the ses-
sions were associated with a single browser window. This was determined
based on the memory locations allocated to the browser window (first
window), which contained the session context in memory for browser
process p. However, the user subsequently requested a page named
“Practicing Security” on the page connected to securecyberspace.org.
No further activity was observed on the pages.

The tabbed sessions connected to the two online media servers gen-
erated the most rendered requests: 189 resource requests for sidereel.
com and 158 resource requests for youtube.com. The pop-up and dy-
namic prompts were not included in the count. During the analysis,
these request elements did not provide a precise source of origin; this
contributed to the ambiguity. The connection with the email server
also had a large number of requests, although they were restricted to
the server homepage. After the user requests progressed to the mail
login pages, the number of requests were reduced drastically. It should
be noted that this was primarily due to the advertisements provided
on the website that contained referred elements from the parent server
(i.e., au.yahoo.com), which generated new connections on behalf of the
server. Further analysis of the browser cache and stored information on
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Table 2. Reconstructed browser sessions.

Tabbed Timestamp URL
Session ID

1 13-08-2015 PM 02:52:15 www.google.com

2 13-08-2015 PM 02:52:37 www.securecyberspace.org

3 13-08-2015 PM 02:53:12 www.sidereel.com

2 13-08-2015 PM 02:53:28 http://www.securecyberspace.org/

practicing_security

4 13-08-2015 PM 02:55:32 https://www.youtube.com

5 13-08-2015 PM 02:55:57 https://au.yahoo.com/?p=us

3 13-08-2015 PM 02:56:46 www.sidereel.com/_television/

search?utf8=%E2%9C%93&amp;q=

thewestwing

4 13-08-2015 PM 02:57:21 https://www.youtube.com/results?

search_query=arrow+season+2

3 13-08-2015 PM 02:57:58 http://www.sidereel.com/The_West_

Wing

5 13-08-2015 PM 02:59:35 https://login.yahoo.com/config/

mail?&.src=ym&.intl=au

5 13-08-2015 PM 02:59:46 https://edit.yahoo.com/config/

change_pw?.done=https%3A%2F%

2Fmail.yahoo.com&.src=ym&.intl=

au&.spreg=4&.scrumb=z9e3gjYzlQb&.

lang=en-AU&.asdk_embedded=&.

appsrc=&.appsrcv=&.srcv=&.smc=

&sts=1441272728&sig=2c1bb1d2

4 13-08-2015 PM 02:58:36 https://www.youtube.com/watch?v=

wYn0I9gtoKw

5 13-08-2015 PM 03:00:17 https://edit.yahoo.com/config/

change_pw?.scrumb=z9e3gjYzlQb&.

done=https%3A%2F%2Fmail.yahoo.

com&.src=ym&.st=4

5 13-08-2015 PM 03:01:42 https://au-mg5.mail.yahoo.com/

neo/launch?.rand=4vfcsaqi45krv

the host machine helped identify the user’s stored email login credentials
(recovering user details and identifying the account accessed by the user
are added benefits of brower sesssion reconstruction). The email server
and youtube.com repeatedly refreshed their page contents identified in
page elements such as JavaScript, JPG and XML, and some ActiveX
content generated new host-server connections on new network ports.

7.1 Results

Table 2 presents the reconstructed browser sessions (server responses
R). The results were validated by repeating the activity on the same
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browser providing the URL as identified by the browser history log for
each tabbed session and comparing the generated records. The analysis
engine was used to first process the browser history logs and load the log
records and their parsed metadata into the engine repository. After the
browser logs were traversed completely, the network packets obtained
during the capture were traversed. Following this, a procedure call was
used to generate all object relationships based on associations identified
in their metadata across the browser history log entries, TCP connec-
tions, browser process information and network port information from
memory, and network packets in the packet capture.

After the associations were generated and stored in the repository, the
syntactic relationships between artifacts of the same type (i.e., among
network packets and browser history logs) and the semantic relationships
across types were elicited to discover the origins of the web sessions.
Artifacts that belonged to the same application were determined to have
coherent event relationships Rcoh. This is typically true for all records
from a browser history log or between network packets.

The concurrent event relationships Rccn were determined to exist be-
tween artifacts that occurred at the same time but contained different
session contexts, and belonged to distinct browser sessions. This is true
of browser history records captured across tabs running simultaneous
sessions or between network packets that service parallel sessions across
different browser tabs. Based on the reconstruction, the sessions were re-
played on a Firefox browser to corroborate the evidence. Figure 5 shows
a snapshot of the replayed Firefox browser sessions consisting of three
browser windows and five tabbed browser sessions. Note that, while the
algorithm could distinguish the sessions carried out across two browser
windows and over five tabbed sessions, the algorithm did not discern the
change when the two browser windows were expanded to three windows
during the session. It is believed that the browser process p maintains
the same memory locations and session ID to service this session, but
the special identifiers that separate a tabbed session as a new browser
window remain to be identified. Current research is exploring this aspect
of browser behavior.

7.2 Discussion

The proposed method for distinguishing multiple simultaneous ses-
sions leverages artifact relationships derived from metadata-based as-
sociations. Coherency relationships are employed to establish connect-
edness between artifacts belonging to a single session and concurrency
relationships are used to distinguish between artifacts that share the
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Figure 5. Reconstructed Firefox browser sessions.

time of occurrence, but not the session context. However, some special
cases must be considered due to the assumption that multiple browser
sessions may exist at the point of initiation.

It is also necessary to consider cases where new tabs are created along
the way and to detect them effectively using the Rachna algorithm,
especially when the new session communicates with the same server as
the immediately-previous tab. In this case, while the resources from
the server can be mapped after parsing the original server response as
described in the algorithm, the newly-deployed tab may share resources
with the original session and this may not warrant a new network session
– this could create a miss when the resources list is mapped against the
network traffic. This can be identified by tracking the network ports on
the host to determine when a new connection is requested from a server
that has an existing connection with browser process p. There is some
scope for refining the detection method in such an approach.

A browser application can host one or more browser sessions, which
are hosted on one or more browser windows. The transactions conducted
across such sessions are recorded in the browser logs. The information
processed by the browser application is volatile. Between the parent
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process and the threads maintaining multiple browser sessions, there
are two-way communications that ensure that each thread receives its
unique commands.

When the parent process needs to create and maintain a network
session, it makes a request to the network stack and this communication
is unidirectional – in the sense that the network stack does not track the
origin of the request. All the completed network services are generically
returned through the network stack to host memory (shared memory
implementation), from where the process responsible for making the
call reads the information for further processing. It was also observed
that the Rachna algorithm could not deal with pop-up windows and
dynamic prompts with page timeouts. This is because the algorithm
cannot associate the precise origin of a pop-up on a page with a request
originating from the host machine.

While the approach may appear to be efficient in terms of operating
the application and not losing information when sessions may need to be
sandboxed, the lack of explicit two-way attribution remains a challenge
with regard to efficient and timely reconstructions performed when inves-
tigating security incidents. Providing attribution by ensuring two-way
information recording can go a long way in developing attack-resilient
browsers in the future.

8. Conclusions

This research has demonstrated the feasibility of isolating multiple
simultaneous browser sessions on multi-threaded browser applications
based on browser application logs and network traffic logs on a browser
host machine. Metadata-based associations were leveraged to identify
and reconstruct all tabbed sessions that are part of a typical browser
interaction. Coherency and concurrency relationships between artifacts
derived from browser history logs and network traffic were used to iden-
tify the number of simultaneous sessions. The Rachna algorithm was
developed to identify these relationships, discover the number of simul-
taneous browser sessions deployed and reconstruct the sessions. The
effectiveness of the approach was demonstrated by conducting an anal-
ysis of a five-tabbed Mozilla Firefox browser session reconstructed using
browser history logs and network packets. Finally, it was shown that the
cardinality of the largest set of concurrent artifacts from a collection can
be used to identify the number of simultaneous sessions by tracking the
main page elements and distinguishing them from the rendered elements
and the active elements that request reconnections from the same server.
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Many current browsers provide an “incognito” or “silent” option to
prevent browser activities from being recorded in browser application
logs. This can have a significant impact on the reconstruction method
presented in this chapter and may impede the identification of coherency
and concurrency relationships. However, the incognito mode simply cuts
off the logging module while the actual information continues to reside
with the application and is usually held by the parent process. Future
research will extend the approach to deal with such scenarios. Also,
research will explore the minimum information needed to reconstruct
browser sessions with acceptable accuracy. Many active pages, espe-
cially those associated with online media, contain pop-ups and dynamic
prompts; current research is attempting to identify the distinguishing
features of a pop-up on a web response and to incorporate these fea-
tures in the Rachna algorithm. The knowledge gained from these efforts
may lead to fundamental changes in the specification of future Internet-
related active devices and applications.
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Chapter 10

A PROBABILISTIC NETWORK
FORENSIC MODEL FOR
EVIDENCE ANALYSIS

Changwei Liu, Anoop Singhal and Duminda Wijesekera

Abstract Modern-day attackers use sophisticated multi-stage and/or multi-host
attack techniques and anti-forensic tools to cover their attack traces.
Due to the limitations of current intrusion detection systems and foren-
sic analysis tools, evidence often has false positive errors or is incom-
plete. Additionally, because of the large number of security events, dis-
covering an attack pattern is much like finding a needle in a haystack.
Consequently, reconstructing attack scenarios and holding attackers ac-
countable for their activities are major challenges.

This chapter describes a probabilistic model that applies Bayesian
networks to construct evidence graphs. The model helps address the
problems posed by false positive errors, analyze the reasons for miss-
ing evidence and compute the posterior probabilities and false positive
rates of attack scenarios constructed using the available evidence. A
companion software tool for network forensic analysis was used in con-
junction with the probabilistic model. The tool, which is written in
Prolog, leverages vulnerability databases and an anti-forensic database
similar to the NIST National Vulnerability Database (NVD). The ex-
perimental results demonstrate that the model is useful for constructing
the most-likely attack scenarios and for managing errors encountered in
network forensic analysis.

Keywords: Network forensics, logical evidence graphs, Bayesian networks

1. Introduction

Digital forensic investigators use evidence and contextual facts to for-
mulate attack hypotheses and assess the probability that the facts sup-
port or refute the hypotheses [5]. However, due to the limitations of
forensic tools and expert knowledge, formulating a hypothesis about
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a multi-step, multi-host attack launched on an enterprise network and
using quantitative measures to support the hypothesis are major chal-
lenges. This chapter describes a model that helps automate the process
of constructing and analyzing quantitatively-supportable attack scenar-
ios based on the available evidence. The applicability and utility of the
model are demonstrated using a network attack case study.

The proposed method uses a Bayesian network to estimate the like-
lihood and false positive rates of potential attack scenarios that fit the
discovered evidence. Although several researchers have used Bayesian
networks for digital evidence modeling [3, 5, 12, 13], their approaches
construct Bayesian networks in an ad hoc manner. This chapter shows
how the proposed method can help automate the process of organizing
evidence in a graphical structure (called a logical evidence graph) and
apply Bayesian analysis to the entire graph. The method provides at-
tack scenarios with acceptable false positive error rates and dynamically
updates the joint posterior probabilities and false positive error rates
of attack paths when new items of evidence for the attack paths are
presented.

2. Background and Related Work

Bayesian networks have been used to express the credibility and rela-
tive weights of digital and non-digital evidence [2, 3, 5, 12, 13]. Several
researchers have used Bayesian networks to model dependencies between
hypotheses and crime scene evidence, and have employed these models
to update the belief probabilities of newly-discovered evidence given the
previous evidence [2–4, 12–14].

Digital forensic researchers have used Bayesian networks to reason
about evidence and quantify the reliability and traceability of the corre-
sponding hypotheses [5]. However, theseBayesian networks were custom-
built without using a uniform model. In contrast, the proposed model
is generic and helps address the problems posed by false positive errors,
analyze the reasons for missing evidence and compute the posterior prob-
abilities and false positive rates of attack scenarios constructed using the
available evidence.

Meanwhile, few, if any, tools directly support the automated construc-
tion of Bayesian networks based on the available evidence and estimate
belief probabilities and potential error rates. A software tool for network
forensic analysis was developed for use with the proposed probabilistic
model. The tool, which is written in Prolog, leverages the MulVAL rea-
soning system [1, 10] and employs system vulnerability databases and
an anti-forensic database similar to the NIST National Vulnerability
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Database (NVD). The experimental results demonstrate that the tool
facilitates the construction of most-likely attack scenarios and the man-
agement of errors encountered in network forensic analysis.

3. Logical Evidence Graphs

This section defines logical evidence graphs and shows how rules are
designed to correlate attack scenarios with the available evidence. Be-
cause logical reasoning is used to link observed attack events and the
collected evidence, the evidence graphs are referred to as logical evi-
dence graphs.

Definition 1 (Logical Evidence Graph (LEG)): A logical evi-
dence graph LEG = (Nf , Nr, Nc, E, L,G) is a six-tuple where Nf , Nr

and Nc are three disjoint sets of nodes in the graph (called fact, rule and
consequence fact nodes, respectively), E ⊆ ((Nf ∪Nc)×Nr)∪ (Nr ×Nc)
is the evidence, L is a mapping from nodes to labels and G ⊆ Nc is a
set of observed attack events.

Every rule node has one or more fact nodes or consequence fact nodes
from prior attack steps as its parents and a consequence fact node as
its only child. Node labels consist of instantiations of rules or sets of
predicates specified as follows:

1. A node in Nf is an instantiation of predicates that codify system
states, including access privileges, network topology and known
vulnerabilities associated with host computers. The following pred-
icates are used:

hasAccount( principal, host, account), canAccessFile( host,
user, access, path) and other predicates model access priv-
ileges.

attackerLocated( host) and hacl( src, dst, prot, port) mod-
el network topology, including the attacker’s location and net-
work reachability information.

vulExists( host, vulID, program) and vulProperty( vulID,
range, consequence) model node vulnerabilities.

2. A node in Nr describes a single rule of the form p ← p1∧p2 · · ·∧pn.
The rule head p is an instantiation of a predicate from Nc, which is
the child node of Nr in the logical evidence graph. The rule body
comprises pi (i = 1..n), which are predicate instantiations of Nf

from the current attack step and Nc from one or more prior attack
steps that comprise the parent nodes of Nr.
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Figure 1. Example logical evidence graph.

3. A node in Nc represents the predicate that codifies the post-attack
state as the consequence of an attack step. The two predicates
execCode( host, user) and netAccess( machine, protocol, port)
are used to model the attacker’s capability after an attack step.
Valid instantiations of these predicates after an attack update valid
instantiations of the predicates listed in (1).

Figure 1 shows an example logical evidence graph; Table 1 describes
the nodes in Figure 1. In Figure 1, fact, rule and consequence fact nodes
are represented as boxes, ellipses and diamonds, respectively. Facts
(Nodes 5, 6, 7 and 8) include network topology (Nodes 5 and 6), com-
puter configuration (Node 7) and software vulnerabilities obtained by
analyzing evidence captured by forensic tools (Node 8). Rule nodes
(Nodes 2 and 4) represent rules that change the attack status using at-
tack steps. These rules, which are based on expert knowledge, are used
to link chains of evidence as consequences of attack steps. Linking a
chain of evidence using a rule creates an investigator’s hypothesis of an
attack step given the evidence. Consequence fact nodes (Nodes 1 and
3) codify the attack status obtained from event logs and other forensic
tools that record the postconditions of attack steps.

Lines 9 through 17 in Figure 2 describe Rules 1 and 2 in Table 1. The
rules use the Prolog notation “:-” to separate the head (consequence
fact) and the body (facts). Lines 1 through 8 in Figure 2 list the fact
and consequence fact predicates of the two rules.
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Table 1. Descriptions of the nodes in Figure 1.

Node Notation Resource

1 execCode(workStation1, user) Evidence obtained from event log

2 THROUGH 3 (remote exploit Rule 1 (Hypothesis 1)
of a server program)

3 netAccess(workStation1, tcp, 4040) Evidence obtained from event log

4 THROUGH 8 (direct network Rule 2 (Hypothesis 2)
access)

5 hacl(internet, workStation1, tcp, Network setup
4040)

6 attackerLocated(internet) Evidence obtained from log

7 networkServiceInfo(workStation1, Computer setup
httpd, tcp, 4040, user)

8 vulExists(workStation1, ‘CVE- Exploited vulnerability alert
2009-1918’, httpd, remoteExploit, from intrusion detection system
privEscalation)

Rule 1 in Lines 9 through 12 represents an attack step that states: if
(i) the attacker is located in a “Zone” such as the “internet” (Line 10:
attackerLocated(Zone)); and (ii) a host computer “H” can be accessed
from the “Zone” using “Protocol” at “Port” (Line 11: hacl(Zone, H,
Protocol, Port)); then (iii) host “H” can be accessed from the “Zone”
using “Protocol” at “Port” (Line 9: netAccess(H, Protocol, Port)) via
(iv) “direct network access” (Line 12: rule description).

Rule 2 in Lines 13 through 17 states: if (i) a host has a software vul-
nerability that can be remotely exploited (Line 14: vulExists(H, , Soft-
ware, remoteExploit, privEscalation)); and (ii) the host can be reached
using “Protocol” at “Port” with privilege “Perm” (Line 15: networkSer-
viceInfo(H, Software, Protocol, Port, Perm)); and (iii) the attacker can
access host using “Protocol” at “Port” (Line 16: netAccess(H, Protocol,
Port)); then (iv) the attacker can remotely exploit host “H” and obtain
privilege “Perm” (Line 13: execCode(H, Perm)) via (v) “remote exploit
of a server program” (Line 17: rule description).

4. Computing Probabilities

Bayesian networks can be represented as directed acyclic graphs whose
nodes represent random variables (events or evidence in this work) and
arcs model direct dependencies between random variables [11]. Every
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Rule Head – Post-attack status as derived fact obtained via evidence analysis
1. Consequence: execCode( host, user).
2. Consequence: netAccess( machine, protocol, port).
Rule Body – Access privilege
3. Fact: hacl( src, dst, prot, port).
Rule Body – Software vulnerability obtained from a forensic tool
4. Fact: vulExists( host, vulID, program).
5. Fact: vulProperty( vulID, range, consequence).
Rule Body – Network topology
6. Fact: hacl( src, dst, prot, port).
7. Fact: attackerLocated( host).
Rule Body – Computer configuration
8. Fact: hasAccount( principal, host, account).

Rule 1:
9. (netAccess(H, Protocol, Port) :-
10. attackerLocated(Zone),
11. hacl(Zone, H, Protocol, Port)),
12. rule desc(‘direct network access’, 1.0).

Rule 2:
13. (execCode(H, Perm) :-
14. vulExists(H, , Software, remoteExploit, privEscalation),
15. networkServiceInfo(H, Software, Protocol, Port, Perm),
16. netAccess(H, Protocol, Port)),
17. rule desc(‘remote exploit of a server program’, 1.0).

Figure 2. Example rules expressing attack techniques.

node has a table that provides the conditional probability of the node’s
variable given the combination of the states of its parent variables.

Definition 2 (Bayesian Network (BN)): Let X1, X2, · · · , Xn be
n random variables connected in a directed acyclic graph. Then, the
joint probability distribution of X1,X2, ...,Xn can be computed using
the Bayesian formula:

P (X1,X2, . . . ,Xn) =

n∏

i=1

[P (Xi)|parent(P (Xi))] (1)

A Bayesian network helps model and visualize dependencies between a
hypothesis and evidence, and calculate the revised probability when new
evidence is presented [9]. Figure 3 presents a causal view of hypothesisH
and evidence E. Bayes’ theorem can be used to update an investigator’s
belief about hypothesis H when evidence E is observed:
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H
(Hypothesis)

E
(Evidence)

Figure 3. Causal view of evidence.

P (H|E) =
P (H) · P (E|H)

P (E)

=
P (H) · P (E|H)

P (E|H) · P (H) + P (E|¬H) · P (¬H)

(2)

where P (H|E) is the posterior probability of an investigator’s belief in
hypothesis H given evidence E. P (E|H), which is based on expert
knowledge, is a likelihood function that assesses the probability of evi-
dence assuming the truth of H. P (H) is the prior probability of H when
the evidence has not been discovered and P (E) = P (E|H) · P (H) +
P (E|¬H) ·P (¬H) is the probability of the evidence regardless of expert
knowledge about H and is referred to as a normalizing constant [5, 9].

4.1 Computing P (H|E)

A logical evidence graph involves the serial application of attack steps
that are mapped to a Bayesian network as follows:

Nc as the child of the corresponding Nr shows that an attack step
has occurred.

Nr is the hypothesis of the attack step and is denoted by H.

Nf from the current attack step and Nc′ from the previous attack
step as the parents of Nr correspond to the attack evidence, show-
ing the exploited vulnerability and the privilege the attacker used
to launch the attack step.

Nc propagates the dependency between the current attack step
and the next attack step. Nc is also the precondition of the next
attack step.

Computing P (H|E) for aConsequence FactNode. Equation (2)
can be used to compute P (H|E) for a consequence fact node of a sin-
gle attack step when the previous attack step has not been considered.
Because the rule node Nr provides the hypothesis H and both the fact
node Nf and the consequence fact node from a previous attack step Nc′
provide evidence E, the application of Bayes’ theorem yields:
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P (H|E) = P (Nr|E) =
P (Nr) · P (E|Nr)

P (E)
(3)

The fact nodes from the current attack step and the consequence fact
node from a previous attack step are independent of each other. They
constitute the body of a rule, deriving the consequence fact node for the
current attack step as the head of the rule. Consequently, their logical
conjunction provides the conditions that are used to arrive at the rule
conclusion. Accordingly, if a rule node has k parents Np1, Np2, . . . , Npk

that are independent, then P (E) = P (Np1, Np2, . . . , Npk) = P (Np1 ∩
Np2 ∩ · · · ∩Npk) = P (Np1) · P (Np2) · · ·P (Npk) (note that ∩ denotes the
AND operator). Due to the independence, given rule Nr, P (E|Nr) =
P (Np1, Np2, . . . , Npk|Nr) = P (Np1|Nr)·P (Np2|Nr) · · ·P (Npk|Nr). Hence,
by applying Equation (3), where H is Nr and E is Np1∩Np2∩ · · ·∩Npk,
P (H|E) for a consequence fact node is computed as:

P (H|E) = P (Nr|Np1, Np2, · · · , Npk)

=
P (Nr) · P (Np1|Nr).P (Np2|Nr) · · ·P (Npk|Nr)

P (Np1) · P (Np2) · · ·P (Npk)

(4)

However, because P (E|Nr) represents the subjective judgment of a
forensic investigator, it would be difficult for human experts to as-
sign P (Np1|Nr), P (Np2|Nr), · · · , P (Npk|Nr) separately. Therefore, the
forensic investigator has the discretion to use Equation (3) to compute
P (E|Nr) directly.

Computing P (H|E) for the Entire Graph. Next, it is necessary
to compute P (H|E) for the entire logical evidence graph comprising the
attack paths. Any chosen attack path in a logical evidence graph is a
serial application of attack steps. An attack step only depends on its
direct parent attack steps and is independent of all the ancestor attack
steps in the attack path. Upon applying Definition 2, the following
equation is obtained:

P (H|E) = P (H1,H2 · · ·Hn|E1, E2, E3 · · ·En)

= P (S1)P (S2|S1) · · ·P (Sn|Sn−1)
(5)

where Si (i = 1..n) denotes the ith attack step in an attack path.
Let Ni,f , Ni,r and Ni,c be the fact, rule and consequence fact nodes,

respectively, at the ith attack step. Then, Equation (5) may be written
as:
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P (H|E) = P (S1) · · ·P (Si|Si−1) · · ·P (Sn|Sn−1)

= P (N1,r|N1,f ) · · ·P (Ni,r|Ni−1,c, Ni,p) · · ·P (Nn,r|Nn−1,c, Nn,p)

=
P (N1,r)P (N1,f |N1,r)

P (N1,f )
· · · P (Nn,r)P (Nn−1,c, Nn,f |Nn,r)

P (Nn−1,c, Nn,f )
(6)

where P (S1)P (S2|S1) · · ·P (Si|Si−1) is the joint posterior probability of
the previous i attack steps (i.e., 1..i) given all the evidence from the
attack steps (e.g., evidence for attack step 1 is N1,f ; the evidence for
attack step i includes Ni−1,c and Ni,f where i = 2..n.

P (S1)P (S2|S1) · · ·P (Si|Si−1) is propagated to the i+ 1th attack step
by the consequence fact node Ni,c, which is also the precondition of the
i+ 1th attack step. Algorithm 1 formalizes the computation of P (H|E)
for the entire logical evidence graph.

Because a logical evidence graph may have several attack paths, to
compute the posterior probability of each attack path, all the nodes
are marked as WHITE (Lines 2 through 4 in Algorithm 1) and all the
fact nodes are pushed from the first attack step of all attack paths to
an empty queue (Lines 1 and 5). If the queue is not empty (Line 7),
a fact node is taken out of the queue (Line 8) and a check is made
to see if its child that is a rule node is WHITE (Lines 9 and 10). If
the rule node is WHITE, a new attack path is created (Line 11), upon
which Equation (6) is used recursively to compute the joint posterior
probability of the entire attack path (Lines 16 through 30) and the node
is marked as BLACK (Line 13) after the computation of the function
PATH(N1,r) in Line 12 is complete. The above process is repeated until
the queue holding the fact nodes from the first attack steps of all the
attack paths is empty.

4.2 Computing the False Positive Rate

False positive and false negative errors exist in logical evidence graphs.
A false negative arises when the investigator believes that the event was
not caused by an attack, but was the result of an attack. A false positive
arises when the investigator believes that an event was caused by an
attack, but was not. Clearly, it is necessary to estimate both types of
errors.

Because a logical evidence graph is constructed using attack evidence
chosen by the forensic investigator, there is always the possibility of
false positive errors. Therefore, the cumulative false positive rate of the
constructed attack paths must be computed. False negative errors are
not computed in this work.
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Algorithm 1. : Computing P (H|E) for the entire graph.

Input: A LEG = (Nr, Nf , Nc, E, L, G) with multiple attack paths and P (Ni,r)
(i = 1..n), P (N1,f |N1,r), P (N1,f ), P (Ni−1,c, Ni,f |Ni,r), P (Ni−1,c, Ni, f) (i = 2..n)
obtained from expert knowledge about each attack path. N1,f , Ni−1,c andNi,f (i ≥ 2)
correspond to evidence E. Ni,r (i ≥ 1) corresponds to H .

Output: The joint posterior probability of the hypothesis of every attack path
P (H |E)=P (H1,H2 · · ·Hn|E1, E2, E3 · · ·En) given all the evidence represented by fact
nodes Ni,f and Ni,c (i = 1..n). (P (H |E) is written as P in the algorithm.

1: Qg ← Ø � set Qg to empty
2: for each node n ∈ LEG do
3: color[n] ← WHITE � mark every node in the graph as white
4: end for
5: ENQUEUE(Qg, N1,f ) � push all fact nodes from the first attack step to queue

Qg

6: j ← 0 � use j to identify the attack path being computed
7: while Qg �= Ø do � when queue Qg is not empty
8: n ← DEQUEUE(Qg ) � remove fact node n
9: N1,r ← child[n] � find a rule node as the child node of n

10: if (color[N1,r ] ≡ WHITE) then � if the rule node is not traversed (white)
11: j ← j+1 � must be a new attack path
12: P[j] ← PATH(N1,r) � compute joint posterior probability of the path
13: color[N1,r ] ← BLACK � mark the rule node as black
14: end if
15: end while

16: PATH(N1,r) { � compute the posterior probability of an attack path
17: N1,c ← child[N1,r ] � consequence fact node of the first attack step
18: E ← parents[N1,r] � E is the evidence for the first attack step

19: P[N1,c] ← P (N1,r)P (E|N1,r)

P (E)
� probability of the first attack step

20: color[E] ← BLACK � mark all traversed evidence as black
21: P ← P[N1,c] � use P to do the recursive computation
22: for i ← 2 to n do � from the second attack step to the last attack step
23: Ni,r ← child[Ni−1,c] � rule node as H of the ith attack step
24: E ← parents[Ni,r] � evidence for the ith attack step
25: Ni,c ← child[Ni,r] � consequence fact node of the ith attack step

26: P[Ni,c] ← P (Ni,r|E) ← P (Ni,r)P (E|Ni,r)

P (E)

� posterior probability of the ith attack step
27: color[E] ← BLACK � mark all traversed evidence as black
28: P ← P × P (Ni,c) � joint posterior possibility of attack steps (1..i)
29: end for
30: Return P � return the posterior attack possibility of the attack path

The individual false positive estimate for an attack step is expressed
as P (E|¬H), where ¬H is the alternative hypothesis, usually written
as “not H,” and the value of P (E|¬H) can be obtained from expert
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knowledge. To demonstrate the computation of the cumulative false
positive rate of an entire attack path, let Ni,f , Ni,r and Ni,c correspond
to the fact, rule and consequence fact nodes, respectively, of the ith

attack step. Then, the cumulative false positive rate of the entire attack
path is computed as follows:

P (E|¬H) = P (E1, E2, · · · , En|¬(H1,H2, · · · ,Hn))

=

n⋃

i=1

P (Ei|¬Ni,r)

= 1− (· · · (1− (1− P (E2|¬N2,r) · (1− P (E1|¬N1,r)))))

· (1− P (En|¬Nn,r))

(7)

Note that all the evidence supporting an attack step is independent of
the evidence supporting the other attack steps.

As mentioned above, E1 in Equation (7) is N1,f and Ei includes Ni−1,c

and Ni,f (i = 2..n). The symbol ∪ denotes the noisy-OR operator [7].
For a serial connection, if any of the attack steps is a false positive, then
the entire attack path is considered to be a false positive. Algorithm 2
formalizes the computation of P (E|¬H) for the entire evidence graph.

Lines 1 through 15 in Algorithm 2 are the same as in Algorithm 1 (i.e.,
they find a new attack path). Lines 16 through 29 use Equation (7) to
recursively compute the cumulative false positive rate of an entire attack
path.

5. Case Study

This case study demonstrates how probabilistic attack scenarios can
be reconstructed using Bayesian analysis [13].

5.1 Experimental Network

Figure 4 shows the experimental network [6] used to generate a logical
evidence graph from post-attack evidence. In the network, the external
Firewall 1 controls Internet access to a network containing a Portal Web
Server and Product Web Server. The internal Firewall 2 controls access
to a SQL Database Server that can be accessed from the web servers
and workstations. The Administrator Workstation has administrative
privileges to the Portal Web Server that supports a forum for users to
chat with the administrator. In the experiment, the Portal and Product
Web Servers and the Database Server were configured to log all accesses
and queries as events and Snort was used as the intrusion detection
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Algorithm 2. : Computing P (E|¬H) for the entire graph.

Input: A LEG = (Nr, Nf , Nc, E, L, G) and P (N1,f |N1,r) as P (E1|H1),
P (Ni−1,c, Ni,f |Ni,r) as P (Ei|Hi) (i = 2..n) for every attack path.

Output: The cumulative false positive rate of each attack path P (E|¬H) =
P (E1, E2, · · · , En|¬(H1,H2 · · ·Hn. P (E|¬H) is written as Pf in the algorithm.

1: Qg ← Ø � set Qg to empty
2: for each node n ∈ LEG do
3: color[n] ← WHITE � mark every node in the graph as white
4: end for
5: ENQUEUE(Qg, N1,f ) � push all fact nodes from the first attack step to queue

Qg

6: j ← 0 � use j to identify the attack path being computed
7: while Qg �= Ø do � when queue Qg is not empty
8: n ← DEQUEUE(Qg ) � remove fact node n
9: N1,r ← child[n] � find a rule node as the child node of n

10: if (color[N1,r ] ≡ WHITE) then � if the rule node is not traversed (white)
11: j ← j+1 � must be a new attack path
12: Pr[j] ← PATH(N1,r) � compute the cumulative false positive rate of the

path
13: color[N1,r ] ← BLACK � mark the rule node as black
14: end if
15: end while

16: PATH(N1,r) { � compute the false positive rate of an attack path
17: N1,c ← child[N1,r ] � consequence fact node of the first attack step
18: E ← parents[N1,r] � E is the evidence for the first attack step
19: P[N1,c] ← P (E|¬N1,r) � false positive rate of the first attack step
20: color[E] ← BLACK � mark all traversed evidence as black
21: Pf ← P[N1,c] � use Pf to do the recursive computation
22: for i ← 2 to n do � from the second attack step to the last attack step
23: Ni,r ← child[Ni−1,c] � rule node as H of the ith attack step
24: Ni,c ← child[Ni,r] � consequence fact node of the ith attack step
25: E ← parents[Ni,r] � evidence for the ith attack step
26: Pf ← 1− (1− Pf )× (1− P (E|¬Ni,r)) � cumulative false positive rate
27: color[E] ← BLACK � mark all traversed evidence as black
28: end for
29: Return Pf � return the cumulative false positive rate of the attack path

system. The evidence in the case study constituted the logged events
and intrusion alerts.

By exploiting vulnerabilities in a Windows workstation and a web
server with access to the Database Server, the attacker was able to suc-
cessfully launch two attacks on the Database Server and a cross-site
scripting (XSS) attack on the Administrator Workstation. The attacks
involve: (i) using a compromised workstation to access the Database
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Firewall 1
Firewall 2

Product
Web Server

Database
Server

Employees’
Workstations

…...

Administrator

Portal
Web Server

Attacker

Client 2

Client 1

Client n

… …

Trusted
Zone

Figure 4. Experimental network.

Table 2. Evidence comprising logged events and alerts.

Timestamp Source IP Destination IP Content Vulnerability

08\13-12:26:10 129.174.124.122 129.174.124.184 SHELLCODE x86 CVE-2009-1918
Attacker Workstation1 inc ebx NOOP

08\13-12:27:37 129.174.124.122 129.174.124.185 SHELLCODE x86 CVE-2009-1918
Attacker Workstation2 inc ebx NOOP

08\13-14:37:27 129.174.124.122 129.174.124.53 SQL Injection CWE89
Attacker Product Attempt

Web Server

08\13-16:19:56 129.174.124.122 129.174.124.137 Cross Site XSS
Attacker Administrator Scripting

08\13-14:37:29 129.174.124.53 129.174.124.35 name=‘Alice’ AND CWE89
Product Database password=’‘alice’
Web Server Server OR ‘1’=‘1’

... ... ... ... ...

Server (CVE-2009-1918); (ii) exploiting a vulnerability in the web appli-
cation (CWE89) in the Product Web Server to attack the Database
Server; and (iii) exploiting the XSS vulnerability in the chat forum
hosted by the Portal Web Server to steal the Administrator’s session
ID, enabling the attacker to send phishing emails to the clients and trick
them to update their confidential information.
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Table 3. Post-attack evidence.

Timestamp Attacked Attack Post Attack
Computer Event Status

08\-14:37:29 129.174.124.35 Information Malicious
Database Server Retrieved Maliciously Access

... ... ... ...

Observed Attack Events
1. attackGoal(execCode(workStation1, )).
2. attackGoal(execCode(dbServer, user)).
3. attackGoal(execCode(clients, user)).

Network Topology
4. attackerLocated(internet).
5. hacl(internet, webServer, tcp, 80).
6. hacl(internet, workStation1, tcp, ).
7. hacl(webServer, dbServer, tcp, 3660).
8. hacl(internet, admin, , ).
9. hacl(admin, clients, , ).
10. hacl(workStation1, dbServer, , ).

Computer Configuration
11. hasAccount(employee, workStation1, user).
12. networkServiceInfo(webServer, httpd, tcp, 80, user).
13. networkServiceInfo(dbServer, httpd, tcp, 3660, user).
14. networkServiceInfo(workStation1, httpd, tcp, 4040, user).

Information from Table 2 (Software Vulnerability)
15. vulExists(webServer, ‘CWE89’, httpd).
16. vulProperty(‘CWE89’, remoteExploit, privEscalation).
17. vulExists(dbServer, ‘CWE89’, httpd).
18. vulProperty(‘CWE89’, remoteExploit, privEscalation).
19. vulExists(workStation1, ‘CVE-2009-1918’, httpd).
20. vulProperty(‘CVE-2009-1918’, remoteExploit, privEscalation).
21. timeOrder(webServer, dbServer, 14.3727, 14.3729).

Figure 5. Input file for generating the logical evidence graph.

The logging system and intrusion detection system captured evidence
of network attack activities. Table 2 presents the processed data. Table 3
presents the post-attack evidence obtained using forensic tools.

5.2 Constructing the Graph

To employ the Prolog-based rules for evidence graph construction,
the evidence and system state were codified as instantiations of the rule
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predicates as shown in Figure 5. In Figure 5, Lines 1 through 3 model
evidence related to the post-attack status (Table 3), Lines 4 through 10
model the network topology (system setup), Lines 11 through 14 model
system configurations and Lines 15 through 21 model vulnerabilities
obtained from the captured evidence (Table 2).

The input file with rules representing generic attack techniques was
submitted to the reasoning system along with two databases, including
an anti-forensic database [6] and MITRE’s CVE [8], to remove irrelevant
evidence and obtain explanations for any missing evidence.

The results are: (i) according to the CVE database, Workstation 2,
which is a Linux machine using Firefox as the web browser, rendered
an attack using CVE-2009-1918 unsuccessful because the exploit only
succeeds on Windows Internet Explorer; (ii) a new attack path express-
ing that the attacker launched phishing attacks at the clients using the
Administrator’s stolen session ID was found; and (iii) an attack path
between the compromised Workstation 1 and the Database Server was
found.

The network forensic analysis tool created the logical evidence graph
shown in Figure 6. The nodes in Figure 6 are described in Tables 4
and 5. The third column of each table lists the logical operators used to
distinguish fact nodes, rule nodes and consequence fact nodes. A fact
node is marked as LEAF, a rule node is marked as OR and a consequence
fact node is marked as AND.

Figure 6 has three attack paths:

The attacker used an XSS attack to steal the Administrator’s ses-
sion ID and obtain administrator privileges to send phishing emails
to clients (Nodes: 11 → 9 → 8 → 7 → 6 → 4 → 3 → 2 → 1) (Left).

The attacker used a buffer overflow vulnerability (CVE-2009-1918)
to compromise a workstation and then obtain access to the Data-
base Server (Nodes: 34 → 33 → 32 → 31 → 30 → 28 → 18 →
17 → 16) (Middle).

The attacker used a web application that does not sanitize user
input (CWE89) to launch a SQL injection attack at the Database
Server (Nodes: 11 → 24 → 23 → 22 → 21 → 19 → 18 → 17 → 16)
(Right).

5.3 Computations

This section uses Algorithms 1 and 2 to compute P (H|E1, E2, · · · , En)
and P (E1, E2, · · · , En|¬H) for the attack paths in Figure 6 (H corre-
sponds to H1 ∩H2 · · · ∩Hn).
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Figure 6. Constructed logical evidence graph.

Using Algorithm 1 to Compute P (H|E1, E2..En). Algorithm 1
requires P (N1,r), P (N1,f ), P (N1,f |N1,r), P (Ni,r), P (Ni−1,c, Ni,f |Ni,r),
P (Ni−1,c, Ni,f ) (i = 2..n). All these probabilities are derived from expert
knowledge. To minimize subjectivity, the average value of the probabil-
ity based on the judgments of multiple experts should be computed [5].
Because the case study is intended to demonstrate the computations,
for simplicity, all P (Hi) = P (¬Hi) = 50%, P (Ei) = k ∈ [0, 1] (k ob-
viously would differ for different evidence in a real scenario). Also, the
P (Ei|Hi) values were assigned based on the judgment of the authors of
this chapter; the probability values of P (Ei|Hi) are listed in Table 6.
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Table 4. Descriptions of the nodes in Figure 6.

Node Notation Relation

1 execCode(clients, user) OR

2 THROUGH 3 (remote exploit of a server program) AND

3 netAccess(clients, tcp, ) OR

4 THROUGH 7 (multi-hop access) AND

5 hacl(admin,clients, tcp, ) LEAF

6 execCode(admin, apache) OR

7 THROUGH 3 (remote exploit of a server program) AND

8 netAccess(admin, tcp, 80) OR

9 THROUGH 8 (direct network access) AND

10 hacl(internet, admin, tcp, 80) LEAF

11 attackerLocated(internet) LEAF

12 networkServiceInfo(admin, httpd, tcp, 80, apache) LEAF

13 vulExists(admin,‘XSS’, httpd, remoteExploit, LEAF
privEscalation)

14 networkServiceInfo(clients, httpd, tcp, , user) LEAF

15 vulExists(clients, ‘Phishing’, httpd, remoteExploit, LEAF
privEscalation)

16 execCode(dbServer, user) OR

17 THROUGH 3 (remote exploit of a server program) AND

18 netAccess(dbServer, tcp, 3660) OR

19 THROUGH 7 (multi-hop access) AND

20 hacl(webServer, dbServer, tcp, 3660) LEAF

21 execCode(webServer, user) OR

22 THROUGH 3 (remote exploit of a server program) AND

23 netAccess(webServer, tcp, 80) OR

Thus, P (Hi|Ei) for each attack step without considering the other
attack steps is given by:

P (Hi)P (Ei|Hi)

P (Ei)
=

0.5 · P (Ei|Hi)

k

=
P (Ei|Hi)

2k
= c · P (Ei|Hi)

(8)
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Table 5. Descriptions of the nodes in Figure 6 (continued).

Node Notation Relation

24 THROUGH 8 (direct network access) AND

25 hacl(internet, webServer, tcp, 80) LEAF

26 networkServiceInfo(webServer, httpd, tcp, 80, user) LEAF

27 vulExists(webServer, ‘CWE89’, httpd, remoteExploit, LEAF
privEscalation)

28 THROUGH 7 (multi-hop access) AND

29 hacl(workStation1, dbServer, tcp, 3660) LEAF

30 execCode(workStation1, user) OR

31 THROUGH 3 (remote exploit of a server program) AND

32 netAccess(workStation1, tcp, 4040) OR

33 THROUGH 8 (direct network access) AND

34 hacl(internet, workStation1, tcp, 4040) LEAF

35 networkServiceInfo(workStation1, httpd, tcp, 4040, user) LEAF

36 vulExists(workStation1, ‘CVE-2009-1918’, httpd, LEAF
remoteExploit, privEscalation)

where c = 1
2k . Algorithm 1 is used to compute P (H|E1, E2, · · ·En) as

shown in the last column of Table 6.
Note that Node 17 has two joint posterior probabilities, which are from

the middle path and right path, respectively. Note also that the middle
attack path has a lower probability than the right attack path. This is
because the attacker destroyed the evidence obtained from the middle
path that involved using a compromised workstation to gain access to
the database. Additionally, the P (E|H) value is lower. Therefore, the
corresponding hypothesized attack path has a much lower probability
P (H|E1, E2, · · · , En). In reality, it is unlikely that the same attacker
would attempt a different attack path to attack the same target if the
previous attack had already succeeded. A possible scenario is that the
first attack path was not anticipated, so the attacker attempted to launch
the attack via the second attack path. The joint posterior probability
P (H|E1, E2, · · · , En) could help an investigator select the most pertinent
attack path.
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Using Algorithm 2 to Compute P (E1, E2, · · · , En|¬H). Algo-
rithm 2 requiresP (N1,f |N1,r) corresponding to P (E1|¬H1) and P (Ni−1,c,
Ni,f |Ni,r) corresponding to P (Ei|¬Hi) (i = 2..n) to recursively compute
P (E1, E2, · · · , En|¬H). As an example, P (Ei|¬Hi) was assigned to each
attack step in the three attack paths and P (E1, E2, · · · , En|¬H) was
computed (Table 7). The results show that the right attack path has
the smallest cumulative false positive estimate.

Values computed for P (H|E1, E2, · · · , En) and P (E1, E2, · · · , En|¬H)
show the beliefs in the three constructed attack paths given the collected
evidence. The right attack path (Nodes: 11 → 24 → 23 → 22 → 21 →
19 → 18 → 17 → 16) is the most convincing attack path because it has
the largest P (H|E) value and smallest P (E|¬H) value. The left attack
path is not convincing because its joint posterior probability is less than
0.5c4. The middle path is not so convincing because it has a higher
cumulative false positive rate, suggesting that the attack path should be
re-evaluated to determine if it corresponds to a real attack scenario.

6. Conclusions

The principal contribution of this research is a method that automates
the construction of a logical evidence graph using rules and mapping
the graph to a Bayesian network so that the joint posterior probabilities
and false positive rates corresponding to the constructed attack paths
can be computed automatically. The case study demonstrates how the
method can guide forensic investigators to identify the most likely attack
scenarios that fit the available evidence. Also, the case study shows
that the method and the companion tool can reduce the time and effort
involved in network forensic investigations. However, the method cannot
deal with zero-day attacks; future research will attempt to extend the
underlying model to address this deficiency.

This paper is not subject to copyright in the United States. Commer-
cial products are identified in order to adequately specify certain proce-
dures. In no case does such an identification imply a recommendation
or endorsement by the National Institute of Standards and Technology,
nor does it imply that the identified products are necessarily the best
available for the purpose.
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Chapter 11

API-BASED FORENSIC ACQUISITION
OF CLOUD DRIVES

Vassil Roussev, Andres Barreto and Irfan Ahmed

Abstract Cloud computing and cloud storage services, in particular, pose new
challenges to digital forensic investigations. Currently, evidence acqui-
sition for these services follows the traditional method of collecting arti-
facts residing on client devices. This approach requires labor-intensive
reverse engineering effort and ultimately results in an acquisition that
is inherently incomplete. Specifically, it makes the incorrect assumption
that all the storage content associated with an account is fully replicated
on the client. Additionally, there is no current method for acquiring
historical data in the form of document revisions, nor is there a way to
acquire cloud-native artifacts from targets such as Google Docs.

This chapter introduces the concept of API-based evidence acqui-
sition for cloud services, which addresses the limitations of traditional
acquisition techniques by utilizing the officially-supported APIs of the
services. To demonstrate the utility of this approach, a proof-of-concept
acquisition tool, kumodd, is presented. The kumodd tool can acquire ev-
idence from four major cloud drive providers: Google Drive, Microsoft
OneDrive, Dropbox and Box. The implementation provides command-
line and web user interfaces, and can be readily incorporated in estab-
lished forensic processes.

Keywords: Cloud forensics, cloud drives, API-based acquisition

1. Introduction

Cloud computing is emerging as the primary model for delivering in-
formation technology services to Internet-connected devices. It abstracts
away the physical computing and communications infrastructure, and
enables customers to effectively rent (instead of own and maintain) as
much infrastructure as needed. According to NIST [14], cloud comput-
ing has five essential characteristics that distinguish it from previous
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service models: (i) on-demand self service; (ii) broad network access;
(iii) resource pooling; (iv) rapid elasticity; and (v) measured service.

The underpinning technological development that has made the cloud
possible is the massive adoption of virtualization on commodity hard-
ware systems. Ultimately, this allows for a large pool of resources, such
as a data center, to be provisioned and load-balanced at a fine granular-
ity, and for the computations of different users (and uses) to be strongly
isolated.

The first public cloud services – Amazon Web Services (AWS) –
were introduced by Amazon in 2006. According to a 2015 report by
RightScale [18], cloud adoption has become ubiquitous: 93% of busi-
nesses are experimenting with cloud deployments, with 82% adopting
a hybrid strategy that combines the use of multiple providers (usually
in a public-private configuration). Nonetheless, much of the technology
transition is still ahead, as 68% of enterprises have less than 20% of
their application portfolios running in cloud environments. Gartner [8]
predicts that another two to five years will be needed before cloud com-
puting reaches the “plateau of productivity” [9], heralding a period of
mainstream adoption and widespread productivity gains.

Meanwhile, cloud forensics is in its infancy. Few practical solutions
exist for the acquisition and analysis of cloud evidence, and most of
them are minor adaptations of traditional methods and tools. Indeed,
NIST, the principal standardization body in the United States, is still
attempting to build consensus on the challenges involved in performing
forensics of cloud data. A recent NIST report [14] identifies 65 separate
challenges involved in cloud forensics.

This research focuses on a specific problem – the acquisition of data
from cloud storage services. Cloud storage services are extremely popu-
lar, with providers such as Google Drive, Microsoft OneDrive, Dropbox
and Box offering consumers between 2GB and 15GB of free cloud stor-
age. Cloud storage is also widely used by mobile devices to share data
across applications that are otherwise isolated from each other. There-
fore, a robust evidence acquisition method is a necessity. Additionally,
due to the wide variety of cloud storage services and the rapid introduc-
tion of new services, evidence acquisition methods and tools should be
adaptable and extensible.

In traditional forensic models, an investigator works with physical ev-
idence containers such as storage media or integrated embedded devices
such as smartphones. In these scenarios, it is easy to identify the proces-
sor that performs the computations as well as the media that store traces
of the computations, and to physically collect, preserve and analyze the
relevant information content. As a result, research has focused on discov-
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ering and acquiring every little piece of log and timestamp information,
and extracting every last bit of discarded data that applications and the
operating system leave behind.

Conceptually, cloud computing breaks this model in two major ways.
First, resources such as CPU cycles, RAM and secondary storage are
pooled (e.g., RAID storage) and then allocated at a fine granularity.
This results in physical media that usually contain data owned by many
users. Additionally, data relevant to a single case can be spread across
numerous storage media and (potentially) among different providers re-
sponsible for different layers in the cloud stack. Applying the conven-
tional model introduces several procedural, legal and technical problems
that are unlikely to have an efficient solution in the general case. Second,
computations and storage records are ephemeral because virtual machine
(VM) instances are continually created and destroyed and working stor-
age is routinely sanitized.

As discussed in the next section, cloud storage forensics treats the
problem as just another instance of application forensics. It applies
basic differential analysis techniques [7] to gain an understanding of the
artifacts present on client devices by taking before and after snapshots
and deducing the relevant cause and effect relationships. During an
actual investigation, an analyst would be interpreting the state of the
system based on these known relationships.

Unfortunately, there are several problems with the application of ex-
isting client-side methods:

Completeness: The reliance on client-side data can exclude crit-
ical case data. An example is the selective replication of cloud
drive data, which means that a client device may not have a local
copy of all the stored data. As usage grows – Google Drive already
offers up to 30TB of storage – this will increasingly be the typical
situation.

Correctness and Reproducibility: It is infeasible to reverse
engineer all the aspects of an application’s functionality without
its source code; this immediately calls into question the correct-
ness of the analysis. Furthermore, cloud storage applications on
a client are updated frequently with new features introduced on a
regular basis. This places a burden on cloud forensics to keep up
the reverse engineering efforts, making it harder to maintain the
reproducibility of analyses.

Cost and Scalability: Manual client-side analysis is burdensome
and does not scale with the rapid growth and the variety of services
(and service versions).
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This chapter presents an alternative approach for acquiring evidence
from cloud storage services by leveraging the official APIs provided by
the services. This approach, which eliminates the need for reverse engi-
neering, has the following conceptual advantages:

APIs are well-documented, official interfaces through which cloud
applications on a client communicate with services. They tend to
change slowly and any changes are clearly marked; new features
may be incorporated incrementally in an acquisition tool.

It is easy to demonstrate completeness and reproducibility using
an API specification.

Web APIs tend to follow patterns, which makes it possible to adapt
existing code to a new (similar) service with modest effort. It is
often practical to write an acquisition tool for a completely new
service from scratch in a few hours.

To demonstrate the feasibility of the approach and to gain firsthand
experience with the acquisition process, a proof-of-concept tool named
kumodd has been developed. The tool can perform complete (or partial)
acquisition of cloud storage account data. It works with four popu-
lar services, Google Drive, Microsoft OneDrive, Dropbox and Box, and
supports the acquisition of revisions and cloud-only documents. The
prototype is written in Python and offers command line and web-based
user interfaces.

2. Related Work

This section summarizes essential cloud terminology and discusses
related work.

2.1 Cloud Computing

The National Institute of Standards and Technology (NIST) [14] de-
fines cloud computing as “a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications and services) that
can be rapidly provisioned and released with minimal management effort
or service provider interaction.” With respect to public cloud services –
the most common case – this means that the physical hardware on which
computations take place is owned and maintained by the provider, and
is, thus, part of the deployed software stack. Generally, customers have
the option to pay per unit of CPU, storage and network use, although
other business arrangements are also possible.
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Figure 1. Cloud service models and ownership of layers (public cloud).

Cloud computing services are commonly classified into three canonical
models: (i) software as a service (SaaS); (ii) platform as a service (PaaS);
and infrastructure as a service (IaaS). In practice, the distinctions are
often not clear cut and practical information technology cloud solutions
– and potential investigative targets – may incorporate elements of all
three canonical models. As illustrated in Figure 1, it is useful to de-
compose a cloud computing environment into a stack of layers (from
low to high): (i) hardware; (ii) virtualization (consisting of a hypervisor
that enables the installation of virtual machines); (iii) operating sys-
tem (installed on each virtual machine); (iv) middleware; (v) runtime
environment; (vi) data; and (vii) application.

Depending on the deployment scenario, different layers may be man-
aged by different parties. In a private deployment, the entire stack is
hosted by the owner and the overall forensic picture is very similar to
that of a non-cloud information technology target. Data ownership is
clear, as are the legal and procedural paths to obtain the data; indeed,
the very use of the term “cloud” is mostly immaterial to forensics.

In a public deployment, the SaaS/PaaS/IaaS classification becomes
important because it defines the ownership and management responsi-
bilities over data and services (Figure 1). In hybrid deployments, layer
ownership can be split between the customer and the provider and/or
across multiple providers. Furthermore, this relationship may change
over time; for example, a customer may handle the base load on an
owned infrastructure, but burst to the public cloud to handle peak de-
mand or system failures.

Due to the wide variety of deployment scenarios, the potential targets
of cloud forensics can vary widely. Thus, the most productive approach
for developing practical solutions is to start with specific (but common)
cases and, over time, attempt to incorporate an expanding range. The
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focus of this discussion is the forensics of cloud drive services, starting
with the acquisition process.

2.2 Cloud Drive Forensics

The concept of a “cloud drive” is closely related to network filesystem
shares and is almost indistinguishable from versions of the i-drive (Inter-
net drive) that were popular the late 1990s. The main difference is that
of scale – today, wide-area network (WAN) infrastructures have much
higher bandwidth, which makes real-time file synchronization much more
practical. Also, there are many more providers, most of which build their
services in top of third-party IaaS offerings such as AWS.

Over the last few years, a number of forensic researchers have worked
on cloud drives. Chung et al. [1] analyzed four cloud storage services
(Amazon S3, Google Docs, Dropbox and Evernote) in search of traces
left on client systems that could be used in criminal cases. They reported
that the analyzed services may create different artifacts depending on
specific features of the services and proposed a forensic investigative
process for cloud storage services based on the collection and analysis
of artifacts of cloud storage services recovered from client systems. The
process involves gathering volatile data from a Mac or Windows system
(if available) and then retrieving data from the Internet history, log files
and directories. In the case of mobile devices, Android phones are rooted
to collect data and iTunes is used to obtain information for iPhones (e.g.,
backup iTunes files). The objective was to check for traces of a cloud
storage service in the collected data.

Hale [11] analyzed the Amazon Cloud Drive and discusses the digital
artifacts left behind after an Amazon Cloud Drive account has been
accessed or manipulated from a computer. Two methods may be used
to manipulate an Amazon Cloud Drive Account: one is via the web
application accessible using a web browser and the other is via a client
application from Amazon that can be installed on the system. After
analyzing the two methods, Hale found artifacts of the interface in the
web browser history and cache files. Hale also found application artifacts
in the Windows registry, application installation files in default locations
and a SQLite database for tracking pending upload/download tasks.

Quick and Choo [16] discuss the artifacts left behind after a Drop-
box account has been accessed or manipulated. Using hash analysis
and keyword searches, they attempted to determine whether the client
software provided by Dropbox had been used. This involved extract-
ing the account username from browser history (Mozilla Firefox, Google
Chrome and Microsoft Internet Explorer) and pursuing avenues such as
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directory listings, prefetch files, link files, thumbnails, registry, browser
history and memory captures. In a follow-up work, Quick and Choo [17]
used a similar conceptual approach to analyze the client-side operation
and artifacts of Google Drive and provide a useful starting point for
investigators.

Martini and Choo [13] have researched the operation of ownCloud,
a self-hosted file synchronization and sharing solution. As such, it oc-
cupies a slightly different niche because it is much more likely for the
client and server sides to be under the control of the same person or
organization. Martini and Choo were able to recover several artifacts,
including sync and file management metadata (logging, database and
configuration data), cached files describing the files the user stored on
the client device and uploaded to the cloud environment or vice versa,
and browser artifacts.

Outside of forensics, there has been some interest in analyzing the
implementation of cloud drive services. An example is the work by Drago
et al. [3, 4]. However, its focus was on performance and networking
issues, and, although the results are interesting, their application to
forensic practice is very limited.

2.3 Forensic Uses of Cloud Service APIs

Huber et al. [12] were among the first to utilize cloud service APIs as
part of the forensic process. However, their main goal was to provide a
context for an investigation by acquiring a snapshot of the social network
of the investigative target via the Facebook Graph API.

With regard to commercial tools, Cloud Data eXplorer from Elcom-
Soft [6] offers the ability to acquire (via a service API) user artifacts
from Google accounts, including profile information, messages, contacts
and search history. However, no facilities are available to acquire cloud
drive data, nor is there any support for services other than Google.

2.4 Summary

Previous work on cloud storage forensics has primarily focused on
adapting the traditional application forensics approach to finding client-
side artifacts. This involves blackbox differential analysis, where be-
fore and after images are created and compared to deduce the essential
functions of the application. Clearly, the effectiveness of this approach
depends on the comprehensiveness of the tests performed on a target
system; ultimately, it is nearly impossible to enumerate all the eventu-
alities that may have affected the state of an application. The process
involves a labor-intensive reverse engineering effort, which requires sub-
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Figure 2. Cloud drive service architecture.

stantial human resources. Nevertheless, as discussed in the next section,
the biggest limitation of client-side forensics is that it cannot guarantee
the complete acquisition of cloud drive data.

3. Rationale for API-Based Acquisition

This section discusses the limitations of client-side acquisition and the
benefits of API-based acquisition.

3.1 Limitations of Client-Side Acquisition

The fundamental limitation of client-side acquisition of cloud data is
that it is an acquisition-by-proxy process. In other words, although it
resembles traditional acquisition from physical media, the method does
not target the authoritative source of the data, namely the cloud service.
As illustrated in Figure 2, client content is properly viewed as a cached
copy of cloud-hosted data. This simple fact has crucial implications for
forensic acquisition.

Partial Replication. The most obvious problem is that there is no
guarantee that any of the clients attached to an account have a complete
copy of the cloud drive content. As a point of reference, Google Drive
currently offers up to 30TB of online storage (at a monthly cost of
$10/TB) whereas Amazon offers unlimited storage at $60/year. As data
accumulates, it will become impractical to maintain complete replicas of
all devices. Indeed, based on current trends, it is likely that most users
will not have a single device containing a complete copy of the data.
From the forensic perspective, direct access is needed to cloud drive
metadata to ascertain its contents. The alternative, blindly relying on



Roussev, Barreto & Ahmed 221

client cache, would result in an inherently incomplete acquisition with
unknown gaps.

Revisions. Most drive services provide some form of revision history;
the lookback period varies from 30 days to unlimited revision history
depending on the service and subscription terms. This new source of
valuable forensic information has few analogs in traditional forensic tar-
gets (e.g., Volume Shadow Copy service on Windows), but forensic in-
vestigators are not yet familiar with this evidentiary source. Revisions
reside in the cloud and clients rarely have anything but the most recent
versions in their caches. Thus, a client-side acquisition will miss prior
revisions and will not even know that they are missing.

Cloud-Native Artifacts. Due to the wholesale movement to web-
based applications, the digital forensics community must learn to handle
a new problem – digital artifacts that do not have serialized represen-
tations in local filesystems. For example, Google Docs documents are
stored locally as links to the documents that can only be edited via a
web application. Acquiring an opaque link, by itself, is borderline use-
less – it is the content of the document that is of primary interest. It
is often possible to obtain a usable snapshot of the web application ar-
tifact (e.g., in PDF), but this can only be accomplished by requesting
it from the service directly; again, this cannot be accomplished by an
acquisition-by-proxy process.

To summarize, the brief examination in this section reveals that the
client-side approach to drive acquisition has major conceptual flaws that
are beyond remediation. Clearly, what is needed is a different method
that can obtain data directly from the cloud service.

3.2 Benefits of API-Based Acquisition

Fortunately, cloud services provide a front door – an API – to directly
acquire cloud drive content. In broad terms, a cloud drive provides a
storage service similar to that of a local filesystem; specifically, it enables
the creation and organization of user files. Therefore, its API loosely
resembles that of the filesystem API provided by the local operating
system. Before the technical details of the proof-of-concept tool are
described, it is necessary to make the case that the use of the API is
forensically sound.

The main issue to address is that an API-based approach results in
a logical – not physical– evidence acquisition. Traditionally, it has been
an article of faith that obtaining data at the lowest possible level of ab-
straction results in the most reliable evidence. The main rationale is that
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the logical view of the data may not be forensically complete because
data marked as deleted is not shown. Also, a technically-sophisticated
adversary may be able to hide data from the logical view. Until a few
years ago, this view would have been reasonably justified.

However, it is important to periodically examine the accepted wis-
dom in order to account for new technological developments. It is out-
side the scope of this chapter to make a more general argument, but it
should be noted that solid-state drives (SSDs) and even newer genera-
tions of high-capacity hard drives resemble autonomous storage comput-
ers rather than the limited peripherals of ten or more years ago. Some of
them contain ARM processors and execute complex load-balancing and
wear-leveling algorithms, which include background data relocation. Al-
though they support, for example, block-level access, the results do not
directly map to physical data layouts; this makes the acquired images
logical, rather than physical. To obtain (and make sense of) a truly
low-level representation of the data would increasingly require hardware
blackbox reverse engineering. More than likely, this would lead to the
wider acceptance of de facto logical acquisition as forensically sound.

In the case of cloud forensics, the case for adopting API-mediated
acquisition is simple and unambiguous. According to Figure 2, the client
component of the cloud drive (that manages the local cache) utilizes the
exact same interface to perform its operations. Thus, the service API is
the lowest available level of abstraction and is, therefore, appropriate for
forensic processing. Furthermore, the metadata of individual files often
include cryptographic hashes of their contents, which provide strong
integrity guarantees during acquisition.

The service APIs (and the corresponding client software development
kits for different languages) are officially supported by providers and
have well-defined semantics and detailed documentation; this allows for
a formal and precise approach to forensic tool development and testing.
In contrast, blackbox reverse engineering can never achieve provable
perfection. Similarly, acquisition completeness guarantees can only be
achieved via an API – the client cache contains an unknown fraction of
the content.

Finally, software development is almost always easier and cheaper
than reverse engineering followed by software development. The core
of the prototype tool described in this chapter is less than 1,600 lines
of Python code (excluding the web-based GUI) for four services. An
experienced developer could easily add a good-quality driver for a new
(similar) service in a day or two, including test code. The code needs
to be updated infrequently as providers strive to provide continuity and



Roussev, Barreto & Ahmed 223

Cloud
Drive

Content
Discovery

Target
Selection

Target
Acquisition

Acquired
Evidence

Figure 3. Acquisition phases.

backward compatibility; any relevant additions to the API can easily be
identified and adopted incrementally.

4. Tool Design and Implementation

Conceptually, acquisition involves three core phases: (i) content dis-
covery; (ii) target selection; (iii) and target acquisition (Figure 3). Dur-
ing content discovery, the acquisition tool queries the target and obtains
a list of artifacts (files) along with their metadata. In a baseline im-
plementation, this can be reduced to enumerating all the available files;
in an advanced implementation, the tool may leverage the search func-
tionality provided by the API (e.g., Google Drive). During the selection
process, the list of targeted artifacts can be filtered by automated means
or by soliciting user input. The result is a (potentially prioritized) list
of targets that is passed to the tool for acquisition.

Traditional approaches largely short-circuit this process by attempt-
ing to blindly acquire all the available data. However, this “acquire first,
filter later” approach is not sustainable for cloud targets – the amount
of data could be enormous and the available bandwidth could be up to
two orders of magnitude less than the local storage.

The kumodd prototype described in this chapter is designed to be a
minimalistic tool for research and experimentation that can also provide
a basic practical solution for real cases. In fact, kumodd has been made
as simple as possible to facilitate its integration with the existing toolset.
Its basic function is to acquire a subset of the content of a cloud drive
and place it in an appropriately-structured local filesystem tree.

4.1 Architecture

The kumodd tool is split into several modules and three logical layers:
(i) dispatcher; (ii) drivers; and (iii) user interface (Figure 4). The dis-
patcher is the central component, which receives parsed user requests,
relays them to the appropriate driver and returns the results. The drivers
(one for each service) implement the provider-specific protocols via the
respective web APIs. The tool provides two interfaces, a command-line
interface (CLI) and a web-based GUI.



224 ADVANCES IN DIGITAL FORENSICS XII

User Interface Command line (CLI) Web GUI

gdrive.py dbox.py onedrive.py box.py

Drivers

API API APIAPI

Dispatcher kumodd.py

Cloud
Services

Collected
Evidence

Figure 4. kumodd architecture.

4.2 Command-Line Interface

The general format of kumodd commands is:

python kumodd.py -s [service] [action] [filter]

The [service] parameter specifies the target service. Currently, the
supported options are gdrive, dropbox, onedrive and box correspond-
ing to Google Drive, Dropbox, Microsoft OneDrive and Box, respec-
tively.

The [action] argument instructs kumodd on the action to be per-
formed on the target drive:

-l lists stored files as a plaintext table.

-d downloads files subject to the [filter] specification.

-csv <file> downloads the files specified by <file> in CSV for-
mat.

The -p <path> option is used to specify the path to which the files
should be downloaded (and override the default, which is relative to the
current working directory).

The [filter] parameter specifies the subset of files to be listed or
downloaded based on file type: all (all files present); doc (Microsoft
Office/Open Office document files: .doc/.docx/.odf), xls (spreadsheet
files), ppt (PowerPoint presentation files); text files (text/source code);
and pdf files.
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In addition, some general groups of files can be specified: officedocs
(all document, spreadsheet and PowerPoint presentation files); image

(all image files); audio (all audio files); and video (all video files).
Some example commands are:

List all the files stored in a Dropbox account:

– python kumodd.py -s dbox -l all

List the images stored in a Box account:

– python kumodd.py -s box -l image

Download the PDF files stored in a Microsoft OneDrive account
to the Desktop folder:

– python kumodd.py -s onedrive -d all -l -p /home/

user/Desktop/

Download the files listed in gdrive list.csv from Google Drive:

– python kumodd.py -s gdrive -csv /home/user/Desktop/

gdrive list.csv

User Authentication. All four services use the OAuth2 (oauth.net/
2) protocol to authenticate a user and to authorize access to an ac-
count. When kumodd is used for the first time to connect to a cloud
service, the respective driver initiates the authorization process, which
requires the user to authenticate with the appropriate credentials (user-
name/password). The tool provides the user with a URL that must be
opened in a web browser, where the standard authentication interface
for the service requests the relevant username and password.

The process for using Google Drive is as follows:

[title=Authentication Step 1: connect to \emph{Google Drive}]

kumo@ubuntu:~/kumodd$ python kumodd.py -s gdrive -d all

Your browser has been opened to visit:

https://accounts.Google.com/o/oauth2/auth?scope=

https%3A%2F%2Fwww.www.Googleapis.com...

...

Figure 5 shows the authentication steps: provide account credentials
(left) and authorize application (right). After supplying the correct cre-
dentials and authorizing the application, the service returns an access
code that the user must input in the command line to complete the au-
thentication and authorization processes for the account. If the authen-
tication is successful, the provided access token is cached persistently in
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Figure 5. Authentication steps.

[caption=Sample processing output (with cached authorization token),

label=lst:auth4]

kumo@ubuntu:~/kumodd$ python kumodd.py -s gdrive -d all

Working...

TIME(UTC) APPLICATION USER FILE-ID REMOTE PATH REVISION LOCAL PATH

HASH(MD5)

2015-06-25 03:48:43.600028 kumodd-1.0 example.dev@gmail.com

1L-7o0rgPT2f6oX60OPtF4ZUFOmOJW1Crktr3DPril8o My Drive/ppt test

v.2 downloaded/example.dev@gmail.com/My Drive/ppt test -

2015-06-25 03:48:44.951131 kumodd-1.0 example.dev@gmail.com

1huaRTOudVnLe4SPMXhMRnNQ9Y_DUr69m4TEeD5dIWuA My Drive/revision doc

test v.3 downloaded/example.dev@gmail.com/My Drive/revision doc

test -

...

2015-06-25 03:48:54.254104 kumodd-1.0 example.dev@gmail.com

0B4wSliHoVUbhUHdhZlF4NlR5c3M My Drive/test folder/stuff/more stuff/

tree.py v.1 downloaded/example.dev@gmail.com/My Drive/test folder/

stuff/more stuff/tree.py 61366435095ca0ca55e7192df66a0fe8

9 files downloaded and 0 updated from example.dev@gmail.com drive

Duration: 0:00:13.671442

Figure 6. Sample processing output (with cached authorization token).

a .dat file saved in the /config folder with the name of the service.
Future requests will find the token and will not prompt the user for
credentials (Figure 6).

Content Discovery. In the current implementation, content discov-
ery is implemented by the list (-l) command, which acquires the file
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[caption=List of all files in a \emph{Google Drive} account

(trimmed),label={lst:gdrive-ls}]

andres@ubuntu:~/kumodd$ python kumodd.py -s gdrive -l all

Working...

FILE-ID REMOTE PATH REVISION HASH(MD5)

...1qCepBpY6Nchklplqqqc My Drive/test 1 -

...oVUbhaG5veS03UkJiU1U My Drive/version_test 3 ...bcdee370e5

...

...oVUbhUHdhZlF4NlR5c3M My Drive/test folder/stuff/more stuff/

tree.py ...2df66a0fe8

Figure 7. List of all files in a Google Drive account (trimmed).

metadata from the drive. As with most web services, the response is in
the JSON format; the amount of attribute information varies based on
the provider and can be quite substantial (e.g., Google Drive). Since it is
impractical to show all the output, the kumodd list command provides
an abbreviated version with the most essential information formatted
as a plaintext table (Figure 7). The rest is logged as a CSV file in the
/localdata folder with the name of the account and service.

Figure 8. Contents of the generated CSV file.

The stored output can be processed interactively using a spreadsheet
program (Figure 8) or using Unix-style command line tools, thereby
enabling a subsequent selective and/or prioritized acquisition.
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Acquisition. As discussed above, the acquisition is performed by the
download command (-d) and can be performed as a single discovery-
and-acquisition step or it can be targeted by providing a list of files
using the -csv option.

A list of downloaded files is displayed with information such as down-
load date, application version, username, file ID, remote path, down-
load path, revisions and cryptographic hashes. This information is
also logged in the file /downloaded/<username>/<service-name>.log.
Downloaded files are located in the /downloaded/<username>/ direc-
tory. The complete original metadata files with detailed information
about the downloaded files is stored in /downloaded/<username>/meta

data/ in the JSON format.

Revisions: The tool automatically enumerates and downloads all the
revisions of the files selected for acquisition. The number of available
revisions can be previewed as part of the file listing (Figure 8). During
the download, the filenames of the individual revisions are generated by
prepending the revision timestamp to the base filename. The filenames
can be viewed using the regular file browser:

(2015-02-05T08:28:26.032Z) resume.docx 8.4kB

(2015-02-08T06:31:58.971Z) resume.docx 8.8kB

Arguably, other naming conventions are also possible, but the ulti-
mate solution likely requires a user interface similar to the familiar file
browser, but which also understands the concept of versioning and al-
lows an analyst to trace the history of individual documents and obtain
snapshots of a drive at particular points in time.

Cloud-Native Artifacts (Google Docs): A new challenge presented by the
cloud is the emergence of cloud-native artifacts – data objects that have
no serialized representation on local storage and, by extension, cannot
be acquired by a proxy. Google Docs is the primary service considered in
this work; however, the problem readily generalizes to many SaaS/web
applications. A critical difference between native applications and web
applications is that the code for the latter is dynamically downloaded
at runtime and the persistent state of artifacts is stored back in the
cloud. Thus, the serialized form of the data (usually in JSON) is an
internal application protocol that is not readily rendered by a standalone
application.

In the case of Google Docs, the local Google Drive cache contains
only a link to the online location, which creates a problem for foren-
sics. Fortunately, the API offers the option to produce a snapshot of the
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Figure 9. Web-based GUI: Service selection.

document/spreadsheet/presentation in several standard formats [10], in-
cluding text, PDF and MS Office. At present, kumodd automatically
downloads PDF snapshots of all Google Docs encountered during acqui-
sition. Although this is a better solution than merely cloning the link
from the cache, forensically-important information is lost because the
internal artifact representation contains the complete editing history of
the document. This problem is discussed later in the chapter.

4.3 Web-Based GUI

The kumodd tool provides an interactive web-based GUI that is de-
signed to be served by a lightweight local web server. The GUI is started
using the kumodd-gui.py module:

[title=Starting the web GUI]

python kumodd-gui.py

kumo@ubuntu:~/kumodd$ python kumodd-gui.py

* Running on http://127.0.0.1:5000/ (Press CTRL+C to quit)

* Restarting with stat

After starting the server, the kumodd web-based GUI becomes avail-
able at localhost:5000 and is accessible via a web browser. Note that,
at this stage, the server should only be run locally; however, with some
standard security measures, it could be made available remotely.

The web module employs the same drivers used with the command
line application for authentication, discovery and acquisition. Its pur-
pose is to simplify user interactions. For the simple case of wholesale
data acquisition, the process can be accomplished in three button clicks.

After pressing the Get Started! button, the user is presented with
the choice of the target service and the action to perform (Figure 9).
After this step, a detail window presents a list of files and the option
of choosing the files to be downloaded (Figure 10). After the files are



230 ADVANCES IN DIGITAL FORENSICS XII

Figure 10. Web-based GUI: Target selection.

Figure 11. Web-based GUI: Acquisition results.

selected, a results screen presents the paths to the files and other relevant
information (Figure 11). Note that every step of the process is also shown
on the terminal.

4.4 Validation

To validate the tool, accounts were created with all the services and
known seed files. Using the normal web interface for the respective
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Table 1. kumodd download times and throughput.

Service Average time Throughput
(mm:ss) (MB/s)

Google Drive 17:22 1.01
OneDrive 18:21 0.95
Dropbox 17:00 1.03
Box 18:22 0.95

Average 17:46 0.98

service, revisions were created and several Google Docs artifacts were
created for Google Drive. A complete acquisition was performed us-
ing kumodd and the cryptographic hashes of the targets were compared.
In all cases, successful acquisitions of all revisions were completed and
snapshots were obtained of the cloud-only artifacts.

To obtain a sense of the acquisition rates, 1GiB of data was split and
stored in 1,024 files of 1MiB each. The data was sourced from the Linux
pseudorandom number generator to eliminate the potential influence of
behind-the-scenes compression or de-duplication. The preliminary tests,
which used the campus network, measured the throughput at different
times of the day over a period of one week. No consistent correlations
were observed.

To eliminate potential constraints stemming from the local-area net-
work and Internet service provider infrastructure, the experiments were
moved to Amazon EC2 instances (US-West, Northern California). For
each of the four supported services, complete acquisition jobs were exe-
cuted for seven days at 10:00AM (PDT) in order to approximate daytime
acquisition. Table 1 shows the average download times and throughput.

The Amazon EC2 results were entirely consistent with the on-campus
results, which also averaged around 1MB/s. The most likely explanation
is that the bottleneck was caused by bandwidth throttling on the part of
the cloud drive provider. It would appear that, at the free level, 1MB/s
is the implied level of service (at least for third-party applications).

5. Discussion

Several issues arose during the research and experimentation.

Integrity Assurance. An issue of concern is that not all services
provide cryptographic hashes of file content as part of the metadata. In
the experiments, this includes Dropbox (one of the largest providers),
which only provides a “rev” attribute that is guaranteed to be unique
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and is referred to as a “hash” in the API documentation [5]. However,
the generating algorithm is unknown and the observed values are much
too short (they fit in 64 bits) to be of cryptographic quality. However, it
is known that, as of 2011, Dropbox was using SHA256 on 4MiB blocks
for backend de-duplication that, along with an incorrect implementation,
led to the Dropship attack [2]. It is also known that the same provider
uses cryptohashes to prevent the sharing of files for which it has received
DMCA notices [15]. Therefore, providing a cryptohash for data object
content would be a reasonable requirement for any cloud API used for
forensic purposes.

Pre-Acquisition Content Filtering. One aspect not addressed in
this work is the need to provide access to the search capability built into
many of the more advanced services. This would allow triage and ex-
ploration with zero pre-processing overhead; some services also provide
preview images that could be used for this purpose. Even with the cur-
rent implementation, it is possible to filter data in/out by cryptohashes
without the overhead of computing them.

Multi-Service Management and Forward Deployment. Cloud
storage is a de facto commodity business with numerous providers vying
for consumer attention. Thus, a number of cloud storage brokers have
emerged to help users manage multiple accounts and optimize their ser-
vices (often at the free level). For example, Otixo supports 35 different
services and facilitates data movement among them. Forensic software
needs similar capabilities to support cloud forensics.

In the near term, solutions that can be forward-deployed on a cloud
provider infrastructure will be required. This will become necessary as
cloud data grows much faster than the available bandwidth in a wide-
area network, making full remote acquisitions impractical. The kumodd

web interface is a sketch of such a solution; the forensic virtual machine
instance could be co-located in the same data center as the target while
the investigator controls it remotely. In this scenario, forensic analysis
could begin immediately while the data acquisition could be performed
in the background.

Long-Term Preservation of Cloud-Native Artifacts. It is men-
tioned above that Google Docs data objects are very different from most
serialized artifacts that are familiar to analysts [19]. The most substan-
tial difference is that the latter are snapshots of the states of artifacts
whereas the former is literally a log of user edit actions since the cre-
ation of the document. This presents a dilemma for forensics. Should a
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snapshot be acquired in a standard format such as PDF (like kumodd)
and, thereby, lose all historical information? Or should the changelog

be acquired and, thus, be dependent on the service provider (Google) to
render it at any point in the future? Since neither option on its own is
satisfactory, future research will attempt to develop a third option that
will maintain the log and replay it independently of the service provider.

6. Conclusions

This research has three principal contributions. The first is a new
acquisition model. It is clear that cloud drive acquisition cannot be per-
formed on a client in a forensically-sound manner. This is because the
client is not guaranteed to mirror all the data and has no facilities to rep-
resent file revisions and the content of cloud-native artifacts. The proper
approach is to go directly to the source – the master copy maintained by
the cloud service – and acquire the data via the API. In addition to be-
ing the only means for guaranteeing a forensically-complete copy of the
target data, the API approach supports the reproducibility of results,
rigorous tool testing (based on well-defined API semantics) and triage
of the data (via hashes and/or search APIs). The overall development
effort is significantly lower because the entire blackbox reverse engineer-
ing component of client-centric approaches is eliminated. As a reference,
each of the four drivers for the individual services contains between 232
and 620 lines of Python code.

The second contribution is a new acquisition tool. The kumodd tool
can perform cloud drive acquisition from four major providers: Google
Drive, Microsoft OneDrive, Dropbox and Box. Although its primary
purpose is to serve as a research platform, the hope is that it will quickly
evolve into a reliable, open-source tool that will cover an expanding range
of cloud services.

The third contribution is the elicitation of new research questions.
This research has identified certain problems that must be addressed by
the digital forensics community. In particular, it is necessary to develop
a means for extracting, storing and replaying the history of cloud-native
artifacts such as Google Docs. Additionally, a mechanism is needed to
ensure the integrity of the data acquired from all providers. Moreover,
it is necessary to build tools that can handle multi-service cases and
operate in forward deployment scenarios.

Finally, it is hoped that this research will stimulate a new approach
to cloud forensics and that it will serve as a cautionary note that simply
extending client-side forensics holds little promise. Over the short term,
this will mean expending extra effort to develop a new toolset. Over the
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medium-to-long term, the emphasis on logical acquisition – which this
work promotes – will help realize much greater levels of automation in
the acquisition and processing of forensic targets.
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Chapter 12

THE CLOUD STORAGE ECOSYSTEM –
A NEW BUSINESS MODEL FOR
INTERNET PIRACY?

Raymond Chan, Kam-Pui Chow, Vivien Chan and Michael Kwan

Abstract Cloud storage, also known as “one-click file hosting,” is the easiest
method to share files. It enables users to upload any files without
providing any information or installing any software. This chapter dis-
cusses the development of the cloud storage ecosystem before and after
the Megaupload case of 2012. The roles and relationships of the key
contributors in the cloud storage ecosystem are highlighted. Also, the
manner in which the key contributors generate revenue is discussed and
revenue estimates are provided based on Internet traffic data and do-
main information.

Keywords: Cloud storage ecosystem, file sharing, business model

1. Introduction

Cloud storage is widely used to share files that infringe copyright laws.
Downloading files from cloud storage sites does not expose IP address
information to parties other than the cloud storage provider. Hence,
some cloud storage sites encourage users to upload and share files by
paying them rewards [7]. To receive these rewards, cloud storage users
upload their files to various public forums and encourage other users to
download them. The greater the number of downloads from the shared
links, the greater the income earned by the file uploaders. P2P file
sharing networks do not have a financial reward component, which is
why increasing numbers of users are sharing files using cloud storage.

In January 2012, the Megaupload cloud storage site was shut down by
the United States in collaboration with New Zealand and Hong Kong [5].
It was estimated that Megaupload was making millions dollars in profits
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at the time. The charges against Megaupload included money launder-
ing, racketeering and copyright infringement [13].

The Megaupload shutdown does not appear to have had a major im-
pact on the cloud storage business. A 2014 report, Good Money Gone
Bad, commissioned by the Digital Citizen Alliance [3], details how huge
amounts of advertising revenue are earned by cloud storage sites as well
as by other service providers (including P2P sites) that facilitate file
sharing that involves copyright infringement. Clearly, increasing num-
bers of businesses – legal, dodgy and illegal – are leveraging cloud stor-
age for their operations. However, it appears that there have been some
observable changes in the cloud storage ecosystem after the 2012 Mega-
upload case. This chapter discusses the cloud storage ecosystem and the
recent changes in the ecosystem. It highlights the roles and relationships
of the key contributors in the ecosystem. Also, it discusses the manner in
which key contributors generate income in the ecosystem and estimates
their revenue using Internet traffic data and domain information.

2. Cloud Storage Ecosystem

Cloud storage or one-click file hosting provided by entities such as
MEGA, Rapidshare and Mediafire offer rapid and convenient methods
for uploading and sharing files. A user uploads a file to cloud storage and
the cloud storage provider generates a uniform resource locator (URL)
that contains meta-information about the shared file. The uploader then
disseminates the URL to other users who are interested in downloading
the file. Compared with earlier file sharing methods, such as FTP and
P2P networks, cloud storage services provide tremendous availability,
flexibility and anonymity to uploaders [1]. Moreover, file uploaders do
not need to stay online in order to share files.

Uploading and Sharing Links. To upload a file, the file owner se-
lects a cloud storage website. The website displays a file upload button
to upload files. The user then chooses the file to upload and presses the
upload button, upon which the file is submitted to the cloud storage
site. The website then generates a unique download URL on the screen
for the user to copy and share with others. A user who receives the URL
can download the file directly. Some cloud storage sites also provide a
URL to the uploader for deleting the file. Depending on the popularity
of the file, the download URL and file are deleted after a certain period
of time.

Ecosystem Changes. In 2011, Megaupload was ranked first in the
top-ten list of file-sharing hosts, eight of them cloud storage sites [14].
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This shows the popularity of cloud storage sites in 2011. According
to Mahanti et al. [8], before the shutdown of Megaupload in 2012, the
cloud storage ecosystem primarily comprised two major contributors: (i)
file hosting cloud storage service providers; and (ii) linker sites provid-
ing search services to users. Mahanti et al. concluded that one of the
drivers of file hosting service growth was the incentive schemes run by
cloud storage providers such as Megaupload to attract uploaders to pro-
vide copyright-infringing content to increase traffic. This was also a key
allegation against Megaupload in the 2012 U.S. Department of Justice
indictment [5].

Following the indictment, Megaupload appears to have lost millions
of users. One possibility is that the users moved to other file sharing
technologies such as BitTorrent. Another is that they subscribed to other
cloud storage sites. A piracy analysis study by Price [11] reports that
the number of BitTorrent users increased 3.6% in 2013 compared with
2011. On the other hand, the number of cloud storage users decreased
7.7% in 2013 compared with 2011, which appears to be a direct result
of the Megaupload case.

Despite the downward trend in the use of cloud storage sites for file
sharing soon after the Megaupload shutdown in 2012, cloud storage has
become a huge market on the Internet with increasing profits. Accord-
ing to a 2014 report commissioned by Digital Citizens Alliance [4], the
most profitable cloud storage site had annual profits of $17.6 million. In
order to increase cloud storage business, the cloud storage ecosystem re-
acted quickly to the law enforcement actions against Megaupload. The
following trends have been observed:

Change in Operation Mode: Ad-link shortening services now
hide the original file download links. Also, social media platforms
remove the ad-link shortening links that are shared by file upload-
ers on social media.

Uploading to Multiple Sites: Since the file links at cloud stor-
age sites expire after a period of time, it is now common practice
for uploaders to upload files to multiple cloud storage sites so that,
when a file link on one cloud storage system expires, a number of
active links persist at other cloud storage sites. This resilience fea-
ture enables uploaders to continue to operate after cloud storage
sites are shut down by law enforcement.

Premium Downloading Without Subscriptions: According
to a 2014 report by NetNames [4], a major portion of the income
(70%) of cloud storage sites comes from premium accounts. In-
deed, premium account subscriptions are a proven gold mine for



240 ADVANCES IN DIGITAL FORENSICS XII

Online Forums, Blog,
Social Network

Uploaders

File

Download Links Shortened Links

Cyberlocker Sites

Multi-Upload Sites

Linker sites

Premium Link Generator Sites
Downloaders

Ad Link Shortening Sites

Figure 1. New cloud storage ecosystem.

cloud storage sites. In order to reap profits, premium link gen-
erator sites allow downloaders to enjoy premium services for free
with no restrictions on downloading. The sites earn revenue from
advertisers based on the number of premium users and/or their
usage. The sites also provide resilient services to downloaders to
enable them to operate after cloud storage sites are shut down by
law enforcement.

The observations above indicate that the types of contributors in the
cloud storage ecosystem have increased from two to five after the Mega-
upload case. The three new contributors to the ecosystem are: (i) ad-link
shortening sites; (ii) multi-upload sites; and (iii) premium link generator
sites. The entry of these new contributors appears to be a direct result
of the Megaupload case.

Figure 1 presents the new cloud storage ecosystem. The major com-
ponents of the ecosystem are:

Leader/Central Contributor: The leader serves as a “hub”
without which other ecosystem members would not be able to sur-
vive in the ecosystem [9].

– Cloud Storage Sites: These sites provide free or premium
file hosting services to uploaders.

Users: Users are important entities in the ecosystem. There would
be no business ecosystem without users. There are two types of
users:
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– Uploaders: These users actively provide content to cloud
storage sites and publicize the content through various means.

– Downloaders: These users download content from cloud
storage sites through various means.

Contributors: These interdependent entities contribute to the
growth of the business ecosystem and actively work on platforms
provided by the ecosystem leader [9]. The contributor entities in
a cloud storage ecosystem include:

– Linker Sites: These sites provide indexing services for down-
loaders to search for files hosted on cloud storage sites.

– Ad-Link Shortening Sites: These sites provide URL short-
ening and redirect services to convert cloud storage links be-
fore uploaders post them in public forums and blogs.

– Multi-Upload Sites: These sites provide services for up-
loaders to upload a given file to multiple cloud storage sites.

– Premium Link Generator Sites: These sites provide ser-
vices for downloaders who do not wish to subscribe to pre-
mium accounts, but wish to download files without any re-
strictions.

3. Related Work

In September 2014, the Digital Citizens Alliance commissioned Net-
Names to study the revenue model of cloud storage providers. The
study [4] estimated that the top-30 cloud storage sites had annual rev-
enue amounting to $96.2 million. Similarly, another report commis-
sioned by Digital Citizens Alliance in February 2014 [3] noted that a
huge amount of advertising income was generated by BitTorrent sites,
linker sites, cloud storage sites and streaming sites. However, these re-
ports only estimated the advertising income and subscription income
generated by cloud storage sites and linker sites; they did not consider
the multiplicative effect of the other contributors in the cloud storage
ecosystem mentioned above.

Discussions of cloud storage revenue models usually focus on the ad-
vertising income and subscription income generated by cloud storage
sites and linker sites [7]. However, the studies largely overlook the rev-
enue generated by the entire cloud storage ecosystem. This chapter
describes the revenue models of the five contributors described in the
previous section.
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4. Cloud Storage Ecosystem Revenue Model

This section describes the dataset used in the study and the cloud
storage ecosystem revenue model and its components.

4.1 Dataset

This study has drawn on data from a number of public sources. The
selection of sites corresponding to the different contributors in the cloud
storage ecosystem was based on the research team’s knowledge and
decade-long experience in digital forensics and Internet piracy.

Web Traffic Data:

– Unique Page Views: This data was collected from Alexa
Internet, a web traffic data analysis company owned by Ama-
zon, that collects data on browsing behavior. The Alexa rank-
ing is one of the most important indices of the browsing be-
havior of Internet users.

– Number of Unique Visitors: This data was collected from
SiteWorthTraffic, an online web service that estimates website
value. SiteWorthTraffic provides the unique page views of
websites drawn from web traffic analysis sources.

Coud Storage Ecosystem Sites:

– Leader/Central Contributor Sites: The top-ten cloud
storage sites were selected based on the experience of frequent
users of cloud storage sites.

– Contributor Sites:

∗ Linker Sites: The top-ten sites were selected based on
results provided by search engines.

∗ Ad-Link Shortening Sites: The top-five sites were se-
lected based on user input.

∗ Multi-Upload Sites: The top-ten sites were selected
based on results provided by search engines.

∗ Premium Link Generator Sites: The top-ten sites
were selected based on information in web forums and
results provided by search engines.

4.2 Leader/Central Contributor Revenue Model

In general, cloud storage sites operate using the “freemium” business
model [6], the most common Internet service business model. In this
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model, a service provider offers limited services free-of-charge and pro-
vides extra features and capacity for a fee. Numerous Internet services
utilize cloud storage and provide a number of features to generate rev-
enue. The current cloud storage ecosystem presented in Figure 1 shows
that users share cloud storage files using various online services. This
section provides details of the cloud storage business model and how
services leverage cloud storage to generate revenue.

The two main mechanisms for generating revenue are advertisements
and premium services:

Advertisements: Advertisements are a major source of revenue
for cloud storage sites. When a user browses a file to be down-
loaded, the website typically displays a number of advertisements
on the screen. If the user does not have a premium account, the
cloud storage site may require the user to wait for a few minutes
(to check out the advertisements) before clicking the download
button. Users are also encouraged to upload and share files; the
greater the number of download URLs generated and published,
the greater the likelihood that users will visit the download pages.
Advertising companies place ads on cloud storage download pages
frequented by large numbers of users. The Alexa ranking provides
useful web traffic data that can be used to estimate advertising rev-
enue. Based on the web traffic and daily page view information, it
is possible to estimate the popularity of cloud storage sites and the
average advertisement revenue, and to compute the monthly ad-
vertisement revenue generated by cloud storage sites. The current
value of the cost per 1,000 impressions (CPM) is around $3 [12]. In
estimating the advertising revenue, a cloud storage site is assumed
to join one advertisement service and one advertisement banner is
displayed on each download page. Thus, the advertising service
will pay the site $3 per 1,000 (= 0.003) unique page views:

Monthly Ad Revenue = 0.003×Unique Page V iews per Month
(1)

Premium Accounts: Premium accounts are also a major source
of revenue for cloud storage sites. Like Dropbox, Google Drive
and Apple iCloud, cloud storage sites provide massive amounts
of storage to users who register for premium accounts. Premium
users also receive much more benefits and functionality than non-
paying users. These include more online storage, uploads of files
of unlimited size and downloads of multiple files simultaneously,
without speed limits and with the download links being preserved
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forever. Since advertising revenue depends on the popularity of a
site and user activity, the revenue is unpredictable. Therefore, it is
important for cloud storage sites to encourage users to sign up for
premium services. This provides stable income while incentivizing
premium users to keep using the services. According to SiteWorth-
Traffic, MEGA had 1,647,489 unique visitors per month and, as of
July 2014, had one million registered users. Based on these statis-
tics, the estimated number of registered users at a cloud storage
site can be assumed to be 60.69% (= 1,000,000 ÷ 1,647,489) of the
unique visitors:

Registered Users = 0.6069 × Unique V isitors (2)

In a news article [10], MEGA’s Founder Kim Dotcom said that,
in a freemium model, conversion rates of free users to paid users
are in the range of 1% to 5%. A cloud storage site provides free
storage to registered users and provides more storage and faster
download speeds if they pay a fee. Using the average free-to-paid
user conversion rate of 3% (= 0.03), the number of premium users
is given by:

Premium Users = 0.03 ×Registered Users (3)

MEGA claimed to have one million registered users as of July 2014.
Therefore, according to Equation (3), it had 30,000 paid users at
that time. Based on MEGA’s price schedule, these users would
have paid MEGA between $352,393 to $1,165,800 per month.

4.3 Contributor Revenue Models

As mentioned above, there are four major contributors in a cloud
storage ecosystem: (i) linker site; (ii) ad-link shortening site; (iii) multi-
upload site; and (iv) premium link generator site. The following are the
revenue models of the four major contributors:

Linker Sites: Typical cloud storage sites do not provide a file
search feature. This new business opportunity is exploited by cloud
storage indexing sites, also known as linker sites. Like web search
engines, these sites index cloud storage links collected from web
forums, blogs and social networks. They enable users to search
for files, access file links and download the files without having to
obtain the links from the file uploaders.

One of the largest linker sites is FileTube (www.filestube.com).
It indexes files maintained at more than 60 cloud storage sites and
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encourages users to report new links to increase the size of the
file link database. A “meta linker” site, Filediva (www.filediva.
com), enables users to search for and retrieve files from multiple
linker sites. Clearly, linker sites have significantly increased the
popularity of cloud storage sites.

Ad-Link Shortening Sites: Many file uploaders do not share
their cloud storage links directly. Instead, they use an ad-link
shortening service to convert (i.e., help hide) their actual cloud
storage links before they post them on public forums and blogs. A
file downloader needs to access a shortened link before accessing
the real cloud storage download link. This enables the uploader
to earn additional advertising income by sharing the shortened
link. A popular URL shortening service is AdFly (adf.ly), which
enables uploaders to earn $4 per 1,000 clicks.

A similar service is provided by URL sharing sites that share files
like cloud storage sites, but allow users to input any text content
and generate links for sharing the content. Binbox (binbox.io)
is a popular link sharing service, which enables registered users
to earn $5 per 1,000 clicks and to password-protect the links that
are shared in web forums and social networks. URL sharing sites
are becoming increasingly popular; they protect the content to be
shared and can be used to disseminate secret messages. In many
data leakage cases, hackers share passwords or email addresses
using these services. Hence, uploaders not only earn income from
pay-per-downloads provided by cloud storage sites, but also earn
income from pay-per-clicks provided by ad-link shortening sites.
Even if a user does not download a file completely, an uploader
still earns revenue from the shortened link.

Multi-Upload Sites: Multi-upload sites provide all-in-one up-
loading services. A file that is uploaded to a multi-upload site
is automatically sent to multiple cloud storage sites. The down-
load links from the various cloud storage sites are provided to the
user to share the file. The multi-loading functionality enables file
persistence – until all the file download links are removed, it is
possible for users to access and download the file. An example is
MultiUpload (multiupload.biz), which uploads a file to 21 cloud
storage sites with just one click. As in the case of a linker site, a
multi-upload site increases the content on a cloud storage site and
increases the web traffic as well.
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Premium Link Generator Sites: Premium link generator sites
provide special services for users who do not wish to subscribe to
premium accounts, but still desire to download files without any
restrictions. These sites operate by purchasing and then using a
number of premium accounts at many cloud storage sites. A user
who wishes to download a file, copies and pastes the cloud storage
file link at the premium link generator site. The premium link
generator site downloads the file using its premium account and
forwards the downloaded file to the user. As in the case of a proxy
server, the speed of forwarding a file is faster than a free download
from a cloud storage site.

Another approach is for a user to register a premium account with
a premium link generator site. The user can then download files
without speed restrictions from multiple cloud storage sites; the
user saves money because it is not necessary to set up premium
accounts at any of the cloud storage sites. Rapid8 (rapid8.com)
is a popular premium link generator site, which enables users to
obtain premium access to more than 45 cloud storage sites. Pre-
mium link generator sites earn revenue by displaying advisements
and asking users to donate their premium accounts to provide bet-
ter services.

5. Results and Analysis

This section summarizes the results based on traffic data collected in
September 2014.

5.1 Leader/Central Contributor Revenue

In a 2012 press release [5], the U.S. Department of Justice asserted
that Megaupload had about 150 million registered users and generated
more than $175 million in criminal proceeds. Approximately $150 mil-
lion came from premium users while the remaining $25 million was online
advertising revenue.

The fundamental question is how a cloud storage site can earn so much
revenue. To answer this question, this research attempts to estimate the
revenue earned by a cloud storage site based on web traffic popularity,
advertisements and number of premium users. The number of premium
users is estimated based on the number of unique visitors and the ad-
vertisement revenue is estimated from the number of unique page views.
Finally, the monthly and annual revenue estimates of a cloud storage
site are computed.
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Table 1. Ranks and unique page views/month for cloud storage sites.

Cloud Storage Rank Unique Page Views

Mediafire 201 149,945,280
Rapidgator 580 52,434,480
MEGA 624 49,424,670
Turbobit 968 31,417,350
Bitshare 1,402 21,691,860
Sendspace 1,858 16,368,150
Freakshare 2,152 14,131,980
Depositfiles 2,541 12,137,340
Uploadable 2,564 11,754,690
Rapidshare 3,081 9,782,220

Page Views. Traffic data for the study was collected from Alexa and
SiteWorthTraffic. A unique page view is defined as a single user viewing
a webpage one or more times. A unique visitor is a single user who visits
a website one or more times. Unique page views and unique visitors are
important measures of website popularity. Cloud storage sites provide
this statistical information to advertising companies to encourage them
to place ads on their webpages.

Data provided by Alexa and SiteWorthTraffic (as of September 2014)
was used to estimate the popularity of cloud storage sites and the number
of cloud storage site users. Table 1 presents the estimated unique page
views per month for ten major cloud storage sites. The results indicate
that Mediafire is the most popular cloud storage site based on Alexa
data. Although Mediafire is popular in the United States, the result
is unexpected. Upon reflection, it appears that Mediafire’s popularity
may stem from the fact that it does not remove a download URL unless
the associated file is reported as infringing a copyright. As a result,
numerous users trust Mediafire and prefer to use it to share normal files;
this generates more web traffic at Mediafire than at other cloud storage
sites.

Premium Account Revenue. The numbers of registered users and
premium account users estimated using Equations (2) and (3), respec-
tively, were used to compute the revenue from premium accounts. Specif-
ically, the equations stipulate that 60.69% of the unique visitors are
registered users and 3% are premium users. Based on these approxi-
mate percentages, the numbers of unique visitors to the targeted cloud
storage sites were used to estimate the numbers of registered users and
premium users. Table 2 presents the results. In the case of Mediafire,
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Table 2. Estimates of cloud storage site users.

Cloud Storage Unique Visitors Registered Users Premium Users

Mediafire 1,666,059 1,666,059 30,333
MEGA 1,647,489 1,647,489 29,995
Rapidgator 582,606 353,583 10,607
Turbobit 349,082 211,857 6,355
Bitshare 241,021 146,275 4,388
Sendspace 181,868 110,375 3,311
Freakshare 157,022 95,296 2,858
Depositfiles 134,859 81,845 2,455
Uploadable 130,608 79,266 2,377
Rapidshare 108,691 65,964 1,978

the estimates are 1,666,059 registered users, 30,333 of them premium
users.

Table 3. Estimates of monthly revenue from premium users.

Cloud Storage Premium Users Fee Revenue

MEGA 29,995 $38.86 $1,165,605.70
Mediafire 30,333 $24.99 $758,021.67
Rapidshare 1,978 $129.58 $256,309.24
Rapidgator 10,607 $12.99 $137,784.93
Sendspace 3,311 $19.99 $66,186.89
Bitshare 4,388 $9.99 $43,836.12
Turbobit 6,355 $6.66 $42,324.30
Uploadable 2,377 $12.99 $30,877.23
Depositfiles 2,455 $11.95 $29,337.25
Freakshare 2,858 $9.99 $28,551.42

Table 3 shows the monthly premium user revenue estimates for ten
major cloud storage sites. The monthly subscription fee of each site
was used to estimate its monthly revenue. The results indicate that,
although only 3% of the registered users are premium users, significant
amounts of revenue are drawn from the users’ desire to maintain cloud
storage services.

On average, cloud storage sites earn $255,883.48 in revenue each
month. Because the system architectures of the cloud storage sites are
not known, the costs of maintaining their large-scale content distribu-
tion networks are not known and it is not clear whether or not their
monthly revenues cover their operational costs. Regardless, cloud stor-
age sites cannot rely on premium account subscriptions to maintain sol-
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Table 4. Monthly advertisement revenue estimates.

Cloud Storage Unique Page Views Ad Revenue

Mediafire 149,945,280 $449,835.84
Rapidgator 52,434,480 $157,303.44
MEGA 49,424,670 $148,274.01
Turbobit 31,417,350 $94,252.05
Bitshare 21,691,860 $65,075.58
Sendspace 16,368,150 $49,104.45
Freakshare 14,131,980 $42,395.94
Depositfiles 12,137,340 $36,412.02
Uploadable 11,754,690 $35,264.07
Rapidshare 9,782,220 $29,346.66

vency. Clearly, they need other revenue sources to continue to operate,
let alone thrive.

Advertisement Revenue Estimates. This section estimates the
revenue that a cloud storage site can earn based on unique page views.
The advertisement revenue of each cloud storage site is estimated using
Equation (1).

Table 4 shows the advertisement revenue estimates of ten major cloud
storage sites based on the unique page view data provided by SiteWorth-
Traffic. Clearly, large numbers of unique page views are important to
cloud storage sites. Sites that encourage more user to access their down-
load pages can earn more ad revenue. Additionally, cloud storage sites
can cooperate with online advertising companies to collect and analyze
user behavior and produce targeted ads. For example, music ads could
be displayed when a user accesses an MP3 file download page. In fact,
cloud storage sites also monetize the data collected about user behavior
by selling it to marketing companies; this can be a substantial and stable
source of income. To increase this type of revenue, some cloud storage
sites entice users by offering substantial storage space and attractive
pay-per-download and premium referral schemes.

Cloud Storage Site Revenue Estimates. Table 5 presents the es-
timated monthly premium user revenue and monthly advertisement rev-
enue. MEGA earned $1,313,879.71 per month or $15,766,556.52 annu-
ally. MEGA’s predecessor, Megaupload, earned about $175 million in
net income over seven years; in contrast, MEGA’s revenue is estimated
to be around $110,383,560 over seven years. Obviously, MEGA could
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Table 5. Total monthly revenue estimates.

Cloud Storage Premium Revenue Ad Revenue Revenue Ratio

MEGA $1,165,605.70 $148,274.01 $1,313,879.71 89%
Mediafire $758,021.67 $449,835.84 $1,207,857.51 63%
Rapidgator $137,784.93 $157,303.44 $295,088.37 47%
Rapidshare $256,309.24 $29,346.66 $285,655.90 90%
Turbobit $42,324.30 $94,252.05 $136,576.35 31%
Sendspace $66,186.89 $49,104.45 $115,291.34 57%
Bitshare $43,836.12 $65,075.58 $108,911.70 40%
Freakshare $28,551.42 $42,395.94 $70,947.36 40%
Uploadable $30,877.23 $35,264.07 $66,141.30 47%
Depositfiles $29,337.25 $36,412.02 $65,749.27 45%

earn much more than Megaupload because it will likely have more users
and provide more sophisticated storage services in the near future.

On average, cloud storage sites earn $366,609.88 in monthly revenue.
Cloud storage sites that cooperate with advertising and marketing com-
panies earn substantially more revenue.

In general, cloud storage sites earn revenue via two methods. The
first is by displaying advertisements and selling user behavior data. The
second is from free subscriptions. Cloud storage sites encourage frequent
visitors to create accounts for additional features, which means more
user behavior data can be collected and sold. Also, attractive pay-per-
download schemes encourage uploaders to share files to attract more
visitors and potential subscribers. More visitors increases the web traffic
and popularity of cloud storage sites, which enable them to earn more
ad income and data sales revenue.

As seen in Table 5, most of the revenue comes from premium account
subscriptions, with some cloud storage sites (e.g., MEGA and Rapid-
share) having more than 89% of their revenue coming from premium
accounts. Premium users generally want much larger storage space,
faster download speeds and/or higher pay-per-download rates. Some
cloud storage sites also implement referral schemes that provide incen-
tives to premium users when they get other users to sign on to premium
accounts. A referral can earn as much as 20% of the initial subscription
fee for the premium service [2]. In summary, this business model makes
cloud storage sites one of the most successful and financially-rewarding
Internet services.
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Table 6. Monthly revenue estimates for linker sites.

Linker Site Rank Unique Page Views Revenue

4shared 296 101,820,960 $305,462.88
Alluc 9,739 3,094,680 $9,284.04
Filediva 31,651 974,400 $2,923.20
Filesloop 39,037 900,810 $2,702.43
Keep2Share 37,508 822,240 $2,466.72
Filetram 43,574 697,950 $2,093.85
mega-search.me 47,763 636,720 $1,910.16
Sharedir 67,156 448,800 $1,346.40
Filesdeck 86,259 439,380 $1,318.14
rapid-search-engine 101,050 298,260 $894.78

5.2 Contributor Revenue

This section presents the monthly revenue estimates of the contribu-
tors in the cloud storage ecosystem.

Linker Site Revenue. Table 6 presents the monthly revenue es-
timates for ten major linker sites. Note that FilesTube, one of the
largest linker sites, recently shut down its search engine; for this rea-
son, FilesTube is not included in the table. The table reveals that
4shared has the largest monthly advertisement revenue, primarily be-
cause 4shared is a linker site that also provides traditional cloud storage
services. When 4share’s revenue is excluded, linker sites have an average
monthly advertisement revenue of around $2,771.08. The average rev-
enue is considerable because linker sites do not have to implement large
file storage systems. All they require is a search engine that collects and
provides download links for cloud storage files.

Table 7. Monthly revenue estimates for ad-link shortening sites.

Ad-Link Shortening Site Rank Unique Page Views Revenue

AdFly 164 189,208,590 $567,625.77
Linkbucks 1,035 29,798,070 $89,394.21
Adfoc 6,661 4,565,670 $13,697.01
Binbox 7,285 4,137,120 $12,411.36
Shorte.st 8,593 3,589,080 $10,767.24

Ad-Link Shortening Site Revenue. Table 7 presents the monthly
revenue estimates for five major ad-link shortening sites. The data re-
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Table 8. Monthly revenue estimates for multi-upload sites.

Multi-Upload Site Rank Unique Page Views Revenue

mirrorcreator 2,381 12,952,950 $38,858.85
embedupload 9,280 3,277,170 $9,831.51
go4up 21,247 1,431,360 $4,294.08
mirrorupload 38,431 791,340 $2,374.02
uploadseeds 48,184 625,500 $1,876.50
multfile 65,647 469,800 $1,409.40
uploadmirrors 66,519 457,200 $1,371.60
multiupfile 82,031 361,620 $1,084.86
exoshare 99,959 308,550 $925.65
multiupload.biz 216,555 146,460 $439.38

veals remarkable numbers of unique page views per month. Of particular
interest is AdFly. AdFly draws its revenue entirely from advertisements.
Still, it earns around $567,625 a month, which is more than the revenue
that most cloud storage sites earn from premium users.

Multi-Upload Site Revenue. Table 8 presents the monthly revenue
estimates for ten major multi-upload sites. The average monthly revenue
for the multi-update sites is $6,246.59. Compared with the other types
of contributors, multi-upload sites have the lowest maintenance costs
because they only need to make available the uploading APIs provided
by cloud storage sites.

Table 9. Monthly revenue estimates for premium link generator sites.

Premium Link Generator Rank Unique Page Views Revenue

premiumleech 48,332 629,220 $1,887.66
simply-debrid 54,750 555,480 $1,666.44
generatorlinkpremium 83,095 366,000 $1,098.00
hyperspeeds 92,910 349,650 $1,048.95
Rapid8 106,937 288,390 $865.17
hungryleech 116,439 261,180 $783.54
premium4.us 136,060 223,170 $669.51
leecher.us 136,398 220,950 $662.85
speedyspeeds 181,917 181,917 $545.75
premium-leechers 374,287 97,470 $292.41

Premium Link Generator Site Revenue. Table 9 presents the
monthly revenue estimates for ten major premium link generator sites.
The average monthly advertisement revenue for premium link genera-



Chan, Chow, Chan & Kwan 253

tor sites is around $952.03, which is even lower than that for multi-
upload sites. Premium link generator sites also gain revenue by using
ad-link shortening site services and by encouraging users to provide their
cloud storage site premium accounts and subscribe to their paid services.
Therefore, the actual monthly revenues for the listed premium link gen-
erator sites should be larger than the current estimates.

6. Discussion

Increasing numbers of individuals are using cloud storage sites and the
cloud storage ecosystem continues to grow. It is common knowledge that
most copyright-infringing files are shared via cloud storage sites. This
research has shown that cloud storage sites and other entities in the cloud
storage ecosystem earn substantial revenue. Criminal entities utilize the
ecosystem to make available copyright-infringing files as well as files
containing child pornography, or recruiting, planning and coordination
information for criminal and terrorist entities. The estimation methods
used in this research are useful in web service investigations to assess the
revenue earned by the targeted entities based on their web traffic and
domain information.

7. Conclusions

This chapter has focused on the cloud storage ecosystem and the rev-
enue models of entities in the ecosystem. New contributors, namely
ad-link shortening sites, multi-upload sites and premium link generator
sites, have joined the ecosystem and share the profits. This chapter
has also presented a methodology for estimating the monthly revenues
of cloud storage ecosystem entities based on page view traffic and the
numbers of unique users. The methodology is especially useful in web
service investigations to assess the revenue earned by the targeted en-
tities. The results indicate that cloud storage sites primarily rely on
premium account subscriptions and advertising for revenue. The results
also suggest that key contributors earn significant revenue even when
they merely provide services to support cloud storage.

Future research will examine the relationship between ad-link short-
ening sites and cloud storage sites. One finding of this study is that
ad-link shortening sites earn more revenue that many cloud storage sites
and increasing numbers of users are leveraging ad-link shortening sites
to share files. Future research will also analyze ad-link shortening links
to determine whether or not their popularity stems from the fact that
most of the actual links point to cloud storage.
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Chapter 13

WINDOWS 8.x FACEBOOK AND
TWITTER METRO APP ARTIFACTS

Swasti Bhushan Deb

Abstract The release of Windows 8.x for personal computers has increased user
appetite for metro apps. Many social media metro apps are available
in the Windows Store, the installation of which integrates social media
platforms directly into the operating system. Metro applications enable
social media platforms to be accessed without an Internet browser. The
increased demand for metro apps has turned out to be a gold mine
in digital forensic investigations. This is because, whenever an app
is executed within an operating system, evidentiary traces of activities
are left behind. Hence, it is important to locate and analyze evidentiary
traces in Windows 8.x personal computer environments.

This chapter focuses on the forensic analysis of two widely-used per-
sonal computer based, social media metro apps – Facebook and Twitter.
Experiments were performed to determine if the activities piloted via
these metro apps could be identified and reconstructed. The results
reveal that, in the case of Facebook and Twitter metro apps, potential
evidence and valuable data exist and can be located and analyzed by
digital forensic investigators.

Keywords: Metro apps, Windows 8.x, social media, Facebook, Twitter, artifacts

1. Introduction

Social media are driving a variety of forms of social interaction, dis-
cussion, exchange and collaboration. This makes social media the play-
ground for cyber criminals. As enterprise networks become more secure,
cyber criminals focus on exploiting social media platforms and preying
on their subscribers. Social media metro apps for Windows 8.x per-
sonal computers enable users to exchange information without having
to use web browsers, just like the apps on smartphones and tablets. Cy-
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ber criminals can leverage metro apps to perpetrate activities such as
defamation, stalking, malware distribution and catphishing.

Web browsers on personal computers have been the primary instru-
ment for committing online fraud and criminal activities; this makes
them a gold mine for digital forensic investigators. The traditional ap-
proach of accessing social media sites using a browser leaves traces such
as the browsing history, cookies, caches, downloads and bookmarks, en-
abling forensic investigators to reconstruct user activities. As metro
apps replace browsers for social media access via Windows 8.x personal
computers, they will have important forensic implications. The metro
environment in Windows 8.x features a tile-based start screen, where
each tile represents a metro application and displays relevant informa-
tion. For example, a Twitter metro app may show the latest tweets, a
Facebook metro app may display the latest posts and news items and a
weather app may show the current temperature and forecast. Clearly,
metro apps on Windows 8.x personal computers can provide a wealth of
information of use in forensic investigations.

Windows 8.x features a metro-styled interface designed for touch-
screen, mouse, keyboard and pen inputs. Communications apps enable
users to interact with each other via email, calendars and social net-
works, and other means. The Microsoft account integration feature also
facilitates synchronization of user data and integration with other Mi-
crosoft services such as SkyDrive, Skype, Xbox Live, Xbox Music and
Xbox Video. The immersive environment of Windows 8.x leads to each
app leaving a unique set of forensic artifacts.

The Facebook metro app provides a user interface with a sidebar on
the left-hand side that features messages, news feeds, events, friends,
photos, groups and settings. Friend requests, the inbox and notification
counters are presented at the top-right-hand corner of the app.

The Twitter metro app, which may be downloaded from the Windows
Store, requires a user to login during its first use. The second launch
of the app prompts the user to run it in the background. This enables
the user to view quick status notifications on the lock screen. The dis-
tinctive features provided by Windows 8.x are Search and Share charms.
The Search charm (keyboard shortcut WIN+Q) enables users to search
Twitter for hash tags or accounts from any app. The Share charm (key-
board shortcut WIN+H) enables users to tweet from any app at any
time and to share content from any app to Twitter [11].

Despite the popularity of the Facebook and Twitter metro apps in
Windows 8.x personal computers, very little research has focused on
evaluating their evidentiary importance. Investigating a criminal case
involving social media platforms is a two-step approach: (i) obtain evi-
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dence such as login IP addresses with timestamps, registered email ad-
dress and phone numbers of a suspected social media user at the service
provider’s end; and (ii) conduct a forensic analysis of the traces left be-
hind by the use of browsers and apps at the user’s end. This research
focuses on the user’s end and attempts to identify the nature and loca-
tions of the forensic artifacts that are created and retained when metro
apps are utilized to access and operate Facebook and Twitter accounts.

2. Related Work

The forensic analysis of Facebook and Twitter metro apps on personal
computers running Windows 8.x has largely been ignored in the liter-
ature. On the other hand, considerable research has focused on social
media app forensics on Android and iOS platforms.

2.1 Windows 8.x Artifacts

Thomson [18] has researched the forensic aspects of Windows 8.x sys-
tems; in particular, the forensic artifacts specific to metro apps in the
Consumer Preview 32-bit edition of Windows 8.x. Brewer et al. [3] have
compared the Windows 7 and Windows 8 registries with regard to vari-
ous forensic considerations; their work showed that the registry has not
changed significantly from Windows 7 to Windows 8. Stormo [17] has
also analyzed the Windows 8 registry and Goh [8] has discussed the chal-
lenges involved in forensic investigations of personal computers running
Windows 8. Khatri’s forensic blog [10] discusses the forensic impor-
tance of search histories in Windows 8.x systems. Despite these research
efforts, Murphy et al. [15] state that there is a significant need to bet-
ter understand the storage mechanisms and forensic artifacts related to
Windows Phone 8 systems.

Iqbal et al. [9] have investigated the forensic aspects of Windows RT
systems, which have some similarities with Windows 8 systems. In
particular, Iqbal et al. describe the filesystem structure and potential
forensic artifacts, and proceed to specify a forensically-sound acquisition
method for Windows RT tablets. Lee and Chung [12] have identified and
analyzed artifacts of Viber and Line in Windows 8 systems; their work
is important because of the wide use of instant messaging apps.

Researchers have investigated the traces of social media activities left
on computer systems. Zellers [20] has discussed keyword searches for
MySpace artifacts and evidence reconstruction from a Windows personal
computer. Al Mutawa et al. [1] have examined the forensic artifacts
created by Facebook’s instant messaging service, and describe a process
for recovering and reconstructing the artifacts left on a computer hard



262 ADVANCES IN DIGITAL FORENSICS XII

drive. Dickson [4, 5] has developed forensic techniques for recovering
artifacts from AOL Instant Messenger and Yahoo Messenger.

2.2 Social Media Artifacts

Large numbers of users connect to social media sites via mobile device
apps. As a result, the forensic analysis of social media apps for mobile
devices is a hot topic for research in the digital forensics community.

Al Mutawa et al. [2] have investigated the artifacts related to the use
of social media apps on a variety of smartphones and operating systems.
Their research has identified the locations where artifacts corresponding
to Facebook, Twitter and MySpace apps are stored and how they can be
recovered from the internal memory of Android and iOS smartphones.
Meanwhile, Parsons [16] has developed a forensic analysis methodology
for Windows 10 metro apps.

Despite the body of research related to social medial apps on mobile
devices, there is limited, if any, published work on the forensic analysis
of Facebook and Twitter metro apps. The goal of this research is to
determine if activities piloted through these metro apps can be identi-
fied and reconstructed. The focus is on performing experimental tests
and analyses of Facebook and Twitter metro app data to identify data
sources of interest in forensic examinations.

3. Proposed Methodology

In a criminal investigation involving social media, the evidentiary
records obtained from the Facebook Law Enforcement Portal [6] include
the IP addresses corresponding to account creation, login and logout
actions, along with the registered mobile number, email id, etc. corre-
sponding to the Facebook profile/page of a probable suspect. Twitter
[19] provides similar evidentiary records. However, these records are
insufficient for determining whether or not a crime may have been com-
mitted using a Windows 8.x personal computer. This is because it is
necessary to also seize the Windows 8.x computer allegedly used by the
suspect and conduct a forensic analysis of the computer, including the
metro apps. This section presents a detailed description of the forensic
analysis methodology for extracting artifacts associated with Facebook
and Twitter metro apps on Windows 8.x computers.

Table 1 presents the hardware and software used in the experimental
methodology. Snapshots of the computer drive before and after user
activities were taken using Regshot. These snapshots were used to ana-
lyze the system files and folders for changes that took place during the
user activities. Regshot is an open-source registry comparison utility
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Table 1. Details of tools used.

Tools Use Version License

Laptop Create virtual environments Windows 8.x Single
Language

VMware Simulate a Windows 8.x 11.0.0 Commercial
Workstation personal computer environment Build-2305329
Regshot Monitor changes to 1.9.0 Open Source

the files and registry
FTK Imager View and analyze the virtual 3.2.0.0 Free

disks of VM1 and VM2
SQLite View and analyze SQLite files 0.8.3.1 Free
Manager
WinPrefetch- Analyze Prefetch files 1.15 Free
View

that takes snapshots of the registry and system drive, compares the two
snapshots and identifies the differences.

The experimental methodology involved three phases, which are de-
scribed in the following sections.

3.1 Phase 1

A Windows 8.x Single Language operating system was used as the
base operating system on which the test environments were installed.
VMware version 11.0.0 was installed on the base operating system prior
to conducting the experiments. Two Windows 8 Single Language 64-bit
virtual machines (VMs) were created to simulate the test environment,
one each for testing the traces of Facebook and Twitter Metro app ac-
tivities. FTK Imager and SQLite Manager were also installed on the
base operating systems and configured during this phase.

3.2 Phase 2

The second phase focused on preparing the test environments, VM1
and VM2. Each virtual machine was configured with two partitions –
the C and D drives with 30GB storage, 3GB RAM, a bridge network
connection and one processor (with one core). VM1 was used to con-
duct tests of the Facebook metro app while VM2 was used to conduct
tests of the Twitter metro app. A Microsoft account was created using
fictitious information on each virtual machine. The Microsoft accounts
were created in order to install the metro apps.

To confirm the validity of forensic data identified during Phases 2
and 3, the two virtual machines were fresh with only the built-in metro
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apps; no third-party metro apps were installed prior to conducting the
experiments. Regshot was the only additional software installed on the
two virtual machines.

3.3 Phase 3

The following activities were performed on VM1 in chronological or-
der:

A snapshot of the VM1 system drive was taken using Regshot
(Snapshot 1).

The Facebook metro app was installed in VM1 from the Windows
Store.

A test subject logged into a fictitious Facebook account via the
installed Facebook metro app and performed common user activi-
ties.

A snapshot of the VM1 system drive was taken using Regshot
(Snapshot 2).

Snapshots 1 and 2 were compared using Regshot.

The results were saved in a text file and VM1 was shut down.

The following activities were performed on VM2 in chronological or-
der:

A snapshot of the VM2 system drive was taken using Regshot
(Snapshot 3).

The Twitter metro app was installed in VM2 from the Windows
Store.

A test subject logged into a fictitious Twitter account via the in-
stalled Twitter metro app and performed common user activities.

A snapshot of the VM2 system drive was taken using Regshot
(Snapshot 4).

Snapshots 3 and 4 were compared using Regshot.

The results were saved in a text file and VM2 was shut down.

In an effort to ascertain the locations of potential forensic artifacts
associated with the metro apps, Regshot was used to monitor the states
of the virtual machines during every step in the experiments and the
changes in the system directories were documented in detail.
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Table 2. Activities performed via the Facebook and Twitter metro apps.

Metro App User Activities

Facebook

The app was installed from the Windows Store and an account
was created for the test subject
Text messages and images were sent and received
Posts were shared and tagged as like; status was updated; photos
were uploaded; friends were tagged, etc.

Twitter

The app was installed from the Windows Store and an account
was created for the test subject
Tweets were posted; photos were uploaded along with captions
Users were followed; followers were messaged
Searches were made of users and hashtags from within the app

This phase also documented the system files that were created, mod-
ified or deleted by the user activities listed Table 2, as well as the lo-
cations of potential evidence left behind by user interactions with the
metro apps. For each of the activities performed, a baseline snapshot
of the system drive was taken using Regshot. The text file output for
each comparison of snapshots was found to contain the list of system
files, registry, etc., reflecting the changes that had occurred to each vir-
tual machine as a result of user interactions. The text file outputs from
Regshot were used to determine the types of files that were created,
changed or deleted during the experiments as well as the locations of
the potential evidence left behind.

4. Results

Windows 8.x metro apps have altered the field of digital forensics,
leading to new sources of evidence while requiring forensic examiners
to keep abreast of the latest app developments in order to interpret
and reconstruct data of evidentiary value. From a forensic perspective,
the metro user interface retains many of the key artifacts present in
earlier versions of Windows, but there are several new artifacts and
some previous artifacts are missing or changed. This section provides a
brief overview of the app data and user data storage in Windows 8.x,
followed by the experimental results.

4.1 App Data Storage and User Data Storage

According to Microsoft, app data is mutable data that is specific to an
app. It includes the runtime state, user preferences and other settings.
Windows 8.x manages the data store of an app, ensuring that it is iso-
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lated from other apps and other users. The contents of the data store are
also preserved when a user installs an update to an app and the contents
of the data store are removed cleanly when an app is uninstalled [14].

Apps manage or interact with two types of data: (i) app data, which
is created and managed by an app, is specific to the internal functions
and configurations of the app; (ii) user data, which is created and man-
aged by a user when using an app, includes user-selected preferences,
app configuration options, document and media files, email and commu-
nication transcripts, and database records that hold content created by
the user [13].

4.2 Artifacts and Their Locations

Regshot identifies the changes that have occurred to a particular Win-
dows system and categorizes them according to:

Registry Keys and Values: Added, modified and deleted.

Files and Folders: Added and deleted.

File Attributes: Modified.

Analyses of the changes listed above revealed the locations and the
data structures of the artifacts.

Tables 3 and 4 summarize the relevant artifacts that were created,
changed or deleted, along with their locations. The text file outputs of
Regshot were used to identify the locations of the relevant artifacts. All
the system files, folders, registry key/values and file attributes in the
Regshot outputs were explored. The metro app installation and user
activities listed in Table 2 played a major role in performing this task.
In order to identify the artifacts and their locations, the virtual disk of
each virtual machine was imported into FTK imager as an image file
and analyzed.

The AppData\Local directory contains data specific to each metro
app and does not roam with the user. User-specific data files for the
Facebook and Twitter metro apps are stored in C:\Users\{UserName}\

AppData\Local\Packages\{packageid} where UserName corresponds
to the Windows user name and packageid corresponds to the Windows
Store application package identifier.

Facebook and Twitter user data reside in the packages Facebook.

Facebook_8xx8rvfyw5nnt and 9E2F88E3.Twitter_wgeqdkkx372wm, re-
spectively. Figures 1 and 2 present the data structures of the Facebook
and Twitter app packages located at C:\Users\{UserName}\AppData\

Local\Packages.
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Table 3. Facebook metro app artifacts.

Location Significance

C:\ProgramFiles\WindowsApps\Facebook.

Facebook_1.4.0.9_x64__8xx8rvfyw5nnt

Facebook app installation path

C:\Users\{UserName}\AppData\

Local\Packages\Facebook.Facebook_

8xx8rvfyw5nnt\

Path to Facebook user data, the
most important artifact location

C:\Windows\Prefetch\FACEBOOK.

EXE-C042A127.pf

Facebook app prefetch file

C:\Users\{username}\AppData\

Local\Packages\Facebook.Facebook_

8xx8rvfyw5nnt\TempState

Path to uploaded photos

Table 4. Twitter metro app artifacts.

Location Significance

C:\ProgramFiles\WindowsApps\9E2F88E3.

Twitter_1.1.13.8_x64__wgeqdkkx372wm

Twitter app installation path

C:\Users\{UserName}\AppData\Local\

Packages\9E2F88E3.Twitter_wgeqdkkx372wm

Path to Twitter user data, the
most important artifact location

C:\Windows\Prefetch\TWITTER-WIN8.

EXE-9C6C7EE3.pf

Twitter app prefetch file

C:\Users\{UserName}\AppData\Local\

Packages\9E2F88E3.Twitter_wgeqdkkx372wm\

TempState

Path to uploaded photos

1WEXNNBA 9AHMREU3 44WSO5BF OXT0HMSV DB

Directories

Hidden directories

.SQLite database �les

FriendRequests Noti�cations Analytics StickerPacks Messages Stories Friends

MessageAttachmentCache

INetCookies INetHistory UIDINetCache

LocalStateACTempState

Facebook.Facebook_8xx8rvfyw5nnt

Figure 1. Data structure of the Facebook metro app package.

5. Analysis of Results

This section discusses the results of forensic analyses of the artifacts
listed in Tables 3 and 4. Descriptions of the analyses and the related
findings are also provided.
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5TADDXAQ DXAOUIUJ PGF907GR QQ3FFQRW

Directories

Hidden directories

.SQLite database �les

Avatar Media Data

local_cache. twitter.sqlite

LocalStateAC

9E2F88E3.Twitter_wgeqdkkx372wm

INetCache INetCookies INetHistory TwitterID

Figure 2. Data structure of the Twitter metro app package.

Table 5. Structure and forensic relevance of Facebook metro app artifacts.

Directory Forensic Relevance

AC INetCache Contained four randomly-numbered hidden
folders; each folder had files with the display
pictures of Facebook friends, search results,
etc.; each profile picture correlated with a Face-
book friend (Figure 3)

INetCoookies No cookie files were found
INetHistory Found to be empty

LocalState UID/DB The UID corresponded to the Facebook profile
id of the test subject; the directory contained
database files associated with text messages,
notifications, stories, friends list, etc.; this is
the most important directory from the forensic
perspective

UID/MessageAt

tachmentCache

Contained randomly-numbered folders (e.g.,
bef9de3f1acaaa4d34273d597809f77e.jpg);
these folders were named using the MD5
hashes of the files/pictures sent to friends via
chat; the folders also contained the picture/file
attachments sent to friends via chat

5.1 Analysis of Facebook Metro App Artifacts

The Facebook app identifier Facebook.Facebook_8xx8rvfyw5nnt lo-
cated at C:\Users\{UserName}\AppData\Local\Packages was used to
reconstruct user data, including the friends list and text messages. Ta-
ble 5 shows the structure and forensic relevance of the AC and LocalState

directories. Figure 3 shows the data in the “friends” table of the Friends.
sqlite database.
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Figure 3. Table viewed and examined using SQLite Manager.

 Contents of
the InetCache Directory

Preview Picture
of the User

UID of the
Facebook User

Figure 4. Correlation of display pictures with Facebook UIDs.

The InetCache directory contained four randomly-numbered hidden
folders. These folders contained the display pictures (.jpg files) of the
friends/profiles of the users whose notifications appeared in news feeds,
search queries, personal chats/messages, etc. The display pictures were
found to correlate with the Facebook users as shown in Figure 4. FTK
imager was used to view and examine the display pictures and their
related information.

5.2 Analysis of Database Files

Analysis of the database files (see Figure 1 for the database files and
their locations) revealed that they store a substantial amount of valuable
user data. SQLite Manager was used to analyze the database files and
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Table 6. Important databases and tables.

Database (.SQLite) Table Remarks

Friends “friends” Friends list of the Facebook test
subject

FriendRequests “friend requests” Friend requests sent to the test sub-
ject by Facebook users

Messages “messages” Messages sent and received
“threads”
“users”

Stories “places” Geographical locations in stories,
updates, etc.

“stories” Stories in news feeds
Notifications ”notifications” Notifications in a news feed when

other Facebook users comment, like
or share something

reconstruct the chat logs, friends list, notifications etc. Table 6 lists the
important tables associated with the databases.

{"user_id":"100010829868034","name":"Swasti Bhushan Deb","email":"100010829868034@facebook.com"}"100010829868034 Swasti Bhushan Deb

Facebook UID of
the sender

Name of the sender
of the message

Figure 5. JSON-formatted “sender” column value.

Analysis of Facebook Chat Artifacts. Chat and message histories
are threaded together [7]. Table 7 presents the tables in the Messages

database and their forensic artifacts. As detailed in Figure 5 and Ta-
bles 6 and 7, the “messages” table of the Messages.sqlite database
was found to contain forensically-important user data. The “content”
column contains the textual content of chat communications and, along
with the “sender” column data, can be used to determine who sent the
messages.

The data in the “sender” column is in the JavaScript object notation
(JSON) format. Figure 5 shows a typical “sender” column value.

The files in C:\Users\{UserName}\AppData\Local\Packages\Face

book.Facebook_8xx8rvfyw5nnt\LocalState\UID\MessageAttachmen

tCache contain the files and photos sent as attachments during a chat.
These attachments are located in individual folders named after the MD5
hash values of the uploaded files with the same extensions as the files
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Table 7. Recovered artifacts.

Table Recovered Artifacts

“friends” Facebook UID, registered email id, mobile numbers, names
of friends
Friends who used the Facebook Messenger app
Communication ranks indicating the frequencies of interac-
tions between the test subject and friends (likes, share, com-
ments); close friends have communication ranks close to 1
(e.g., 0.75)

“friend requests” Names and UIDs of Facebook users who sent friend requests
Local times when the friend requests were sent by Facebook
users

“messages” Attributes of messages communicated with friends such as
individual/group chat sessions in plaintext, attachments in
chat/message sessions, etc.
Timestamps in the Unix epoch format when messages were
sent or received by the test subject

“threads” Unique thread id generated for each chat session; chats with
unique users have unique thread ids
Names, participants of chat groups, timestamp of the last
chat communication in a message thread

“stories” Public URLs of stories in news feeds; attachments available
with stories along with their timestamps
Status updates, tagged geolocations, friends and the privacy
scope of posts; comments/likes and posts shared

“places” Geolocations, if any, tagged in stories, along with the names
of the geographical locations in plaintext
Public URLs of pages located near the geographical locations

“notifications” Facebook notifications in a news feed at a particular instant
when other Facebook users comment, like or share
Public URL of the notification, local time when the notifica-
tion was created and whether or not the particular notifica-
tion was read by the test subject

and photos. Deleting the attachments from a chat thread removes the
files and images, but the parent folders are retained.

Analysis of Facebook Posts/Status Update Artifacts. A sta-
tus/story update in the news feed of a user is reflected in the “stories”
table of the Stories.sqlite database (Table 8). Traces of the test sub-
ject’s post/comment on a friend’s timeline are not directly recorded in
a database. However, if a friend likes/comments/shares the post, they
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Table 8. Important columns in the Stories.sqlite database.

Column Name Forensic Significance

“creation time” Post/status update timestamp in the Unix epoch format
“url” URL of the post/status update
“edit history” Number of times the post/status update was edited
“privacy scope” Privacy settings of a post/status update
“can viewer edit” Value of one indicates post/status update by the test

subject that cannot be edited by friends; value of zero
indicates post/status update by a friend

“can viewer Value of one indicates post/status update by the test
delete” subject that cannot be deleted by friends; value of zero

indicates post/status update by a friend
“message” Indicates the comments, status update, etc.

are reflected in the “notifications” table of the Notifications.sqlite

database. The “title text” column values indicate the notifications that
appear in the news feed.

Status updates by the test subject are stored as “can viewer delete”
and “can viewer edit” column values in the “stories” table. A value
of one indicates a status update by the test subject. A value of zero
indicates an update by a Facebook friend.

The “edit history” column values indicate changes/edits to posts. A
value of zero indicates no changes, a value of one indicates that the post
was edited once, and so on.

The “privacy scope” column values detail the privacy settings of the
account. The “privacy scope” values may be queried by a forensic in-
vestigator who is interested in the status of the posts.

Analysis of Photo Upload Artifacts. An uploaded photo may in-
clude a caption. A photo may be uploaded from the locally-available
photos or via the camera app interface. Photos uploaded in a post/photo
album are located at C:\Users\{UserName}\AppData\Local\Packages
\Facebook.Facebook_8xx8rvfyw5nnt\TempState. The date of creation
of a photo (.jpg file) in this location corresponds to the time at which
it was uploaded. Table 9 presents the naming conventions of the files
found in the TempState directory. Intentionally deleting files in the di-
rectory does not delete their entries in the Messages.sqlite database.

Table 10 shows the registry keys that hold information about the most
recently uploaded photos from different sources.

Analysis revealed that the “stories” table of the Stories.sqlite

database records only the caption accompanying a photo. The “mes-
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Table 9. Photo upload artifacts in the TempState directory.

Photos Naming Convention Artifacts Found

Locally- x.jpg, where x is the MD5 hash The actual uploaded photos
available value of an uploaded photo with timestamps and the .jpg

photos files named after the MD5 hash
values of the photos

Facebook picture00x.jpg, where x is The actual uploaded photos
app camera incremented for every new with timestamps
photos photo uploaded using the

built-in camera interface

Table 10. Registry keys with information about uploaded photos.

Registry Subkey Significance

KEY_USERS\SID\Software\Classes\LocalSettings\

Software\Microsoft\Windows\CurrentVersion\

AppModel\SystemAppData\Facebook.Facebook_

8xx8rvfyw5nnt\PersistedStorageItemTable\System\

688c235d-95bf-4ee0-af07-6b1058b568e9.Request.0

Last uploaded pho-
tos; uploaded from
the locally-available
photos

HKEY_USERS\SID\Software\Classes\LocalSettings\

Software\Microsoft\Windows\CurrentVersion\

AppModel\SystemAppData\Facebook.Facebook_

8xx8rvfyw5nnt\PersistedStorageItemTable\System\

c19f7613-f825-47a9-b5b9-5f44847eabc8.Request.0

Last uploaded pho-
tos; uploaded via the
camera interface of
the app

sage” column reveals the caption if the “can viewer delete” and “can
viewer edit” column values are one. The contents of the TempState

directory and the “message” column of the Stories.sqlite database
reveal correlations between the textual content and the uploaded photos.
The creation dates of the .jpg files in the TempState directory are equiv-
alent to the “creation time” values that are adequate for reconstructing
photo posts.

5.3 Analysis of Twitter Metro App Artifacts

This section presents information about Twitter metro app artifacts
and their locations. Table 11 presents the contents of the AC directory
and their forensic significance. Table 12 presents the contents of the
LocalState\TwitterID directory and their forensic significance.

Twitter.sqlite Database. This database, which is located at C:\Use
rs\{Username}\AppData\Local\Microsoft\Windows\9E2F88E3.Twit
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Table 11. Forensic relevance of files in AC.

Directory/Files Forensic Relevance

INetCache Contains four randomly-numbered hidden folders; each folder
contains files that encompass the default display pictures of
Twitter followers

INetCoookies Cookie information related to Facebook profiles
INetHistory Empty

Table 12. Forensic relevance of files in LocalState.

Directory/Files Forensic Relevance

.local_cache/Avatar Contains randomly-numbered files corresponding to the
avatar or header photos of the profiles of users followed
by the test subject on Twitter

Media Contains randomly-numbered files corresponding to the
photos included in the tweets of users followed by the
test subject

Twitter.sqlite Contains information about latest tweets, private mes-
sages sent to followers, favorite lists, etc.

Table 13. Artifacts found in the Twitter.sqlite database.

Table Artifacts Found

“activities2” Information about actions such as follow and favorite,
and the related timestamps
Information about the users on whom the actions were
performed

“messages” Message content in plaintext, sender screen names and
Twitter UIDs

“search queries” Search queries issued by the test subject
“statuses” Contents of tweets made by the test subject and tweets

of users followed by the test subject
Tweet timestamps in the Unix epoch format, public
URLs of tweets and geolocations
Twitter UIDs of the authors of tweets, retweets, counts
of retweets for each tweet

“users” Screen names, locations, follower and friend counts; short
URLs leading to tweets

ter_wgeqdkkx372wm, contains forensically-interesting information about
the test subject. Table 13 lists the important tables in the database.
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Figure 6. The “activities2” table viewed using SQLite Manager.

Tweet Artifacts. The contents of a tweet may include captions, pho-
tos, etc. Photos may be uploaded from existing photos residing on the
hard drive or via the built-in camera interface of the app. For each
tweet, user-specific artifacts are found in the “statuses” table. Tweet
captions are stored as “content” column values and tweet timestamps as
“created at” column values. The “entities” column values provide the
contents of tweets posted by the test subject.

Figure 6 shows the forensically-important data that resides in the
columns of the “activities2” in the Twitter.sqlite database. Note
that the “activities2” table is viewed using SQLite Manager.

,"hashtags":[],"urls":[],"media":[{"display_url":"pic.twitter.com/1FNsHr6sO"}
expanded_url":"http://twitter.com/DebSwa�i/�a-"

,"tus/683215637452337/photo/1","id":683215637313908737,"id_�r":"683215637313908737
indices":[20,43],"media_url":" https://pbs.twimg.com/media/CXtFAJcWcA70.jpg ","me-"

dia_url_https":"https://pbs.twimg.com/media/CXtFAJcWc70.jp-
,{g","sizes":{"thumb":{"h":150,"w":150,"resize":"crop","url":null,"url_https":null

large":{"h":576,"w":1024,"re-"
size":"�t","url":null,"url_https":null},"tablet":null,"tablet2x":null,"median":null,"small":{"h":191
,"w":340,"resize":"�t","url":null,"url_https":null},"original":null},"type":"photo","url":"https://t.

{[]:"co/1FNsAHr6sO"}],"user_mentions

Status Table
Column Contents Status Table

Column Contents

Figure 7. Reconstruction of a tweet using information from the “statuses” table.

For tweets involving photos, the photos taken via the camera inter-
face are stored in the TempState directory, with the naming convention:
picture00x.jpg, where x is incremented for every new photo uploaded
using the camera interface. The creation timestamps of the .jpg files
in the directory are the same as the corresponding “created” column
values in the “statuses” table. Figure 7 shows the reconstruction of a
tweet based on the “content” and “entities” columns of the “statuses”
table.



276 ADVANCES IN DIGITAL FORENSICS XII

Table 14. Summary of Facebook metro app artifacts.

Facebook User
Activity

Artifacts Found

Private Messages Messages in plaintext, file attachments, photo attach-
ments (existing and those taken by the camera), sender
UIDs, names, coordinates, timestamps when messages were
sent/received

Notifications Text included in notifications, URLs of posts, likes and
shares by friends, read/unread status

Friends List Names, UIDs, contact emails, phone numbers of friends,
friends using messenger, communication rank, friend re-
quests by other friends

Status Updates Captions, privacy scope of posts, status update timestamps,
coordinates, edit histories, photos uploaded, last photos up-
loaded, photos uploaded from locally-available photos or
captured via the camera interface, status updates from
friends

Friend/Page
Searches

Tentative indications leading to searches, dates and times
of the searches

Photo Albums Names of albums, photos in albums, uploaded times, types
of photos uploaded (locally available or taken via the camera
interface), URLs in the albums, privacy scopes

Table 15. Summary of Twitter metro app artifacts.

Twitter User Activity Artifacts Found

Private Messages Messages in plaintext, sent/received timestamps,
sender/receiver screen names and Twitter UIDs

Tweets Posted tweets, captions and photos, timestamps,
tweets by followers, favorite tweets, retweets

Search Queries Search queries in plaintext

6. Discussion

The results presented in the preceding sections demonstrate that a
wide range of artifacts related to Facebook and Twitter metro apps can
be located and analyzed in digital forensic investigations. This section
summarizes the results and discusses the main findings.

Tables 14 and 15 summarize the Facebook and Twitter metro app
artifacts that were found in the experiments. The artifacts closely model
the activities performed by the test subject.

A user who desires to hide his/her activities would typically edit posts
or delete posts and messages. As discussed in Section 5, the majority
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of artifacts were found in SQLite databases. Thus, the modified and
deleted activities can be reconstructed by recovering the corresponding
SQLite records from the associated databases. The recovery of records
and their reconstruction are facilitated by forensic tools such as Oxygen
Forensics SQLite Viewer and Sanderson Forensics SQLite Recovery.

From a forensic standpoint, the volume shadow service (VSS) plays a
significant role in reconstructing modified or deleted user activities be-
cause it creates and maintains multiple historical snapshots of the vol-
umes on a disk. This service is advantageous when important files have
been modified, rolled over or intentionally removed or deleted. Forensic
examiners can cross-check shadow copies to (at the very least) deter-
mine if information was removed. The volume shadow service maintains
a record of every block of data that has changed and only backs up a
block if it is about to be modified; this enables it to store considerable
data in a small amount of space.

The volume shadow service is available in Windows 8.x, but it is
not accessible via Windows Explorer. The volume shadow copy service
administrative command-line tool vssadmin may be used to display the
list of volume shadow copy backups and all the installed shadow copy
writers and providers in the command window. GUI-based tools such
as ShadowExplorer may be used to access and display shadow copies.

7. Conclusions

Metro apps in Windows 8.x personal computer environments enable
social media platforms to be accessed without an Internet browser. Since
these apps leave valuable evidentiary traces of user activity, it is impor-
tant to locate, analyze and reconstruct the traces in digital forensic
investigations.

Unfortunately, little digital forensic research has focused on locating
and analyzing Facebook and Twitter metro app artifacts in Windows 8.x
personal computer environments. Indeed, the vast majority of studies
have been limited to the analysis of social media apps on smartphones.
The research described in this chapter involved an exhaustive analysis
of the artifacts that remain after Facebook and Twitter metro apps are
used. Digital forensic professionals should be aware that metro apps are
a gold mine in investigations and, as the experimental results presented
in this chapter reveal, activities piloted via metro apps can be located,
identified and reconstructed, even if attempts have been made to modify
or delete posts and tweets.
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Chapter 14

PROFILING FLASH MOB ORGANIZERS
IN WEB DISCUSSION FORUMS

Vivien Chan, Kam-Pui Chow and Raymond Chan

Abstract The flash mob phenomenon has been well studied in sociology and other
disciplines, but not in the area of digital forensics. Flash mobs some-
times become violent, perpetrate criminal acts and pose threats to pub-
lic safely. For these reasons, understanding flash mob activities and
identifying flash mob organizers are important tasks for law enforce-
ment. This chapter presents a technique for extracting key online behav-
ioral attributes from a popular Hong Kong discussion forum to identify
topic authors – potential flash mob organizers – who belong to a vocal
minority, but have the motivation and the ability to exert significant
social influence in the discussion forum. The results suggest that, when
attempting to interpret flash mob phenomena, it is important to con-
sider the online behavioral attributes of different types of forum users,
instead of merely using aggregated or mean behavioral data.

Keywords: Criminal profiling, discussion forums, flash mob organizers

1. Introduction

A flash mob is a sudden public gathering at which people perform un-
usual or seemingly random acts and then quickly disperse; it is typically
organized by leveraging the Internet and/or social media [9]. Although
some researchers believe that it is inappropriate to use the term to de-
scribe political protests or criminal acts organized via the Internet or
social media, it is clear that the organization of flash mobs for political
protests and criminal purposes is an increasing trend [6].

The Umbrella Movement in Hong Kong, which was launched in late
September 2014, leveraged several social media platforms to create pop-
ular support and motivate citizens to participate in many street demon-
strations against the Hong Kong Government [10, 17]. After the Um-
brella Movement ended in December 2014, the street demonstrations
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in Hong Kong persisted, but in a very different form. Specifically, a
number of flash-mob-like invocations were posted by organizers on pop-
ular social media platforms under innocuous topics such as “shopping,”
“recover a district” and “anti-traders.” The term “shopping” actually
refers to protests against government policies, “recover a district” refers
to protests against mainland Chinese tourists and “anti-traders” refers to
protests against Mainland Chinese citizens who take advantage of mul-
tiple entry visas to import goods from Hong Kong to Mainland China.
These flash-mob-like activities are very different from traditional street
protests. In many instances, flash mobs suddenly emerged in and around
tourist shopping areas to disrupt business and traffic, and then dispersed.
Clearly, such flash mobs could become aggressive and pose threats to so-
cial order [14].

This research focuses on understanding flash mob activities with the
goal of identifying potential flash mob organizers in web forums before
the mobs manifest themselves. Specific questions are: What are the
key online behavioral attributes of flash mob organizers? How can these
attributes be used to identify flash mob organizers at an early stage?
How can the social influence of flash mob organizers be measured?

2. Related Work

Studies of flash mob phenomena have primarily been conducted by
researchers in the areas of sociology and public health. Many of these
studies report that the increasing use of social media enhance the po-
tential that flash mobs will be created for criminal purposes and may
therefore pose threats to public safety [6, 12, 13]. In the cyber domain,
Al-Khateeb and Agarwal [1] have proposed a conceptual framework that
uses hypergraphs to model the complex relations observed in deviant cy-
ber flash mob social networks.

A search of the literature reveals that there are no studies related to
classifying web discussion forum users based on their social influence.
The classification of users in online discussion forums is important be-
cause it can help identify individuals who are influential at instigating
flash-mob-like activities at an early stage. Having classified web dis-
cussion users into groups, it is useful to borrow the concept of social
influence as used in other fields to compare the influencing power of the
different groups.

The concept of social influence has been studied extensively in so-
ciology, marketing and political science. In recent years, several re-
searchers have focused on social influence in social media platforms such
as Facebook and Twitter. The approaches for analyzing social influence
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are broadly categorized as graph-based approaches and attribute-based
approaches. Graph-based approaches model social networks as graphs
and make use the HITS algorithm [7] or the Brin-Page PageRank algo-
rithm [2] or their variants to measure social influence. Attribute-based
approaches make use of attributes derived from social media networks,
such as the number of followers, number of retweets, number of tweets
per user, tweeting rate, etc., to measure social influence [3, 8]. How-
ever, at this time, no consensus approach exists for measuring the social
influence of social network and discussion forum users.

3. Profiling Flash Mob Organizers

The most commonly used social media by flash-mob-like protest or-
ganizers in Hong Kong are Facebook and online discussion forums. Ac-
cording to the U.S. Census Bureau, there were four million active Hong
Kong Facebook users in December 2014, corresponding to a penetration
rate of 56.7%. Meanwhile, Hong Kong Golden is one of the most popu-
lar web discussion forums in Hong Kong. According to the Hong Kong
Golden website [4], it had more than 170,000 registered users as of June
2015. The political discussions on Facebook and Hong Kong Golden are
often very heated. Unfortunately, many of the conversations on Face-
book take place in private pages or groups and are difficult to access for
research purposes. However, the discussions on Hong Kong Golden (and
other similar web forums) are mostly public. As a result, it was possible
to tap into this public pool of data for the research effort.

3.1 Discussion Forum Dataset

This research collected data from the “Current Affairs” sub-category
of the Hong Kong Golden discussion forum from January to April 2015.
It important to note that flash-mob-like protest activities took place
nearly every weekend during this four-month period. The sub-category
was selected because it was the most popular venue for Hong Kong users
who wished to discuss political issues and most of the flash-mob-like
protest announcements were posted on this sub-category. The following
characteristics were observed in the Hong Kong Golden dataset:

User Characteristics: Different users play different roles in the
discussion forum. In general, a discussion forum user belongs to
one of four groups:

– Post Author: A post author only posts responses to other
users and does not create topics. Most forum users are ex-
pected to be of this type.
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– Topic Author Only: A topic author only creates topics and
does not post responses to other users.

– Topic Author Self-Responder: Atopic author self-respon-
der only posts responses to self-created topics and does not
post responses to topics created by other users.

– Topic-Post Author: A topic-post author creates new topics
and posts responses to topics created by others. This group
of individuals is of most interest in the study.

Note that a topic author refer to all types of topic authors, includ-
ing, topic author only, topic author self-responder and topic-post
author. The objective is to study topic authors who might initiate
flash-mob-like protest activities in a discussion forum.

Topic Characteristics: The Hong Kong Golden discussion fo-
rum employs a topic ranking scheme that places topics with higher
ranks on the first page of a sub-category. The ranking of a topic is
based on the number of new posts to the topic on a given day. A
topic with a higher ranking has a higher chance of being read and
a higher chance of having responses posted by forum users.

Post Characteristics: Some topic authors exploit the topic rank-
ing scheme by posting many empty posts or spam posts to topics
created by themselves to enhance the rankings of the topics. Other
post authors in the forum may also help push topics to higher rank-
ings.

3.2 Key Behavioral Attributes

The primary online attributes of topic authors with regard to their in-
fluencing power in discussion forums are: (i) motivation; and (ii) ability.
Table 1 defines the online attributes of topic authors. A flash mob orga-
nizer would be more motivated than other users in posting new topics
and pushing the topics to higher rankings. In a study on well-being and
civic engagement in offline settings for online discussion forums, Pendry
and Salvatore [11] conclude that the strong identification of users with
other forum users is a predictor of the offline engagement of users in the
forum cause. Thus, it is important for a topic author to also have the
ability to engage other users in discussions of the created topics.

3.3 Social Influence

As discussed in the previous section, graph-based and attribute-based
approaches have been employed to measure social influence in social me-
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Table 1. Attributes of topic authors extracted from a discussion forum.

Attribute Definition Description

Motivation 1 Number of topics created by
a topic author

This shows that the topic author
is engaging the community fre-
quently

Motivation 2 Number of empty/spam
posts created by a topic
author

This shows that the topic author
is attempting to increase the rank-
ing of the topic

Ability 1 Number of non-empty/non-
spam posts created by a topic
author

This shows that the topic author
is engaging in conversations with
other post authors

Ability 2 Number of posts created
by a topic author that
are responded to by other
post authors (including both
empty/spam posts and non-
empty/non-spam posts)

This shows that the topic author
is attracting other forum users to
discuss the topic

dia platforms. However, there is no consensus on an approach for mea-
suring social influence. This research uses a simple, intuitive measure
of social influence based on attributes extracted from the Hong Kong
Golden online discussion forum.

While a large number of posts to topics created by a topic author
implies the popularity of the topics, it does not imply greater social in-
fluence of the topic author because some of the posts could be self-created
responses or empty or spam posts designed to enhance the ranking of
the topics. On the other hand, if the topics created by a topic author
receive many non-empty/non-spam posts from other post authors, then
it is likely that the topics were well received or generated a lot of discus-
sion in the online forum. Thus, the standard z-score, which is used as a
measure, considers empty/spam posts as well as non-empty/non-spam
posts by other post authors.

Assume that a topic author receives n = r + s posts in response to
his/her topics, where r is the number of non-empty/non-spam posts by
other post authors and s is the number of empty/spam posts by other
post authors. Assume that a random post author responds with non-
empty/non-spam posts with probability p = 0.5 and empty/spam posts
with probability 1 − p = 0.5. Then, a random post author would post
n ∗ p = n/2 non-empty/non-spam posts with a standard deviation of:
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Figure 1. Profiling influential users.
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Thus, the z-score is given by:
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2√
n
2

=
r − s√
r + s

(2)

Since it is common practice to use exponential rate parameterization,
the logarithm of the z-score is used as the final social influence measure:

Social Influence Index = log(z-score) (3)

Note that the higher the social influence index value, the greater the
influence of the topic author in the discussion forum.

3.4 Profiling Flash Mob Organizers

Empirical observations of discussion forum activities revealed that
potential flash mob organizers usually work in groups as opposed to just
one or two individuals. This makes it possible to identify a group of
topic authors with similar online attributes. Thus, cluster analysis was
applied to the dataset and the social influence index values of the clusters
were compared.

Figure 1 presents the methodology for profiling potential flash mob
organizers. Four steps are involved: (i) collection of data from the dis-
cussion forum; (ii) extraction of key online behavioral attributes from
the dataset; (iii) classification of topic authors based on the behavioral
attributes; and (iv) identification of the group of most influential users
based on the social influence index.

4. Description of Experiments

A discussion forum has two main components: (i) topic variables;
and (ii) post variables. Usually, a topic author creates a new topic
and other forum users (called post authors) respond by replying to the
topic through posts. However, unlike other social media platforms (e.g.,
Facebook and Twitter), friendship relations and/or follower information
are not available. Therefore, the raw dataset was used for analysis.
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Table 2. Data collected from January 2015 to April 2015.

Attribute Jan Feb Mar Apr

Number of topics 3,273 3,896 5,912 4,174
Number of posts 130,400 135,806 199,118 164,333
Number of topic authors 1,026 1,154 1,506 1,161
Number of post authors 13,484 13,221 14,694 14,343

Table 2 and Figure 2 provide details about the raw dataset, which was
constructed from January 2015 through April 2015. During the four-
month period, a total of 17,255 topics and 629,657 posts were collected.
These topics were created by 3,040 distinct topic authors.
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Figure 2. New topics and posts per week (January through April 2015).

In Figure 2, the drop in the number of posts on February 22, 2015
is probably due to the Lunar New Year holiday in Hong Kong while
the spike on March 15, 2015 coincided with the most aggressive street
protests that occurred during the four-month period. Of the 3,040
unique topic authors, 65% were active topic authors for just one month,
19% were active for two months, 9% were active for three months and
only 7% were active during the entire four-month data collection period.
The majority of the topic authors (87%) were also post authors who
responded to topics created by other topic authors. A minority of topic
authors (5%) only created topics and did not respond to topics created
by other users. The remaining topic authors (8%) only responded to
their own topics.
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Figure 3. Cluster analysis results.

4.1 Classification of Topic Authors

In order to identify the most influential individuals in the discussion
forum, an attempt was made to classify the topic authors into different
groups. The cluster analysis involved two stages. First, initial groupings
were derived by performing hierarchical agglomerative clustering using
Ward’s method. Next, the optimum number of clusters was selected
based on a cubic clustering criterion value, which was set to a threshold
of 3.

The analysis yielded the four clusters shown in Figure 3. Table 3
shows the differences in the mean online behavioral characteristics for
the four clusters.

The four clusters correspond to the following topic author types:

Type 1: Topic Author (Inactive-Silent-Majority): This
cluster contains the largest number of topic authors (n = 1, 552;
51.1%) from the sample population. These individuals are the least
motivated and have the lowest ability of the four types of topic au-
thors. The majority of individuals in this group (n = 1, 391; 90%)
posted topics during just one month. Also, this was the group with
the highest percentage of topic authors (n = 290; 17%) who never
responded to topics created by others. In terms of the number of
topics created, the individuals in this group created an average of
one to two topics during the four-month period, indicating that
they were relatively silent in the discussion forum.
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Table 3. Cluster differences of online behavioral characteristics.

Cluster Means (Raw Scores)a

Univariate Type 1 Type 2 Type 3 Type 4
F (n=1,552) (n=155) (n=457) (n=876)

Cluster-Defining Attributes
Motivation 1 533.53∗ 1.26b 58.19 8.42 2.75b

Motivation 2 140.51∗ 0.71b 141.24 16.58 1.22b

Ability 1 479.02∗ 1.17 162.37 33.74 10.25
Ability 2 417.85∗ 16.85 1,853.03 286.78 115.32

Variables External to Cluster Solution
Influence Index 809.78∗ 3.07 3.75 3.34 3.24
Mean No. Months 967.44∗ 1.11 3.52 2.47 1.63
Mean Time New Topics 22.76∗ 144h25b 57h44 123h53b 150h20b

∗ p < .001
aHigher mean value corresponds to higher motivation, ability or social influence
bTukey HSD comparisons indicate mean scores are not significantly different at p < .05

Type 2: Topic Author (Active-Vocal-Minority): This clus-
ter contains the smallest number of topic authors (n = 155; 5.1%)
from the sample population. These individuals, who are the most
motivated topic authors with the highest ability, received an av-
erage of around 1,853 posts per topic created and self-responded
with an average of 162 non-empty posts per topic. The majority of
individuals in this group (n = 106; 68%) posted an average of 71
new topics continuously during the four-month period. The mean
time between the creation of new topics was the shortest among
the four groups (less than 58 hours); these individuals created a
new topic every 2.5 days.

Type 3: Topic Author (Moderate-Active:) This cluster (n =
457; 15.0%) is fairly similar to the Type 2 cluster and the individ-
uals are ranked second in terms of motivation and ability as topic
authors. The majority of individuals in this group (n = 278; 61%)
were active as topic authors for two to three months.

Type 4: Topic Author (Moderate-Inactive): This cluster
contains the second largest number of topic authors (n = 876;
28.8%), after the Type 1 topic authors. No significant difference
was observed between the motivation scores of the Type 4 and
Type 1 topic authors. The only difference between the individuals
in the two clusters is their ability to engage other post authors,
with Type 4 individuals showing a better ability to engage other
post authors than Type 1 individuals.
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Table 4. Cluster differences of flash-mob-like topics.

Type 1 Type 2 Type 3 Type 4
(n=1,552) (n=155) (n=457) (n=876)

Number of flash-mob-like topics 199 1,076 408 211
Number of reply posts 29,477 334,279 154,705 111,196

4.2 Cluster Comparison

A one-way between-subjects ANOVA test was conducted to compare
the means of two sets of variables, namely, the cluster-defining attributes
and variables external to the cluster solution, for the four clusters. Note
that a significant effect exists for all the attributes at the p <.001 level
for the four clusters in Table 3.

Post hoc comparisons using the Tukey HSD indicate that the mean
scores of all the cluster-defining attributes for the four clusters are sig-
nificantly different. The mean scores of Motivation 1 (M = 58.19; SD
= 74.99), Motivation 2 (M = 141.24; SD = 364.10), Ability 1 (M =
162.37; SD = 218.21) and Ability 2 (M = 1,853.03; SD = 2,712.46)
for Type 2 topic authors (active-vocal-minority) are significantly higher
than those in the other three clusters. The results suggest that the four
clusters have significantly different mean scores for the key behavioral
attributes.

For the set of variables external to cluster solution, an analysis of
variance revealed that the social influence index is significantly different
(F(3, 3,036) = 809.78; p = .000). Once again, the Type 2 topic authors
(active-vocal-minority) have the highest mean social influence index (M
= 3.75; SD = 0.34) while Type 1 topic authors (inactive-silent-majority)
have the lowest mean social influence index (M = 3.07; SD = 0.09).

The final question is whether or not Type 2 topic authors are poten-
tially organizers of flash-mob-like activities. To answer this question,
a bag of words containing phrases related to calling for flash-mob-like
demonstrations and the corresponding location names was created. The
bag of words was used to identify flash-mob-like topics. Table 4 sum-
marizes the results. Type 2 topic authors created the largest number of
flash-mob-like topics (1,076), which accounted for 57% of the total. In
addition, Type 2 topic authors received the largest number of responses
(334,279), corresponding to 53% of the total.
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5. Discussion

The results demonstrate that it is feasible to classify topic authors
into four groups using the online behavioral attributes of motivation
and ability. The minority Type 2 group of topic authors (active-vocal-
minority; n=155; 5.1%) is actually the most vocal and influential group
in the online discussion forum. This group of just 5.1% of topic authors
produced the largest number of new topics in a short duration of time
and were highly motivated in pushing their topics to higher rankings.
Moreover, the topics created by the group were mostly related to flash-
mob-like activities. At the same time, these topic authors received the
largest number of responses among all the topic authors and were also
actively involved in discussions with other forum users. In addition, this
group has the highest social influence index, meaning that this minority
group is not just vocal, but also influential in the online discussion forum.
Based on their high social influence and creation of the largest number
of flash-mob-like topics, it is highly likely that Type 2 topic authors
(active-vocal-minority) are potential flash mob organizers.

This finding echoes the research results of Mustafaraj et al. [8] related
to Twitter, according to which the behaviors of the vocal minority (users
who tweet very often) and the silent majority (users who tweeted only
once) were significantly different. They also pointed out that, “when the
size of the minority opinion holding group increases more than 10% of
the network size, then the minority opinion takes hold and becomes the
opinion of the majority.”

6. Conclusions

Flash mobs have the potential to become violent, perpetrate crimi-
nal acts and pose threats to public safely. As a result, understanding
flash mob activities and identifying flash mob organizers are important
tasks for law enforcement. The technique for the early identification of
potential flash mob organizers in discussion forums discerned four types
of topic authors who have significantly different online behavioral at-
tributes ranging from being part of a vocal minority to a being members
of the silent majority. Based on the online behavioral attributes and
an intuitive social influence index, potential flash mob organizers belong
to a vocal minority, but have the motivation and the ability to exert
significant social influence in a web discussion forum.

Future research will attempt to characterize the followers of potential
flash mob organizers. Additionally, it will develop measures for discern-
ing flash-mob-like activities based on web discussion forum topics.
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Chapter 15

ENHANCING IMAGE FORGERY
DETECTION USING
2-D CROSS PRODUCTS

Songpon Teerakanok and Tetsutaro Uehara

Abstract The availability of sophisticated, easy-to-use image editing tools means
that the authenticity of digital images can no longer be guaranteed. This
chapter proposes a new method for enhancing image forgery detection
by combining two detection techniques using a 2-dimensional cross prod-
uct. Compared with traditional approaches, the method yields better
detection results in which the tampered regions are clearly identified.
Another advantage is that the method can be applied to enhance a
variety of detection algorithms. The method was tested on the CA-
SIA TIDE v2.0 public dataset of color images and the results compared
against those obtained using the re-interpolation, JPEG noise quantiza-
tion and noise estimation techniques. The experimental results indicate
that the proposed method is efficient and has superior detection char-
acteristics.

Keywords: Image tampering, forgery detection, cross product

1. Introduction

The proliferation of low-cost, high-quality digital cameras and sophis-
ticated image processing software make it very easy to manipulate or
forge digital images without any obvious traces. Due to the dramatic
increase in doctored images [1], the authenticity and trustworthiness
of digital images are always in question. This situation can pose seri-
ous problems in criminal investigations, judicial proceedings, journalism,
medical imaging and even insurance claim processing, where the authen-
ticity of every digital image must be guaranteed.

A digital image may be tampered with via image retouching, splicing
and/or copy-move forging. Retouching, cloning and healing are meth-
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Figure 1. Original and forged images [1, 3].

ods of image manipulation in which some elements are removed, altered,
blurred or emphasized using parts or properties of the same image; this
type of manipulation also involves the adjustment of some image proper-
ties (e.g., color, white balance and contrast). Splicing [14] is a common
image tampering technique; the technique combines image fragments
from the same or different images to create a new image. Another pop-
ular technique for manipulating images is copy-move forgery [2]; this
technique duplicates certain parts of a target image and places them
elsewhere in the same image, the objective being to hide or emphasize
parts of the target image. Figure 1 shows an original image (left) and
its forged counterpart (right) [1, 3].

A number of researchers have studied the problem of image forgery
detection. Zhao et al. [15] have leveraged JPEG compression characteris-
tics to detect image inpainting in JPEG images. Kaur and Jyoti [7] have
developed an image tampering detection method based on the inconsis-
tency of JPEG grids in a suspect image. Cao et al. [2] have proposed an
algorithm for detecting copy-move forgery using discrete cosine trans-
forms and feature extraction. Talmale and Jasutkar [12] have evaluated
a number of forgery detection methods. Birajdar and Mankar [1] have
published a comprehensive survey of state-of-the-art passive techniques
for detecting digital image forgeries.

In general, the image forgery detection techniques in the literature
yield good results. However, in many cases, there is still a need for
a human expert to make a final judgment about the detection results.
The automation of this process can significantly reduce human effort in
image forgery investigations.

This chapter proposes a new method for enhancing image forgery
detection by combining two detection techniques using a 2-dimensional
cross product. Compared with traditional approaches, the method yields
better detection results in which the tampered regions are clearly iden-
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Tampered Images

Detection Technique D1 Detection Technique D2

Detection Failure
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G

Combination of D1 and D2

Figure 2. Proposed image forgery detection method.

tified. Another advantage is that the method can be applied to a wide
variety of image forgery detection algorithms.

Figure 2 shows the conceptual idea underlying the proposed image
forgery detection method. Specifically, two existing image forgery de-
tection techniques D1 and D2 are combined. Regions A and C in the
figure contain the tampered images that can be detected by techniques
D1 and D2, respectively. Region B comprises the tampered images that
both D1 and D2 can detect. In the case of detection failures, the false-
positive results lie in the regions D, E and F.

When the proposed method is employed, tampered images that are
detectable lie in regions B, M, N and G. The images in region G are the
new tampered images that can be detected by combining techniques D1

and D2.
Due to the combination of techniques, the results are expected to be

better than or at least equal to those contained in regions A, B and C.
Hence, given regions M, N and G, the detection goal is to expand M and
N to cover the A and C regions, and to expand G to cover additional
tampered images.

A detection algorithm yields false-positive results when it determines
that some authentic images have been tampered with. Thus, another
important goal is to minimize the false-positive region H, ideally reduce
it to null (empty). Unfortunately, the false-positive error problem is as
yet unsolved and is the subject of ongoing research.
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Figure 3. Applying error level analysis to a tampered JPEG image [3].

2. Related Work

A number of techniques have been proposed for detecting image tam-
pering. The detection techniques can be divided into two categories: (i)
active techniques; and (ii) passive techniques [1, 9]. Active detection
techniques require additional information to be inserted into the target
media at the time of creation (e.g., tags or watermarks); this informa-
tion can be used to detect tampering in a suspect image. This research
focuses on passive or blind techniques for detecting image tampering.

A passive detection technique requires no prior knowledge of the tar-
get image. One of the most popular passive forgery detection techniques
leverages image noise inconsistency [8, 10]. The technique examines the
level or variance of noise in a target image and searches for inconsisten-
cies in the noise levels in different regions of the image.

Due to the quantization process, a JPEG image has the same level
of information loss throughout the image. However, a tampered image
may contain different levels of information loss. The error level analysis
technique [4] attempts to identify image forgeries based on this idea.
It determines image altering by re-saving a JPEG image and then sub-
tracting the original image from the re-saved image. When the target
image is re-saved, the quantization process is invoked once again on the
target image. Thus, the image constructed by subtracting the origi-
nal image from the re-saved image reveals the difference in compression
(noise quantization) in the tampered regions. Figure 3 shows an exam-
ple of applying an error level analysis technique to a tampered JPEG
image (original tampered image (left) and detection image (right)).

However, in some cases, the image created by subtracting the original
image from the re-saved image may not clearly distinguish the tampered
regions. Such a situation requires a human expert to make the final de-
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Figure 4. Failure of error level analysis on a tampered JPEG image [3].

cision regarding image forgery. Figure 4 shows an unsuccessful example
of using an error level analysis technique on a tampered image (left).
The detection image obtained by subtraction (right) is noisy and it is
difficult to identify the tampered regions.

Image transformation and re-sampling are the most common tech-
niques for altering images. These methods usually involve an interpo-
lation process. Fortunately, the characteristics of an interpolated image
can be leveraged to detect forgery.

A number of researchers have studied the use of interpolation charac-
teristics to detect image tampering [5, 11, 13]. For example, Gallagher [5]
has proposed a method to detect interpolation (i.e., linear and cubic in-
terpolation) in compressed JPEG images using statistical analyses of
digitally-enlarged images.

Hwang and Har [6] have proposed a novel technique for detecting
forged images using a re-interpolation algorithm. They use character-
istics obtained from a discrete Fourier transform conversion of a target
image to determine the rate of interpolation. Normally, a higher inter-
polation rate in an image leads to a lower number of high frequency ele-
ments in the discrete Fourier transform conversion results. Using image
scaling and a discrete Fourier transform, a detection map is created that
enables the identification of the tampered regions. Figure 5 shows an
example of applying the re-interpolation technique to a tampered JPEG
image (original tampered image (left) and detection image (right)).

3. Proposed Method

This section describes the method for enhancing image forgery detec-
tion by combining two detection techniques. The method first applies
the two image forgery detection techniques to a target image. Next,
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Figure 5. Applying a re-interpolation technique to a tampered JPEG image [3].

it combines the detection results obtained by each technique using a
2-dimensional cross product.

Suspected
Image

DQ DI

Perform Detection
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JPEG Quantization
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Figure 6. Overview of the proposed method.

Figure 6 presents an overview of the method. The goal is to combine
two forgery detection techniques A and B on a target image I to obtain
better results.

The proposed method involves the following steps:

Techniques A and B are applied to the target image I to yield
results RA and RB , respectively.

The detection results RA and RB are used to create the principal
vector �P .
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Figure 7. Detection using re-interpolation and JPEG noise quantization.

The detection results RA and RB are divided into m×n fixed-size
sub-blocks denoted by RA(i, j) and RB(i, j), where 1 ≤ i ≤ m and
1 ≤ j ≤ n, respectively.

A 2-dimensional cross product is performed of the principal vector
�P and every regional vector V (i, j) created from the sub-blocks
RA(i, j) and RB(i, j), where 1 ≤ i ≤ m and 1 ≤ j ≤ n, respec-
tively. This yields the enhanced detection result DE(i, j).

DE(i, j) indicates the tampered regions in the target image I.

The image tampering detection method is implemented as a four-step
procedure:

Step 1: As shown in Figure 6, image forgery detection is enhanced
by applying two detection techniques A and B in combination.
First, image tampering detection is performed individually using
techniques A and B:

RA,I = DA(I) (1)

RB,I = DB(I) (2)

where DA(I) and DB(I) correspond to performing image tamper-
ing detection on the target image I using techniques A and B,
respectively. The detection results are RA,I and RB,I .

Assume that detection technique A uses re-interpolation [6] while
technique B uses JPEG noise quantization [4]. Figure 7 shows the
corresponding detection results (original tampered image (left);
re-interpolation detection image (center); and JPEG noise quanti-
zation detection image (right)).
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Step 2: The detection result images specified by Equations (1)
and (2) are divided into m × n fixed-size rectangular sub-blocks.
Let i and j be the row and column indices of the two result images.
The sub-blocks of the two result images are expressed as RA,I(i, j)
and RB,I(i, j), where 0 ≤ i < m and 0 ≤ j < n.

Step 3: A 2-dimensional cross product is performed on the result
images RA,I and RB,I . First, a principal vector �P is created from
RA,I and RB,I by computing the variance of each image:

�P =

[
var(RA,I)
var(RB,I)

]
(3)

Step 4: Having created the principal vector, regional vectors
�V (i, j) are created for each sub-block of RA,I and RB,I :

�V (i, j) =

[
var(RA,I(i, j))
var(RB,I(i, j))

]
(4)

Step 5: The 2-dimensional cross product is performed of the prin-
cipal vector �P and every regional vector �V (i, j) to yield the result
matrix M(i, j):

M(i, j) = �P × �V (i, j) (5)

Step 6: The result matrix M(i, j) is plotted to view the enhanced
detection results.

Figure 8 compares the results obtained using the original techniques
and those obtained using the proposed method (original tampered im-
age (top left); re-interpolation detection image (top right); JPEG noise
quantization detection image (bottom left); and proposed method detec-
tion image (bottom right)). The results show that the proposed method
accurately extracts the tampered regions (i.e., two lady bugs) from the
non-tampered regions compared with the original techniques (i.e., re-
interpolation and JPEG noise quantization). The improvement in image
tampering detection is beneficial to security and forensic practitioners as
well to non-expert personnel who conduct image forgery investigations.

4. Experimental Results

The experiments used the CASIA TIDE v2.0 [3] public dataset con-
sisting of 7,491 authentic and 5,123 tampered color images. The au-
thentic and tampered image sizes varied from small (240×160 pixels) to
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Figure 8. Comparison of detection results.

large (900 × 600 pixels). The sizes of the tampered regions within each
forged image varied considerably.

The experiments focused on JPEG images. The proposed method
was applied to three image tampering techniques: (i) re-interpolation;
(ii) JPEG noise quantization; and (iii) noise estimation. Thus, three
combinations of two techniques were employed: (i) re-interpolation with
JPEG noise quantization; (ii) re-interpolation with noise estimation; and
(iii) JPEG noise quantization with noise estimation.
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Re-interpolation usually produces pattern mismatches between the
forged and non-forged regions of a target image. However, it can be
extremely difficult to precisely locate the tampered regions in the target
image.

JPEG noise quantization can efficiently locate the tampered regions in
a target image. However, this technique usually produces some irrelevant
noise that can hinder the identification of forged images.

Noise estimation gives a result image that indicates the noise levels
across a target image. Using the result image, it is possible to locate
the tampered regions by considering the differences in the noise levels.
However, in situations where the noise levels in the tampered and non-
tampered regions are close to each other, it is difficult to detect forgeries
and/or erroneous results may be obtained. Even human experts may
have difficulty in precisely locating the tampered regions in a target
image.

Figure 9 compares the results obtained by applying the three image
tampering detection techniques individually with those obtained by ap-
plying them in combination using the proposed method. Specifically,
Figure 9 shows the results obtained for four tampered images (larger
images on the extreme left of the four rows). The smaller images to
the right of each original image correspond to: top row (left to right)
– re-interpolation detection image, JPEG noise quantization detection
image and noise estimation detection image; and bottom row (left to
right) – re-interpolation with JPEG noise quantization detection image,
re-interpolation with noise estimation detection image and JPEG noise
quantization with noise estimation detection image. The results show
that the proposed method produces much better results than the indi-
vidual techniques. Indeed, the proposed method yields improved clarity,
enabling the tampered regions to be explicitly differentiated from other
parts of the images.

Figure 10 shows an unsuccessful result obtained using the proposed
method. The results indicate that only one tampered region exists –
the yellow ribbon in the upper portion of the target image. JPEG
noise quantization (top row) and noise estimation (bottom row) both
produce false-positive results, incorrectly identifying non-tampered re-
gions as tampered regions. The re-interpolation technique results show
pattern inconsistencies in the yellow ribbon region as well as in the re-
mainder of the target image. Indeed, the result is very noisy and cannot
be used to accurately locate the tampered region (i.e., yellow ribbon).
The reason is that the conventional detection techniques yield incor-
rect results. As a result, the proposed method, which combines the two
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Figure 9. Comparison of detection results.

conventional techniques using a 2-dimensional cross product, also yields
incorrect results.
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Figure 10. Unsuccessful result.

5. Discussion

The experimental results demonstrate that the combination of two
passive detection methods can enhance image tampering detection. In
particular, the clarity of a detection image is improved and the tam-
pered regions are more easily distinguished from the non-tampered re-
gions. The proposed method can be applied to any passive detection
techniques that find inconsistencies in image properties (e.g., noise, color
temperature and compression noise).

The proposed method suffers from some drawbacks. The main draw-
back is that, if the two tampering detection techniques that are combined
produce noisy results or false-positive errors, then the results produced
by the proposed method are affected negatively. Another challenge is to
find the appropriate principal vector and regional vectors. The principal
vector expresses the combination of the result images produced by the
two tampering detection techniques. Regional vectors represent blocks
of the two result images. Thus, performing 2-dimensional cross products
of the principal and regional vectors essentially yields the differences be-
tween the principal vector and each regional vector. Creating principal
and regional vectors based on simple variance calculations may not ac-
curately represent the entire result images (in the case of the principal
vector) and each portion of the result images (in the case of the regional
vectors).

6. Conclusions

The proposed method for image forgery detection combines two con-
ventional passive detection techniques using a 2-dimensional cross prod-
uct. The method can employ any passive detection techniques that find
inconsistencies in target image properties (e.g., noise, color temperature
and compression noise). Experimental results indicate that the method
is efficient and has superior detection characteristics than when each
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passive detection technique is used individually. In particular, the clar-
ity of the detection images are improved, enabling the tampered regions
to be distinguished from the non-tampered regions more easily. The
improvement in tampered image detection is beneficial to security and
forensic practitioners as well to non-expert personnel who conduct image
forgery investigations. Another advantage is that the proposed method
is readily automated, potentially reducing the human effort involved in
image forgery investigations.

The principal drawback of the method is that its results are dependent
on the results produced by the individual detection techniques. Another
problem is posed by creating the principal vector and regional vectors
using simple variance calculations; this potentially affects the fidelity of
image representations and, consequently, the detection results. Future
research will attempt to enhance the proposed image forgery detection
method by addressing these two limitations.
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Chapter 16

FORENSIC AUTHENTICATION
OF BANK CHECKS

Rajesh Kumar and Gaurav Gupta

Abstract This chapter describes an automated methodology for the forensic au-
thentication of bank checks. The problem of check authentication is
modeled as a two-class pattern recognition problem. Color and texture
features are extracted from images of genuine and counterfeit checks.
A support vector machine is utilized to determine check authenticity.
Classification experiments involving a dataset of 50 bank checks yielded
a detection accuracy of 99.0%. The automated methodology can be used
by non-specialist personnel to detect check counterfeiting in a banking
environment where large numbers of checks are handled on a daily basis.

Keywords: Bank checks, authenticity, pattern recognition, color, texture

1. Introduction

The counterfeiting of currency notes, bank checks and certificates
(e.g., birth, death and degree certificates) is a major problem in de-
veloping countries such as India. Even developed countries are encoun-
tering serious threats from counterfeiting. Technological advances, such
as advanced scanning, color printing and color copying, have opened
new avenues for criminals to run their counterfeiting businesses. The
counterfeit materials look real to the naked eye. In fact, the quality of
counterfeits is so good that even experts are often unable to distinguish
them from the originals.

Counterfeit bank checks and currency notes directly affect a national
economy. In recent years, the counterfeiting of checks, bank drafts and
money orders has increased dramatically – this is evident from the num-
ber of alerts issued by the U.S. Federal Deposit Insurance Corporation.
The number of alerts was 50 in 2003, 75 in 2004, 168 in 2005, 318 in
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2006 and 300 in 2007, a 500% increase in just four years. In 2007 alone,
the United States, Canada and other countries jointly intercepted more
than 590,000 counterfeit checks with a total face value of approximately
$2.3 billion [12]. Clearly, the counterfeiting of checks and other financial
documents is a serious concern.

The examination of counterfeit documents, in general, and counterfeit
checks, in particular, relies on manual observations of certain built-in se-
curity features. In a forensic laboratory environment, counterfeit checks
are examined microscopically and under different lighting conditions to
identify discrepancies. Unfortunately, such examinations are cumber-
some and infeasible in a banking environment where large numbers of
checks are processed daily. Automated approaches that can be per-
formed rapidly by non-specialist personnel are required to address the
check counterfeiting problem.

Research in the area of automated authentication of security docu-
ments is relatively new. Several researchers have studied the problem of
determining the authenticity of documents using pattern recognition [3,
9, 11]. Moreover, some researchers [2, 4, 6, 7] have examined printers,
scanners and other devices that could indirectly help identify fraudulent
documents.

This chapter describes an automated methodology for authenticating
bank checks using pattern recognition. The objective was to implement a
reliable system for determining the authenticity of large numbers of bank
checks in real time. The problem was framed as a two-class classification
problem involving pairs of checks: (i) Class I, when the reference and
questioned checks are both genuine; and (ii) Class II, when one of the two
checks (i.e., the questioned check) is fake. Since bank checks and other
important documents incorporate security features based on the print-
ing technology and printed designs, suitable features based on color and
texture attributes were extracted and used for classification. A support
vector machine (SVM) was trained and subsequently used for classifica-
tion. The input vector to the support machine was a (dis)similarity index
obtained by taking the absolute difference of corresponding elements in
the feature vectors of a pair of genuine and fake checks. Classification
experiments involving a dataset of 50 bank checks yielded a detection
accuracy of 99.0%.

2. Security Features in Bank Checks

Before designing an automated system for authenticating bank checks,
it is important to understand the characteristics of checks and their
security features. Knowledge of these characteristics and features is
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central to modeling bank check authentication as a pattern recognition
problem.

Most important documents, including bank checks, have certain fea-
tures that are considered to be difficult to copy and are, therefore, used
for authentication purposes. These features are referred to in the foren-
sic literature as security features. The more valuable or sensitive a
document, the more complex are its security features. For example,
passports, visas and currency notes have several complex security fea-
tures; bank checks, official stamp paper and certificates have simpler
(and relatively easy to copy) features due to their variations and lesser
importance.

Security features are typically embedded in a document during paper
manufacture and/or during printing. The features incorporated at the
time of paper manufacture include paper type, thickness, surface rough-
ness and watermarks. The features embedded during printing are the
artistic design, printing patterns, micro features and the printing tech-
nology itself. Bank checks, like other security documents, have security
features embedded in them during both phases.

2.1 Features Embedded During Manufacture

Paper plays an important role in the embedding of security features.
Special types of paper are used for security documents because these
types of paper are only available to official entities. The type of paper –
made from cotton, grass or bamboo – is also a security feature. Different
types of paper have unique physical and chemical properties that facili-
tate authentication. The thickness of the paper used for bank checks is
also a distinguishing feature.

Other security features embedded during paper manufacture include
watermarks and fluorescent optical fibers. Watermarks are designed into
security documents to enhance identification and security. The water-
mark is actually a thinner area than the rest of the paper. The “dandy
roll” used in the paper manufacturing process incorporates a metal rep-
resentation of the watermark, which pushes paper fibers aside and leaves
an imprint on the paper [8]. The imprint or watermark produced in this
manner is more transparent than the rest of the paper and is readily
visible.

Fluorescent optical fibers are also embedded as a security feature. The
fibers are generally visible under ultra-violet light.

Watermarks and optical fibers are difficult to duplicate using scanners
and copiers. However, as a result of cost considerations (especially with
regard to embedding optical fibers), the vast majority of bank checks
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do not have these security features. Therefore, these features are not
considered in the proposed methodology for detecting counterfeit bank
checks.

2.2 Features Incorporated During Printing

Security features incorporated during the printing process include the
type of printing ink, specially-designed fonts and artwork. The printing
process varies from conventional offset printing to modern laser printing.
Each printing process produces documents of a different quality; thus,
the printing process itself incorporates security features in a document.
Specialized technology such as intaglio printing is also used to print bank
checks. This type of printing produces raised surfaces that can be felt by
touching certain areas of a bank check. The security of the bank check
is enhanced because the raised surfaces cannot be duplicated using a
document reproduction device.

Using inks of different colors helps individualize bank checks. The
inks range from conventional dye- or oil-based inks to special magnetic
inks. Some inks are thermochromic – they change color when exposed to
heat and return to their original color upon cooling; other inks are resis-
tant to solvents. Thermochromic inks are resistant to color-copying and
scanning while inks that are resistant to solvents are difficult to erase.
Each of these inks can make a bank check distinctive. In addition to
printing inks, a magnetic ink or toner is used in bank checks to print the
magnetic ink character recognition (MICR) characters used to automate
check processing and clearing [10].

Aside from printing processes and printing inks, special artwork is
often printed on bank checks to provide additional security features.
These may include micro-printing, crisscross lines, MICR characters and
the bank logo, among others. Micro-printings are periodically-repeated
characters, words or patterns that are distributed throughout a check.
Scanning or copying these features may result in the deformation of
their shapes [3]. Crisscross lines are intricate lines that are an essential
part of security documents; these lines are also resistant to scanning and
copying. The MICR characters and bank logo are typically printed in a
distinctive manner to enhance the individuality of a bank check.

This work focuses on micro-printings on the backgrounds of bank
checks to detect counterfeiting via the application of image processing
and pattern recognition methodologies. Counterfeit detection primarily
relies on color and texture features extracted from regions of interest
that are confined to the backgrounds of bank checks.
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Figure 1. Bank check authentication methodology.

3. Bank Check Authentication Methodology

The authentication of a bank check can be framed as two-class classi-
fication problem. The two classes are: (i) Class I, when the questioned
check and the reference check are both genuine; and (ii) Class II, when
the questioned check is fake and the reference check is genuine.

Figure 1 presents the proposed bank check authentication methodol-
ogy. To model the problem in a pattern recognition framework, images
of the reference and questioned checks are first captured using a flatbed
scanner. Some of the areas in the scanned checks with background de-
signs are selected as the regions of interest. From the regions of interest
on both types of checks, 2D histograms of the hue and saturation as
color features and the gray level co-occurrence matrix of the intensity
component as texture features are extracted. The feature vectors of the
two checks are then combined to create a single feature vector.

After pairing the feature vectors, the resulting vector is submitted
to a support vector machine classifier for authentication. Prior to the
testing phase, the support vector machine is trained using a sufficient
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Figure 2. Original check.

Figure 3. Counterfeit check created from the original check.

number of genuine-genuine and genuine-fake check pairs from a bank
check image dataset.

3.1 Bank Check Image Dataset

The dataset used in the experiments comprised images of 25 genuine
checks (five checks from five different banks) and 25 counterfeit checks.
The counterfeit checks were created by scanning the 25 genuine checks
using a flatbed scanner. The 25 scanned images were then reproduced
using a high quality color printer on 100 GSM paper so that the printed
checks looked like their original counterparts. After the counterfeited
checks were printed, color images of all 50 checks (25 genuine and 25
fake) were captured at 300 dpi using a flatbed scanner. Figure 2 shows
an original check and Figure 3 shows the counterfeit check created from
the original check.
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In a real scenario, a used check is sent for forensic analysis when its
authenticity is suspected. A used check usually contains handwritten or
printed information and a signature. Extracting features from an en-
tire check introduces some bias. Keeping these facts in mind, regions
containing background patterns (i.e., micro-printing) were selected for
feature extraction purposes. Since a reasonable number of security fea-
tures were embedded in the check backgrounds, the goal was to detect
the discrepancies in the security features that resulted from the scanning
and printing processes used to create the counterfeit checks.

3.2 Color and Texture Feature Extraction

The color and texture of the bank checks were assumed to be the
principal features for the pattern recognition problem underlying check
authentication. The reason is that, although the genuine and fake checks
look similar, the changes in color and texture due to scanning and/or
printing can be used to distinguish between the two types of checks.
Specifically, color scanning and color printing are different tasks that
involve different proprietary technologies.

To capture color information, the RGB color components of the check
images were converted to the HSI (hue, saturation and intensity) color
space as follows:

H =

√
3(G−B)

2R −G−B
(1)

S = 1− min(R,G,B)

255
(2)

I =
(R+G+B)

3
(3)

The HSI color space has been shown to be close to human perception
and has been used in a number of computer vision problems, including
face recognition [1]. Since color information in the HSI space is only
contained in the hue and saturation components, color attributes were
extracted as 2D hue-saturation histograms. The hue provides chromatic-
ity (color spectrum) information while saturation expresses the purity of
the color. Thus, a 2D histogram of hue and saturation gives the relative
distributions of a particular hue (color) and its purity (saturation). To
obtain a hue-saturation histogram, the hue was considered to range from
0◦ to 359◦ with a bin size of 30◦ while saturation ranged from 0 to 1 in
a linear scale with a bin size of 0.2. This approach yielded a total of 60
features capturing color information.

To capture texture information, the gray level co-occurrence matrix
(GLCM) of the intensity component was computed. The gray level co-
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occurrence matrix [5] is a matrix of relative frequencies with which gray
values of two pixels, separated by a distance d and at an angle θ with
the horizontal axis, occur on an image. To compute the features, for a
given distance d, a joint probability matrix was determined by summing
the gray level co-occurrence matrices for different values of θ and then
normalizing the result.

Let pαβ be the joint probability of co-occurrence of two pixels with
intensities α and β separated by (d, θ) in polar coordinates. Some
commonly-used features based on a gray level co-occurrence matrix (of
size S × S) are defined as follows [5]:

Contrast =

S−1∑

α,β=0

pαβ(α− β)2 (4)

Homogeneity =
S−1∑

α,β=0

pαβ
1 + (α− β)2

(5)

Energy =

S−1∑

α,β=0

p2αβ (6)

Correlation =
S−1∑

α,β=0

pαβ [
(α− μα)(β − μβ)

σασβ
] (7)

where:

μα =

S−1∑

α,β=0

αpαβ (8)

μβ =
S−1∑

α,β=0

βpαβ (9)

σα
2 =

S−1∑

α,β=0

(1− μα
2)pαβ (10)

σβ
2 =

S−1∑

α,β=0

(1− μβ
2)pαβ (11)
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The four features (contrast, homogeneity, energy and correlation) were
extracted for three distances (d = 5, 10 and 15). This yielded a total of
12 (= 4× 3) texture features extracted from the gray level co-occurrence
matrix. Upon combining the color and texture features, a feature vector
of dimension 72 was created to represent a bank check.

3.3 Authentication

The authentication of a bank check was formulated as a two-class
pattern recognition problem. Thus, for a given pair of bank checks,
one of them known to be genuine (reference check), it is necessary to
determine whether or not the two checks are similar; in other words,
whether or not the second check (questioned check) is genuine.

A support vector machine classifier was used to solve the two-class
pattern recognition problem. The input to the support vector machine
classifier must be a vector that represents both the checks. Thus, a
(dis)similarity index obtained by taking the absolute difference of the
corresponding elements in the feature vector of the two checks was used
as the input vector.

Let vr = (vr1 , vr2 , · · · , vrn) and vq = (vq1 , vq2 , · · · , vqn) be the feature
vectors of the reference and questioned checks, respectively, where n =
72. Then, the combined vector obtained by pairing the two vectors is
given by:

v = (|vr1 − vq1 |), (|vr2 − vq2 |), · · · , (|vrn − vqn |) (12)

Following the usual leave-one-out pattern recognition strategy, the
dataset was divided into two parts, one for training and the other for
testing. A four-fold cross-validation over the training data was used to
select the parameters of a support vector machine with a radial basis
function (RBF) kernel. The optimal parameter, which were selected via
cross-validation, were utilized for classifier design. The support vector
machine was trained using the selected parameters and evaluated using
the testing set. The classifier was designed to output 1 or −1 correspond-
ing to both checks being genuine or one of the checks being counterfeit,
respectively.

4. Results and Discussion

The experimental evaluation was conducted using a dataset of 50
checks (25 genuine and 25 fake). The 25 genuine checks came from five
different banks, five checks per bank. Each genuine check was used to
create one counterfeit check, yielding the 50 checks in the dataset. Fol-
lowing the leave-one-out strategy, all the checks from four of the banks
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(i.e., 20 genuine and 20 fake checks) were kept for training. The checks
from the remaining (fifth) bank (five genuine and five fake) were used
for testing.

Consider the checks from a particular bank (five genuine and five
fake checks). Although they were taken from different sources, the five
genuine checks from the bank are similar (contemporary checks) and
have similar security features. A pair of two genuine checks is formed
in 5C2 = 10 different ways. Similarly, a pair of genuine and fake checks
from the ten checks is formed in 5 × 5 = 25 ways. Thus, for all the
checks corresponding to a bank, there are ten input vectors for Class I
(i.e., genuine-genuine) pairs and 25 input vectors for Class II (genuine-
fake) pairs. To avoid bias towards any class, ten pairs were randomly
selected out of the 25 vectors for Class II.

A total of 80 input vectors from four banks were designated for train-
ing and 20 input vectors from one bank were designated for testing. Of
the 80 training vectors, 75% were randomly chosen for inner-level train-
ing and the remaining 25% for validation. This method was repeated
five times so that the checks from each of the five banks could be uti-
lized for testing purposes. The overall performance was computed as the
mean of the five repetitions.

Experiments involving the trained support vector machine classifier
yielded 99% overall accuracy for bank check authentication. The high ac-
curacy may be due to several factors. One is that the counterfeit checks
were created by scanning genuine checks and printing counterfeits in a
pristine laboratory environment. This does not capture the security fea-
tures of the genuine checks adequately and reliably. Moreover, in a real
scenario, criminals would be likely to use more sophisticated techniques
and equipment to create fake checks. The second reason is the small
dataset. The third reason is the potential for the extracted features to
capture color and texture information in very precise manner; gray level
co-occurrence matrix features have been demonstrated to produce good
results in a number of applications.

5. Conclusions

The proposed automated methodology for the forensic authentication
of bank checks is implemented as a two-class pattern recognition problem
involving pairs of checks: (i) Class I, when the reference and questioned
checks are both genuine; and (ii) Class II, when one of the two checks
(i.e., the questioned check) is fake. Color (2D hue-saturation histograms)
and texture (gray level co-occurrence matrix of the intensity component)
features were extracted from images of genuine and counterfeit checks. A
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trained support vector machine was utilized to determine check authen-
ticity. Classification experiments involving a dataset of 50 bank checks
yielded a detection accuracy of 99.0%. The automated methodology can
be used by non-specialist personnel to detect check counterfeiting in a
banking environment where large numbers of checks are handled on a
daily basis.
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Chapter 17

DATA TYPE CLASSIFICATION:
HIERARCHICAL CLASS-TO-TYPE
MODELING

Nicole Beebe, Lishu Liu and Minghe Sun

Abstract Data and file type classification research conducted over the past ten to
fifteen years has been dominated by competing experiments that only
vary the number of classes, types of classes, machine learning tech-
nique and input vector. There has been surprisingly little innovation
on fundamental approaches to data and file type classification. This
chapter focuses on the empirical testing of a hypothesized, two-level
hierarchical classification model and the empirical derivation and test-
ing of several alternative classification models. Comparative evaluations
are conducted on ten classification models to identify a final winning,
two-level classification model consisting of five classes and 52 lower-level
data and file types. Experimental results demonstrate that the approach
leads to very good class-level classification performance, improved classi-
fication performance for data and file types without high entropy (e.g.,
compressed and encrypted data) and reasonably-equivalent classifica-
tion performance for high-entropy data and file types.

Keywords: Statistical classification, data types, file types, hierarchical model

1. Introduction

Statistical data type classification has many important applications
in cyber security and digital forensics. Cyber security applications in-
clude intrusion detection, content-based firewall blocking, malware de-
tection and analysis, and steganalysis. Data type classification can de-
fend against many common signature obfuscation techniques and en-
hance the detection and blocking of undesired network traffic. It can also
help map binary objects [12], which is useful in malware analysis and,
possibly, steganalysis. In digital forensics, data type classification aids
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fragment identification, isolation, recovery and file reassembly. Com-
mercial and open-source tools such as file and TrID are reliant on file
signatures and other magic numbers, rendering them ineffective when
file headers and/or other blocks containing key magic numbers are miss-
ing or corrupted, or when their locations in the files are unknown [16].
Data type classification can also aid forensic triage efforts and improve
investigative efficiency by targeting or prioritizing investigative efforts
and search results [8].

This research focuses on data type classification absent reliable file
signatures, filename extensions and other filesystem data that may iden-
tify the data type, either based on the file type that the data fragment
used to be a part of in the case of files and composite objects, or based
on the data type or primitive data type as defined by Erbacher and
Mulholland [13]. It is important to note that, when reliable file signa-
tures, filename extensions or filesystem data exist pertaining to a data
fragment, traditional file signature based methods should be used over
statistical or specialized [24] data type classification methods, including
the hierarchical modeling approaches explored in this chapter. However,
in instances where such reliable metadata and/or magic numbers do not
exist, alternative data type classification methods are needed.

A fair amount of data type classification research has been conducted
in the past decade, especially in the digital forensics domain. Researchers
have explored a wide variety of data and file types, classification algo-
rithms and feature sets. Several researchers have limited their multi-class
size to ten or less [1–4, 6, 10, 11, 13, 18–21, 23, 26]. Fewer researchers
have investigated data type classification methodologies for scenarios in-
volving more than ten classes [9, 12, 14, 16, 17, 22, 25]. Overall, support
vector machines (SVMs) have prevailed, achieving the best balance be-
tween prediction accuracy and scalability [9, 14, 16, 20]. Research has
also demonstrated the great discriminatory value of n-grams across a
wide range of data and file types [9].

An evaluation of the extant research reveals that one of the most
negative influences on prediction accuracy is the number of classes in a
multi-class problem. As the number of classes increases, prediction ac-
curacy tends to decrease, as shown in Figure 1, which records empirical
prediction accuracy relative to the number of classes reported in sixteen
data type classification publications [1, 2, 4–6, 10–12, 14, 18, 19, 21–23,
25, 26]. Reducing the number of classes is highly advantageous. How-
ever, many data type classification use cases require the ability to classify
blocks among a large number of classes. Therefore, this research empir-
ically examines a hierarchical modeling approach proposed by Conti et
al. [12]. The approach classifies data and file types first into classes and
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Figure 1. Average prediction accuracy vs. number of classes.

further classifies them into class-based types. This approach is expected
to increase the overall prediction accuracy because each sequential clas-
sification problem becomes smaller in terms of the number of classes in
each individual multi-class problem.

2. Methodology

This research employed a traditional empirical approach (hypothesis
testing) as well as an exploratory approach. First, the six-class, two-level
hierarchy shown in Table 1 was hypothesized based on knowledge of the
internal data structures and encodings within each data and file type.
Next, an exploratory data analysis was conducted to derive alternative
hierarchical models from the data. Finally, a comparative evaluation
was performed on the prediction accuracy at the class level and the
type level. To accomplish this, two clustering algorithms, k-means and
expectation maximization, were employed. The k-means algorithm was
used to set the number of classes (clusters) a priori equal to the number
of hypothesized classes; the model was considered to be validated if
the resulting type-to-class cluster distribution matched the hypothesized
hierarchical model. Expectation maximization clustering was used to
derive alternative hierarchical models from the data. The precision,
recall and overall classification accuracy levels were measured at the class
level and file/data type level to determine the winning hierarchy. Two
sample sizes (n = 20 and n = 50 samples) were employed per type and
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Table 1. Hypothesized six-class, two-level hierarchy.

TEXT PSEUDO-RANDOM
Delimited (.csv) Encrypted (AES256)
JSON (.json) Random
Base64 (N/A)
Base85 (N/A) COMPRESSED-LOSSY
URL Encoding (N/A) MP3 (.mp3)
Postscript (.ps) AAC (.m4a)
Cascading Style Sheet (.css) JPEG (.jpg)
Log File (.log) H264 (.mp4)
Plain Text (.txt) AVI (.avi)
JavaScript (.js) Windows Media Video (.wmv)
Java Source Code (.java) Flash Video (.flv)
XML (.xml) Shockwave Flash (.swf)
HTML (.html) Waveform Audio (.wav)
Active Server Page (.asp) Windows Media Audio (.wma)
Rich Text Language (.rtf)
Thunderbird (.msf/none) COMPRESSED-LOSSLESS

Bi-Tonal Image (.tif/.tiff)
BINARY GIF (.gif)
Bitmap (.bmp) Portable Network Graphic (.png)
Windows Executable (.exe) Bzip2 (.bz2)
Windows Library (.dll) Gzip (.gz)
Linux Executable (.elf) ZIP (.zip)

Java Archive (.jar)
BINARY/TEXT RPM Package Manger (.rpm)

MS Excel 97-2003 (.xls) PDF (.pdf)
MS Word 97-2003 (.doc) MS Word 2007+ (.docx)
MS PowerPoint 97-2003 (.ppt) MS Excel 2007+ (.xlsx)
File System – EXT3/4 MS PowerPoint 2007+ (.pptx)
File System – NTFS JBIG2 (.jb2)
File System – FAT Outlook PST (.pst)

experiments were conducted with two different file-to-class assignment
methods.

All the samples were 512 B fragments extracted from full files, begin-
ning at file offset 512. The header block was excluded to ensure that the
file classifications were not biased by file signatures. File signatures re-
main the most reliable means to type classify files (when they are present
and reliable), but this work focuses on data and file type classification
absent traditional, reliable file signatures, file extensions and filesystem
data. File fragments used in the experiments were randomly selected
from a large corpus of files created by the authors of this chapter for
their prior work [9] and augmented with additional types from [7].
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Table 2. Data and file types in the dataset.

Data Types

JPG1 BZIP22 WMV2 HTML1 TXT1,2

GIF1 GZIP1 MP32 XML1 BASE642

BMP1 DOC1 MP42 JSON2 BASE852

PNG1 DOCX1 AVI2 CSV1 URLENCODED2

TIF2 XLS1 FLV2 CSS2 FAT FS DATA2

PDF1 XLSX1,2 M4A2 LOG1 NTFS FS DATA2

PS1 PPT1 JAVA1 ASP2 EXT3 FS DATA2

ZIP2 PPTX1 JS2 DLL2 AES2562

RTF2 PST2 JAR2 ELF2 RANDOM2

SWF2 RPM2 JB22 EXE2

TBIRD2 WAV2 WMA2

1 Data Source: GovDocs [15]
2 Data Source: Other [7]

“FS DATA” = File System Data ($MFT, inode tables, etc.)

The feature set included unigrams, bigrams, entropy, Kolmogorov
complexity, mean byte value, Hamming weight, average contiguity be-
tween bytes and longest byte streak. Interested readers are referred to [9]
for details and equations. The dataset included samples across 52 data
and file types. Table 2 lists the data and file types in the dataset.

3. Experimentation

The experimental procedure involved several rounds of experiments
to empirically test the hypothesized model, following which new models
were derived empirically and evaluated comparatively. Each successive
experimental round is discussed separately.

3.1 Hypothesized Model Testing

The first experimental round involved empirical testing of the hy-
pothesized model. The k-means clustering algorithm was applied to 20
randomly-selected samples from each of the 52 data and file types. The
value of k was set to six (k = 6) to see if the resulting six clusters aligned
with the hypothesized file type classes. A simple voting method was used
to assign types to classes such that the cluster with the most members
of a single type was the winning class for the type. For example, if
the cluster distribution for the n = 20 JPG samples was [0, 1, 10, 3, 4, 2],
then the type JPG was assigned to the third class because the majority
of the samples were assigned to the third cluster.
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Table 3. k-means (k = 6) clustering solution.

Class Data and File Types

0 B85, AVI, B64, DLL, EXE, MOV, TBIRD
1 CSS, CSV, DOC, HTML, JAVA, JS, JSON, LOG, PST,

RTF, URL, XML
2 AES, BMP, BZ2, DOCX, ELF, FLV, GIF, GZ, JAR,

JB2, JPG, M4A, MP3, MP4, PDF, PNG, PPT, PPTX,
RAND, RPM, SWF, WAV, WMV, XLSX, ZIP

3 EXT3
4 NTFS, TIF
5 B16, FAT, PS, TEXT, XLS

The type-to-class distribution for the k-means (k = 6) solution did not
align with the hypothesized type-to-class model. This can be seen when
comparing Table 3 with Table 1. In particular, the classifier was un-
able to separately classify lossy compressed files vs. lossless compressed
files vs. random and encrypted files, which is where the majority of the
deviations from the hypothesized model occurred.

3.2 Exploratory Cluster Analysis

The second experimental round applied expectation maximization
(EM) clustering to empirically derive the classes from the data, includ-
ing the number of classes. Unlike the previous round, the number of
classes was not set a priori. Once again, 20 randomly-selected samples
from each type were employed.

Table 4. Expectation maximization clustering solution.

Class Data and File Types

0 AES, AVI, BMP, BZ2, DLL, DOCX, ELF, EXE, FLV, GIF, GZ, JAR,
JB2, JPG, M4A, MOV, MP3, MP4, PDF, PNG, PPT, PPTX, RAND,
RPM, SWF, WAV, WMV, XLSX, ZIP

1 [EMPTY]
2 B85, B64, FAT, PST
3 B16, CSS, CSV, DOC, EXT3, NTFS, HTML, JAVA, JS, JSON, LOG,

PS, RTF, TBIRD, TIF, TEXT, URL, XLS, XML

The expectation maximization results in Table 4 provide intuitive
classes; however, Classes 0 and 3 are disproportionately large. Also,
Class 1 did not receive any members upon model convergence. Since the
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Table 5. Sample output supporting the advanced type-to-class assignment method.

Data Type Type-to-Cluster Distribution Class
(n=50) Assignment

EXT [0, 0, 0, 0, 0, 37, 0, 0, 13, 0] 6
FAT [0, 0, 0, 0, 0, 30, 0, 1, 19, 0] 6
NTFS [0, 0, 0, 0, 0, 22, 0, 0, 28, 0] 9

primary motivation of hierarchical classification is to significantly reduce
the multi-class size at all levels of the hierarchical classification process,
large and empty hierarchical classes are undesirable.

In a post hoc treatment, Class 0 was further clustered using the k-
means algorithm (k = 3). When selecting 20 instances per data and
file type, only the AVI file type separated from the class, leaving two
clusters (one with AVI and the other with the remaining 28 types).
When selecting 50 instances per data and file type, only ELF and PDF
separated out and AVI remained with the remaining 26 types.

Class 3 was clustered similarly with the k-means algorithm (k = 3).
When selecting 20 instances per data and file type, only NTFS and TIF
separated out, leaving the other 17 types in a single cluster. When se-
lecting 50 instances per type, EXT3, NTFS and TIF separated out, still
leaving the other 16 types in a single cluster. These findings under-
score the challenge of statistically distinguishing between (classifying)
lossy compressed objects, lossless compressed objects and random and
encrypted data.

Advanced Type-to-Class Assignment Procedure. In the third
experimental round, the number of randomly-selected samples per type
was increased from n = 20 to n = 50 per type, and an advanced method
was employed for type-to-class assignment. Instead of using a simple
“maximum cluster assignment takes all” voting method, the type-to-
cluster distribution matrix was clustered for the final class assignment.

To demonstrate and explain the advanced type-to-class assignment
method, a partial type-to-cluster distribution matrix is shown in Ta-
ble 5; this is taken from a 10-class model that resulted from expecta-
tion maximization clustering of 50 samples per type. The simple voting
method classified NTFS data as Class 9 and EXT and FAT filesystem
data as Class 6, despite the obvious similarity in class membership distri-
butions. This suggests that they might be better classified as a singular
class. This is just one example of several other similar situations.
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Table 6. Expectation maximization clustered matrix approach.

Class Data and File Types

0 CSS, EXT3, FAT, NTFS, TIF, URL, XLS
1 B85, B16, B64, DOC, HTML, JAR, JAVA, PDF, PPT, PS, RPM
2 AES, AVI, BMP, BZ2, DLL, DOCX, ELF, EXE, FLV, GIF, GZ,

JB2, JPG, M4A, MOV, MP3, MP4, PNG, PPTX, PST, RAND,
SWF, WAV, WMV, XLSX, ZIP

3 CSV, JS, JSON, LOG, RTF, TBIRD, TEXT, XML

Table 7. k-means (k = 6) clustered matrix approach.

Class Data and File Types

0 B85, AVI, DOC, ELF, EXE, PDF, PPT, PST, WAV
1 AES, BMP, BZ2, DLL, DOCX, FLV, GIF, GZ, JAR, JB2, JPG, M4A,

MOV, MP3, MP4, PNG, PPTX, RAND, RPM, SWF, WMV, XLSX, ZIP
2 URL
3 CSV, JSON, LOG, RTF, TBIRD, TEXT
4 EXT3, FAT, NTFS, TIF
5 B16, B64, CSS, HTML, JAVA, JS, PS, XLS, XML

Table 8. k-means (k = 4) clustered matrix approach.

Class Data and File Types

0 B16, CSS, EXT3, FAT, NTFS, PS, TIF, URL, XLS
1 B85, AVI, DOC, ELF, EXE, PDF, PPT, PST, WAV
2 B64, CSV, HTML, JAVA, JS, JSON, LOG, RTF, TBIRD, TEXT, XML
3 AES, BMP, BZ2, DLL, DOCX, FLV, GIF, GZ, JAR, JB2, JPG, M4A,

MOV, MP3, MP4, PNG, PPTX, RAND, RPM, SWF, WMV, XLSX, ZIP

Using the advanced type-to-class membership assignment procedure,
the type-to-cluster distribution matrix (comprising 50 samples of each of
the 52 types) was clustered. This procedure resulted in the hierarchical
models shown in Tables 6 through 9 using various clustering approaches.

Examination of the hierarchical models from a face validity perspec-
tive as well as a class balance perspective reveals that the advanced
type-to-class assignment method outperforms the simple voting method.
Also, meta-classes from across the various experiments can be qualita-
tively inferred by observing common type-to-cluster classification trends
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Table 9. k-means (k = 3) clustered matrix approach.

Class Data and File Types

0 B64, CSV, HTML, JAVA, JS, JSON, LOG, RTF, TBIRD, TEXT, XML
1 B16, CSS, ELF, EXT3, FAT, NTFS, PDF, PS, TIF, URL, XLS
2 B85, AES, AVI, BMP, BZ2, DLL, DOC, DOCX, EXE, FLV, GIF, GZ,

JAR, JB2, JPG, M4A, MOV, MP3, MP4, PNG, PPT, PPTX, PST,
RAND, RPM, SWF, WAV, WMV, XLSX, ZIP

Table 10. Meta-classes from hierarchical models.

Meta-Class Data and File Types

Compressed PPTX, RAND, AES, JB2, ZIP, XLSX, JPG, DLL,
BMP, GZ, SWF, DOCX, GIF, MP4, MOV, MP3,
PNG, M4A, FLV, WMV, BZ2

Text TBIRD, XML, RTF, LOG, TEXT, JS, JSON, CSV
Binary-Text NTFS, EXT3, URL, FAT, TIF, XLS, CSS

(see Table 10). However, the 16 types fail to consistently cluster into a
stable hierarchy: B64, HTML, JAVA, LOG, B16, TIF, URL, XLS, B85,
AVI, DOC, EXE, GIF, GZ, JB2 and WAV. Hence, while the meta-classes
shown might be useful for a two-level hierarchical model limited to its
constituent 36 file and data types, further exploratory analysis is needed
to derive a more appropriate hierarchical model for all 52 file and data
types considered in this work.

3.3 Identifying the Winning Model

The purpose of the final experimental round was to run repeated ex-
periments for more robust results, from which a winning model would be
selected. Three repeated experiments were conducted and quantitative
measures of model quality were evaluated comparatively. Expectation
maximization clustering was performed on the same input three times.
Then, the simple voting method and the advanced assignment method
described previously were applied to each set of expectation maximiza-
tion clustered outputs. The prediction accuracy, precision and recall
were then computed and evaluated.
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Table 11. Repeated experiments (Round 1; simple voting method).

Class Types Clustered into Class

0 HTML, JAVA, JS
1 JSON
2 B85, B16, B64, TBIRD, URL
3 TIF
4 EXT3, FAT
5 CSV, LOG, PS, RTF, TEXT, XML
6 CSS, DOC, ELF, NTFS, XLS
7 AVI, BMP, DLL, EXE, JAR, MOV, WAV
8 AES, BZ2, DOCX, FLV, GIF, GZ, JB2, JPG, M4A, MP3, MP4, PDF,

PNG, PPT, PPTX, PST, RAND, RPM, SWF, WMV, XLSX, ZIP

Table 12. Repeated experiments (Round 1; advanced assignment method).

Class Types Clustered into Class

0 CSS, ELF, EXT3, FAT, NTFS, XLS
1 AES, BZ2, FLV, GIF, GZ, JB2, JPG, M4A, MP3, MP4, PDF,

PNG, PPT, PPTX, RAND, RPM, SWF, WMV, XLSX, ZIP
2 B85, B16, B64, TBIRD, URL
3 CSV, HTML, JAVA, JS, JSON, LOG, PS, RTF, TEXT, XML
4 AVI, BMP, DLL, DOC, DOCX, EXE, JAR, MOV, PST, TIF, WAV

Table 13. Repeated experiments (Round 2; simple voting method).

Class Types Clustered into Class

0 CSS, NTFS, XLS
1 B85, ELF, MOV, WAV
2 AES, AVI, BMP, BZ2, DLL, DOC, DOCX, EXE, FLV, GIF,

GZ, JAR, JB2, JPG, M4A, MP3, MP4, PDF, PNG, PPT,
PPTX, PST, RAND, RPM, SWF, WMV, XLSX, ZIP

3 CSV, JSON, LOG
4 EXT3, FAT
5 URL
6 TIF
7 B16, B64, HTML, JAVA, JS, PS, RTF, TBIRD, TEXT, XML

Tables 11 through 16 present the results of the repeated experiments.
The results of each experiment were evaluated considering face validity
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Table 14. Repeated experiments (Round 2; advanced assignment method).

Class Types Clustered into Class

0 B16, B64, CSV, HTML, JAVA, JS, JSON, LOG,
PS, RTF, TBIRD, TEXT, XML

1 B85, AVI, BMP, CSS, DLL, DOC, ELF, EXE, EXT3,
FAT, NTFS, MOV, PDF, TIF, URL, WAV, XLS

2 AES, BZ2, DOCX, FLV, GIF, GZ, JAR, JB2, JPG,
M4A, MP3, MP4, PNG, PPT, PPTX, PST, RAND,
RPM, SWF, WMV, XLSX, ZIP

Table 15. Repeated experiments (Round 3; simple voting method).

Class Types Clustered into Class

0 CSS, ELF, NTFS, XLS
1 B85, B16, B64, CSV, HTML, JAVA, JS, JSON, LOG,

PS, RTF, TBIRD, TEXT, URL, XML
2 AES, AVI, BMP, BZ2, DLL, DOC, DOCX, EXE, FLV, GIF, GZ,

JAR, JB2, JPG, M4A, MOV, MP3, MP4, PDF, PNG, PPT,
PPTX, PST, RAND, RPM, SWF, WAV, WMV, XLSX, ZIP

3 EXT3, FAT, TIF

Table 16. Repeated experiments (Round 3; advanced assignment method).

Class Types Clustered into Class

0 B85, B16, B64, CSV, HTML, JAVA, JS, JSON,
LOG, PS, RTF, TBIRD, TEXT, URL, XML

1 BMP, CSS, DLL, DOC, ELF, EXE, EXT3, FAT,
NTFS, PDF, TIF, XLS

2 AES, AVI, BZ2, DOCX, FLV, GIF, GZ, JAR, JB2, JPG,
M4A, MOV, MP3, MP4, PNG, PPT, PPTX, PST, RAND,
RPM, SWF, WAV, WMV, XLSX, ZIP

and quantitative measures (overall model classification accuracy as well
as type-level precision and recall). This validated the interim conclusion
that the advanced type-to-class distribution matrix clustering approach
outperforms the simple voting method for type-to-class assignment.

Upon comparing the quantitative measures across the three exper-
iments for the type-to-class distribution matrix clustering method, it
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Table 17. Winning hierarchical model.

Class: Title File and Data Types Assigned to Class

0: Binary-Text CSS, ELF, EXT3, FAT, NTFS, XLS
1: Compressed-Random AES, BZ2, FLV, GIF, GZ, JB2, JPG,

M4A, MP3, MP4, PDF, PNG, PPT, PPTX,
RAND, RPM, SWF, WMV, XLSX, ZIP

2: Encoded Text B85, B16, B64, TBIRD, URL
3: Unencoded Text CSV, HTML, JAVA, JS, JSON,

LOG, PS, RTF, TEXT, XML
4: Binary-Compressed AVI, BMP, DLL, DOC, DOCX, EXE,

JAR, MOV, PST, TIF, WAV

can be concluded that the hierarchy shown in Table 12 is the winning
hierarchy. Table 17 redisplays the winning hierarchy with rough class de-
scriptive titles. Note that the titles should be used with caution because
they do not describe all the constituent file types in an ideal manner.

Table 18. Performance measures – Class-level classification.

Model Train Time Predict Time Accuracy (No. Obs.) C

Hypothesized 3m30.570s 0m08.705s 76.51% (62,426) 64
Table 12 2m22.398s 0m12.317s 88.88% (62,322) 512
Table 16 1m13.641s 0m11.018s 94.40% (62,081) 1,024

Table 18 presents the comparative sample-to-class classification predi-
cation accuracy and train/test run times for the hypothesized model and
the two top-performing empirically-derived models, the Table 12 model
and the Table 16 model. Tables 19 through 21 provide similar data for
the two models; however, the values pertain to type-level, within-class
classification.

4. Winning Model Discussion

The hierarchical model shown in Table 16 exhibits superior perfor-
mance when prediction accuracy is considered only at the class level. The
class-level classification accuracy of the theoretical model is 76.51%. The
classification accuracy for the model shown in Table 12 (i.e., the model
selected as the winning hierarchy) is 88.88%. The accuracy improves to
94.40% for the model shown in Table 16.
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Table 19. Performance measures – Type-level classification (Hypothesized model).

Class Train Time Predict Time Accuracy (No. Obs.) C

1 0m34.001s 0m2.471s 95.21% (19,638) 512
2 0m07.526s 0m0.047s 0.00% (9) 1,024
3 0m13.168s 0m0.414s 65.54% (5,613) 64
4 0m48.827s 0m1.853s 75.60% (5,291) 32
5 0m08.798s 0m0.732s 85.85% (3,902) 128
6 1m25.891s 0m5.594s 23.17% (27,973) 32

Table 20. Performance measures – Type-level classification (Table 12 model).

Model Train Time Predict Time Accuracy (No. Obs.) C

0 0m05.469s 0m00.661s 71.10% (7,453) 32
1 2m12.123s 0m10.278s 24.81% (28,081) 512
2 0m05.003s 0m00.982s 97.96% (5,918) 512
3 0m11.236s 0m00.752s 90.88% (12,609) 512
4 1m13.674s 0m01.882s 85.64% (8,261) 512

Table 21. Performance measures – Type-level classification (Table 16 model).

Model Train Time Predict Time Accuracy (No. Obs.) C

0 0m31.645s 0m02.387s 94.25% (18,509) 1,024
1 1m18.770s 0m01.267s 77.71% (11,855) 64
2 4m29.957s 0m11.186s 35.59% (31,717) 32

While the class-level classification accuracy of the model selected as
the winning model (Table 12) is not maximal (it is less than that of the
model shown in Table 16), its average within-class, type-level classifica-
tion accuracy values exceed those of the other candidate models. The
average type-level classification accuracy values are: theoretical model
– 57.56%; winning model (Table 12) – 74.08%; and the model shown in
Table 16 – 69.18%. These differing results are presented because some
use cases may prefer to sacrifice type-level classification accuracy for
class-level classification accuracy, while others may prefer the converse.

In selecting the model reflected by Table 12 as the winning model,
the fact that 25 high-entropy file types classified in the most poorly-
performing class in the Table 16 model was considered. Since this is
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one of only three classes in the model, having such a large, poorly-
performing class is problematic. In contrast, the Table 12 model contains
five classes and the most poorly-performing class (also characterized by
high-entropy file types) only contains 20 file types. This is important be-
cause a hierarchical classification system that contains a singular, large,
poorly-performing, high-entropy class among very few classes is only ef-
fective at the class level; its utility for type-level classification would be
very limited. Therefore, it is important to minimize the number of file
types in such a class. Hence, the Table 12 hierarchy is preferred to the
Table 16 hierarchy – it contains more classes and fewer constituent file
types in the characteristically poorly-performing, high-entropy class.

Hierarchical models with more classes are also favored because they
provide greater analytical granularity at the class level than models with
more types in fewer classes. For example, a possible application of class-
level classification is network-based data triage and prioritization of lim-
ited deep packet inspection resources. Inbound packet payloads could
be classified and marked for deep packet inspection consideration if the
packet payload is classified at the class level in a particular category.
Accordingly, the Table 12 model is favored over the Table 16 model.

Specific file types classified in the poorly-performing, high-entropy
class for the Table 12 model were also examined. The only file type that
may be better served by being in a different class is PDF. In contrast,
in the Table 16 model, six file types may be better served by being in a
different class: AVI, WAV, DOCX, JAR, MOV and PST.

Finally, the file-level recall and precision were comparatively evaluated
for the experiments involving the top-two candidate hierarchical models
– the Table 12 and Table 16 models (see Tables 22 and 23). The results
are not compelling for one model over the other, but it is clear that
the Table 12 model slightly outperforms the Table 16 model on average.
Considering both recall and precision as equally important, the Table 12
model yields better results than the Table 16 model in a slight majority
of cases (where there is a difference at all).

5. Limitations and Future Research

Given the alternative findings on the impact of feature vector selec-
tion [9], it is unknown if feature vector selection will impact hierarchical
modeling. Future research should explore the impact of varying fea-
ture vectors, either to reliably converge on a winning hierarchy or to
determine if different hierarchical models require different input feature
vectors or whether different features are better predictors for different
classes. Future research should also explore the impact of reduced di-
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Table 22. Comparative type-level recall and precision.

Table 12 Table 12 Table 16 Table 16
Type Recall Precision Recall Precision

TXT 0.979 0.793 0.968 0.830
CSV 0.988 0.979 0.986 0.962
LOG 0.985 0.933 0.990 0.933
HTML 0.897 0.749 0.901 0.874
XML 0.943 0.970 0.945 0.974
JSON 0.984 0.993 0.974 0.998
JS 0.935 0.904 0.940 0.908
JAVA 0.961 0.890 0.972 0.918
CSS 1.000 0.979 1.000 0.978
B64 1.000 0.983 1.000 0.987
B85 1.000 0.975 1.000 0.961
B16 1.000 0.975 0.999 0.976
URL 1.000 0.999 1.000 0.998
PS 0.986 0.944 0.983 0.942
RTF 0.998 0.979 0.974 0.978
TBIRD 1.000 0.950 0.976 0.924
PST 0.934 0.971 0.456 0.473
PNG 0.007 0.105 0.001 0.500
GIF 0.876 0.326 0.873 0.338
TIF 0.964 0.837 0.982 0.826
JB2 0.318 0.134 0.006 0.167
GZ 0.047 0.206 0.001 0.048
ZIP 0.003 0.500 0.001 1.000
JAR 0.963 0.736 0.380 0.385
RPM 0.527 0.148 0.330 0.188
BZ2 0.304 0.236 0.751 0.196
PDF 0.438 0.333 0.995 0.977
DOCX 0.975 0.757 0.560 0.613
XLSX 0.499 0.639 0.525 0.474
PPTX 0.000 0.000 0.003 0.250
JPG 0.507 0.242 0.649 0.236
MP3 0.910 0.324 0.679 0.438
M4A 0.544 0.182 0.084 0.221
MP4 0.403 0.387 0.598 0.240
AVI 0.931 0.863 0.828 0.614
WMV 0.020 0.571 0.614 0.199
FLV 0.479 0.223 0.313 0.406

mension feature vectors [2, 3] on hierarchical classification modeling,
considering the trade-off between computational costs and classification
accuracy. Finally, research should consider replicating the findings pre-
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Table 23. Comparative type-level recall and precision (cont’d.).

Table 12 Table 12 Table 16 Table 16
Type Recall Precision Recall Precision

WAV 0.981 0.896 0.947 0.780
MOV 0.997 0.963 0.971 0.961
DOC 0.774 0.599 0.747 0.662
XLS 0.943 0.893 0.875 0.962
PPT 0.001 0.023 0.003 0.094
FAT 0.308 0.773 0.285 0.819
NTFS 0.735 0.854 0.713 0.948
EXT3 0.975 0.449 0.958 0.458
EXE 0.766 0.764 0.703 0.678
DLL 0.857 0.806 0.827 0.842
ELF 0.927 0.723 0.877 0.856
BMP 0.882 0.929 0.870 0.904
AES 0.038 0.109 0.000 0.000
RAND 0.000 0.000 0.002 0.063

sented in this work with alternate samples and/or more files per type
during experimentation. This work would likely have to be facilitated
by distributed computing given the computational costs associated with
high-dimension vectors (65,500+ dimensions) and a large number of
(2,600) observations (50 types × 52 files per type).

6. Conclusions

This research demonstrates the utility of a multi-step approach for
improving data and file type classification performance. The approach
provides a means to classify inputs at the class level, which is faster
than type-level classification (when the number of total types is held
constant), and class-level classification may be adequate in some appli-
cations. It can also improve type-level classification by simply reducing
the multi-class size of the sub-classification problems (once again, when
the number of total types is held constant). In other applications, class-
level classification may serve as a useful triage step to direct limited
deep packet inspection resources or when applying specialized classifi-
cation techniques, such as those advocated in [24]. In fact, one might
contend that the optimal classification approach is a hybrid approach
(combining statistical and specialized approaches) selected during the
multi-level class-to-type hierarchical classification process. For exam-
ple, a quick n-gram-based statistical classification for detecting an input
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as compressed (class-level) followed by specialized techniques for distin-
guishing between a PDF fragment from a PPTX fragment (type-level)
may be the optimal approach, despite the body of research that takes a
“one-size-fits-all,” non-hierarchical, type-level classification approach.

This research has empirically tested and invalidated the hypothesized
six-class, two-level hierarchy and has used exploratory analysis to empir-
ically derive a winning two-level, five-class hierarchical model. A total
of 52 file and data types were considered and file header blocks were
excluded from the procedure to ensure that the file signatures did not
bias the classification results. File header blocks were also excluded be-
cause the research focused on classifying file fragments absent reliable
file signatures, file extensions or other filesystem data. The experimental
results demonstrate that a two-level (class and type) classification hierar-
chical model is both feasible and advantageous. Moreover, the approach
leads to very good class-level classification performance, improved clas-
sification performance for data and file types not exhibiting high entropy
(e.g., compressed and encrypted data) and reasonably equivalent classi-
fication performance for high-entropy data and file types.

Note that the views expressed in this chapter do not necessarily re-
flect the official policies of the Naval Postgraduate School nor does the
mention of trade names, commercial practices or organizations imply an
endorsement by the U.S. Government.
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Chapter 18

SECURE FILE DELETION FOR
SOLID STATE DRIVES

Bhupendra Singh, Ravi Saharan, Gaurav Somani and Gaurav Gupta

Abstract Solid state drives are becoming more popular for data storage because
of their reliability, performance and low power consumption. As the
amount of sensitive data stored on these drives increases, the need to
securely erase the sensitive information becomes more important. How-
ever, this is problematic because the tools and techniques used on tradi-
tional hard drives do not always work on solid state drives as a result of
differences in the internal architectures. Single file sanitization is highly
unreliable and difficult to accomplish on a solid state drive due to wear-
leveling and related features. This chapter presents a reliable method
for individual file sanitization on solid state drives. The method, called
FTLSec, integrates a page-based encryption system in the generic flash
translation layer. The efficacy of FTLSec is measured using a Flash-
Sim solid state drive simulator. The results are compared with the
well-known FAST flash translation layer scheme and an idealized page-
mapped flash translation layer.

Keywords: Solid state drives, flash translation layer, secure file deletion

1. Introduction

Large amounts of sensitive data are stored in digital storage media.
The disposal of this sensitive data becomes important when it is no
longer needed or when the individuals or organizations desire to replace
their outdated computing equipment. Secure data deletion is also a
critical component of the disposal policy of government and commercial
enterprises.

Secure deletion is the process of deleting data so that it becomes
non-recoverable [14]. Secure deletion is also referred to as purging, san-
itization and erasing. A number of tools, techniques and standards are
available for secure deletion from traditional storage devices such as hard
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disk drives. However, since solid state drives (SSDs) are relatively new,
fewer standards and techniques exist for this type of media.

Solid state drives have some advantages over mechanical spinning hard
drives, but the flash memory they use has some inherent limitations such
as finite erasure cycles [3] and erase-before-write [14]. Solid state drives
store data in NAND flash memory, which is compartmented into blocks
and pages. Each page contains multiple blocks. Pages are the units
of read and write operations while erasures are performed on blocks.
A page write must be preceded by an erasure. Because of the differ-
ences in atomicity, an erasure is a more costly operation than a read or
write. Erasure also significantly degrades the overall write performance
of flash memory – each block can be erased only a finite number of times
(typically 10,000 to 100,000 times [3]) before it becomes unreliable.

To reduce the number of erasures, modern flash solid state drives in-
clude a flash translation layer (FTL). A flash translation layer uses a
table that maps a logical address to a physical address to replace the
erase-before-write by an out-of-place update method. When writing a
new page, the flash translation layer selects an already free or erased
page, writes to it, invalidates the previous version of the page and up-
dates the mapping table. To implement this method, the flash transla-
tion layer employs a garbage collector (GC) [5, 7] to reclaim the invalid
pages of a block by copying its valid pages (if any) to a new erased block
and then erasing the entire original block. To lengthen the lifespan of a
solid state drive, a flash translation layer implements a wear-leveling al-
gorithm to distribute writes evenly across all the blocks in the flash solid
state drive. Wear-leveling prevents data from being written continually
to the same locations.

Solid state drives and hard disk drives have different internal archi-
tectures and storage mechanisms. As a result, the techniques applied to
a hard disk drive for entire drive sanitization or single file sanitization
may not work on a solid state drive. Secure deletion of a single file on a
solid state drive is a relatively challenging task due to garbage collection
and wear-leveling. The data that is left behind on invalid pages after an
out-of-place update also complicates the secure deletion task.

To enable the secure deletion of a single file on a solid state drive,
certain modifications to the generic flash translation layer are needed.
This chapter describes a modification of the demand-based flash trans-
lation layer (DFTL) [5], which includes a page-based encryption system
(PES). The modified flash translation layer technique is called FTLSec
(flash translation layer with secure erase), which provides a means to
securely delete a single file from a solid state drive. Experiments are
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conducted to demonstrate the utility of FTLSec and its superior perfor-
mance compared with other flash translation layer schemes.

2. Background

Presenting an array of logical block addresses (LBAs) makes sense for
a hard disk drive because its sectors can be overwritten. However, the
approach is not suited to flash memory. For this reason, an additional
component, namely the flash translation layer, is required to hide the
inner characteristics of NAND flash memory and expose only an array
of logical block addresses to the operating system. The flash translation
layer resides in the solid state drive controller. The main function of
the flash translation layer is address translation, in which the logical
addresses that are seen by the operating system are converted to the
physical addresses of NAND flash memory. The mapping table and the
other data structures used by the flash translation layer are stored in
a small, fast, on-flash static RAM (SRAM) based cache. The limited
size of SRAM prevents the flash translation layer from achieving high
performance. Furthermore, more data in a solid state drive, means that
there is more data in the SRAM, which is undesirable because the price
per byte of SRAM is higher than that of a solid state drive.

In addition to address translation, the flash translation layer imple-
ments garbage collection and wear-leveling. Garbage collection runs in
the background to create free pages from invalid pages. Because a solid
state drive has a limited number of erase cycles, wear-leveling is em-
ployed to increase the lifespan of the drive by attempting to distribute
data so that every block has the same level of wear.

Flash translation layer schemes are classified into three types based
on their mapping granularity: (i) page-level mapping; (ii) block-level
mapping; and (iii) hybrid mapping. The three schemes are ordered
roughly by their level of complexity. Each flash translation layer scheme
offers trade-offs in terms of performance, memory overhead and life ex-
pectancy.

The page-level mapping scheme is a naive approach in which every
logical page is mapped to a corresponding physical page. Therefore, if
n logical pages are mapped to physical pages, the size of the mapping
table is n. This scheme offers considerable flexibility, but it needs a large
mapping table and, consequently, large SRAM, which can significantly
increase manufacturing costs. For example, a 1GB flash memory chip
with a page size of 2KB requires 2MB of SRAM to store the mapping
table [5].
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The block-level mapping scheme divides logical addresses into logical
blocks and offsets, and only the logical block addresses are mapped to
the physical block addresses (PBAs). Block-level mapping can handle
larger SRAMs than are feasible with page-level mapping. The logical
block offset in a logical block is the same as the physical block offset
in a physical block. This mapping requires 64 (number of pages/block)
times less SRAM memory than the page-level mapping scheme.

A hybrid mapping scheme [10, 13] is a combination of the page-level
and block-level mapping schemes. All hybrid flash translation layer
schemes share a fundamental idea: log-block mapping, which uses an
approach similar to log-structured filesystems. In this scheme, the phys-
ical blocks are divided into two groups: (i) data blocks; and (ii) log
blocks. Data blocks constitute the major portion of a flash solid state
drive and are mapped by a block-mapping scheme; a small fixed number
of blocks are tagged as log blocks and are maintained with page granu-
larity. When an update request to a page in the data block arrives, the
hybrid log-block scheme writes new data to the log block allocated from
the pool and invalidates the previous version of the data that was stored
in the data block. Note that, for each write request, the logical address
of the page is also stored in the out-of-band (OOB) area of each page.

3. Related Work

This section discusses existing work related to secure deletion on
NAND flash drives. A user interacts with the physical medium using an
interface. The interface offers functions that transform the user’s data
objects to a form suitable for storage on the physical medium. This
transformation can also include operations such as encryption, error-
correction and redundancy. Several layers and interfaces exist between
user applications and the physical medium that stores data. Figure 1
shows the layers and interfaces through which data on a physical medium
is accessed.

3.1 Layers and Interfaces

The lowest layer is the physical medium, also called the storage-
management layer. NAND memory drives are accessed via a controller,
specifically, an embedded processor that executes firmware code [14].

NAND flash memory is accessed via a flash translation layer controller
that maps logical addresses from the operating system to the physical
block addresses on the flash memory chip. Unlike a hard disk drive
controller, the flash translation layer controller does not support in-place
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Figure 1. Interfaces involved in NAND flash memory data storage.

overwrites and remaps to new locations, leaving the stale data behind;
this complicates secure deletion.

3.2 Choice of Layer for Secure Deletion

Secure deletion can be applied at any layer. Secure deletion at the
lowest layer ensures that the data is securely deleted and is not recov-
erable; in contrast, secure deletion applied at the user layer allows the
easy identification of data blocks. Secure deletion at the physical layer is
preferable because the user does not know which data blocks to delete.
Alternatively, a user layer approach allows for the easy identification of
the data blocks to be deleted, but it has no information about the loca-
tions of the data blocks. A filesystem layer approach for secure deletion
lies in between a physical layer approach and a user layer approach.

3.3 Controller Level Approaches

The flash translation layer manages the mapping between logical block
addresses visible via standardized interfaces such as ATA and SCSI and
physical pages of flash memory. These interfaces provide built-in erase
commands that instruct on-board firmware to run a sanitization proto-
col on a flash drive. The commands are more reliable, but they are not
supported by all flash drives. Moreover, the built-in commands are ap-
propriate for entire drive sanitization, not for single file secure deletion.
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The ATA interface specifications define the ERASEUNIT and ERASE
UNIT ENH commands that securely erase all user-addressable areas [12].
The working draft ATA/ATAPI Command Set-3 (ACS-3) [18] incorpo-
rates a BLOCK ERASE EXT command that only succeeds if the sani-
tization feature set is supported by the device.

Wei et al. [19] have found that not all solid state drives support ATA
commands. Some drives support ATA commands, but do not implement
them correctly, leaving data intact on the drives. Other drives implement
the ATA commands correctly. Thus, the support and implementations
of ATA commands depend on the vendor. Swanson et al. [16] have
proposed a reliable entire drive sanitization method that encrypts the
data to be stored on a flash drive using a key, which is subsequently
destroyed. In this case, every block is erased and written with a defined
pattern, and erased again. Finally, the flash device is reinitialized by
submitting a new (different) key to the flash controller.

3.4 Filesystem Level Approaches

Application level approaches are limited because they do not directly
access the physical medium. Controller level approaches suffer from
the inability to distinguish deleted data from valid data, because they
cannot access the physical data locations and metadata. Filesystem
level approaches lie in between these two approaches. The filesystem is
generally unaware of the physical medium and accesses it via the device
driver interface.

Data Compaction. Compaction balances the asymmetry between
the write and erase granularities. It compacts a block (erase unit) con-
taining the deleted data, copies the valid collocated data elsewhere and
executes the erase operation. Copying data and then erasing an entire
block is a costly operation that also adds wear to the NAND flash solid
state drive. However, no immediate secure deletion approach based on
erasure is available that can do better than one erase unit erasure per
deletion. Immediate secure deletion requires a minimum of one erasure.
Any improvement that further reduces the number of erase units erased
per deletion must batch the deletions and perform intermittent secure
deletion.

Single File Secure Deletion. Log-structured filesystems are com-
monly used as flash filesystems. Lee et al. [8] have proposed an efficient
single file secure deletion approach for log-structured filesystems. In
this approach, file data is encrypted and the keys are stored in the same
block. To securely delete file data and metadata, the keys corresponding
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to the file on the block are simply erased. This approach was adapted
to the YAFFS implementation [11].

Reardon et al. [14] have implemented a secure deletion approach for
the UBIFS flash filesystem [6]. Each filesystem data node is encrypted
when data on the data node is written and is decrypted when it is read
from a flash memory device. Secure deletion is achieved by purging the
keys from the logical key storage area, which houses all the keys.

Wei et al. [19] have proposed an immediate secure deletion approach
for flash memory called scrubbing. Scrubbing re-programs individual
pages to turn all the remaining ones into zeroes. The approach can re-
move data remnants by scrubbing pages that contain invalid data in a
flash array, or it can prevent their creation by scrubbing the page con-
taining the previous version when writing a new version. Erasing a flash
memory erase unit is the only way to restore the charge to a cell, but
cells can be drained when the write operation is used. These cells cannot
be used to store new data, but their sensitive data is voided immediately.
Fortunately, collocated data on the erase unit remains available. A con-
cern with scrubbing is that it exhibits undefined behavior. Wei et al.
have investigated the error rates for different types of memory and show
that the rates vary widely. Scrubbing causes frequent errors in some
devices and no errors in other devices.

3.5 Application Level Approaches

At the application layer, secure deletion approaches are carried out by
user applications that interact with POSIX-compliant filesystems. The
main approaches are: (i) overwriting the contents of a file before normal
deletion (unlinking); (ii) unlinking a file and filling the free space on the
drive; and (iii) overwriting the entire partition or drive by calling the
secure deletion routine in the controller of the drive.

Overwriting makes multiple write passes with different bit patterns
to sanitize a file [2]. Since a NAND flash drive does not allow in-place
overwrites, the overwriting utilities do not necessarily work for securely
deleting a single file.

Free space filling tools overwrite the free space on a drive and ensure
that the sensitive data is securely deleted from the drive. Obviously, the
cost of filling free space is proportional to the available free space. If
the available free space is large, it will take a longer time to fill; this can
result in high wear in flash memory devices.

Application level filling of free space is the only user level means of
securely deleting data in YAFFS [14]. Reardon et al. [14] has introduced
two methods that work on the YAFFS filesystem: (i) purging; and (ii)
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ballooning. Purging erases free space immediately while ballooning per-
forms frequent secure deletions by keeping the filesystem full of junk
data, causing more frequent YAFFS garbage collection.

Erasing the entire drive securely deletes data stored in NAND flash
memory, including metadata and directory structures. The time re-
quired for this process depends on the size of the drive; erasure can take
a long time for a large-capacity drive.

3.6 Cross Layer Approaches

As discussed above, secure deletion at the lowest layer has no informa-
tion about the locations of deleted data objects. Thus, the higher layers
can be used to pass information about the deleted data to the lowest
layer, permitting the secure deletion of deleted data objects. TRIM [1]
and TrueErase [4] use this type of approach.

A TRIM command [1] enables the operating system to wipe the pages
that contain invalid data due to deletions by the user or the operating
system. Trimming allows the solid state drive to handle garbage col-
lection overhead that would otherwise significantly slow down future
write operations on the involved blocks. TRIM wipes out the invalid
pages on demand, so it ensures the secure deletion of data. TRIM com-
mands were not designed for secure erasure, but instead to accelerate
write operations on flash media. However, it is not possible to restrict
TRIM commands only to sensitive blocks, which means that the un-
derlying mechanism that securely deletes data must be efficient. TRIM
commands are only effective when they are supported by the operating
system and by the solid state drive.

TrueErase [4] irrevocably erases data and metadata on hard disk
drives and solid state drives. TrueErase is a per-file, encryption-free se-
cure deletion approach that keeps track of the sensitive data throughout
the storage path. Information about the deleted blocks is forwarded to
the lowest layer of the new communications channel added between the
device driver and filesystem. To ensure secure deletion, the device driver
is modified to implement immediate secure deletion using its lower layer
interface. TrueErase is more effective than TRIM commands because it
deletes data at a smaller granularity without any delayed deletions.

4. Proposed Secure Deletion Approach

The proposed secure deletion approach uses a page-based encryption
system (PES) to securely erase files. The approach also incorporates
some modifications to the generic flash translation layer. The approach
involves three steps: (i) encrypt each page before writing it to the NAND
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Figure 2. Writing to a new page.
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Figure 3. Reading from Page DN1.

flash and decrypt each page before reading the data; (ii) store the keys in
a fixed area called the key storage area (KSA); and (iii) when a specific
file is to be deleted, erase the block where the file encryption keys are
stored. Figure 2 shows data being written to a new page while Figure 3
shows data being read from a page.

Key Storage Area. The key storage area is reserved. Migrating
blocks of the NAND flash solid state drive are used to store the en-
cryption/decryption keys of all the pages. The locations of the encryp-
tion/decryption keys of a page are stored in the page header. The loca-
tions correspond to the logical key storage area number and offset. In
order to delete a key (which decrypts deleted data), the blocks in the
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key storage area must be erased regularly. When a page becomes invalid
upon removal or updating, the encryption/decryption keys of the page
that are maintained in the key storage area are marked as deleted. This
approach is different from file deletion – whenever a page is discarded,
its corresponding encryption/decryption keys are marked as deleted. A
deleted key remains tagged as deleted until it is purged and a fresh
random key takes its place; this fresh key is tagged as unused.

Purging. Purging is a regular process that erases keys from the key
storage area. Purging is done on each block of the key storage area. In
this process, a new block of key storage area is selected to copy the used
keys that reside in the same locations, and the deleted or unused keys
are replaced with new unused random data. This random data, which
is inexpensive and easy to generate, is assigned to the new keys when
needed.

Keys that are tagged as unused are logically-fixed in the key storage
area because their corresponding pages are already stored on the NAND
flash solid state drive until erase operations are performed at the key
locations. All the blocks containing invalid data are erased, thus purging
the unused and deleted keys along with the pages they encrypt.

Key State Map. The key state map maps key positions to key states.
Keys can be in one of three states – unused, used or deleted. Unused
keys are keys that can be assigned and then tagged as used. Used keys
are used to encrypt/decrypt valid pages; these keys ensure the availabil-
ity of user data. Deleted keys are keys that are used to encrypt/decrypt
deleted data, specifically, pages that are no longer needed by the filesys-
tem and should be securely erased by the filesystem to achieve the goal
of secure deletion. A purging operation replaces unused and deleted keys
with new values; the used keys remain on the storage medium.

Figures 4 and 5 show representations of key state maps before aand
after keys are purged.

Flash Translation Layer Modifications. In order to enable the
secure deletion of a single file, the generic flash translation layer is mod-
ified and a page-based encryption system is integrated in it. All the
incoming data is encrypted before writing to NAND flash memory and
decrypted for each read operation. The keys are stored in the reserved
key storage area and key locations are assigned to the data of each page.
The page-level mapping table of the modified flash translation layer also
stores a reference to the encryption/decryption key positions so that the
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Figure 4. Key state map before purging keys.

algorithm that builds its logical pages to physical pages, also builds the
corresponding encryption/decryption key positions.

A key position has two parts: (i) logical key storage area block num-
ber; and (ii) offset within the key storage area block. The metadata
relating to each key storage area block, comprising the logical key stor-
age area block number and epoch number, are stored in the last page of
each logical key storage area block.

5. Experimental Results

No publicly-available flash solid state drive prototype exists for testing
flash translation layer schemes. Therefore, experiments were performed
using an open-source, validated flash solid state drive simulator named
FlashSim [7]. The simulator was used to evaluate various flash transla-
tion layer schemes proposed in the literature. FlashSim uses a modular
architecture and facilitates the integration of new flash translation layer
schemes. In the experiments, FlashSim was used to evaluate the perfor-
mance of the proposed flash translation layer (FTLSec) along with two
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Figure 5. Key state map after purging keys.

traditional flash translation layer schemes: (i) a hybrid flash translation
layer scheme (FAST) [9]; and (ii) an ideal page-mapped flash translation
layer scheme [5].

5.1 Experimental Setup

The experiments simulated 16GB of NAND flash memory. Table 1
presents the simulation parameters. The number of extra blocks was
varied from 5% to 9% of the total blocks. The extra blocks were used
as log blocks by the FAST hybrid flash translation layer scheme.

Experimental Workloads. Real-world traces were used as work-
loads to measure the performance of FTLSec against the hybrid flash
translation layer scheme FAST and the idealized page-mapped flash
translation layer scheme. Different types of traces that have been used
to evaluate the performance of storage systems were selected.

Table 2 lists the characteristics of each type of trace. Financial1
was taken from OLTP applications running at two large financial in-
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Table 1. Simulation parameters.

Parameter Value

SSD Capacity 16GB
Page Size 2KB
Page OOB 64B
Pages per Block 64 pages
Percentage of Extra Blocks 5% to 9%
Page Read Delay 0.1309ms
Page Write Delay 0.4059ms
Block Erase Delay 2ms

Table 2. Experimental workloads.

Workload Average Request Read Write
Size (KB) (%) (%)

Financial1 3.00 9.0 76.8
WebSearch 14.86 97.3 2.70
Exchange 12.00 46.4 53.6

stitutions (OLTP Application I/O) [17]. The Financial1 trace is write-
dominant. The WebSearch trace is a read-dominant I/O trace (Search
Engine I/O) [17]. The Exchange trace was collected from a Microsoft
Exchange mail server [15].

Performance Metrics. Two metrics were used in the simulations: (i)
number of erased blocks (indicator of garbage collection efficacy); and
(ii) average response time (device service time plus the time spent in the
driver queue).

5.2 Garbage Collection Overhead

Garbage collection may involve various types of merge operations
(e.g., switch, partial and full) at the time of servicing update requests.
These merge operations create overhead in the form of block erases and
when copying valid pages in the blocks (victim blocks) to other (free)
blocks.

Figure 6 shows the impact of the garbage collection overhead. The
results demonstrate that FTLSec has fewer garbage collection operations
than FAST for all the workloads. Also, when the number of extra blocks
used for log blocks increases, the number of garbage collection operations
decreases. Figure 6 also shows that the number of block erasures is the



358 ADVANCES IN DIGITAL FORENSICS XII

 30000
 28000
 26000

 24000

 22000

 20000
 18000

 16000

 14000
 12000

 10000

 8000

N
um

be
ro

fB
lo

ck
Er

as
ur

es

Financial Web Search Exchange
Workload

FAST
FTLSec

Pagemap-FTL

N
um

be
ro

fG
C

O
pe

ra
tio

ns

 65000
 60000

 55000

 50000

 45000

 40000

 35000

 30000

 25000

 20000

 15000
975

Extra-Block(%)

FAST
FTLSec

Pagemap-FTL

(a) Block erasures. (b) Financial1 traces.

N
um

be
ro

fG
C

O
pe

ra
tio

ns

 50000

 45000

 40000

 35000

 30000

 25000

 20000

 15000

FAST
FTLSec

Pagemap-FTL

975
Extra-Block(%)

N
um

be
ro

fG
C

O
pe

ra
tio

ns

FAST
FTLSec

Pagemap-FTL

 55000

 50000

 45000

 40000

 35000

 30000

 25000

 20000

 15000
975

Extra-Block(%)

(c) WebSearch traces. (d) Exchange traces.

Figure 6. Garbage collection overhead.

lowest for the WebSearch workload. This is because WebSearch is highly
read-dominant and issues a small number of write requests. As a result,
WebSearch has a lower garbage collection overhead than the Financial1
and Exchange traces.

5.3 Impact of Extra Blocks

As discussed above, extra blocks are used to support merge operations
during garbage collection. The number of extra blocks in the experi-
ments was varied from 5% to 9% of the total blocks while the solid state
drive capacity was kept constant throughout the experiments.

6. Countering Secure Deletion

To counter anti-forensic approaches such as secure deletion on solid
state drives, a digital forensic investigator must have a good understand-
ing of the tools and techniques used to securely delete drive content.
This section highlights some anti-anti-forensic techniques to counter se-
cure deletion when one or more files are securely deleted and when an
entire drive is sanitized.
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6.1 Countering Single File Sanitization

The targets of the most privacy protection tools are messenger chats,
pictures, documents and video files. Secure removal of these artifacts
with overwriting techniques does not guarantee their complete removal
and leaves some traces. The traces include:

Recent Events: Recent events such as browser histories, Skype
and Hangout chats, documents and downloads can still be found
in the Pagefile.sys and Hiberfil.sys files.

Multiple Copies: Windows often creates multiple copies of some
types of files. These copies are generated when copying or moving
files, temporarily saving copies of working documents, and com-
pressing and decompressing files. Performing a secure deletion
only on the target file leaves the other copies intact, which means
that they could be located and extracted by digital forensic inves-
tigators.

File Fragments: If a file on a solid state drive is erased by over-
writing, fragments of the file may still reside on the drive because
most operating systems have filesystem fragmentation. It is possi-
ble to partially carve a file if the fragments left before defragmen-
tation have not been overwritten.

Volatile Evidence: A computer or laptop that was running when
it was seized may still have artifacts in RAM.

Volume Shadow Copy: Older versions of a file may exist in the
volume shadow copy.

6.2 Countering Entire Drive Sanitization

The sanitization of an entire solid state drive is performed with vendor-
defined commands that, in turn, invoke TRIM. Modern solid state drives
are compliant with DRAT (definite read after trim) or DZAT (definite
zero after trim) [1]. This makes the solid state drive controller return
all zeroes or garbage data, even if the drive contains actual data. In
this case, the recovery of solid state drive data is a difficult and time-
consuming task. However, if the solid state drive firmware is not updated
or is buggy, the data may still be found on the disk.

7. Conclusions

Solid state drives with NAND flash memory are becoming increasingly
common for storing sensitive data. This makes the sanitization of solid
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state drives a critical component of data management. The FTLSec (file
translation layer with secure erase) method presented in this chapter re-
liably sanitizes individual files on a solid state drive. FTLSec achieves
its functionality by integrating a page-based encryption system in the
generic flash translation layer. Experiments demonstrate the FTLSec
has fewer block erasures and garbage collection operations compared
with the well-known FAST flash translation layer scheme and an ideal-
ized page-mapped flash translation layer scheme.
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A TOOL FOR VOLATILE
MEMORY ACQUISITION
FROM ANDROID DEVICES

Haiyu Yang, Jianwei Zhuge, Huiming Liu and Wei Liu

Abstract Memory forensic tools provide a thorough way to detect malware and
investigate cyber crimes. However, existing memory forensic tools must
be compiled against the exact version of the kernel source code and the
exact kernel configuration. This poses a problem for Android devices
because there are more than 1,000 manufacturers and each manufac-
turer maintains its own kernel. Moreover, new security enhancements
introduced in Android Lollipop prevent most memory acquisition tools
from executing.

This chapter describes AMExtractor, a tool for acquiring volatile
physical memory from a wide range of Android devices with high in-
tegrity. AMExtractor uses /dev/kmem to execute code in kernel mode,
which is supported by most Android devices. Device-specific informa-
tion is extracted at runtime without any assumptions about the target
kernel source code and configuration. AMExtractor has been success-
fully tested on several devices shipped with different versions of the
Android operating system, including the latest Android Lollipop. Mem-
ory images dumped by AMExtractor can be exported to other forensic
frameworks for deep analysis. A rootkit was successfully detected using
the Volatility Framework on memory images retrieved by AMExtractor.

Keywords: Mobile device forensics, memory forensics, Android, rootkit detection

1. Introduction

The Android operating system is the most popular smartphone plat-
form with a market share of 82.8% in Q2 2015 [7]. The popularity of the
operating system makes it vital for digital forensic investigators to ac-
quire and analyze evidence from Android devices. Most digital forensic
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tools and frameworks focus on extracting user data and metadata from
the Android filesystem instead of volatile memory. However, new secu-
rity enhancements, such as full-disk encryption introduced in Android
Ice Cream (version 4.0), make it extremely difficult to recover evidence
via filesystem forensics [2].

Volatile memory is valuable because it contains a wealth of informa-
tion that is otherwise unrecoverable. The evidence in volatile memory
includes objects related to running and terminated processes, open files,
network activity, memory mappings and more [1]. This evidence could
be extracted directly if a full physical memory dump were to be ob-
tained. Often, a full copy of volatile memory is the first, but essential,
step in advanced Android forensics and threat analysis.

Volatile memory acquisition from Android devices is challenging. A
major challenge is the fragmentation of Android devices – there are more
than 24,000 distinct Android devices and 1,294 manufacturers [13]. This
fragmentation introduces flaws in Android memory acquisition tools:

Availability: Memory acquisition tools do not work on several
devices because they lack certain functionality. LiME, the most
popular tool in the Android community, relies on loadable kernel
module (LKM) support by target devices. However, many Android
devices do not provide this functionality. For example, Google
Nexus smartphones do not support loadable kernel modules – at-
tempting to load a kernel module using the insmod command pro-
duces a “function not implemented” error. Loadable kernel module
support is a compile-time option and enabling it requires the ker-
nel to be compiled and the boot partition flashed. Some manufac-
turers incorporate security enhancement mechanisms that prevent
unofficial kernel modules from running. For example, Samsung
Galaxy has KNOX that only allows kernel modules with Samsung
signatures to be loaded.

Compatibility: It is very difficult to port some memory acquisi-
tion tools to new devices. For example, LiME must be compiled
against the exact version of the target kernel source code and the
exact kernel configuration. However, these conditions are not al-
ways met because most mobile phone manufacturers do not release
their source code.

Accuracy: Some memory acquisition tools have large forensic
impacts on target devices, producing evidence that may not be
admissible in court. For example, the fmem memory acquisition
tool for Linux systems can be used to copy data from kernel mode
to user mode. However, it involves frequent copying that may
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override memory content and contaminate the memory. Other
tools that work in user mode only have access to the memory of
particular processes; thus, they are incapable of detecting rootkits.

This chapter describes AMExtractor (Android Memory Extractor),
a widely applicable tool for acquiring volatile memory from Android
devices. AMExtractor has three advantages compared with existing
tools. First, AMExtractor uses the /dev/kmem device to execute code
in kernel space; this bypasses the loadable kernel module restriction and
works well on the latest stock ROMs without any modifications. Second,
AMExtractor does not need the source code of the target device and it is
compatible with most Android operating system versions, including the
latest Lollipop. Third, AMExtractor runs in kernel mode. This makes
the tool forensically sound – it has minimal impact on target devices
because it reads and transmits memory content only in kernel mode and
minimizes data copying. Unlike tools that run in user mode, AMExtrac-
tor can find information hidden from user mode and it is not affected by
rootkits.

AMExtractor was tested on four mobile phone models: (i) Samsung
Galaxy Nexus; (ii) LG Nexus 4; (iii) LG Nexus 5; and (iv) Samsung
Galaxy S4. Different versions of stock and third-party ROMs as well as
the latest stock firmware were tested without any failures. AMExtrac-
tor was evaluated by comparing it against LiME and fmem. The results
demonstrate that the dumped memory is nearly the same as that ob-
tained with LiME. The AMExtractor output was also exported to the
Volatility Framework to detect the presence of rootkits. Evidence of
malware invisible to traditional security tools was discovered.

2. Related Work

Traditional memory acquisition methods can be classified as: (i) hard-
ware methods; and (ii) software methods [5].

2.1 Hardware Methods

JTAG test pins can be used to retrieve the internal memory of a de-
vice. This method was verified on the Nokia 5110 model by Willassen,
[20]. However, over and above the difficulty of directly programming
JTAG to acquire live memory dumps, not all Android devices have JTAG
test pins. Muller developed the FROST framework [12] to retrieve sen-
sitive information, including disk encryption keys from memory using a
cold attack. Specifically, FROST is able to read the remaining memory
content after a mobile phone maintained at a low temperature is pow-
ered off. The limitation of FROST is that it is necessary to unlock the
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phone and flash the recovery image; this causes the phone to be reset to
the factory settings with the loss of all user data. Moreover, FROST re-
lies on the data remanence property to read memory; thus, the memory
retrieved may not be an exact copy of the live memory.

2.2 Software Methods

Traditionally, memory content can be acquired from /dev/mem de-
vices. However, this approach does not work for mobile phones with
RAM in excess of 896MB [17]. Kollar [8] has developed fmem, a loadable
kernel module that creates a /dev/fmem device supporting memory ac-
quisition. Unfortunately, fmem does not work on Android devices by de-
fault [17]. Additionally, reading memory from such devices in user space
involves too many interactions between user space and kernel space,
which can modify the original content.

Sun et al. [16] have implemented a reliable memory acquisition tool
called TrustDump. TrustDump is a TrustZone-based memory acquisi-
tion tool that can extract the RAM memory and CPU register values
of a mobile device even when the operating system has crashed or has
been compromised. However, TrustDump is only supported on Freescale
i.MX53 QSB, an embedded development board, making it an impractical
tool for evidence acquisition from Android devices.

LiME [17] is another popular forensic tool. It is a loadable kernel mod-
ule that parses the memory mapping structure in a kernel and dumps
the memory content to an SD card or transmits it over a TCP connec-
tion. By using a direct I/O or kernel socket technique, LiME minimizes
its interactions with user and kernel space, thereby providing a more
forensically-sound memory dump. LiME uses a custom format to re-
duce the size of memory images, a feature supported by other memory
analysis tools.

However, LiME has some shortcomings. Its portability across a range
of smartphone models poses problems with regard to memory foren-
sics [17]. When attempting to load a kernel module, if module verifi-
cation is enabled (true for every kernel tested in this work), the kernel
performs several checks to ensure that the module was compiled for the
specific version of the running kernel. LiME needs the kernel source
code of the target phone. This constraint cannot always be satisfied
because manufacturers tend to delay the publication of source code or
never publish their code. However, even if the source code is available,
the kernel configuration and toolchains must be exactly the same as for
the stock firmware running on the phone. Any change prevents the mod-
ule from being loaded due to a CRC checksum mismatch. Recompiling
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Table 1. Volatile memory acquisition support by commercial tools.

Products Status

Cellebrite No support, but support is planned
XRY No support
Oxygen Forensic No support
Magnet IEF No support

the kernel and flashing it to a phone appears to be the best approach,
but changing the original system is not always acceptable, especially
in forensic research. Even worse, recently released phones such as the
Google Nexus and Samsung Galaxy series, by default, turn off the load-
able kernel module compiling option in their Linux kernels.

Stuttgen and Cohen [15] have proposed a method for loading a mod-
ule into a Linux kernel without kernel source code by developing a truly
version-independent kernel module and modifying it prior to loading.
Using the checksum and kernel information retrieved from another ex-
isting kernel module, they were able to dynamically modify the module
to perform a robust memory acquisition. However, their method is not
widely applicable due to the lack of existing kernel modules in Android
devices.

With regard to code injection techniques, devik and sd [4] have pro-
posed a method that dynamically patches a Linux kernel without using
a loadable kernel module. Lineberry [9] has presented a similar method.
The methods focus on hooking the syscall table instead of reading
memory content. AMExtractor follows this approach, but modifies it to
hook device drivers.

2.3 Commercial Memory Forensics Tools

At this time, the major commercial digital forensic tools do not sup-
port volatile memory acquisition from mobile phones. Table 1 shows the
status of memory acquisition support by popular commercial tools.

3. AMExtractor Design

Figure 1 presents the AMExtractor architecture. AMExtractor is an
ELF file that runs in user space, but requires root privileges to execute
code at the kernel level.

Root privileges are indispensable to using AMExtractor. An existing
root manager or kernel bug exploit may be used to root Android devices.
This prerequisite is relatively easy to satisfy because many users root
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Figure 1. AMExtractor architecture.

their devices [10]. Moreover, many root solutions have been published;
at least two universal solutions were presented recently [21, 22] In any
case, methods for obtaining root privileges are outside the scope of this
research.

The AMExtractor memory dump process involves the following steps:

Step 1: Retrieve Information: AMExtractor reuses some ker-
nel facilities for robustness and compatibility. Information about
the running system, including physical memory offset and kernel
symbols, is retrieved at runtime. The kernel function address and
physical memory layout are retrieved using /proc/kallsyms and
/proc/iomem. Disassembly of the vm normal page function is also
required.

Step 2:Modify theFunctionPointer: Having gathered enough
system information, AMExtractor needs to modify only one byte
of the target kernel. The function pointer points to custom code
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developed by the authors of this chapter and this function is in-
voked by a device operation such as fsync on /dev/ptmx. Note
that /dev/kmem was chosen to modify the kernel because it is sup-
ported by all Android and Linux versions. The impact on the
target system caused by the modification is small because only
one byte of the target kernel is modified.

Step 3: Trigger Code Running at the Kernel Privilege
Level: With the function pointer pointing to the custom code,
calling the particular method on a modified device leads to the
custom code executing at the kernel privilege level. Unused file op-
erators exposed by the kernel are chosen for minimal changes to the
kernel (e.g., operators of /dev/ptmx, /dev/zero and /dev/null).
Experiments revealed that the fsync operator of /dev/ptmx could
be used in most cases.

Step 4: Map and Read Volatile Kernel Memory: When the
custom code executes at the kernel privilege level, it enumerates
pages using the memory management facilities provided by the ker-
nel. Upon enumerating the managed resource in iomem resource,
all the system RAM can be found with the starting and ending
addresses. For each page in the address range of system RAM,
AMExtractor translates the page frame number into the virtual
address. The virtual address can be used by a socket read/write
function. The extraction process is practically the same as that of
LiME. The only difference is that AMExtractor does not rely on
the source code of the target device kernel while LiME must be
compiled against it.

Step 5: Transmit Memory Content via a Kernel Socket:
A kernel socket is used to transmit memory content instead of
copying data to user mode. This method minimizes interactions
between user space and kernel space, and, thus, has a minimal
impact on the target system. The link to a personal computer for
memory content transmission can be created by an ADB bridge or
Wi-Fi connection and the content sent out via TCP/IP.

Step 6: Write Memory Content to a File and Analyze the
Content: The memory content can be received by and written to
a file on a separate personal computer for further analysis. The
output format of AMExtractor is compatible with many memory
analysis toolkits, including Volatility [19].
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4. Implementation

This section presents details about the AMExtractor implementation.
Using /dev/kmem instead of a loadable kernel module strengthens the
tool, but introduces some challenges. This section describes these chal-
lenges and the methods used to solve them.

4.1 Gathering Information

The first step is to dynamically read the kernel symbols. This is not re-
quired for tools using loadable kernel modules because they have already
been compiled against the source code. However, AMExtractor needs to
know the function addresses before it can use /dev/kmem. Fortunately,
the Android kernel has a symbol table exported in /proc/kallsyms that
provides enough information.

The content of /proc/kallsyms is a simple plaintext file that is easy
to parse:

c4508000 T stext

c4508000 T _sinittext

c4508000 T _stext

c4508000 T __init_begin

c450805c t __create_page_tables

c4508060 t __enable_mmu_loc

...

...

However, the kernels of most phones restrict the kernel pointer addresses
from being printed. Fortunately, /proc/sys/kernel/kptr restrict

can be used to turn off this restriction.

4.2 Using /dev/kmem to Deploy the Trigger

While each loadable kernel module has a well-defined entry, tools
based on /dev/kmem do not. Therefore, a technique for triggering code
in kernel space is needed. AMExtractor deploys the trigger by modi-
fying one function pointer to the custom code. The triggering process
proceeds as follows:

Find a device created by a Linux kernel for which struct file

operations is writable.

Modify the function pointer of the structure to the custom code.

Trigger the custom code by calling the corresponding device func-
tion.
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AMExtractor uses the /dev/ptmx device. This device has an opera-
tion structure that is always writable because the method of the device
is assigned during booting. For certain versions of the Android kernel,
/dev/zero and /dev/null are suitable alternatives.

4.3 Running Code at the Kernel Privilege Level

Triggering the custom code at the kernel privilege level is straightfor-
ward. All that is needed is to open the modified device in the previous
step and perform the operation, i.e., call fsync() on /dev/ptmx.

4.4 Mappping and Reading Kernel Memory

This process is nearly the same as that of LiME. When enumerat-
ing pages, the iomem resource structure is traversed, the page frame
number is translated to the page pointer and the page is mapped to a
virtual address. The difference between AMExtractor and LiME lies in
the translation method. Tools based on loadable kernel modules can
perform the translation using pfn to page. However, pfn to page is a
macro that is compiled (inline) into other functions. Therefore, it is im-
possible to reuse pfn to page in the target kernel and it is necessary to
re-implement the logic of the macro. A hard coded implementation of the
macro is also infeasible because there are three different memory models
in a Android kernel, corresponding to the different implementations of
pfn to page. It is infeasible to enumerate the three implementations
and identify the correct one because a wrong choice causes kernel panic.
The problem is solved as follows:

Find a function that contains the pfn to page macro.

Reverse-engineer the binary code of the function.

Re-implement the logic of the macro.

The following code snippet is the disassembled output of the pfn

to page macro in IDA Pro:

C024F344 loc_out

C024F344 LDR R3, =0xC122AFC0

; load address of memory_map into r0

C024F348 LDR R0, [R3]

C024F34C ADD RO, R0, R4, LSL #5

; r4 contains page frame number

; sizeof(struct page) == 32

C024F350 LDMFD SP, {R4,R5, R11, SP, PC}; return

C024F354
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Table 2. Tests of forensic soundness.

Device ROM Version LKM LiME AMExtractor

Galaxy Nexus Stock ROM 4.3 No Failed Successful
Galaxy Nexus Paranoid 4.4.4 Yes Success Successful
Nexus 4 Stock ROM 4.2.2 No Failed Successful
Nexus 4 Stock ROM 5.1.1 No Failed Successful
Nexus 5 Stock ROM 4.4.4 No Failed Successful
Nexus 5 Stock ROM 5.1.1 No Failed Successful
Nexus 5 Self-compiled 5.0 Yes Successful Successful
Galaxy S4 Stock ROM 5.0 Yes Failed Successful

Obviously, the device uses a flat memory model and the size of the
structure page is 32.

4.5 Transmitting Memory Content

Using the page pointer provided by pfn to page, calling kmap maps
the page with a virtual address that is useful in the kernel socket. Func-
tions sock create kern and kernel sendmsg can then be used in the
kernel without copying data to user space.

5. Experimental Evaluation

Experiments were conducted using AMExtractor on various devices
and the extracted memory was analyzed. The experimental results
demonstrate that AMExtractor has wide applicability on the latest firm-
ware versions. Also, the extracted memory was successfully analyzed to
detect rootkit activities; this is not possible using traditional user space
tools.

5.1 Applicability Evaluation

AMExtractor was tested on four phone models: Galaxy Nexus, Nexus
4, Nexus 5 and Samsung Galaxy S4. Various versions of stock ROMs
and third-party ROMs were included in the experiments. Also, a custom
kernel with a loadable kernel module option was compiled to test LiME.

As shown in Table 2, AMExtractor successfully dumped the memory
contents of all the phones shipped with latest ROMs. The Samsung
Galaxy S4 with KNOX enabled was also tested. LiME only succeeded on
the self-compiled ROM of Nexus 5 and one third-party ROM of Galaxy
Nexus. Although the Galaxy S4 enabled a loadable kernel module in
stock ROM, the security enhancements provided by KNOX prevented
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Table 3. Tests of forensic soundness.

Acquisition Tool Number of Pages Identical Percentage

AMExtractor 484,096 99.06%
LiME 484,096 99.46%
fmem 484,096 80.17%

an unofficial kernel module from being loaded. In contrast, AMExtractor
worked well even when KNOX was operational.

5.2 Integrity Evaluation

Forensic soundness is a critical criterion for evaluating a memory
forensic tool. Comparisons of the memory dumped by different tools
serves as a good proof of soundness. In the evaluation, the dumped
memory contents were compared against the memory of the Android
emulator to demonstrate integrity. In order to make LiME and fmem

work properly, a self-compiled kernel was flashed to Nexus 5. Table 3
presents the results.

Although the memory contents may change during the long dumping
process, the memory contents dumped by AMExtractor and LiME were
nearly the same. This is not surprising because the same approaches are
used to enumerate pages and transmit the memory contents.

6. In-Depth Analysis of Extracted Memory

Volatile memory is valuable in forensic investigations. Efforts have
been made to extract information and evidence from volatile memory
dumps. A promising application is rootkit detection. Modern malware
often uses kernel-level techniques to hide their activities. Kernel rootkits
run with the highest operating system privileges. These rootkits can
modify the interactions between user mode and kernel mode to cloak
themselves. The following code snippet shows a typical Android rootkit
that hides its file and process:

shell@hammerhead:/ # ps | grep wmr

1|root@hammerhead:/ #

Rootkit detection is difficult because a rootkit may be able to subvert
the software intended to find it. The sample rootkit above can hide
itself when a user issues the ps command to list suspicious processes.
However, analysis of the full memory dump provided by AMExtractor
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can reveal evidence of malware activities. Specifically, in the rootkit
example above, the package name of the rootkit cannot be found in the
ps output. However, the rootkit is revealed when the memory extracted
by AMExtractor is analyzed:

user@PC:~$ vol.py --profile=LinuxGNARM -f ./dump_memory

linux_pslist | grep wmr

Volatility Foundation Volatility Framework 2.4

0xc61d1a40 com.mwr.dz 1657 10064 10064

0x85170000 2015-09-01 07:24:01

0xc510f840 m.mwr.dz:remote 1670 10064 10064

0x85dc4000 2015-09-01 07:24:01

Note that no processes with the string “wmr” in their names are listed
because the rootkit has hidden them. However, when Volatility is used to
analyze the AMExtractor memory dump, the processes become visible:

user@PC:~$ vol.py --profile=LinuxGNARM -f ./dump_memory

linux_check_syscall_arm

Volatility Foundation Volatility Framework 2.4

/*---------------omitted----------------*/

0xd7 0xc00cdfd0 sys_setfsuid

0xd8 0xc00ce0ac sys_setfsgid

0xd9 0xbf004000 HOOKED

0xda 0xc0188024 sys_pivot_root

0xdb 0xc0150e44 sys_mincore

0xdc 0xc014cb38 sys_madvise

/*---------------omitted----------------*/

Furthermore, sys call table can be analyzed using the memory
dump provided by AMExtractor. As seen in the output above, sys

getdents64 was compromised by malware.
Although AMExtractor can be applied to a wide variety of Android

devices, the tool has some limitations. The code executed in the kernel is
located in user space. The control flow of the kernel may be redirected to
custom code by modifying a function pointer. ARM CPUs provide the
Privileged Execute Never (PXN) permission to prevent such activities.
If a target kernel were to fully utilize PXN functionality, AMExtrac-
tor would fail. Moreover, AMExtractor relies on /proc/kallsyms and
/dev/kmem. Fortunately, most Android devices, including all the devices
tested, do not use PXN [6].

7. Conclusions

The AMExtractor tool is designed to acquire volatile physical mem-
ory from Android devices with the latest ROMs and firmware. The
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tool utilizes /dev/kmem to perform memory extractions with high in-
tegrity and better applicability than existing tools. Memory images
dumped by AMExtractor may be exported to other forensic frameworks
for deep analysis. Additionally, AMExtractor supports rootkit detec-
tion. In an experiment, a rootkit was successfully detected using the
Volatility Framework on volatile memory retrieved by AMExtractor.
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Chapter 20

ADVANCED AUTOMATED DISK
INVESTIGATION TOOLKIT

Umit Karabiyik and Sudhir Aggarwal

Abstract Open source software tools designed for disk analysis play a critical
role in digital forensic investigations. The tools typically are onerous
to use and rely on expertise in investigative techniques and disk struc-
tures. Previous research presented the design and initial development
of a toolkit that can be used as an automated assistant in forensic in-
vestigations. This chapter builds on the previous work and presents an
advanced automated disk investigation toolkit (AUDIT) that leverages
a dynamic knowledge base and database. AUDIT has new reporting and
inference functionality. It facilitates the investigative process by han-
dling core information technology expertise, including the choice and
operational sequence of tools and their configurations. The ability of
AUDIT to serve as an intelligent digital assistant is evaluated using a
series of tests that compare it against standard benchmark disk images
and examine the support it provides to human investigators.

Keywords: Digital forensics, disk investigation toolkit, expert systems

1. Introduction

Forensic investigations of disks are challenging because of the wide va-
riety of available tools. Existing commercial and open source tools must
be considered and new tools are constantly being released. Investigators
are expected to know how to use and configure these tools and they
are required to have a fair degree of information technology expertise.
They must also have considerable knowledge about the technical details
of each new disk type, filesystem and the locations on the disk where
information could be hidden.

This chapter builds on previous work on tool development [10] and
presents an advanced automated disk investigation toolkit (AUDIT) that
has been substantially improved and that leverages a dynamic knowl-
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edge base and database. AUDIT is designed to support the integration
of open source digital forensic tools within the Java Expert System Shell
(Jess) [4] in order to enhance disk forensic investigations. The most im-
portant internal design change is the ability of AUDIT to dynamically
update the knowledge base and database components with information
from the expert system component. This substantially extends system
functionality. Another important addition is the reporting mechanism
that describes the activities of the system, including the inferences in-
volved in decision making, which are useful when explaining how and
why certain forensic tools were invoked automatically by AUDIT.

The long-term goal of this research is to create an intelligent assistant
that supports forensic investigations. The assumption is that an inves-
tigator may not have adequate technical knowledge about the tools that
could be used and/or the disk images to be examined. The current ver-
sion of AUDIT is designed to speed up and enhance disk examinations
regardless of the investigator’s knowledge and skill levels. AUDIT cur-
rently supports the examinations of disks for graphic files, documents,
email files and addresses, and also more specialized examinations in-
volving credit card information and social security numbers. AUDIT is
designed to be extensible so that new functionality is easily integrated
in the existing system.

Researchers caution that the automation of the digital forensic pro-
cess should not be “dumbed down” by encouraging expert investigators
to rely more heavily on automation than their own knowledge [9, 12].
An important goal for AUDIT is to ensure that this does not occur.
Although AUDIT incorporates knowledge of tools and disk structures,
the assumption is that the investigator is, in fact, skilled in the art of
investigations. AUDIT speeds up the technical aspects of the investiga-
tive process as suggested in [9]. Experimental evidence obtained from
the analysis of several test disk images is used to demonstrate AUDIT’s
ability to significantly support human investigators.

2. Related Work

Stallard and Levitt [15] proposed one of the earliest applications of
expert systems in the area of digital forensics. They used an expert
system with a decision tree to detect network anomalies when attackers
attempt to clear traces in log files. Liao et al. [11] also used an expert
system to analyze log files; however, their approach leveraged fuzzy logic.

The Open Computer Forensics Architecture (OCFA) [16] is an early
example of automating the digital forensic process. OCFA modules work
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independently on specific file types to extract file content, but the archi-
tecture is not designed to search and recover files from a given device.

The Digital Forensics Framework (DFF) is an open source digital in-
vestigation tool and development platform [2]. It is a good example of
tool integration and collaboration that reduces the burden on investi-
gators when they use task-specific tools. However, the framework still
requires knowledge and skills related to integrated tools and disk struc-
tures.

Fiwalk [5] is the closest work to that described in this chapter. Fiwalk
automates the processing of forensic data to assist users who desire to
develop programs that can automatically process disk images. The main
differences between Fiwalk and this work is that Fiwalk specifically works
on filesystem data and does not incorporate any artificial intelligence
techniques. Fiwalk does simplify the task of filesystem analysis, but it
requires knowledge about the filesystem and its structure.

Hoelz et al. [8] have developed the MultiAgent Digital Investigation
Toolkit (MADIK) to assist forensics experts. They use an artificial in-
telligence approach where each agent specializes in a different task such
as hashing and keyword search. However, the work does not leverage
knowledge about forensic tools to assist non-expert users.

Fizaine and Clarke [3] have proposed a crime-dependent automated
search engine for digital forensics. This tool focuses on the early stage
of an investigation and collects information about specific crimes by as-
suming that most crimes have similar patterns. However, their approach
does not support automated tool integration and configuration.

Commercial tools such as FTK [1] and EnCase [7] also automate ex-
amination tasks in order to assist investigators. The tools expect users
to be technically skilled and to take training courses in order to use
the tools effectively. Furthermore, the tools do not explain the decision
making process, leaving this to expert investigators. Additionally, the
tools are closed source and are not extensible by users.

At this time, no researchers have specifically addressed the problem
of assisting human examiners during the analysis phase of investigations
using an expert system. Additionally, existing systems do not support a
general open source tool integration process; instead, they only integrate
task-specific modules to automate certain activities.

3. AUDIT

Figure 1 presents the architecture of the advanced automated disk
investigation toolkit (AUDIT). AUDIT has three components: (i) data-
base (of tasks and tools); (ii) knowledge base; and (iii) core engine (which
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Figure 1. AUDIT architecture.

includes an expert system, tool integration component and configuration
component). The elements in bold indicate major changes from the pre-
vious version of AUDIT. Bold boxes show new or substantially changed
components. Bold connections show new update capabilities.

The new version of AUDIT can dynamically update its knowledge base
(designed using Jess [4]) and its database. These are used by the expert
system to configure and integrate the open source tools as needed. The
dynamic knowledge base enables AUDIT to evolve during its execution
by collecting more information about the target disk and investigation.
For example, the database was initially designed to work on single par-
tition disk images. However, this database is now modified based on
the expertise in the knowledge base to enable AUDIT to analyze multi-
partitioned disks.

3.1 Database

The AUDIT database maintains information about the tools that can
be used with AUDIT and the investigative tasks that a typical inves-
tigator would perform (Figure 2). The database is designed using the
MySQL relational database management system. The database main-
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Figure 2. Sample entries in the Tools table in the AUDIT database.

tains an entry for each tool that specifies configurations, input parame-
ters and outputs for various tasks. Some of the configuration/parameter
values are fixed whereas others are variable and can be defined during
execution and, thus, changed dynamically.

For example, the emailsBulkExt entry specifies that the forensic tool
bulk extractor needs parameter -x. The bulk extractor tool can
use different scanners for different types of information such as email
addresses and credit card numbers. Parameters -x in column p conf

and all in column config disable all scanners. Parameters -e in column
p1 and email in column p2 enable a scanner for email address search.

In the previous version of AUDIT, the database table was static and
could not be updated with knowledge collected during an investigation.
In the new version, the database table is initially read by the expert sys-
tem. The fields filled with keywords such as ?imagePath are recognized
by the expert system and changed as needed with the related values
collected during the investigation. Note that empty fields are filled with
N/A values to enable the expert system to recognize the empty fields
correctly.

3.2 Knowledge Base

The AUDIT knowledge base is created using the rule-based program-
ming functionality provided by the Java Expert System Shell (Jess). The
knowledge base contains facts and rules, some of which are predefined
and embedded in the system; others are created during an investiga-
tion. Most of the knowledge base is designed for forward chaining, which
means that the rules are in the form of IF-THEN statements. However,
backward chaining is used when creating inference reports that are dis-
cussed later in this chapter. Facts and rules can be added, deleted and
modified as needed. In expert systems, facts can be quite simple such as
“(John is male)” or more complex such as “(?person (gender ?gen)(age
25)(weight 180)).”
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(defrule update-knowledge-base-rule

(disk-image-path is ?imagePath)

(output-path is ?outputPath)

?toolInfo <- (tools (toolname ?tName)(input ?in)(output ?out))

=>

(if (eq ?in "?imagePath") then (modify ?toolInfo (input ?imagePath))

else (if (eq ?in "?outputPath")

then (modify ?toolInfo (input ?outputPath))))

(if (eq ?out "?outputPath")

then (modify ?toolInfo (output ?outputPath))))

Figure 3. Rule for updating the knowledge base.

The new version of AUDIT uses complex facts that were implemented
in the previous version. These facts are typically modified frequently via
update rules as shown in Figure 3.

(MAIN::tools (ident "emailsBulkExt")

(toolname "bulk_extractor")(task "email_address_search")

(input "?imagePath")(p_out "-o")(output "?outputPath")(p_conf "-x")

(config "all")(p1 "-e")(p2 "email"))

(MAIN::tools (ident "emailsBulkExt")

(toolname "bulk_extractor")(task "email_address_search")

(input "/home/utk/part5.img")(p_out "-o")(output "/home/utk/t2")

(p_conf "-x")(config "all")(p1 "-e")(p2 "email"))

Figure 4. Original fact before and after an update.

When a user enters a case, all the input and output values of the tool
are changed. Figure 4 shows the facts present in the knowledge base
before and after an update.

3.3 Core Engine

The core engine controls the execution of the system using the data-
base, knowledge base and user input. The engine reads the tool specifi-
cations and investigative tasks from the database and creates new rules
and facts as needed. It also links the investigative tasks and tools to the
knowledge base and user input and feedback.

In the new version of AUDIT, the database is updated dynamically
when new information is gathered by the expert system and after the
tools are executed. The update process is performed by the core engine
via updating rules. For example, Figure 5 shows the rule that updates
the database when the input and output paths are entered by a user.
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(defrule update-database-rule "updating database"

(disk-image-path is ?imagePath)

(output-path is ?outputPath)

(tools (toolname ?tName)(input ?in)(output ?out))

=>

(updateDatabase ?imagePath "?imagePath"

"UPDATE TOOLS SET input = ? WHERE input = ?")

(updateDatabase ?outputPath "?outputPath"

"UPDATE TOOLS SET output = ? WHERE output = ?"))

Figure 5. Rule for updating the database.

By doing so, previously-loaded incomplete data in the database (i.e.,
variables used with the ?<variableName> structure) become complete
and are ready to be used by other rules. In the case of an update
after a tool has terminated execution, AUDIT asks the user if the tool
performed successfully or if it failed. Based on the feedback received
from the user, related fields (S, F and R) for the tool are updated in the
database. This information can be used to compare tools against each
other; however, this feature is outside the scope of the research and is
not discussed in this chapter.

3.4 Expert System

One of the important changes from the previous version of AUDIT
is the migration of the expert system shell from CLIPS [14] to Jess [4].
Jess is written in Java and can access all Java APIs. The reasons for the
migration were:

GUI User Interface: CLIPS does not have a mechanism to allow
users to create a GUI interface for expert system applications.
Although extensions to CLIPS exist for this purpose, they are not
maintained well, have limited access to CLIPS functionality and
are infrequently used by the community.

External User Functions: CLIPS and Jess support users in cre-
ating custom external functions. However, CLIPS requires recom-
pilation to integrate functions whereas Jess provides direct access
to an external function from a file that contains Jess constructs
without recompilation.

Database support: CLIPS does not have direct support for rela-
tional database management systems. However, Jess provides full
support for most common relational database management sys-
tems, many of which are available in Java libraries.



386 ADVANCES IN DIGITAL FORENSICS XII

(defrule find-email-addresses-BE

(search type is 4) ; email address search

(output-path is ?outputPath)

(disk-image-path is ?imagePath)

(tools (ident "emailsBulkExt")(toolname ?tName)

(task "emails_address_search")(params ?params)(p_in ?par_in)

(input ?input)(p_out ?par_out)(output ?output)(p_conf ?par_conf)

(config ?config)(p1 ?p1)(p2 ?p2)(p3 ?p3))

=>

(my-system-bulk-ex ?tName ?params ?par_in ?input ?par_out

(str-cat ?outputPath "/bulk_ext") ?par_conf ?config ?p1 ?p2 ?p3)

(assert (bulk-extractor is called))

)

Figure 6. Rule for email adddress searches.

AUDIT begins its execution by connecting to the database and read-
ing all the data from it. The data is entered into a Jess template called
tools. When a specific input, output and task are selected by a user,
AUDIT starts running to collect certain information about the input
disk (e.g., disk partitioning, disk volume type and disk physical sector
size). All this information is also entered into two templates named
disk layout and diskInfo located in the knowledge base. The Jess
templates maintain knowledge about tool usage and input disk informa-
tion in the knowledge base.

AUDIT uses the data from the task column in Figure 2 to activate
rules when a specific task needs to be performed using a particular tool.
For instance, Figure 6 shows a rule that obtains relevant information
from the database to use the bulk extractor tool for email address
searches. The line that begins with (tools (ident ... ) represents
the pattern in the tools template that is populated with information
from the database and knowledge base. Note that (toolname ?tName)

is a slot declared in the tools template and ?tName is a variable name
declared for this slot in order to store the tool name.

In Figure 6, it is specifically mentioned that the selected task is
email address search. This is done by making the (task "emails

address search") slot part of the pattern. In the event that multi-
ple tools are available for the same type of task, another slot (ident

"emailsBulkExt") is added to enable the rule to run only for a specific
tool. The same rule can be used for other tools that perform the same
task by specifying the ident slot (e.g., (ident "emailsMultigrep")).
In fact, the rule can be extended by changing the object of ident to
a variable, thus allowing multiple tools to run or choosing a specific
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bulk_extractor /home/utk/part5.img -o /home/utk/t2/bulk_ext -x all -e email

Figure 7. Using bulk extractor for email address search.

tool based on other knowledge. Figure 7 shows the Linux command
that AUDIT executes for the selected tool after the rule in Figure 6 is
activated.

The new capabilities of AUDIT are illustrated by its ability to im-
plement examinations of multi-partition disks. In these scenarios, the
knowledge base has to be changed dynamically because each partition
in a disk has to be treated as an individual disk image. The new dy-
namic database and knowledge base capabilities enable this task to be
performed in an efficient manner.

4. Reporting in AUDIT

Popular digital forensics tools (e.g., FTK and EnCase) generate in-
vestigation reports help explain the investigative findings using technical
details. The reporting mechanism in AUDIT currently does not gener-
ate a full technical report; instead, it identifies all the procedures and
tools used in the investigation. However, it also describes how and why
the tools were used; this feature is not provided by other forensic tools.

AUDIT reports include detailed information about the input disk, the
tools invoked and their usage, inference information about what caused
a tool to run, and the disk layout in the case of multiple partitions. A
report is created automatically and user feedback is added to the report
after user interactions. Figure 8 shows a portion of the examination
report generated after the analysis of a single partition disk.

Figure 9 shows the report related to one of the rules (slack-space-
extraction-rule) that fired during the analysis. The firing facts (facts
start with fact-id) explain the actions that were previously taken and
why. Note that the fact-id number is actually the time the fact was
(and, thus, the order in which facts were) added to the knowledge base.

The inference report informs the user that AUDIT has learned input,
output and task information from facts f-36, f-37 and f-48, respec-
tively. The user can see that slack space carving starts only if the expert
system knows that allocated space and unallocated space were previ-
ously analyzed as evidenced by facts f-54 and f-56. The rule is fired
when all the facts are true, including fact f-10. Note that this complex
fact indicates that the tool blkls has been invoked. The execution order
is seen clearly in Figure 8. Furthermore, f-48 is added when the user
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Single partition disk!

.

.

Volume Type = Unknown

Sector Size = 512

Disk (Physical) Block Size = unknown

Path to the input file - >> /home/utk/ecitTest-3.raw

Path to the output directory - >> /home/utk/t1

Document file search will be performed!

***********************************************************

tsk_recover is running on the input disk image to extract

user created/deleted files! Command line below is used:

tsk_recover -a /home/utk/ecitTest-3.raw

/home/utk/t1/tsk_recover/allocated -o 0

***********************************************************

tsk_recover is running on the input disk image to extract

user created/deleted files! Command line below is used:

tsk_recover /home/utk/ecitTest-3.raw

/home/utk/t1/tsk_recover/unallocated -o 0

***********************************************************

blkls is running on the input disk image to extract

unconventional spaces! Command line below is used:

blkls -s /home/utk/ecitTest-3.raw -o 0 >

/home/utk/t1/slackSpace/slack.dd

***********************************************************

.

.

Feedback: Interesting data is not found so far.

Figure 8. Partial examination report for a single partition disk image.

Fired Rule Name : MAIN::slack-space-extraction-rule

Firing Facts : [Token: size=7;sortcode=14478322;negcnt=0

f-49 (MAIN::start slack space carving);

f-56 (MAIN::unallocated space analyzed);

f-54 (MAIN::allocated space analyzed);

f-36 (MAIN::disk-image-path is "/home/utk/part5.img");

f-37 (MAIN::output-path is "/home/utk/t1");

f-48 (MAIN::search type is 1);

f-10 (MAIN::tools (ident "blklsSlack") (toolname "blkls")

(task "recovering_slack_space") (params "-s") (p_in "N/A")

(input "/home/utk/part5.img") (p_out ">")

(output "/home/utk/t1") (p_conf "N/A") (config "N/A")

(p1 "N/A") (p2 "N/A") (p3 "N/A"));]

Figure 9. Partial inference report for slack space extraction.
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selects “document search” and f-49 is added because a document search
analysis rule adds fact f-49 to the knowledge base when it is fired.

Examination and inference reports are useful to expert and non-expert
users. For example, expert users could use the inference order to discern
the order in which the tools were invoked and parts of the disk were
analyzed. They could then redo certain analyses (using information in
the command lines reported by AUDIT) with other tools for purposes
of verification. From the initial disk analysis by AUDIT, they would
already have obtained substantial information about the disk with con-
siderable time savings. On the other hand, non-expert users could, for
example, obtain information about the use of a standard carving tool
that could accelerate their learning.

5. Testing AUDIT

This section presents the results of tests conducted on AUDIT to
explore and evaluate its capabilities. Note that even testing the data
hiding process is non-trivial because few, if any, tools are available that
support the hiding process.

The experiments involved two groups of tests. The first group of tests
ran AUDIT on widely-used tool testing disk images from NIST [13] and
the Digital Corpora [6]. The second group of tests compared AUDIT’s
performance against that of a fairly knowledgeable non-expert human
investigator. Specifically, the investigator had moderate technical knowl-
edge and some experience related to forensic investigations. He had good
knowledge about open source tools and disk structures. The goal of the
tests was to evaluate how AUDIT can support human investigators.

5.1 Experimental Setup

Disk images were created using ForGe [17], a forensics disk image
generator. The first step involved setting up a “case,” which involved
generating a 1GB disk image with a sector size of 512 bytes and a
cluster size of eight sectors or 4KB. The NTFS filesystem was used for
the disk image because it is the only filesystem that is fully supported by
ForGe. Note that ForGe does not allow the creation of multi-partition
disk images.

The next step was to create a “trivial strategy” representing a direc-
tory tree containing files normally found in a filesystem. The directory
tree included 31 directories named and structured to mimic a Windows
operating system folder hierarchy. All the directories contained ten files,
except for the root directory, which contained no files. Thus, each gen-
erated disk image had 300 “trivial” files that were not hidden.
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Table 1. File extensions and numbers of files in the dataset.

Ext Qty Ext Qty Ext Qty Ext Qty Ext Qty

pdf 257 xls 60 csv 17 log 5 sys 1
html 227 ppt 54 pst 9 png 3 tmp 1
jpg 104 xml 31 unk 7 text 3 dbase3 1
txt 84 gif 27 gz 7 kmz 2 rtf 1
doc 67 ps 22 swf 7 pps 2 kml 1

An initial dataset of 1,000 random unique files was obtained from the
Govdocs1 digital corpus [6]. Table 1 lists the file extensions and numbers
of corresponding files in the initial dataset.

Table 2. Sizes, types and numbers of horse images.

Size Ext Qty Ext Qty Ext Qty

> 4KB jpg 14 jpg 16 png 0
< 4KB jpg 11 jpg 5 png 4

Fifty horse images representing illegal images were added to the initial
dataset. Table 2 lists the sizes, types and numbers of the horse images.
The 300 trivial files were chosen randomly from the resulting set of 1,050
files.

The final step in generating a disk image using ForGe was to create
a “secret strategy” representing files that were hidden in forensically-
interesting ways. Three hiding methods were used in the tests: (i) plac-
ing a file in file slack space; (ii) placing a file in disk unallocated space;
and (iii) deleting a file from the filesystem. The files to be hidden were
chosen randomly from the set of 1,050 files. The original set of 1,050 files
was divided into three subsets: (i) graphic files of horse images less than
4KB (Type 1); (ii) Outlook email archive (pst) files (Type 2); and (iii)
all the remaining files (Type 3). Files less than 4KB were hidden in the
file slack because larger files would not fit due to the fixed cluster size.
The possibility of hiding a pst file in each disk image was considered in
order to test AUDIT’s new email search functionality.

ForGe imposes limitations on how files can be hidden. Specifically, it
only allows a maximum of one file to be hidden on disk for each hiding
method. Therefore, a file was chosen at random from each of the three
subsets and was assigned a hiding method. A Type 1 file was assigned
to the file slack hiding method only. Files chosen from the other two
subsets were randomly assigned to the unallocated and deleted hiding
methods.
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Table 3. Number of files in each area on the disks.

Allocated Deleted Slack Unallocated
Space Space Space Space

Disk 1 16 2 1 0
Disk 2 15 3 0 1
Disk 3 16 3 1 2
Disk 4 22 4 0 1
Disk 5 26 1 1 0

Next, it was determined randomly whether or not a hiding method
would be used in a test. Thus, a minimum of zero and maximum of
three hiding methods were present in each test.

A disk image contained very few hidden files. Since it was unlikely that
files would contain credit card or social security numbers, some document
files that included such numbers, email addresses and user names were
manually hidden in deleted space or unallocated space. Table 3 shows
the final numbers of forensically-interesting files contained in the five
test cases (disks). Note that the human investigator was unaware of the
numbers, types and locations of the hidden files.

5.2 Testing Regiment 1

The first testing regimen conducted experiments in two phases to
evaluate AUDIT’s performance on the five test disks. In the first phase,
the investigator (expert) was asked to use his own skills and open source
tools (e.g., SleuthKit and photorec), but not to use AUDIT. In the
second phase, the investigator was asked to exclusively use AUDIT. The
investigator analyzed the disks in order and was given instructions for
each disk that are discussed below. Due to space limitations, only a
subset of the results are presented.

For all the disks, the investigator was asked to find graphic and email
files on the disks and report the locations of the files. For Disk 1, the
exact numbers of graphic and email files were provided.

Table 4 shows the results related to finding graphic and email files.
In general, the performance of the investigator was almost as good as
that of the investigator using AUDIT. However, better performance was
observed when the investigator used AUDIT on Disks 1 and 2. In the
case of Disk 1, the investigator (without AUDIT) was unable to report
the location of one horse image (located in slack space) because he found
the image using a file carver that only handles sector-level information.
When analyzing the remaining disks, the investigator (without AUDIT)
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Table 4. Finding graphic and email files.

Disk Graphic Email File
Files Files Locations

1
Expert 17/17 2/2 ×
AUDIT 17/17 2/2 �

2
Expert 15/17 2/2 �
AUDIT 17/17 2/2 �

3
Expert 13/13 5/5 �
AUDIT 13/13 5/5 �

4
Expert 21/21 3/3 �
AUDIT 21/21 3/3 �

5
Expert 24/24 2/2 �
AUDIT 24/24 2/2 �

correctly reported the locations because by then he had learned how
slack space is analyzed using AUDIT.

In the case of Disk 2, the investigator missed two graphic (png) files
because he did not extend his search to all graphic file types. In con-
trast, when the investigator used AUDIT, he found all the files and their
locations.

The investigator was told that Disks 3 and 4 contained hidden docu-
ment files. His task was to recover the files from the hidden locations
and report the file types, numbers of files and their locations. In the
case of Disk 3, the investigator was also asked to find files containing
credit card numbers, social security numbers and email addresses to test
AUDIT’s search capabilities. In the case of Disk 4, the investigator was
asked to find files containing email addresses. In the case of Disk 5,
the investigator was asked to find social security numbers and email
addresses.

Table 5. Hidden document files and their locations.

Disk Qty Type Location Qty Type Location

3
Expert 2 pdf unallocated 2 doc and xls deleted
AUDIT 2 pdf unallocated 2 doc and xls deleted

4
Expert 1 xls unallocated 1 pdf deleted
AUDIT 1 xls unallocated 1 pdf deleted

Table 5 shows that all the hidden files were found regardless of whether
or not the investigator used AUDIT.

Table 6 compares the time required by the investigator to analyze each
disk without and with AUDIT. Better results were obtained when the
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Table 6. Analysis times with and without AUDIT.

Disk 1 Disk 2 Disk 3 Disk 4 Disk 5

Expert 9m 26s 13m 45s 25m 10s 18m 45s 26m 13s
AUDIT 7m 55s 5m 33s 12m 8s 10m 16s 20m 51s

investigator used AUDIT. In the case of Disk 1 the investigator was not
yet familiar with AUDIT’s output, so the times were similar. However,
for Disks 2, 3 and 4, the investigator generally took about half as much
time when AUDIT was used. The time required when AUDIT was used
on Disk 5 was surprising until it was determined that the investigator
did not scan the AUDIT output of allocated files until very late.

Table 7. Sample benchmark disk images.

Disk Name Category Target Source

dfr-04-fat Deleted file recovery 36 NIST
dfr-05-ntfs Deleted/fragmented file recovery 7 NIST
L0 Documents Non-fragmented carving 7 NIST
L0 Graphics Non-fragmented carving 6 NIST
L1 Documents Fragmented file carving 7 NIST
L1 Graphics Fragmented file carving 6 NIST
nps-2010-emails Email address recovery 30 Digital Corpora

5.3 Testing Regimen 2

The second testing regimen evaluated the performance of AUDIT on
benchmark disk images as well as on multi-partition disk images. Table 7
lists the sample benchmark disk images. AUDIT was applied to the
first two disk images to recover several non-fragmented files with non-
ASCII file names from dfr-04-fat and to recover several fragmented
and deleted files from dfr-05-ntfs. All 36 deleted files, which were
located across multiple partitions, were recovered from Disk 1. AUDIT
also recovered all seven files from Disk 2. Although fragmented file
recovery is typically a difficult task, it was not the case in this situation.

The file carving functionality of AUDIT was also tested. AUDIT
was applied to the disk images L0 Documents and L0 Graphics in order
to carve non-fragmented documents and graphic files, respectively. The
filesystems in both disk images were corrupted, so no metadata informa-
tion was available. Nevertheless, AUDIT was used to successfully carve
all the files at the correct locations as in the disk creation reports [13].



394 ADVANCES IN DIGITAL FORENSICS XII

The next two test cases evaluated the use of AUDIT when carving
sequentially-fragmented documents and graphic files from the disk im-
ages, L1 Documents and L1 Graphics, respectively. AUDIT was used to
successfully carve all the sequentially-fragmented files (seven documents
and six graphic files). All the contents of the carved files were complete
when compared against the disk image reports [13].

The last test case evaluated the email address search functionality of
AUDIT. The test disk image nps-2010-emails contained 30 email ad-
dresses located in several file types, including documents and compressed
files.

AUDIT invoked the bulk extractor tool to find the email addresses.
It retrieved all the email addresses in the narrative file nps-2010-emails,
except for one email address (plain utf16@textedit.com) with non-
ASCII content. AUDIT also automatically recovered email addresses
from documents; a visual check showed one of the addresses was in
a txt file. This demonstrates the power of AUDIT’s tool integration
functionality.

6. Conclusions

AUDIT is a unique extensible tool that is designed to configure, inte-
grate and use open source tools for disk investigations while leveraging
expert system capabilities. The principal contribution of this research is
the enhanced design and a new implementation of the AUDIT toolkit.
AUDIT is the first tool to use an expert system to automate the tech-
nical aspects of disk investigations at an expert investigator level. The
new implementation better automates several tasks using open source
tools for general and specific search tasks. These include the determi-
nation of the level of knowledge of the investigator and the use of this
information to make further choices during a disk investigation; use of
domain-specific knowledge embedded in the knowledge base and data-
base to configure and parameterize the appropriate digital forensic tools
for execution; execution of the appropriate tools at the correct times;
and execution of tools based on the dynamic knowledge obtained from
previous executions. Thus, AUDIT supports the integrated use of digital
forensic tools.

The second contribution of this research is that AUDIT now creates
two reports for an investigator, an inference report and an examination
report. The inference report specifies the logic of how and why certain
tools were automatically used; none of the existing tools provides such
information. The examination report details the findings related to the
analysis.
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The third contribution of this research is the significant testing that
shows how AUDIT can support the investigative process by handling
core information technology expertise, including the choice and opera-
tional sequence of tools and their proper configurations.

AUDIT is already a very effective digital forensic assistant. As the
scope and functionality of AUDIT are extended and refined, it may well
become an indispensable tool for digital forensic investigations. The
latest version of AUDIT is available at sourceforge.net/projects/

audit-toolkit.
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