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Preface

The core of the IDEAL conference has been evolving from mining, analyzing, and
exploring to interpreting and making sense of seas of data; this is particularly mean-
ingful in this big-data and deep-learning era. The IDEAL conference has served its
purposes well over the last 18 years, which have witnessed a fast changing world of
data science and an increase in the development and deployment of learning and
autonomous systems and intelligent bots. It has become one of the leading forums for
learning the complexity and hidden dynamics of data-driven real-world problems and
turning data into information, knowledge, and solutions. The IDEAL conference
attracts international experts, researchers, leading academics, practitioners, and indus-
trialists from the communities of machine learning, computational intelligence, novel
computing paradigms, data mining, knowledge management, biology, neuroscience,
bio-inspired systems and agents, distributed systems, and robotics. It continues to
evolve to embrace emerging topics and exciting trends. This year IDEAL was held in
one of the most beautiful historical cities in mainland China, Yangzhou. The confer-
ence received 115 submissions, which were rigorously peer-reviewed by the Program
Committee members and experts. Only the papers judged to be of highest quality were
accepted and included in these proceedings.

This volume contains 68 papers accepted and presented at the 17th International
Conference on Intelligent Data Engineering and Automated Learning (IDEAL 2016),
held on 12–14 October 2016 in Yangzhou, China. These papers provided a valuable
and timely sample of the latest research outcomes in data engineering and automated
learning, from methodologies, frameworks, and techniques to applications. The topics
presented included evolutionary algorithms, deep learning neural networks, proba-
bilistic modelling, particle swarm intelligence, big data analytics, and applications in
regression, classification, clustering, medical and biological modelling and prediction,
text processing, and image analysis. IDEAL 2016 also enjoyed outstanding keynote
talks from leaders in the field, Xin Yao, Zhihua Zhou, Longbing Cao, and Bo An.

We would like to thank all the people who devoted so much time and effort to the
successful running of the conference, in particular the members of the Program
Committee and reviewers, as well as the authors who contributed to the conference. We
are also very grateful for the hard work of the local organizing team at Yangzhou
University, especially Prof. Yun Li, in local arrangements, as well as for the help from



Miss Yao Peng at the University of Manchester in checking through all the
camera-ready files. Continued support and collaboration from Springer is also greatly
appreciated.

July 2016 Hujun Yin
Yang Gao

Bin Li
Daoqiang Zhang

Ming Yang
Yun Li

Frank Klawonn
Antonio J. Tallón-Ballesteros
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A Simplified Algorithm Based on IF Model
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Abstract. The ability of the connection between two neurons (synapse) to
change in strength in response to neural activity is known as synaptic plasticity.
Experimental data has shown that synaptic plasticity can depend upon the rel-
ative timings of pre- and postsynaptic neuron spikes – this is known as
spike-timing-dependent plasticity (STDP). It is proposed that the traditional IF
model with STDP can simulate the natural properties of biological neuron much
better. This paper proposes a new algorithm based on the IF model with STDP,
and simulated in MATLAB. Experimental results have indicated that algorithm
can reflect the performance of nerve cells and has a better bionic function.

Keywords: Neural network � IF model � STDP

1 Introduction

In biology, neural network is a huge and complicated network consisting of biological
neurons and used to produce consciousness and behavior. In recent years, because of
the rapid development in artificial intelligence, the research of artificial neural network
is gotten more and more attentions. As the name implies, artificial neural network can
imitate the biological mode of thinking and implement the application of artificial
intelligence by building a model through the biological prototype. Integrate-and-fire
model (termed as IF model) is a popular and simplified biological neuron model which
can describe the relationship between input and output of neurons. However, biological
response to the external stimulation is not a simple relationship between input and
output, “learning” is also required. The term “learning” refers to an algorithm of
connected strength between neurons [1].

Neuron is the basic element of the neural network, which constituted by the den-
drites, the cell body and the axon. Figure 1 describes the architecture of a neuron. Cell
body, also referred as soma, is the central processing component of the cell. Nucleus is
the control unit. The dendrites and the axon are used to deliver information between
neurons. The junction between the axon of a presynaptic cell and the dendrite of a
postsynaptic neuron is the synapse. It is an essential part in delivering information from
one neuron to another. Synaptic plasticity is the ability of the connection between two
neurons to change in strength which depend on the relative timings of presynaptic and
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postsynaptic neuron spikes. This phenomenon is known as spike-timing-dependent
plasticity (termed as STDP) [2, 3]. STDP means the value of synaptic weight should
depend on the relative timings of presynaptic and postsynaptic neuron spikes. Synaptic
weight will be potentiated when a presynaptic pulse arrives before the postsynaptic
pulse. By contrast, if the synapse receives the postsynaptic pulse first, the weight will
be depressed. In general, STDP plays a role of a learning mechanism for generating
neural response according to input timing, order and sequence. The IF model with
STDP makes a more realistic simulation for biological neural network system.

2 The Mathematical Description of IF Model and Its
Simulation in MATLAB

Biological neuron model is often used to describe the properties of neurons in math-
ematical way. It can describe and predict biological processes accurately. One of the
neuron models is the IF model. In this model, the soma is described as a membrane
with a capacitor C (as shown in the right graph of Fig. 2).

Figure 2 shows the schematic diagram of IF model, t fpre represents the arriving time

of presynaptic pulse, while t fpost designates the fire time of postsynaptic pulse. The
module inside the dashed circle on the right-hand side is the basic integrate-and-fire
circuit. A current I(t) charges the RC circuit. The voltage which crosses the capacitor C
is called membrane voltage v(t). The next step is to compare membrane voltage v(t) to a
threshold voltage termed as h. At time t fpost, when the membrane voltage v(t) is equal to

the threshold voltage h, an output pulse d t� t fpost
� �

will be generated and the mem-

brane potential will be set to its reset value. Otherwise, if the membrane voltage does
not reach the threshold, there will be no output pulse created, just as in the case of

biological neuron. The left part of Fig. 2 indicates a low-pass filter. spike d t� t fpre
� �

could be processed to an input current pulse a t� t fpre
� �

[5].

Fig. 1. Components of a neuron [4]
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The membrane potential is given by the following Eq. (1), where v = v(t), I = I(t),
R is the resistance, C is the capacitance in the model, v0 is the resting value of the
potential, and sm ¼ RC is the time constant. By solving this differential equation, the
form of the membrane potential could be achieved as shown in Eq. (2). And t̂ is the last
fire of the neuron [6]. In this simulation, an exponential current with a given decay
would be used. Therefore, the current I = I(t) could have the form as shown in Eq. (3),
where q is the total charge delivered by the spike, ss is the time constant of the current’s
decay and t fj contains the fire times of the presynaptic neuron.

_v ¼ � v� v0
sm

þ I
C

ð1Þ

vðtÞ ¼ v0 þðvr � v0Þ expð� t � t̂
sm

Þþ 1
C

Z t�t̂

0
expð� s

sm
ÞIðt � sÞds ð2Þ

Iðt � s� tðf Þj Þ ¼
q
ss
exp � t � s� tðf Þj

ss

 !
; s� t � tðf Þj

0; otherwise

8>><
>>: ð3Þ

Building and simulating an IF model in MATLAB according to the above equa-
tions. The parameters can be set as following: C = 2, R = 10, vr ¼ �0:5, v0 ¼ 0,
q = 2, ss ¼ 5, threshold = 1. Figure 3 shows the simulated result. The input is assumed
as random value. The top graph of Fig. 3 shows the spikes of input, also called
presynaptic spikes. The middle graph shows the membrane potential, the dash line
represents the threshold voltage. And the bottom graph is the spikes of output, also
called postsynaptic spikes. According to Fig. 3, when the membrane potential reaches
the threshold, an output spike will be generated.

Fig. 2. Schematic diagram of IF model [2]
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3 The Mathematical Description of STDP

In the neural network, the function of the synapse is to provide “synaptic weight” to
presynaptic spikes. Figure 4 illustrates a simple structure of integrate-and-fire model
with synapse. preA1 and preA2 are used to express two presynaptic inputs. WA1 is
synaptic weight for synapse A1, while WA2 represents synapse A2. After crossing these
two synapses, the spikes would become S1 ¼

P
preA1 �WA1 and S2 ¼

P
preA2�WA2.

Neuron A acts as the integrate-and-fire module. Before the firing process, spikes s1 and

Fig. 3. Simulation of IF model

Synapse A1

s1

s2Synapse A2

AA

Neuron A

post

WA1

WA2

preA1

preA2

preA1

preA2

Fig. 4. Structure of IF model with synapse
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s2 would be integrated to x ¼P2
i¼1

Si. And when x is equal to the threshold, a spike post

will be fired at the output [7–9].
The membrane potential as shown in Eq. (4), the input is fi, the synaptic weight is

wi and tc is the time of the last output.

uðiÞ ¼ 1
C
ð
X

wi � fiÞ � 1
C
ðI � ði� tcÞÞ ð4Þ

The basic weight independent STDP learning window is defined in the curve of
Fig. 5. Weight independent means the learning window is same for all weight strength.
The horizontal axis of the curve represents the time interval between presynaptic and
postsynaptic spikes (termed as Dt ¼ tpre � tpost). The vertical axis represents the
synaptic weight modification (termed as Δwij). When a presynaptic pulse arrives before
the post synaptic pulse (Δt < 0), the synaptic weight will be potentiated. By contrast, if
the synapse receives the postsynaptic pulse first (Δt > 0), the weight will be depressed.

Assuming that the presynaptic spike arrival times are named as t fpre, where f = 1, 2,
3,… counts the presynaptic spikes. Similarly, tnpost represents the firing times of the
postsynaptic neuron, where n = 1, 2, 3,… labels the postsynaptic spikes. Synaptic
weight wij is the weight strength between presynaptic and postsynaptic spikes. Weight
modification Dwij is the total change of weight. Equation (5) is the function of weight
change. The shape of STDP learning curve is determined by the exponential decay

wij

t=tpre-tpost

Fig. 5. Weight independent STDP learning window
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function W(x). A common choice for the STDP function W(x) is shown in Eqs. (6) and
(7). The parameters Aþ and A� may depend on the current value of the synaptic weight
wij. sþ and s� are time constant.

Dwij ¼
XN
f¼1

XN
n¼1

Wðtnpost � t fpreÞ ð5Þ

WðxÞ ¼ Aþ expð�x=sþ Þ ð6Þ

WðxÞ ¼ �A� expðx=s�Þ ð7Þ

4 A Simplified STDP Algorithm Based on IF Model

It is complicated to explain STDP learning curve in a mathematical equation. In order
to achieve a much simply MATLAB model of STDP learning, a new simplified STDP
algorithm is proposed in this paper. The new model can realize the basic function
represented by STDP and simplify the MATLAB code. Additionally, the simplified IF
model can be used to design an analogue circuit for STDP. The simplified STDP curve
is shown in Fig. 6. The horizontal axis describes the time interval between presynaptic
and postsynaptic pulses. The vertical axis expresses the change value of synaptic
weight. Notice that the slope of the first quadrant (the potential side) is smaller than
which in the third quadrant (the depressed side), it is decided by biological natural
characteristics. The simplified STDP function W(x) is shown in Eq. (8). Where a is a
weight change coefficient. In the following simulation, a is set to 0.01.

WðxÞ ¼ � aDt þ 35a; 0�Dt� 35

� 2aDt � 70a; �35� Dt\0

(
ð8Þ

According to the structure in the Fig. 4, an IF model with STDP can be built in
MATLAB. Figures 7 and 8 represent the results. Parameters are set as: input pulse
signal preA1 starts from 20, while signal preA2 from 30. The steps of preA1 and preA2 are

Fig. 6. Simplified STDP learning curve
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20 and 30 respectively. WA1 is set to 2 and WA2 is 3.8. Notice that the synaptic weight
can be only modified after a pair of presynaptic and postsynaptic pulse appearing.
Figure 7 shows the details of weight in synapse A1. The initial weight is 2. The top
graph shows the change of weight in synapse A1 in every spiking time. The bottom
graph shows the weight value in synapse A1. Similarly, Fig. 8 illustrates the details of
weight in synapse A2. The initial weight is 3.8.

Due to the STDP learning curve in Fig. 6, the synaptic weight would be potentiated
if the presynaptic signal arrives after the postsynaptic signal. By contrast, if the
presynaptic signal comes first, the weight change could be a negative value. The weight
could only be changed when a pair of presynaptic and post synaptic pulses happens. In
the simplified STDP leaning model, the rate is different from every integrating process.
This phenomenon indicates that the weight has important effect in the membrane
voltage integrating speed.

5 Compare the Simulation Result of Original and New iF
Model

The new IF model introduced with STDP uses a simplifier and easier to implement
expression to describe. Figures 9 and 10 show the simulation results. The top graph
describes the membrane voltage. The bottom plot shows the postsynaptic spikes. The
structure of neural network is shown in Fig. 4. In the original IF model, the weight of
synapse A1 is 2 while synapse A2 is 3.8. Compare the postsynaptic pulse in these two
graphs. In the original model, the rate of integrating membrane voltage could not be
changed. While in the model with STDP, the rate is different from every integrating
process. When the integrating speed changed, the time of output pulse and the time
interval will be changed. The new IF model can be more realistic simulation of bio-
logical neural network and the reaction to external stimulate (i.e. output of neuron) will

Fig. 7. Simulation result. The top graph des-
cribes the weight change of synapse A1. The
bottom plot shows the weight of synapse A1.

Fig. 8. Simulation result. The top graph
describes the weight change of synapse A2.
Thebottomplot shows theweight of synapseA2.
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be changed in response to synaptic weight. Additionally, the modified IF model is
linear, which is more convenient and reasonable for designing a hardware circuit.

6 Conclusion and Future Work

This paper designs a simplifier algorithm of IF model with STDP, and provides an ideal
linear STDP learning curve. A MATLAB model was built by this algorithm to simulate
the IF mechanism, synapse and STDP learning. In the future work, this new IF model
will be used as the neuron in the further simulation to design a STDP learning analogue
circuit. This linear curve will be substituted by a real curve which is derived from the
experimental data after the electronic circuit is designed.
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Abstract. In order to improve the performance of prediction of protein folding
problem, we introduce a relatively new chaotic clonal genetic algorithm (abbre‐
viated as CCGA) to solve the 2D hydrophobic-polar lattice model. Our algorithm
combines three successful components—(i) standard genetic algorithm (SGA),
(ii) clonal selection algorithm (CSA), and (iii) chaotic operator. We compared
this proposed CCGA with SGA, artificial immune system (AIS), and immune
genetic algorithm (IGA) for various chain lengths. It demonstrated that CCGA
had better performance than other methods over large-sized protein chains.

Keywords: Protein folding · Chaotic clonal genetic algorithm · Clonal selection
algorithm · Hydrophobic-polar model · Artificial immune system

1 Introduction

Protein folding (PF) is a physical process for a protein chain acquires its 3-dimensional
structure [1, 2]. It imposes a challenge to biologists since the problem has an extremely
large search space [3]. A successful solution to PF requires to solve two important prob‐
lems [4]: (i) a series of free residues for the protein chain and (ii) an efficient optimization
procedure. Now since the PF data are easily available, the latter is the most difficult
thing.

Traditional optimizers will not work for the PF problem, because the model
(See Sect. 2) is multimodal and non-differential. Besides, the problem is NP-hard [5].
Hence, advanced global optimizers are introduced to solve it.

The genetic algorithm (GA) and particle swarm optimization [6] are one of the most
popular global optimizations. Moreover, swarm intelligence approaches [7]: biogeog‐
raphy-based optimization [8], firefly algorithm [9], artificial bee colony [10], and bacte‐
rial chemotaxis optimization [11], have attracted interest from scholars in many fields.
Nevertheless, massive researchers had investigated the PF problems merely with GA,
since the encoding in GA is more suitable for PF problems.
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Lin and Hsieh [12] presented a Taguchi-genetic algorithm (TGA). Huang, Yang and
He [13] employed GA and optimal second structure. Narayanan, Krishnakumar and Judy
[14] proposed an enhanced MapReduce framework using parallel genetic algorithm
(PGA). However, GA may still encounter problems in converging into global optimal.
To improve its performance, we introduced a novel chaotic clonal genetic algorithm
(abbreviated as CCGA) in this study. Below we will show how the mechanism of CCGA
and how it can be applied to solve PF problem.

2 Two Dimensional Hydrophobic-Polar Model

The hydrophobic-polar (HP) protein folding model [15] is a simplified version for
exampling structures of protein folds in space. It stems from the fact that hydrophobic
interactions between amino acids residues drive proteins to fold into native structure
[16]. In this model, protein chains are composed of two types of residues, viz., polar (P)
and hydrophobic (H) [17]. Figure 1 offers an example of a 10-residue chain with energy
of −4.

hydrophobic

hydrophilic

hydrophobic interaction

protein sequence

Fig. 1. A 10-residue chain of HPHPPHPHPH

Figure 2 indicates that protein chains can turn at each residue position 90° to either
left (L) or right (R) or continue (C) ahead. The first interaction is always set as ‘C’.
Hence, the protein chain can be presented as ‘CLCLLRCCL’. Note that clashes (i.e.,
residues overlap at the same position) is not allowed. In all, our object is to minimize
the following expression

(1)

where n represents the number of hydrophobic interactions, E the energy function.

(a) C (b) L (c) R

C

L

R

Fig. 2. Turning directions of a chain (C = Continue, L = Left, R = Right)
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3 Materials

The materials consisted of five chains with residues sizes of 20, 36, 48, 64, and 85,
respectively. Their information are listed in Table 1. The minimum energy was obtained
by exhaustion method. The protein sequences can be found in Table 1 in reference
[18].

Table 1. Five protein chains

Index 1 2 3 4 5
Size 20 36 48 64 85
Energy −9 −14 −23 −40 −52

4 Our Optimizor

4.1 Standard Genetic Algorithm

The individuals of standard genetic algorithm (SGA) are encoded as chromosomes
[19, 20]. A set of those chromosomes is termed “population” [21]. A random popu‐
lation is created initially to represent solution candidates to PF problem. The energy
function is associated with the objective function to measure each candidate [22]. At
each step, selection, crossover, mutation, and evaluation are implemented in sequence
as in Fig. 3a.

(a) SGA [23] (b) Proposed CCGA

Evaluate each individual

Selection

Crosssover

Mutation

Evaluate new individuals

Update the population

Satisfy Termination 
Condition?

N

Output

Initialization

Y

Begin

For each indiviaul

Fitness Value

Chaotic mutation

Termination?

Output

Top

Clone

Combine next generation

Bottom

Y

N

Crossover

Receptor Edit

Fig. 3. Diagram of algorithms
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4.2 Two Improvements

The first improvement is we introduce the clonal selection mechanism from clonal
selection algorithm (CSA), which is inspired by clonal selection theory of acquired
immunity, which offers explanation how B and T lymphocytes enhances their response
to antigens. CSAs are commonly applied to optimization fields, such as node detection
[24], scheduling [25], feature selection [26], weight training [27], advanced intelligence
turning [28], etc.

The next improvement is we introduce the chaos theory, because reproduction
operator in clonal selection algorithm (CSA) and crossover operator in standard
genetic algorithm (SGA) cannot generate any new variants to the current chromo‐
some. To introduce mutations, we employed a chaotic number generator nt on current
chromosome:

(2)

where n0  and n0 . Figure 4 shows why the initial value of nt

cannot be the value of either 0.25, or 0.5, or 0.75.

(a) n(0)=0.01 (b) n(0)=(0.25,0.5,0.75)
0 20 40 60 80 100

0

0.2

0.4

0.6

0.8

1

Fig. 4. Time series of chaotic number

4.3 Our Chaotic Clonal Genetic Algorithm

The chaotic clonal genetic algorithm (CCGA) was proposed with above two improve‐
ments. On one hand, the chaotic operator of Eq. (2) was employed to add mutation to
current chromosomes, with the aim of guaranteeing the dynamic ergodicity within solu‐
tion space. On the other hand, the clonal selection and receptor edit mechanisms were
included, so that a chromosome with larger affinity will have more chances to be repro‐
duced meanwhile the population size keep unchanged.

The diagram of CCGA was pictured in Fig. 3b. At each step, all the chromo‐
somes are sorted with regards to the fitness values. Afterwards, the whole set was
segmented into two parts: top part and bottom part as shown in Fig. 5.
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Clone operations will perform over the top part, and crossover and chaotic mutation
operations will perform over the bottom part.

Rank

1

2

N/2

Antibody

Top

N/2+1

N-1

N

Bottom

Antibody

Cloned
Set

Crossed
&

Mutated 
Set

Current Gen Next Gen

Clone

Crossover
/Mutation

Fig. 5. Diagram of two parts

5 Experiments and Results

5.1 Parameter Setting

We compared the CCGA with standard genetic algorithm (SGA) [29], artificial immune
system [30], and immune genetic algorithm [31]. Table 2 presented their parameters.
Here S denotes the number of chromosomes, and MAX represents maximum iterative
steps. Their values are equivalent for all algorithms for fair comparison. Besides,
r denotes the receptor editing frequency, e denotes the chromosome elimination rate, C
denotes for the crossover rate, and M denotes the mutation rate.

Table 2. Parameters setting

Approach C M r e S MAX
SGA [29] 0.3 0.08 – – 1000 50000
AIS [30] – 1 23 25 % 1000 50000
IGA [31] 0.3 0.15 – 10 % 1000 50000
CCGA (Proposed) 0.3 0.15 23 25 % 1000 50000

5.2 Algorithm Comparison

Table 3 lists the results of all four algorithms. We used “success rate (SR)” to measure
all methods, which is defined as the ratio of success runs among all 100 runs.
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Table 3. SR of different algorithms

Index 1 2 3 4 5
SGA [29] 94 % 2 % 0 % 0 % 0 %
AIS [30] 100 % 99 % 81 % 12 % 0 %
IGA [31] 100 % 78 % 22 % 6 % 1 %
CCGA (Proposed) 98 % 95 % 77 % 14 % 3 %

(Bold means the best)

Table 3 showed that CCGA achieves SR of 98 %, 98 %, 77 %, 14 %, and 3 % for all
five protein-chains. It indicates that the CCGA has similar performance on small-size
chains, but as the chain become longer (Index = 4 & 5), the proposed CCGA has better
performance than SGA [29], IGA [31], and AIS [30]. The best structures found by
CCGA are shown in Fig. 6.

(a) I = 1 (b) I = 2 (c) I = 3

(d) I = 4 (e) I = 5

Fig. 6. The ideal solutions (I = Index)

6 Conclusions and Future Directions

We proposed a new global optimization method—chaotic clonal genetic algorithm
(abbreviated as CCGA) based on GA, CSA, and chaotic operator. Experiment results
show the superiority of CCGA to recent methods. Future work is composed of two folds.
We shall try to increase the prediction performance for large-size chain, and we shall
test other advanced global optimization algorithms, such as hybridization of swarm
intelligence methods [32, 33].
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Abstract. Researches on current feature extraction methods are mainly based
on two ways. One originates from geometric properties of high-dimensional
datasets and attempt to extract fewer features from the original data space
according to a certain criterion. The other originates from dimension reduction
deviation and tries to make the deviation between data before and after
dimension reduction be as small as possible. However, there exists almost no
any study about them from the perspective of the scatter change of a dataset.
Based on Parzen window density estimator, the relevant feature extraction
methods are thoroughly revisited from a new perspective and the relations
between Parzen window and LPP and LDA are built in this paper.

Keywords: Feature extraction � Parzen window � Data distribution
characteristics � New perspective

1 Introduction

Pattern analysis often suffers a high-dimensional space, which leads to low recognition
accuracy and expensive computational costs. Dimensionality reduction techniques
provide a mean to solve above problems. In pattern recognition and image processing,
feature extraction is a special form of dimensionality reduction (DR). When the input
data is too large to be processed and it is suspected to be notoriously redundant, the
input data will be transformed into a reduced representation set of features. Trans-
forming the input data into the set of features is called feature extraction. In recent
years, many feature extraction methods (FEM) have been proposed. Principal com-
ponent analysis (PCA) [1] uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a set of values of uncorrelated
variables called principal components. Singular value decomposition (SVD) [2] real-
izes feature extraction according to the contribution of singular value. Independent
component analysis (ICA) [3] finds the independent components by maximizing the
statistical independence of the estimated components. Linear discriminant analysis
(LDA) [4] finds a linear combination of features which characterizes or separates two or
more classes of objects or events. Multi-dimensional scaling (MDS) [5] explores
similarities or dissimilarities in data. Locally linear embedding (LLE) [6] attempts to
discover nonlinear structure in high dimensional data by exploiting the local symme-
tries of linear reconstructions. Laplacian eigenmap (LE) [7] is sensitive to the size of
neighbors and preserves local manifold. Canonical correlation analysis (CCA) [8] seeks
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to identify and quantify the associations between two sets of variables. Locally
preserving projections (LPP) [9] finds a linear projection that optimally preserves the
neighborhood structure of the data set.

The above feature extraction methods mainly originate from space geometry and
errors between before and after dimension reduction. In the view of space geometry,
feature extraction is the process of reducing the feature space according to a certain
criterion. In the view of errors between before and after DR, feature extraction aims to
keep the deviation of the data before and after DR be as small as possible. While the
transformation of the data distribution characteristics during DR is always ignored in
many feature extraction methods. Therefore, probability density is introduced in this
paper to characterize data distribution, and the process of feature extraction is viewed as
the process of preserving feature characteristics. In this paper, the relation between
kernel density estimation and current feature extraction methods is discussed and
feature extraction and related methods are reviewed from a new perspective.

2 Parzen Window

Current kernel density estimation methods include [10]: Rosenblent, Parzen, Prakasarao,
Silverman and so on. Parzen window is one of well-performed estimation methods [11]
and used to characterize data distribution.

Parzen window can be defined as follows.

pðxÞ ¼
XN
i¼1

aiKdðx; xiÞ ð1Þ

s:t
XN
i¼1

ai ¼ 1; ai � 0ði ¼ 1; 2; . . .;NÞ ð2Þ

where Kdðx; xiÞ is the kernel function with the width parameter δ. Kdðx; xiÞ should
satisfy KðtÞ� 0 and

R
KðtÞdt ¼ 1.

Gaussian kernel and Epanechnikov kernel are paid more attention in this paper, and
they are the optimal kernel in the sense of minimum variance.

3 Parzen Window and LPP

Given X = [x1, x2,. . ., xN ] 2 Rn�N denote a n-dimensional dataset, where
xi(i = 1,. . .,N) 2 Rn and N denote the ith data points and the total number of the
dataset.

LPP is a linear projection map that arises by solving a variational problem that
optimally preserves the neighborhood structure of the dataset. In the view of density
estimation, the process of feature extraction is viewed as the process of preserving
feature characteristics based on the data scatter. Feature extraction aims to keep the data
distribution before and after DR be as small as possible.
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Parzen window can be redefined as follows.

pdðxÞ ¼ 1
N

Xc

k¼1

XNk

j¼1

1ffiffiffiffiffiffi
2p

p
dk

expð� x� xkj
�� ��2=2d2kÞ ð3Þ

where the variance δk demonstrates the extend of all kinds of the dataset deviating from
their center, therefore, δk is also called divergence. The transformation of the diver-
gence δk can be represented as @pd=@dk . The derivation of (3) can be calculated:

@pd
@dk

¼ 1
N

XNk

j¼1

1ffiffiffiffiffiffi
2p

p
d2k

expð� x� xkj
�� ��2=2d2kÞð x� xkj

�� ��2=d2k � 1Þ ð4Þ

Given a definite class, the divergenceδk is a constant. Let Nk and δk be represented
by N and δ respectively. Ignoring the constants in (4), it can be obtained:

@pd
@d

¼
XN
j¼1

x� xj
�� ��2expð� x� xj

�� ��2=2d2Þ ð5Þ

If x belongs to the training dataset, (5) can be transformed to:

@pd
@d

¼
XN
i;j¼1

xi � xj
�� ��2expð� xi � xj

�� ��2=2d2Þ ð6Þ

In order to preserve the data distribution characteristics before and after DR,
@pd=@dk should be minimized. The objective function is expressed as follows.

min
W

1TWT
XN
i;j¼1

xi � xj
�� ��2expðWTð� xi � xj

�� ��2=2d2ÞWÞW1 ð7Þ

Where 1 = [1,1,. . .,1]T which ensure (6) after projection is still a scalar.

The relation between data points xi and xj can be described by expð� xi � xj
�� ��2=2d2Þ,

therefore, (7) can be simplified as:

min
W

1TWT
XN
i;j¼1

xi � xj
�� ��2expð� xi � xj

�� ��2=2d2ÞW1 ð8Þ

As 1 is irrelevant to W, (8) can be rewritten as:

min
W

WTXTLXW ð9Þ
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where Sij ¼ expð� xi � xj
�� ��2=2d2Þ, Dii ¼

PN
j¼1

Sij, L ¼ D� S. A constraint is put to D:

WTXTDXW¼1 ð10Þ

Based on above observation, the following optimization problem can be obtained:

min
W

WTXTLXW

s:t WTXTDXW¼1

To our convenience, the above optimization problem is called feature extraction
method based on Parzen window (FEMPW).

It can be seen from LPP that when xi and xj satisfy xi � xj
�� ��2\e, they will be

connected by an edge with weight. The weight function can be expressed as follows.

S ¼ 1ffiffiffiffiffiffi
2p

p
d
expð� x� xj

�� ��2=2d2Þ ð11Þ

which satisfies

Z e

�e

Xc

k¼1

XNi

j¼1

Cffiffiffiffiffiffi
2p

p
dk

expð� x� xkj
�� ��2=2d2kÞdx ¼ 1 ð12Þ

where C is a constant.
Solving (12), C¼1=Nð2UðeÞ � 1Þ is obtained, where UðeÞ¼R e

�1
1ffiffiffiffi
2p

p expð�x2=2Þdx. For a given e, the value of UðeÞ is obtained by referring to the

integral table and C can be calculated. When e ! 1, C = 1/N. In this case, FEMPW is
consistent with LPP.

4 Parzen Window and LDA

4.1 LDA

Let xi = [xi1,xi2,. . .,xiNi ] be a n × Ni matrix and each column is a n-dimensional data
points, where xij 2 Rn; ði ¼ 1; . . .; c; j ¼ 1; . . .;NiÞ and Ni denote the jth data point of
the ith class and the size of the ith class, respectively. The mean of all the dataset is

�x ¼ 1
N

PN
i¼1

xi. Let the mean of the ith class be �xiði ¼ 1; . . .; cÞ, then �x ¼ Pc
i¼1

Ni
N�xi.

4.1.1 In the View of Geometric Properties
In the view of geometric properties, LDA aims to extract the most important
low-dimensional features from high-dimensional space in order to separate different
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classes in low-dimensional space and to keep the relation between data points in each
class be as close as possible.

Two scatter matrices, called within-class (SW) and between-class (SB), are defined:

SB =
Xc

i¼1

Ni(�xi � �xÞð�xi � �x)T ð13Þ

SW =
Xc

i¼1

XNi

j¼1

(xij � �xiÞðxij � �xi)T ð14Þ

LDA is defined as follows.

J(W)¼max
W

WTSBW
WTSWW

ð15Þ

4.1.2 In the View of Dimension Reduction Error

(1) Compute the upper bound of two-class classification error rate

In order to make the upper bound of two-class classification error rate is as small as
possible, the Bhattacharyya coefficient should be as large as possible. Let JB denote
Bhattacharyya coefficient, it can be obtained:

JB ¼ � ln
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pðxjx1)pðxjx2)
p

dx ð16Þ

Let two classes obey Gaussian distribution: xjy = 0�Nðl1;
P

1Þ, xjy = 1 �Nðl2;
P

2Þ,
JB can be represented as:

JB¼ 1
8
ðl2 � l1Þð

P
1 þ P

2

2
Þ�1ðl2 � l1ÞT þ

1
2
ln

ðP1 þ P
2Þ
�
2

�� ��
P

1

�� ��12 þ P
2

�� ��12 ð17Þ

When
P

1 ¼
P

2 ¼ R, (17) can be rewritten as:

JB¼ 1
8
ðl2 � l1ÞR�1ðl2 � l1ÞT ð18Þ

Especially, when R ¼ E, (18) can be rewritten as:

JB¼ 1
8
ðl2 � l1Þðl2 � l1ÞT ð19Þ
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(2) Maximum likelihood estimation

The maximum likelihood estimation is defined as follows.

Lð/; l1; l2;
X

Þ ¼ log
YN
i¼1

pðxi; yi;/; l1; l2;RÞ ¼ log
YN
i¼1

pðxijyi; l1; l2;RÞpðyi;/Þ ð20Þ

Calculate the derivation of (20) and let the derivatives equal zero, it can be obtained:

X
¼

XN1

i¼1

(xi � l1Þðxi � l1)
T þ

XN2

i¼1

(xi � l2Þðxi � l2)
T ð21Þ

Where
P

is the mean of sample feature variance.
In order to make the upper bound of two-class classification error rate and data

scatter be as small as possible, the projection W should satisfy:

J(W)¼max
W

WTSBW
WTSWW

where SB ¼ ðl2 � l1Þðl2 � l1ÞT , SW ¼
XN1

i¼1

(xi � l1Þðxi � l1)
T þ

XN2

i¼1

(xi � l2Þðxi � l2)
T .

4.2 Relation Between Parzen Window and LDA

Inspired by Epanechnikov kernel, the following kernel function is given as follow.

pdðxÞ ¼ 1�
Pc
i¼1

x� �xik k2

d2
ð
Pc
i¼1

x� �xik k2

d2
� 1Þ ð22Þ

Derivation of (22) is as follows.

@pd
@d

¼ 2

d3
x� �xik k2ði¼ 1; 2;. . .; cÞ ð23Þ

(23) demonstrates the transformation of data scatter. In order to preserve the data
local characteristics before and after DR be as close as possible, the projection
W should satisfy @pd=@d is minimum. (23) can be represented as:

min
W

1TWT
XNi

j¼1

xij � �xi
�� ��2W1 ð24Þ
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where the vector 1 ensures (24) is still a scalar. The vector 1 is irrelevant to W and all
the classes of data are taken into consideration, it can be obtained:

min
W

WTSWW ð25Þ

Where SW¼
Pc
i¼1

PNi

j¼1
xij � �xi

�� ��2.
The between-class scatter SB is discussed as follows.
(22) can be rewritten as:

pdðxÞ ¼ 1�

Pc
i¼1

PNi

j¼1
xij � �xi

�� ��2

d2

¼1�
Pc
i¼1

N�x� �xik k2

d2
� 1�

Pc
i¼1

N2 �x� �xik k2

d2
� 1�

Pc
i¼1

Ni �x� �xik k2

d2

Therefore, it can be obtained:

pdðxÞ� 1�
Pc
i¼1

Ni �x� �xik k2

d2
ð26Þ

The derivation of the upper bound of (26) is

@pd
@d

¼ 2

d3
�x� �xik k2 i ¼ 1; 2; . . .; cð Þ ð27Þ

In order effectively separate different classes, the projection W should satisfy
@pd=@d is maximized for a given class. It can be obtained:

max
W

1TWTSBW1 ð28Þ

Where SB¼
Pc
i¼1

Ni �x� �xik k2.
As the vector 1 is irrelevant to W, (28) can be rewritten as:

max
W

WTSBW ð29Þ

Based on above observation, it can be obtained FLDA:

J(W)¼max
W

WTSBW
WTSWW
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5 Experimental Analysis

In this section, the relation between Parzen window and current feature extraction
methods is evaluated using pattern classification tasks on the artificial and standard
datasets. The recognition process is composed of the following steps. Firstly, the
experimental dataset is divided into two parts, one for training and the other for test.
Secondly, the optimal projection W is calculated from the training dataset and the test
dataset after projection is easily obtained. Finally, the nearest neighbor (NN) algorithm
is applied in low-dimensional subspace for classification.

The ORL dataset includes ten different images of each of 40 distinct subjects. For
some subjects, the images were taken at different times, varying the lighting, face
expressions (open /closed eyes, smiling /not smiling) and face details (glasses /no
glasses). First k images of each subject are selected for training and the remaining
images are used for test. The value of k is selected from 3, 4, 5, 6, 7, 8 and the reduced
dimension is selected from 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30. The relations
between reduced dimensions and recognition accuracy of PCA, LPP, LDA and
FEMPW are shown in Fig. 1 and Table 1 lists the best recognition results and the
corresponding optimal reduced dimensions of all algorithms. In Table 1, the unit of
recognition accuracy is % and the dimension in the bracket is the corresponding
optimal reduced dimensions. “Average” demonstrates the average performance of each
algorithm. In the following experiments, PCA + LDA is represented by LDA.

            (a)                                             (b)                                           (c) 

  (d)                                              (e)                                             (f) 

Fig. 1. The relation between reduced dimensions and recognition accuracies of PCA, LPP, LDA
and FEMPW on ORL dataset with various values of k: (a) k = 3. (b) k = 4. (c) k = 5. (d) k = 6.
(e) k = 7. (f) k = 8.
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From Fig. 1 and Table 1, it can be seen the recognition accuracies of each algo-
rithm grow with the size of training dataset. In the average performance, the recog-
nition accuracy of FEMPW is obviously higher than PCA while a little lower than
LDA. Moreover, the recognition accuracy of FEMPW is equivalent to LPP, which is
coincidence with the conclusion “when e ! 1, FEMPW is equivalent to LPP”.

6 Conclusions

Feature extraction is one of most important tasks in pattern recognition. Most of current
feature extraction methods focus on space geometry and errors between before and
after DR, while the data distribution characteristics are always ignored. In view of this,
probability density is introduced to characterize data distribution, and feature extraction
is viewed as the process of preserving data distribution characteristics based on the data
scatter. Researches in this paper provide a way to revisit feature extraction and related
methods from a new perspective, while only three feature extraction methods,
including LPP, LDA, are discussed in this paper and whether other feature extraction
methods can be deduced by Parzen window is an important issue to be discussed in the
future.
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Abstract. Magic square is an old and interesting mathematical problem, which
has the same value of all the sums of the elements in each row, column and
diagonal. An unfinished magic square denotes that it gives us some clues and
we need to fill the empty cells. In order to solve the unfinished magic squares
more efficiently, we propose a solution based on sparse optimization. Using the
properties of magic square, we establish a model of constraint programming.
Then we transform the constraints into sparse linear constraints, meanwhile use
l0 norm minimization as the objective function to ensure the sparsity of the
solution. Moreover, we use l1 norm to approximate l0 norm on the basis of RIP
and KGG condition. This paper uses the primal-dual interior point method of
linear programming, the branch and bound algorithm of binary programming
and dual simplex method of integer linear programming to solve the magic
square problems. The experimental results show that dual simplex method of
integer linear programming can reach almost 100 % success rate. In addition,
we propose a kind of special magic square problem and we apply this idea to
construct and solve this problem, and obtain the good results.

Keywords: Magic square � Sparse optimization � Special magic square

1 Introduction

Magic square problem is a complex problem of permutation and combination with a
long history [1]. The magic square of order n is a matrix of n × n, which is filled with
unrepeated numbers 1,2,…,n2, and the sum of the elements in each row, column,
diagonal is a definite number called magic number with n(n2 + 1)/2. An unfinished
magic square may look as in Fig. 1. The initial set of occupied cells is called the
“clues” of the magic square. The objective is to fill the empty cells.

Magic square was first used in astrology, prophecy and interpretation of philoso-
phy, natural phenomena and human behavior. Only after the 17th century, it was
carried out more serious mathematical thinking. In the late 19th century, mathemati-
cians applied magic square to probability theory and mathematical analysis. With the
rapid development of computer technology, the magic square has been applied to
program design, artificial intelligence, graph theory, game theory, experimental design,
and other aspects [2, 3].

The most primitive method of solving the unfinished magic squares is exhaustive
method based on combination algorithm [4]. The advantage is that it can find out the
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optimal solution set within the time limit in the tolerant to recuperate. But, it has the
defect of high time complexity as well as the explosion problem. Another method to
solve the unfinished magic square is an intelligent optimization algorithm hybrid
Immune genetic algorithm and tabu search algorithm [5], which overcome the limitation
of exhaustive method with reducing the invalid combination merger and retain the
advantages, but it also rely on combination algorithm whose complexity is very high.

In recent years, some scholars have explored the special magic squares. Loly et al.
[6] use the Jordan form and singular value decomposition to construct magic square
spectra. Nordgren [7] introduces a new class of quasi-regular magic squares which
includes regular and most-perfect magic squares. Chen et al. [8] propose the regular
sparse anti-magic squares with small odd densities.

This paper proposes a new thought that unfinished magic square problem can be
converted to an l1 norm optimization problem. First, we propose a constraint pro-
gramming due to the properties of magic square. Then we make the constraints sparse.
Moreover, we transform primal problem into a linear programming problem. As the
linear programming problem is a classical optimization problem and there are many
excellent algorithms, it can be solved quickly [9]. In addition, we propose a new special
magic square problem and we apply this idea to construct and solve it.

2 Model to Solve Unfinished Magic Square

For the unfinished magic square of order n, assuming that the solution is a matrix x, and
xij represents the elements in the i-th row of j-th column of x. A simplified form of
constraint programming is as follows:

min1 s:t:

xij 2 1; 2; � � � ; n2� �
;

boxi xð Þ ¼ 1; 2; � � � ; n2� �
;

cluei xð Þ ¼ cluei;

rowsumi ¼
X

j
xij ¼ nðn2 þ 1Þ=2;

colsumj ¼
X

i
xij ¼ nðn2 þ 1Þ=2;

mdiagsum ¼
X

i
xii ¼ nðn2 þ 1Þ=2;

sdiagsum ¼
X

i
xiðnþ 1�iÞ ¼ nðn2 þ 1Þ=2:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð1Þ

10 11

4 1

13 3 16

9 12 6

Fig. 1. An easy unfinished magic square of order 4
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In formula (1), the value of the objective function is always 1. Constraint functions
respectively express that the elements which fill the magic square of order n are
unrepeated 1,2,…,n2, x needs to satisfy the clues, and all the sums of the elements in
each row, column, diagonal is n(n2 + 1)/2.

2.1 Sparse Constraints

Let S denote the solution of an unfinished magic square of order n, the content of cell
m is denoted by Sm 2 {1,2,…,n2} for m = 1,2,…,n2 with the cells enumerated in row
order. Let im = [I(Sm = 1), I(Sm = 2), …, I(Sm = n2)]T denote the indicator vector
associated with cell m, where I(Sm = k)is the indicator function that is equal to one
when Sm = k and zero otherwise. Let x denote a vector of size n4 constructed as

x ¼ i1i2 � � � in2½ �T ð2Þ

The box constraint that S should comprise all numbers 1,2,…,n2 can be expressed
as

In2�n2In2�n2 � � � In2�n2In2�n2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
n2

2
4

3
5x ¼ 1n2 ð3Þ

where In2�n2 denotes the n2 × n2 identity matrix.
The cell constraints denote that each cell of S should be filled. For example, the first

cell S1 which should be filled with a number of 1,2,…,n2 can be expressed as

1 1 � � � 1|fflfflfflfflffl{zfflfflfflfflffl}
n2

0 � � � 0|fflfflffl{zfflfflffl}
n4�n2

2
4

3
5x ¼ 1 ð4Þ

The clues can also be expressed as linear equality constraints on x. For example, the
clue that cell S1 takes the value 5 can be expressed as

0 � � � 0|fflfflffl{zfflfflffl}
4

1 0 � � � 0|fflfflffl{zfflfflffl}
n2�5

0 � � � 0|fflfflffl{zfflfflffl}
n4�n2

2
4

3
5x ¼ 1 ð5Þ

The sum of the elements in each row must be a magic number with the value n
(n2 + 1)/2. Take the first row as an example, it can be expressed as

12 � � � n2 � � � 12 � � � n2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
n2�n

0 � � � 0|fflfflffl{zfflfflffl}
n4�n3

2
4

3
5x ¼ nðn2 þ 1Þ=2 ð6Þ
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The sum of the elements in each column must be a magic number with the value n
(n2 + 1)/2. Take the first column as an example, it can be expressed as

12 � � � n2 0 � � � 0|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
n3

� � � 12 � � � n2 0 � � � 0|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
n3|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

n

2
66664

3
77775x ¼ nðn2 þ 1Þ=2 ð7Þ

The sum of the elements in main diagonal must be a magic number with the value n
(n2 + 1)/2, it can be expressed as

12 � � � n20 � � � 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
n3

0 � � � 0|fflfflffl{zfflfflffl}
n2

12 � � � n20 � � � 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
n3�n2

� � � 0 � � � 0 12 � � � n2|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
n3

2
4

3
5x ¼ nðn2 þ 1Þ=2 ð8Þ

The sum of the elements in secondary diagonal must be a magic number with the
value n(n2 + 1)/2, it can be expressed as

0 � � � 0 12 � � � n2|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
n3

0 � � � 0|fflfflffl{zfflfflffl}
n3�2n2

12 � � � n20 � � � 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
2n2

� � � 12 � � � n20 � � � 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
n3

2
4

3
5x ¼ nðn2 þ 1Þ=2 ð9Þ

By the formula (1), all the constraints are transformed into a linear equation set as
follows

min1 s.t. Aeqx ¼

Abox

Acell

Aclue

Arowsum

Acolsum

Adiagsum

2
6666664

3
7777775
x ¼ beq ¼

1
..
.

1
nðn2 þ 1Þ=2

..

.

nðn2 þ 1Þ=2

2
66666664

3
77777775

ð10Þ

It should be noted, for magic square of order n, the constraints make x be in the
range of real values, and do not provide binary constraint. The advantage is to ensure
the constraints are linear. The disadvantage is the number of elements is n4, the number
of equations is n2 + n2 + NC + n+n + 2 = 2(n2 + n+1) + NC, where NC denotes the
number of clues and 0 ≤ NC ≤ n2. Obviously, it is an underdetermined equation.
According to (10), the obtained solution x is not necessarily satisfied with the binary
format.
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2.2 l0 and l1 Norm Minimization

Using the concept of sparse optimization, we can transform binary constraint that x is
binary into l0 norm minimization as follows [10]:

min xk k0 s:t:Aeqx ¼ beq ð11Þ

In (11), l0 norm minimization is a NP-hard problem and computational complexity.
In some cases, l0 and l1 norm are equivalent. According to RIP (Restricted Isometry
Property) condition [11], KGG(Kashin Garnaev Gluskin) inequality [12], and a large
number of instances of magic squares, (11) can be approximately written as

min xk k1 s:t:Aeqx ¼ beq ð12Þ

2.3 Magic Square Nesting Problem

This model can be used to construct and solve some special magic squares. Moreover,
we propose a kind of special magic square named magic square nesting problem.

Definition: The center of a magic square of order n nests a small magic square of order
n−2. For the small magic square, all the sums of the elements in each row, column, and
diagonal are equal.

For the small magic square, we add 3 new sum’s constraints about the sums of the
elements in each row, column and diagonal represented by matrix B. Because these
sums are equal and unknown, we cannot denote these sums with a fixed value. Then
move the elements of the matrix B up and get a new matrix B+ and that meets the
equations (B − B+)x = 0.

Due to the properties of magic square nesting problem, the optimization formula is:

min xk k1 s:t:
Aeqx ¼ beq
ðB� Bþ Þx ¼0

(
ð13Þ

2.4 Solving Methods

The formula (12) is a linear programming problem. At present, there are 4 methods for
solving linear programming problems: interior point method, simplex method, active
set method and trust region method. Because of the existence of equality constraint and
boundary constraint, the trust region method is not available. Moreover, the interior
point method performed well in many tests [13], so we use interior point method.
In order to improve performance, the primal-dual interior point method [14] is adopted.
Besides, we use branch and bound algorithm to solve binary programming problem and
dual simplex method to solve the integer linear programming problem.
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The whole algorithm based on sparse optimization to solve unfinished magic
squares is as follows:

Algorithm. sparse optimization for unfinished magic squares
Data: an unfinished magic square matrix S and the order of n
begin

Step1. initialize x as a zero vector of size n4;
Step2. construct a sparse matrix Aeq by the formulas (3)-(9);
Step3. construct beq;
Step4. compute x by formula (12);
Step5. transform x into S;
return S;

end

The time complexity for step 1 to initialize x as a zero vector of size n4 is O(n4).
Since it requires Since it requires O(n4) time to complete the sparse constraints and
construct the sparse matrix Aeq, time complexity of step 2 is O(n4). The time com-
plexity for step 3 to construct beq is O(n

2). The computation of l1 norm minimization in
step 4 requires O(n6) time. The last step to transform x into S requires O(n4) time. Our
algorithm is efficient for unfinished magic squares.

3 Experiments

In this paper, we use the computer with 2 GHz CPU and 2 G RAM, operating system
is Windows 7, and software is Matlab2014a with Optimization Toolbox. The experi-
mental data is obtained from the digital magic square game which includes unfinished
magic squares of order 4–7 with 3 levels namely easy, normal and hard. For each order,
we solve 200 easy, 100 normal and 50 hard unfinished magic squares. The methods
compared with are the mentioned dual simplex method, branch and bound algorithm
and primal-dual interior point method. The average success rate and of these algorithms
are listed in the following 4 tables, where NC denotes the number of clues.

Table 1. Results of solving unfinished magic square of order 4

Levels Dual simplex method Branch and bound
algorithm

Primal-dual interior
point method

Success rate Time(s) Success rate Time(s) Success rate Time(s)

Easy(NC = 10) 1.00 0.059 1.00 0.135 1.00 0.028
Normal(NC = 8) 1.00 0.056 1.00 0.266 0.90 0.029
Hard(NC = 6) 1.00 0.064 1.00 0.315 0.56 0.033
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As can be seen from the above Tables 1, 2, 3 and 4, the dual simplex method
solving integer linear programming obtains a success rate up to 100 % for all levels of
unfinished magic squares of each order as same as the branch and bound algorithm.
With the rise of the difficulty and the order of magic square, the success rate remains.
While the success rate of primal-dual interior point method solving linear programming
gradually decreases, that is far below other two methods.

From the time point of view, the computation time of dual simplex method and
branch and bound algorithm is related to the order and the difficulty of unfinished
magic square, while the operation time of primal-dual interior point method almost has
nothing to do with the difficulty of magic square. Moreover, the dual simplex method
needs relatively less time consumption than the branch and bound algorithm.

In general, the dual simplex method of integer linear programming is superior to
other two methods. This method not only ensures the success rate, but also reduces the
time consumption.

In addition, we construct some special magic squares that meet the magic square
nesting problem. We select two typical examples those are shown in Fig. 2, where bold
blue numbers indicate the elements in the small magic squares.

Table 2. Results of solving unfinished magic square of order 5

Levels Dual simplex method Branch and bound
algorithm

Primal-dual interior
point method

Success rate Time(s) Success rate Time(s) Success rate Time(s)

Easy(NC = 17) 1.00 0.055 1.00 0.273 1.00 0.041
Normal(NC = 15) 1.00 0.056 1.00 0.386 0.90 0.041
Hard(NC = 13) 1.00 0.066 1.00 0.579 0.50 0.051

Table 3. Results of solving unfinished magic square of order 6

Levels Dual simplex method Branch and bound
algorithm

Success rate Time(s) Success rate Time(s)

Easy(NC = 22) 1.00 0.111 1.00 0.892
Normal(NC = 20) 1.00 0.156 1.00 4.952
Hard(NC = 18) 1.00 0.811 1.00 87.861

Table 4. Results of solving unfinished magic square of order 7

Levels Dual simplex method Branch and bound
algorithm

Success rate Time(s) Success rate Time(s)

Easy(NC = 31) 1.00 0.265 1.00 75.523
Normal(NC = 28) 1.00 1.554 1.00 632.517
Hard(NC = 25) 1.00 30.172 1.00 2786.421

34 Y. Liang et al.



4 Conclusion

In this paper, a new strategy to solve magic square problems based on sparse opti-
mization is proposed. It transforms a constraint programming problem into a sparse
linear programming problem. For 3 levels of magic square problems, the success rate of
the dual simplex method solving integer linear programming has reached almost
100 %. In addition, we has extended this method to the special magic squares,
established a linear programming model and obtained good results.

Many puzzle problems or engineering problems can be represented by the fol-
lowing models: constrained programming, integer programming, or sparse optimiza-
tion. The mathematical significance of this paper is to propose a transformation strategy
based on sparse optimization, which can be transformed into a sparse linear pro-
gramming problem which is easy to solve.
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Abstract. State space search is one of the most important and prover-
bial techniques for planning. At the core of state space search, heuristic
function largely determines the search efficiency. In state space search for
planning, a well-observed phenomenon is that for most of the time during
search, it explores a large number of states while the minimal heuristic
value has not been reduced. This so called “plateau escape” phenomenon
has attracted many interests in heuristic search areas, especially in satis-
fiability (SAT) and constraint satisfaction problems (CSP). In planning,
the efficiency of many state space search based planners largely depend on
how fast they can escape from these plateaus. Therefore, their search per-
formance can be improved if we could reduce the plateau escaping time.

In this paper, we propose a Monte-Carlo Random Walk (MRW)
assisted plateau escaping algorithm for planning. Specifically, it invokes
a Monte-Carlo random search procedure to find an exit when a plateau is
detected during the search. We establish a theoretical model to analyze
when a Monte-Carlo random search is helpful to state space search in
finding plateau exits. We subsequently implement a sequential and a par-
allel version of the proposed scheme. Our experimental results not only
show the advantages of using random-walk to assist state space search
for planning problems, but also validates the performance analysis in the
theoretical model.

Keywords: State space search · Plateau exploration · Random walk
exploration

1 Introduction

During the last decades, state space search has been extensively studied in plan-
ning. As far as we know, state space search is one of the most proverbial and suc-
cessful approaches to planning. Typically, State space search employs a heuristic
function that maps any state to a real number that estimates the distance to a
goal. At the beginning of search, the initial state s0 is inserted into an open list
which stores all states to be explored. At each iteration of the search, it fetches
a state s with the smallest heuristic value from open list and checkes whether it
c© Springer International Publishing AG 2016
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is a goal state. If not, it generates all its successors and insertes them into the
open list. After than, it inserts s into a closed list which stores all the searched
states and avoids duplicated search. The search stops when a goal state is found.

During the state space search, for any state s, we define a function h∗(s)
which represents the smallest heuristic value of all explored states so far before
s. Obviously, h∗ monotonically decreases with the number of searched states and
finally reduces to 0 when a goal is found. In state space search, the quality of the
heuristic function largely determines the total number of explored states [11,14,
17]. Unfortunately, even with an almost perfect heuristic function, it still needs to
explore an exponential number of states [9]. Given a planning problem, let S be
the set of explored states. Since |S| is usually an exponential number while h∗(s0)
is a constant number, we have |S| � h∗(s0). Since h∗(s) is a monotonic function
mapping from S to [0, h∗(s0)], for most of the state s and its successor s′, we
have h∗(s) = h∗(s′). It means that the minimal heuristic value h∗ is not reduced
during the most of the search time even it explores a large number of states.
The phenomenon is well-known as plateau exploration. In planning, the plateau
exploration consists of most of the search time in state-of-the-art state space
search planners. Therefore, to improve the performance of state space search, it
is very important to find a way which can quickly escape from a plateau.

In this paper, we propose a best-first state space search algorithm with a
Monte-Carlo Random Walk (MRW) procedure which can assist the search to
escape from plateaus efficiently. Specifically, when the state space search falles
into a plateau, it calles a MRW procedure to explore the state space and help
find an exit state of the plateau.

We make three contributions in this paper. First, we propose an algorithmic
framework where random walks are incorporated to help state space search find
the exit states of a plateau. Second, we conduct theoretical analysis to study the
impact of using random walks on different types of search space models, includ-
ing tree search, graph search, and search with many dead end states. Third, we
implement two variants of the proposed algorithm and compare their perfor-
mances to a pure state space search planner on various testing domains.

2 Related Work

Plateau escaping techniques have attracted many interests in satisfiability (SAT)
and constraint satisfaction problems (CSP) [8,19]. In these areas, a plateau is
defined as a set of neighboring variable assignments which have the same number
of unsatisfied clauses [6]. Glover and Laguna proposed a plateau search algo-
rithm to avoid falling back to the same states on a plateau in solving CSP and
SAT problems [7]. Kautz and Selman developed a random-walk based algorithm,
WalkSAT, which can find an exit to escape from plateau [1,3,12].

In planning, the plateau is also known as local minima. Hoffmann presented
a detailed analysis of how long the maximum exit distance of a local search is
in hill climbing [10]. Benton etc. indicated that g-value plateaus is a great chal-
lenge in planning [2]. Space reduction techniques, such preferred operators [16]
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and partial order reduction [4,5], are also important and effective methods to
reduce the time of escaping from a plateau. Besides the traditional techniques of
local minima escaping, a recently proposed Monte-Carlo random walk (MRW)
algorithm has shown good performance of escaping from plateaus and solving
planning problems [13].

Our proposed MRW assisted best-first search (RW-BFS) for planning is
inspired by both the MRW approach and the preferred operators techniques.
Specifically, since state space search shows good performance in many planning
problems, we adopt it as the basic search procedure. When a plateau is detected,
we invoke a MRW procedure to assist the search to find an exit efficiently.

3 Best-First State Space Search Assisted with
Monte-Carlo Random Walk

In this paper, we tackle classical planning problems that can be formulated using
STRIPS or ADL. Given a classical planning task T with an initial state s0, Ah

is a state space search algorithm guided by heuristic function h. S is the set of
states explored by Ah.

Definition 1 (Order of states). Given a state space search procedure Ah on
S guided by h, the relation R ⊆ S × S is defined as follows: for any states a
and b, R(a, b) holds if and only if a is explored before b according to Ah. We use
a < b to denote R(a, b).

It is easy to see that states in S can be sorted according to R to a total order.
Let L be an ordered list of all states in S where the initial state s0 is the first
state and the first goal state found by Ah is the last state in L, we can define a
plateau as follows.

Definition 2 (Plateau and Exit). Given a heuristic function h, let P be a
sub-sequence of L, P is a plateau if |P | > 1, and for every state s ∈ P , h(s) ≥ l.
A state eP is an exit of P if h(eP ) < l and eP is an immediate successor of
some state in P .

Now we introduce our MRW assisted best-first state space search (RW-BFS)
framework shown in Algorithm 1. Based on a standard best-first state space
search procedure, it adds a plateau detection after exploring a new state (Line 9).
If it confirms that the search was fallen into a plateau, a MRW exploration will
be invoked to help find an exit of the current plateau, a state with a smaller
heuristic value than h∗ (Line 10). Then, it inserts the exit state to the open list
(Line 11).

The idea of MRW exploration is inspired from the Monte-Carlo exploration
algorithm introduced in [13]. Given a start state s and the current smallest
heuristic value h∗, it uses a t-times random walks to search the neighbors of s.
The MRW exploration returns a state s′ with a smaller h value than h∗ if finds
one. For each iteration of the random walk, it searches n pathes where each
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Algorithm 1. The RW-BFS Algorithm
Input: Initial state s0

1 open ← s0 ;
2 while open is not empty do
3 s ← open.pop() // s is the state with the minimal heuristic value;
4 if s is goal then return solution(s0, s);
5 if h(s) ≤ h∗ then h∗ ← h(s);
6 if s is not a dead end then
7 closed ← s;
8 foreach si ∈ successor(s) do evaluate h(si); open ← (si, h(si)) ;

9 if plateau is detected then
10 s′ ← MRW exploration (s, h∗);
11 open.push(s′);

12 return no solution

path contains l actions. Note that the random walk only evaluates the end state
of each path. The total number of random walks are restricted by t which makes
sure the MRW procedure always returns in a finite time, whether an exit state
is found or not.

Plateau Detection. The accuracy of the plateau detection is an important fac-
tor of the performance of the MAS Algorithm. It can neither be too unresponsive
nor too sensitive. The MRW exploration will nearly not be invoked if the detec-
tion is too unresponsive which leads to normal state space search. On the other
hand, it will be called frequently and hinder the progress of state space search by
constant interruptions. Thus, we adopt a balanced detection strategy described
as follows. A plateau is detected if either of the two conditions is satisfied:

– The value of h∗ has not been reduced for m consecutive states.
– The moving average of the heuristic values of w recent states is higher than

h∗ + δ where δ is a threshold that reduces gradually during search.

4 Performance Analysis

Analyzing the performance of a heuristic search algorithm applied to a general
planning problem is complex and difficult. In this section, we analyze the perfor-
mance of the proposed RW-BFS algorithm on a simplified model to draw some
insights on when the stochastic search can improve the overall efficiency.

To establish our model, we introduce the following two definitions.

Definition 3 (N-Neighbor). For any state x ∈ S, the N-Neighbor of x,
denoted by N(x, d), is a set of states that are reachable from x using d or fewer
of actions.

Definition 4 (Plateau Graph). Given a planning task T , a plateau graph
Gd = (V,E) of state x is a simple digraph with V = N(x, d) satisfying: (1)
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there is an edge (si, sj) ∈ E if and only if there is an action that leads si to sj;
(2) for all states s in V , h(s) ≥ h(x), and there are no dead end states in V .
An exit state of Gd is a state se /∈ Gd such that h(se) < h(x).

For a given plateau graph Gd, in the following analysis, we compare the
number of heuristic evaluations required to escape from Gd for both state space
search and random walk algorithms, as heuristic evaluation takes up most of the
time for search algorithms. To simplify our analysis, we assume that the random
walk is unbiased, meaning that instead of picking the best state among all n
cases in walk, a random s′ is chosen with probability 1/n to be smin in walk.
We further simplify the structure of Gd as a graph where nodes have the same
in- and out-degrees. Without loss of generality, we assume that every node in
Gd has p successors and q parents, where p ≥ q ∈ Z+.

Lemma 1. Given a plateau graph Gd of x where every node in Gd has an in-
degree of q ≥ 1, if there exists a state se ∈ N(x, d + 1) such that h(se) < h(x), a
state space search procedure, in the worst case, will have to evaluate the heuristic
value for (p/q)d+1−1

(p/q−1) states before finding se.

Proof. We prove this by using mathematical induction. It is easy to see that this
proposition is true when d = 0, 1, where we have 1 and 1+ p

q states, respectively.

Assuming this proposition is true for all d < k, we have |Gk−1| = (p/q)k−1
(p/q)−1) and

|Gk−2| = (p/q)k−1−1
(p/q)−1) . Thus, there are (p/q)k−1 states that are exactly k −1 steps

away from x. Since G is a simple graph, according to our assumption, there are
p(p/q)k−1/q = (p/q)k states that are k steps away from a. Thus, we have

|Gk| =
(p/q)k − 1
(p/q) − 1)

+ (p/q)k =
(p/q)k+1 − 1
(p/q) − 1)

.

Thus this proposition is also true for d = k. ��

We can see that R can help state space search in finding an exit of Gd if

(p/q)d+1 − 1
(p/q) − 1

≥ tptl

E
.

We can derive a necessary condition for the above inequality by replacing the left
side as (p/q)d+1. In this case, any tl must satisfy d ≤ tl ≤ d + logp E − (d + 1)
(1 − logp q) − logp t. It is easy to see that as q increases from 1 to p, random walk
exploration becomes less effective. The insight is that RW-BFS is more effective
when there are not many paths (q is smaller compared to p) that can lead to the
same state.

5 Experimental Results

We report results on two variants of RW-BFS, namely, the sequential version
RW-BFSs and the parallel version RW-BFSp. The baseline in our comparison is
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Fig. 1. Number of solved instances in the given time limit.

LAMA [15], a state space search planner. In our experiment, all three planners
use the same settings and same heuristic functions for the state space search
part. We set t = 4 and let l = 2 ∗ j − 1, n = 200 + 250j for j = 1 · · · t for both
RW-BFSs and RW-BFSp. In RW-BFSp, line 2–9 in Algorithm 1 are running in
parallel using t = 4 separate threads. The open list is shared by these threads so
that possible exit states discovered by these threads can be inserted into open
directly. We also set m = 3000, δ = 0.2h∗, and w = 10.

We test all domains in IPC-6 [18], including Elevators (Elevator), Open-
stacks (Open), PARC printer (Parc), Peg solitaire (Peg), Scanalyzer-3D (Scan),
Sokoban, Transport (Trans) and Woodworking (Wood). All experiments are con-
ducted on a quad core workstation with a 2.4 GHz CPU and 2 GB memory. The
running time limit for each problem is set to 300 s.

Fig. 1 shows the number of problem instances solved by the three planners.
We have also run Monte-Carlo random walk (pure stochastic search) on these
problems but its performance was poor and did not reported here. Clearly, both
RW-BFSs and RW-BFSp solve more problem instances than the baseline plan-
ner. They solve 233, 210, and 204 instances, respectively. We also give detailed
comparisons of three planners on all IPC-6 problems for which random walk
exploration is invoked. Problems in which random walk exploration is not invoked
are omitted from our comparison because in this case three algorithms are essen-
tially identical.

To show the contribution and overhead brought by random walk in RW-
BFSs, we also report the time spent in random walk (T’), the length of the
sub-path found by random exploration in the final solution path (L’), and the
number of heuristic evaluations in random exploration procedure. For RW-BFSp,
we report the length of the sub-path (L’) in the final solution path. We omit the
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Table 1. Comparison of the search time (“T”), solution length (“L”), number of
heuristic evaluations (“#HE”) of LAMA, RW-BFSs and RW-BFSp. For RW-BFSp,
“#HE” is the total number of heuristic evaluations of all threads.

P LAMA RW-BFSs RW-BFSp

Total RW Total RW

T L E T L #HE T’ L’ #HE’ T L #HE L’

elevator-25 - - - 44.8 268 41555 11.4 18 11596 57.63 249 51071 13

elevator-26 - - - 59.1 261 51712 21.5 36 20086 30.81 265 17723 25

elevator-27 44.5 310 31249 42.4 353 31434 12.4 24 10220 18.49 187 1280 15

elevator-28 - - - 25.0 276 16895 6.2 9 4407 14.23 202 12068 10

elevator-29 21.4 311 12797 11.3 308 7007 0.9 1 666 13.82 213 1641 24

elevator-30 - - - 104.3 306 63671 32.3 27 21124 53.75 227 12651 21

wood-20 - - - 50.3 219 50335 47.7 102 48587 22.42 242 21465 110

wood-23 2.3 25 6013 1.9 28 15076 1.8 7 14740 41.11 25 95400 1

wood-26 22.3 93 19221 5.6 99 16312 4.9 13 15269 12.12 97 12305 15

wood-28 - - - 28.6 121 32746 27.9 24 32224 11.16 137 14005 91

wood-29 63.7 103 46700 54.9 124 67946 52.0 25 65589 39.60 144 32093 25

parc-17 154.6 81 5205 53.5 75 1765 6.4 1 154 126.14 93 1842 12

parc-24 114.8 29 6657 156.9 28 8546 12.9 1 301 76.40 29 4533 15

sokoban-23 4.2 249 30485 9.5 230 63234 1.7 2 4040 6.14 258 65120 1

sokoban-24 108.4 279 367882 57.6 312 173380 14.3 4 8915 161.41 313 466868 3

sokoban-25 7.5 177 35097 31.1 391 122051 5.7 5 5159 17.36 245 105773 12

sokoban-26 - - - 109.4 417 450086 47.5 10 84417 53.85 583 128279 22

sokoban-27 112.5 81 482420 5.5 158 21916 1.4 4 2441 14.27 157 10719 1

sokoban-28 29.8 450 82203 54.1 436 139494 8.6 0 17230 5.24 465 6197 11

peg-29 8.7 45 37097 20.7 45 161290 11.8 0 123121 9.97 45 13611 0

peg-30 90.9 54 395509 104.3 55 499095 31.2 0 188839 97.71 55 707 0

scan-29 269.6 81 3715 278.8 81 3816 10.0 0 98 246.62 81 3403 0

trans-19 83.1 332 26068 214.6 331 67386 127.8 0 40901 89.35 331 26337 0

time spent in random walk and the number of heuristic evaluations in random
exploration procedure because these two metrics are in parallel to the runtime
overhead of state space search in RW-BFSp.

We summarize three findings from Table 1. First, these results show that for
problems which LAMA cannot solve within 300 s, e.g., elevator 25,26,28. RW-
BFS can successfully find a solution in which a substantial portion of the path
is generated by random walks. These results clearly show that random walks
can assist state space search to escape from plateaus. Second, comparing the
performance of two sequential planners LAMA and RW-BFSs to RW-BFSp, we
see that the overhead brought in by alternating between random walk and state
space search can be mitigated by using a parallel implementation, at the cost
of using more computing cores. Third, according to our performance analysis,
if the state space has q > 1, the random walk procedure may not be helpful.
A closer look at problems in the Pegsol domain reveals that they indeed have
q > 1, as in this game, there can be multiple moves at each state and there can be
multiple action paths arriving at the same state. Results on peg-29 and peg-30
confirmed our analysis that a random walk exploration would not assist the state
space search much when q is close to p. In contrast, problems in the Sokoban
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domain are well-known to have many loops and dead ends. In this case, except
for Sokoban-14, all sub-paths generated by the random exploration procedures
are all relatively short compared to the solution length, as a longer path would
encounter more dead ends or loops.

6 Conclusion

In this paper, we propose a best-first search algorithm assisted with a Monte-
Carlo random walk exploration which can help the search escape from plateaus
more quickly. Our algorithm has three advantages. First, MRW exploration has
a certain probability to find an “exit” state and quickly jump out of a plateau
while a best-first search may have to search all states in the plateau. Second,
since each iteration of a random walk only evaluates the end state of a path,
it saves a plenty of heuristic evaluation time compared with best-first search.
Third, MRW exploration requires only a little extra memory. Actually, consider
the reduced number of explored states, it can reduce the memory usage of the
original best-first search.
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Abstract. Mining Trajectory Patterns plays an important role in moving
objects. In many practical applications, the movement of objectives is always
constrained by spatial space (e.g. road network). Therefore, it has more realistic
significance to work on frequent trajectory patterns. This paper proposes a
frequent trajectory patterns mining algorithm based on similar trajectory (named
SimTraj-PrefixSpan). Since the trajectory data with the same frequent trajectory
pattern may be not exactly the same, a trajectory similarity is utilized to measure
whether considered trajectories have the same pattern. Computational results on
simulated data and real data verify that the proposed algorithm can mine more
complete and continuous frequent trajectory patterns, and shows the superiority
of the proposed algorithm over traditional trajectory patterns mining algorithms
in terms of mining efficiency.

Keywords: Trajectory data mining � Frequent pattern � Pattern mining �
Similar trajectory

1 Introduction

With the development of positioning technology and the popularity of mobile devices
(e.g. wearable devices), Location Based Services (LBS) [1] become more extensive,
and a great deal of trajectory data has been accumulated. In many practical applica-
tions, the movement trajectories of spatial objectives are always constrained by spatial
space (e.g. road network [2]). Thereby, mining and analyzing the trajectory data [3] in
constrained network can provide more and better service to users. Up to now, it is
known that mining trajectory data mainly focused on two directions: trajectory clus-
tering and trajectory pattern mining. This paper considers mining frequent trajectory
patterns in road network. The traditional frequent pattern mining algorithm can be
divided into two categories. One is Aprior [4] based algorithms, which is based on
candidate set generation and test. The other is PrefixSpan [5] based algorithms, which
is based on divide and conquer algorithm and thought of database projection pattern
and correlation algorithms. Recently, Lin [6] proposed a hybrid multilevel search
algorithm to mine long frequent pattern, Prabamanieswari [7] proposed the Fuzzy
based frequent itemset mining, which reduces the number of scanning database and has
better performance than Fuzzy Apriori [8]; Prabha and Lawrance [9] proposed Fuzzy
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based CFP, which mines fuzzy frequent itemsets with less execution time and memory
usage, has less execution time and memory usage.

Because of the continuity, periodicity and other special nature of the trajectory data,
the traditional frequent pattern mining algorithms are not suitable. Therefore, Miko-
lajMorzy [10] proposed the AprioriTraj algorithm based on the Aprior algorithm and
Traj-PrefixSpan [11] algorithm based on PrefixSpan algorithm successively. Recently,
Wang [12] proposed a method to resolve frequent pattern mining on personal trajectory
data by accurately check the road corner; Chen [13] put forward the temporal semantic
trajectory pattern named STS-TPs, and proposed a corresponding mining algorithm
based on PrefixSpan algorithm.

The research background of frequent pattern mining is mainly divided into two
kinds: one is road network; the other is unrestricted space. But the researches about
trajectory data mining on road network are mainly based on the clustering of the
trajectory data. For example, Han, et al. [14] proposed NEATthat integrated the
information of locality, flow and density. This method is faster than existing
density-based trajectory clustering approaches.

As the above mentioned, it can be found that previous researches on frequent
trajectory patterns mostly focused on mining efficiency. However, due to limitations of
positioning technology, the accuracy of location data may be not particularly high, and
then users may be localized in the wrong way. In addition, traffic conditions or road
repairing can also result in that the same frequent trajectory pattern may be not exactly
the same. Therefore, this paper presents a frequent trajectory patterns mining algorithm
based on similar trajectory (SimTraj-PrefixSpan), which uses the trajectory similarity to
measure whether the trajectories have the same pattern. For the trajectories with the
same pattern, the SimTraj-PrefixSpan allows their data is not exactly the same while
satisfying the requirement of similarity. The experimental results prove that the
SimTraj-PrefixSpan can mine more complete and continuous frequent trajectory
patterns.

The remainder of this paper is organized as follows. In the next section, basic
definitions about trajectory are presented. In Sect. 3, the detail of SimTraj-PrefixSpan is
explained. Section 4 presents the experimental results. The conclusions are made in
Sect. 5.

2 Basic Definitions

Definition 1 (Road Network Node). A road network node v expressed by a two-tuple
ðx; yÞ, where x and y are the latitude and longitude of the road network node
respectively.

Definition 2 (Road Network Edge). A road network edge e expressed by a two-tuple
\u; v[ , where u and v are two different road network nodes respectively, and e is the
same with \v; u[ .

Definition 3 (Adjacency). If there is a road network edge is \u; v[ , then u is
adjacent to v.
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Definition 4 (Trajectory). Atrajectory T is a sequence composed by a series of
adjacent road network nodes, expressed by T ¼ ðv1; v2; . . .; vnÞ, where vi is adjacent to
viþ 1.

Definition 5 (Sub Trajectory). There are two trajectories T ¼ ðv1; v2; . . .; vnÞ and
T

0 ¼ ðv0
1; v

0
2; . . .; v

0
mÞðm� nÞ. If there exists a natural number k makes v

0
1 ¼ vk, v

0
2 ¼

vkþ 1; . . .; v
0
m ¼ vkþm�1, then trajectory T

0
is the sub trajectory of the trajectory T .

Definition 6 (Prefix). For the trajectory T ¼ ðv1; v2; . . .; vnÞ and the trajectory
T

0 ¼ ðv0
1; v

0
2; . . .; v

0
mÞðm� nÞ, if there are v

0
i ¼ vi for i�m, then T

0
is the prefix of T .

Definition 7 (Projection). For the trajectory T ¼ ðv1; v2; . . .; vnÞ and the trajectory
S ¼ ðu1; u2; . . .; umÞðm� nÞ, if S is the prefix of the T

0
, T

0
is the sub trajectory of T , and

there doesn’t exist longer sub trajectory T
00
makes that S is the prefix of the T

00
, then T

0

is the projection of T corresponding the trajectory S.

Definition 8 (Postfix). For the trajectory T ¼ ðv1; v2; . . .; vnÞ and the trajectory
T

0 ¼ ðv0
1; v

0
2; . . .; v

0
mÞðm� nÞ, if there are v

0
i ¼ vn�mþ i for i�m, then T

0
is the postfix

of T .

Definition 9 (Support). Support is the percentage of the trajectories that contains the
trajectory T in the trajectory database DT at first, but in this paper, support is the
percentage of the trajectories that contains the similar trajectory of the trajectory T in
the trajectory database DT . A predetermined threshold, called minimum support, is
denoted as min support.

Definition 10 (Frequent Trajectory Pattern). If the support of a trajectory T is not
less than the minimum support min support, then T is a frequent trajectory pattern.

3 Frequent Trajectory Pattern Mining Algorithm Based
on Similar Trajectory

3.1 Similar Trajectory

In actual applications, the factors such as low precision positioning technology make
that the trajectories with the same frequent trajectory pattern may be not identical.
Therefore the similar trajectory is used to replace the identical trajectory to mine more
frequent trajectory patterns. The common measures of trajectory similarity include
Euclidean distance, Hausdroff distance, Frechet distance, the longest common sub
sequence, trajectory matching, etc. [15]. On the basis of Euclidean distance, this paper
defines a new simpler trajectory similarity measure method, and combines it with the
mining algorithm organically to improve the mining efficiency.

Suppose there are two trajectories T ¼ ðv1; v2; . . .; vnÞ and S ¼ ðu1; u2; . . .; unÞ,
where vi ¼ ðxi; yiÞ and ui ¼ ðx0

i; y
0
iÞ. Given a maximum distance of corresponding nodes

48 M. Qiu and D. Pi



max dist and a maximum angle of the corresponding sub trajectory max angle, the
formula is as follows:

distðvi; uiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � x0

iÞ2 þðyi � y0
iÞ2

q
ð1Þ

angleðvi; viþ 1; ui; uiþ 1Þ ¼ arccosððxiþ 1 � xiÞ � ðx0iþ 1 � x
0
iÞþ ðyiþ 1 � yiÞ � ðy0iþ 1 � y

0
iÞ

distðvi; viþ 1Þ � distðui; uiþ 1Þ Þ ð2Þ

If distðvi; uiÞ and distðviþ 1; uiþ 1Þ are not more than max dist and angleðvi; viþ 1;
ui; uiþ 1Þ is not more than max angle, then \vi; viþ 1 [ and \ui; uiþ 1 [ are similar
trajectories. If for any i � n, \vi; viþ 1 [ and \ui; uiþ 1 [ are similar trajectories,
then T and S are similar trajectories.

Example: Table 1 is the trajectory data in the database, assuming that max dist ¼ 1
and max angle ¼ 50

�
. According to the above definition of similar trajectory, only the

trajectory of O1 and the trajectory of O2 are similar trajectories, because the distance of
the trajectory of O1 and the trajectory of O5 at time t5 is 2 more than max dist; the
angle of the sub trajectories of the trajectory of O1 and the trajectory of O4 from time t4
to t5 is 60° more than max angle. Therefore, only the trajectory of O1 and the trajectory
of O2 are similar trajectories.

If the trajectory T is a frequent trajectory pattern, then all the sub trajectory of T are
frequent trajectory patterns, so we must ensure that all the corresponding sub trajectory
of the similar trajectory we defined are frequent trajectory patterns too. According to
the definition, if the trajectory T and S are similar trajectories, then for any
i � n,\vi; viþ 1 [ and \ui; uiþ 1 [ are similar trajectories, so all the corresponding
sub trajectory of T and S are similar trajectories too.

3.2 SimTraj-PrefixSpan Algorithm

In this section we describe the design and implement of SimTraj-PrefixSpan. In order
to allow trajectory data is not exactly the same, the similar trajectory based on the
distance of corresponding nodes and the angle between the corresponding
sub-trajectories is defined. There are three main steps in the algorithm.

1. Compute surrounding nodes. Traverse the road network, and then add the nodes
whose distances with node v are not more than max dist into its corresponding
surrounding nodes set NðvÞ.

Table 1. Some trajectory data in the database

Object t1 t2 t3 t4 t5
O1 (1,2) (2,2) (3,2) (4,2) (5,2)
O2 (1,2) (2,2) (3,1) (4,1) (5,2)
O3 (1,3) (2,2) (3,1) (4,1) (5,0)
O4 (1,2) (2,1) (3,1) (4,1) (5,3)
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2. Construct the candidate set of the node. Traverse the trajectory database DT and
count the number of each node, add the node that support more than the minimum
support min support into the candidate set L0.

3. Construct projection database. Create a projection database for each candidate node
v in L0, each trajectory in the projection database must contain the prefix \u[
formed by one node u in the set NðvÞ.
The last step will be run recursively in the projection database until the current

results is empty. Each mining must ensure that the current candidate edge must adja-
cent to the last edge of the mining result before the recursion. The pseudo-code of
SimTraj-PrefixSpan algorithm can be described as Algorithm 1.

Algorithm1: SimTraj-PrefixSpan 

Input DT,The trajectory database;min_support;max_dist;

max_angle;G=(V,E),The information of road network.

Output: FreTraj,The set of frequent trajectories.

1: for each node v in V do 

2:   for each node u in V do

3:     if dist(v,u)<=max_dist then

4:       add u into set N(v);

5:     end if

6: end for

7:end for

8:for each trajectory T in DT do

9: for each node v in T do

10: for each node u in N(v) do

11: u.count++;

12: end for

13: end for

14:end for

15:L0={v in V:support(v)>=min_support}

16:call GetFreTrajectories(s,L0,DT,min_support)

:

Description:

(1) Steps 1–7: The nodes whose distance with node v are not more than max dist
were added into its corresponding surrounding nodes set NðvÞ; Steps 8–15:
Calculate the support of each node and add the nodes that support more than the
minimum support into the candidate node set L0.
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(2) The GetFreTrajectoriesðL0;DT ;min supportÞ is an recursive process, in refer-
ence to the idea of divide and conquer to mine frequent trajectory patterns. The
identical trajectories is replaced by the similar trajectory to measure whether the
trajectory has the same pattern. Algorithm is described as follows:

Algorithm2: GetFreTrajectories(s,L0,DT,min_support)

Input:s=<u1,u2,...,un>,The prefix trajectory;L0,The set of candidate 
node;DT,The trajectory database;min_support

Output:FreTraj,The set of frequent trajectories

1:for each node v in L0 do

2: if s != <> and v is not adjacent to un then

3: continue;

4: end if

5: inital D’T to empty set;

6: for each trajectory T=<t0,t1,...,tm> in DT do

7: for each node v’ in N(v) do

8: if <v’> is the prefix trajectory of T then

9: if s!= <> and angle(un,v,t0,t1) > max_angle then

10: continue;

11: end if

12: v.count++;

13: if the postfix trajectory of T over<v’> is T’ and T’ != <> then

14: extend T’ by v’ form T’=<v’,t’1,...t’k> and add T’ into D’T;

15: end if

16: end if

17: end for

18: end for

19: if support(v)>= min_support then

20: extend s by v to form a frequent trajectory s’= <u1,u2,...,un,v> 
and add s into FreTraj;

21: end if

22: if size(D’T)/num_of_trajectories >= min_support then

23: call GetFreTrajectories(s’,L0,D’T,min_support)

24: end if

25:end for
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4 Experimental Results and Analysis

The SimTraj-PrefixSpan algorithm and the Traj-PreixSpan algorithm are corded by
Java language, and the experimental environment is Microsoft Windows 7 professional
operating system with 3.20 GHZ Intel Core i5-3479 CPU processor and 4 GB mem-
ory. Then simulated data and real data are used to evaluate the performance of the
above considered algorithms.

4.1 Experiment on Simulated Data

Simulated data is generated by Thomas Brinkhoff Road Network Moving Object Data
Generator [16] according to the map of Oldenburg, which is a set of trajectory point.
The data must be preprocessed before the experiment. The points are transformed to the
corresponding roads in the road network, and then expanded to the trajectory data
format defined as Definition 4.

Firstly, experiment on the simulated data to study the relationship between the
performance of the SimTraj-PrefixSpan algorithm and the parameter max dist, in
which min support ¼ 0:1 and max angle ¼ 40

�
. Figure 1 shows that the number of

the frequent trajectory patterns mined by the SimTraj-PrefixSpan algorithm has no
increase when max dist less than 40, and increases faster when max dist greater than
40, but increases slowly form 70 to 100.

Then according to the previous experiment, we set the max dist to 100 and
min support to 0.1, and study the relationship between the performance of
SimTraj-PrefixSpan and max angle. Figure 2 shows that the number of frequent tra-
jectory patterns mined by the SimTraj-PrefixSpan algorithm increases steadily with the
increase of max angle. With the increase of max angle, the similarity of the trajectory
is reduced, so that more similar trajectories are believed to have the same frequent
trajectory pattern.

Fig. 1. Relation of the number of the frequent trajectory pattern and maximal distance
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Finally, the performance of SimTraj-PrefixSpan and Sim-PrefixSpan with different
min support is analyzed. According to the previous experiment, we set max dist ¼
100 and max angle ¼ 40

�
. The experimental results with different min support are

shown in Fig. 3. From Fig. 3, we can see that the SImTraj-PrefixSpan can mines more
frequent trajectory patterns than the Traj-PrefixSpan with different support.

The experiments on the simulated data study the effect of the parameters max dist
and max angle on the performance of the SimTraj-PrefixSpan. It can be conclude that
when the parameters are small, the similarity of similar trajectories is higher, and
mining results of the SimTraj-PrefixSpan algorithm is more close to the
Traj-PrefixSpan algorithm. In order to ensure that SimTraj-PrefixSpan algorithm can be
used in actual applications, the experiments on the real data are performed in the
following section.

Fig. 2. Relation of the number of the frequent trajectory pattern and maximal angle

Fig. 3. Relation of the number of the frequent trajectory pattern and minimum support 1
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4.2 The Experiment on Real Data

The experimental data set is the trajectory data of 536 taxis in San Francisco in May
2008 nearly 30 days. Because of the huge amount of the data, so we only use data of
seven days in the region of longitude 122°19’2.64”W to 122°25’31.08”W and latitude
37°45’51.48”N to 37°47’42”N. The trajectory data is converted to the trajectory data
format with Definition 3. The road network graph is shown in Fig. 4.

Considering the structure of the road network and the results of several experi-
ments, the two parameters of the SimTraj-PrefixSpan algorithm are set to max dist ¼
100 and max angle ¼ 90

�
. Experiment to analysis the performance of the

SimTraj-PrefixSPan algorithm and the Traj-PrefixSpan algorithm on the real data.
Figure 5 shows that the SimTraj-PrefixSpan can mine more frequent trajectory patterns
than the Traj-PrefixSpan algorithm, and it can be seen that the number of the frequent
trajectory patterns particularly decrease when min support increased to the 0.05. Its
reason is that the correlation between each trajectory is not strong.

Then the running time of SimTraj-PrefixSpan and Traj-PrefixSpan are compared, in
which min support ¼ 0:02. Figure 6 shows that the running time increase of the
SimTraj-PrefixSpan algorithm is roughly the same with the Traj-PrefixSpan algorithm.
So the efficiency of two algorithms is similarity. And the reason why
SimTraj-PrefixSpan algorithm need more time than Traj-PrefixSpan algorithm is it
spends much time to generator the surrounding point set and spend more time to mine
the frequent trajectory patterns.

Experiment on the real data to compare the results of the SimTraj-PrefixSpan
algorithm and the Traj-PrefixSpan algorithm, which max dist ¼ 100, max angle ¼

Fig. 4. The road network graph
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90
�
and min support ¼ 0:02. The experimental results on real road networks are

shown in Fig. 7, where Fig. 7(a) and (b) are the results of Traj-PrefixSpan and
SimTraj-PrefixSpan, respectively. From Fig. 7, it can be seen that the frequent tra-
jectory patterns mined by the SimTraj-PrefixSpan algorithm is more complete and
continuous than those mined by Traj-PrefixSpan. Therefore, it can be concluded that
the performance of SimTraj-PrefixSpan is better than the Traj-PrefixSpan algorithm in
term of mining effectiveness.

Through the above experiments on simulated data and real data, it can be observed
that the SimTraj-PrefixSpan can mine more complete frequent trajectory patterns than
the Traj-PrefixSpan algorithm by replacing the same trajectories to similar trajectories.
And we can adjust the parameter max dist and max angle to adjust the similarity of

Fig. 5. Relation of the number of the frequent trajectory pattern and minimum support 2

Fig. 6. Relation of the running time and data size.
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the similar trajectories, the higher similarity of the similar trajectories, the results of the
SimTraj-PrefixSpan algorithm is more close to the results of the Traj-PrefixSpan
algorithm.

5 Summary

Due the trajectory data with the same frequent trajectory pattern may be identical, this
paper proposed a frequent trajectory patterns mining algorithm based on similar tra-
jectory, which combines the Traj-PrefixSpan algorithm with similar trajectory and
proposes the SimTraj-PrefixSpan algorithm. Experiments on simulated data and real
data show that the SimTraj-PrefixSpan algorithm can mine more and more complete
and more continuous frequent trajectory patterns and its ensure the mining efficiency is
similar higher than that of to the mining efficiency of the traditional Traj-PrefixSpan
algorithm at the same time.

In the current big data environment, because of the large amount of data, the
SimTraj-PrefixSpan algorithm proposed in this paper can not be directly applied to the
actual problems. In further study, we intend to optimize the efficiency of the algorithm
and implement it with the distributed programming.

Acknowledgements. The research work was supported by National Natural Science Foundation
of China (U1433116).
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Abstract. The unconstrained binary quadratic programming problem
is one of the most studied NP-hard problem with its various practi-
cal applications. In this paper, we propose an effective multi-objective
genetic algorithm with uniform crossover for solving bi-objective uncon-
strained binary quadratic programming problem. In this algorithm, we
integrate the uniform crossover within the hypervolume-based multi-
objective optimization framework for further improvements. The com-
putational studies on 10 benchmark instances reveal that the proposed
algorithm is very effective in comparison with the original multi-objective
optimization algorithms.

Keywords: Multi-objective optimization · Hypervolume contribu-
tion · Genetic Algorithm · Uniform crossover · Unconstrained Binary
Quadratic Programming problem

1 Introduction

The Unconstrained Binary Quadratic Programming (UBQP) problem is a clas-
sic NP-hard combinatorial problem with a number of applications [15]. The
UBQP problem is extended into multi-objective case in [13], where the multiple
objectives are to be maximized simultaneously, then the multi-objective UBQP
problem can mathematically be formulated as follows [14]:

fk(x) = x′Qkx =
n∑

i=1

n∑

j=1

qkijxixj (1)
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where Qk = (qkij) is an n × n matrix of constants and x is an n-vector of binary
(zero-one) variables, i.e., xi ∈ {0, 1} (i = 1, . . . , n), k ∈ {1, . . . ,m}.

UBQP is notable for its ability to formulate a wide range of other practical
problems in different fields, such as machine scheduling [1], traffic management
[8], computer aided design [12], financial analysis [16], etc. Many heuristic and
metaheuristic algorithms have been proposed to tackle UBQP in the literature
[11], such as simulated annealing [2], scatter search [3], tabu search [9], memetic
algorithms [17], etc.

Moreover, A. Liefooghe et al. [13] proposed a hybrid metaheuristic algorithm
to solve the multi-objective UBQP problem, which combines an elitist evolu-
tionary multi-objective optimization algorithm with an effective single-objective
tabu search procedure based on the scalarizing function. In [14], they proposed
the multi-objective local search algorithms with three different strategies to solve
the bi-objective UBQP problem more efficiently.

In this paper, we propose a multi-objective genetic algorithm to solve the
bi-objective UBQP problem. This algorithm integrates the uniform crossover
within the hypervolume-based multi-objective optimization framework for further
improvements. Actually, there are two main components: hypervolume contribu-
tion selection and genetic algorithm with uniform crossover. The hypervolume
contribution selection procedure iteratively improve the Pareto approximation set
until it can not be improved any more. Then, the uniform crossover is used to
further improve the whole quality of the Pareto approximation set.

This paper is organized as follows. In the next section, we introduce the
basic notations and definitions of multi-objective optimization. In Sect. 3, we
briefly review the previous work related to the uniform crossover and the multi-
parent crossover. Afterwards, we present our proposed multi-objective genetic
algorithm in Sect. 4. Section 5 provides the computational results and analyze
the behavior of the proposed algorithm. Finally, the conclusions are provided in
the last section.

2 Multi-objective Optimization

In this section, we present the basic notations and definitions of multi-objective
optimization. Let X denote the search space of the optimization problem under
consideration and Z the corresponding objective space. Without loss of general-
ity, we assume that Z = �n and that all n objectives are to be maximized. Each
x ∈ X is assigned exactly one objective vector z ∈ Z on the basis of a vector
function f : X → Z with z = f(x), and the mapping f defines the evaluation of
a solution x ∈ X [7]. Actually, we are often interested in those solutions that are
Pareto optimal with respect to f . The relation x1 � x2 means that the solution
x1 is preferable to x2. The dominance relation between two solutions x1 and x2

is often defined as follows [7]:

Definition 1 (Pareto Dominance). A decision vector x1 is said to dominate
another decision vector x2 (written as x1 � x2), if fi(x1) ≥ fi(x2) for all i ∈
{1, . . . , n} and fj(x1) > fj(x2) for at least one j ∈ {1, . . . , n}.
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Definition 2 (Pareto Optimal Solution). x ∈ X is said to be Pareto optimal
if and only if there does not exist another solution x′ ∈ X such that x′ � x.

Definition 3 (Pareto Optimal Set). S is said to be a Pareto optimal set if
and only if S is composed of all the Pareto optimal solutions.

Definition 4 (Non-Dominated Solution). x ∈ S (S ⊂ X) is said to be non-
dominated if and only if there does not exist another solution x′ ∈ S such that
x′ � x.

Definition 5 (Non-Dominated Set). S is said to be a non-dominated set if
and only if any two solutions x1 ∈ S and x2 ∈ S such that x1 � x2 and x2 � x1.

Since there does not exist the total order relation among all the solutions
in multi-objective optimization, the aim is to generate the Pareto optimal set,
which keeps the best compromise among all the objectives. Nevertheless, in most
cases, it is impossible to generate the Pareto optimal set in a reasonable time.
Therefore, we are interested in finding a non-dominated set which is as close to
the Pareto optimal set as possible, and the whole goal is often to identify a good
Pareto approximation set.

3 Previous Work

The Genetic Algorithms (GA) have a good potential of solving many different
combinatorial optimization problems, which are often integrated into the hybrid
metaheuristics as an important part for further improvements [7]. In this section,
we provide a literature review of the studies related to the uniform crossover and
the multi-parent crossover.

U. Benlic et al. [6] proposed a powerful population-based memetic algorithm
for solving quadratic assignment problem, which integrates an effective local
optimization algorithm within the evolutionary computing framework based on
a uniform crossover. In this algorithm, the uniform crossover is used to further
enforce the search capacity of the proposed algorithm. The extensive computa-
tional studies reveal that their proposed algorithm is very competitive.

E. D. Paolo et al. [10] proposed an efficient genetic algorithm with uniform
crossover for solving the multi-objective airport gate assignment problem. In
this algorithm, a new defined uniform crossover operator is used to generate
high-quality offsprings, which is crucial to the successful implementations. The
extensive simulation studies illustrate the advantages of the proposed GA scheme
with the uniform crossover operator.

Zhipeng Lü et al. [15] presented a multi-parent hybrid genetic-tabu algorithm
for dealing with unconstrained binary quadratic programming problem, which
incorporates the tabu search procedure into the genetic algorithm framework. In
this algorithm, a multi-parent crossover operator called MSX is jointly employed
with the conventional uniform crossover to generate diversified new solutions.
The computational results on 10 large benchmark instances indicate that the
proposed algorithm is very effective.
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Yang Wang et al. [18] integrated four multi-parent crossover operators (called
MSX, Diagonal, U-Scan and OB-Scan) within the memetic algorithm frame-
work for dealing with unconstrained binary quadratic programming problem.
Their proposed algorithms apply these crossover operators to further improve
the results generated by the tabu search procedure. The experimental results
and the analysis on the behavior of the algorithm provide the evidences and the
insights as to key role of the crossover operators.

4 Multi-Objective Genetic Algorithm

The Multi-Objective Genetic Algorithm (MOGA) is proposed to solve the bi-
objective UBQP problem, which is composed of two main components: hyper-
volume contribution selection and genetic algorithm with the uniform crossover.
The general scheme of this algorithm is described in Algorithm 1.

Algorithm 1. Multi-Objective Genetic Algorithm
Input: N (Population size)
Output: A: (Pareto approximation set)
Step 1 - Initialization: P ← N randomly generated solutions
Step 2: A ← Φ
Step 3 - Fitness Assignment: Compute a fitness value for each solution x ∈ P
Step 4:
while Running time is not reached do

repeat
1) Hypervolume Contribution Selection: x ∈ P

until all neighbors of x ∈ P are explored
2) A ← Non-dominated solutions of A

⋃
P

3) Genetic Algorithm: y ∈ A
end while
Step 5: Return A

In MOGA, all the solutions in an initial population are randomly generated,
i.e., each variable of one solution is randomly assigned a value 0 and 1 (Step 1).
Then, each solution is computed a fitness value by the Hypervolume Contribution
(HC) indicator defined in [5] (Step 3).

After realizing the fitness assignment, we optimize the initial population with
the hypervolume contribution selection procedure in order to obtain a Pareto
approximation set. Afterwards, we apply the uniform crossover operator to gen-
erate the offsprings, in order to update the Pareto approximation set A for
further improvements.

4.1 Hypervolume Contribution Selection

In order to generate a set of efficient individuals used for generating high-quality
offsprings with the uniform crossover operator, we apply the Hypervolume
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Algorithm 2. Hypervolume Contribution Selection (HCS)
Steps:

1) x∗ ← one randomly chosen unexplored neighbors of x
2) P ← P

⋃
x∗

3) compute x∗ fitness: HC(x∗, P )
4) update all z ∈ P fitness values
5) ω ← worst solution in P
6) P ← P\{ω}
7) update all z ∈ P fitness values
8) if ω �= x∗, Progress ← True

Contribution Selection (HCS) procedure presented in Algorithm2 to the initial
population.

For the UBQP problem, we flip the value 0 (or 1) of the kth variable of each
solution x ∈ P to 1 (or 0) to obtain a new solution x∗ as the neighbor of x.
Then, we compute the objective function values of this new solution with the
fast incremental neighborhood evaluation formula [15] below:

Δi = (1 − 2xi)(qii +
∑

j∈N,j �=i,xj=1

qij) (2)

Actually, the move value Δi can be computed in linear time, which makes the
local search procedure more efficiently.

In the HCS procedure, one solution x∗, which is one of the unexplored neigh-
bors of x in the population P , is assigned to a fitness value by the HC indicator.
If x∗ is dominated, the fitness values of all the solutions in P keep unchanged.
If x∗ is non-dominated, we need to update the fitness values of non-dominated
neighbors of x∗ in the objective space.

Afterwards, the solution ω with the worst fitness value is removed from the
population P . If ω is dominated, the fitness values of the other solutions keep
unchanged. If ω is non-dominated, the fitness values of the non-dominated neigh-
bors of ω need to be updated. The whole procedure will repeat until the termi-
nation criterion is satisfied.

4.2 Genetic Algorithm

The uniform crossover operator is widely used to solve many combinatorial opti-
mization problems, such as quadratic assignment problem [6], gate assignment
problem [10], single-objective UBQP problem [15], and so on. In this work, we
employ the uniform crossover operator to improve the Pareto approximation set
A generated by the HCS procedure. The exact steps are given in Algorithm3.

In the genetic algorithm, we randomly select two non-dominated solutions
as two parents from the Pareto approximation set A. For the crossover process,
we employ the standard uniform crossover operator to recombine the selected
parents.
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Algorithm 3. Genetic Algorithm (GA)
Steps:

1) randomly select two parents: yi ∈ A and yj ∈ A
2) generate an offspring z ← Crossover(yi, yj)
3) z′ ← Mutation(z)
4) A ← HCS(z′)

Fig. 1. An example of the uniform crossover for UBQP.

Furthermore, the elements of the parents are scanned from left to right, and
each element in the offspring keeps the value xi (0 or 1) in either of these two
parents with the equal probability. The unassigned variables in the offspring is
given 0 or 1 randomly. An example of this crossover process is illustrated in
Fig. 1.

Fig. 2. An example of the mutation for UBQP.

Afterwards, we apply the mutation procedure to the generated offspring by
randomly flipping the value of one variable to the opposite value (0 or 1), in order
to generate a new offspring. An example of the mutation procedure is illustrated
in Fig. 2. Then, we insert this new offspring into the Pareto approximation set
A with the HC indicator for further improvements.

5 Experiments

In this section, we first present the parameter settings for the MOGA algorithm.
Then, we introduce a performance assessment protocol used to evaluate the
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effectiveness of multi-objective optimization algorithm. Finally, we provide the
computational results and the performance analysis.

5.1 Parameters Settings

The MOGA algorithm is programmed in C++ and compiled using Dev-C++
5.0 compiler on a PC running Windows 7 with Core 2.50 GHz CPU and 4 GB
RAM. In order to evaluate the efficiency of our proposed algorithm, we carry
out the experiments on 10 benchmark instances of bi-objective UBQP problem,
which are generated by the tools provided in [13].

Besides, this algorithm requires to set a few parameters, we mainly discuss
two important ones: the running time and the population size. The precise infor-
mation about the instances and the parameter settings is presented in Table 1.

Table 1. Parameter settings used for bi-objective UBQP instances: instance dimension
(D), population size (P ) and running time (T ).

Dimension (D) Population (P ) Time (T )

bubqp 1000 01 1000 10 100′′

bubqp 1000 02 1000 10 100′′

bubqp 2000 01 2000 20 200′′

bubqp 2000 02 2000 20 200′′

bubqp 3000 01 3000 30 300′′

bubqp 3000 02 3000 30 300′′

bubqp 4000 01 4000 40 400′′

bubqp 4000 02 4000 40 400′′

bubqp 5000 01 5000 50 500′′

bubqp 5000 02 5000 50 500′′

5.2 Performance Assessment Protocol

In this paper, we evaluate the effectiveness of multi-objective optimization algo-
rithms using a test procedure that has been undertaken with the performance
assessment package provided by Zitzler et al.1.

The quality assessment protocol works as follows: we first create a set of 20
runs with different initial populations for each algorithm and each benchmark
instance. Afterwards, we calculate the reference set PO∗ in order to determine
the quality of k different sets A0 . . . Ak−1 of non-dominated solutions. Further-
more, we define a reference point z = [w1, w2], where w1 and w2 represent the
worst values for each objective function in A0 ∪ · · · ∪Ak−1. Then, the evaluation
of a set Ai of solutions can be determined by finding the hypervolume difference
between Ai and PO∗ [19], and this hypervolume difference has to be as close as
possible to zero.
1 http://www.tik.ee.ethz.ch/pisa/assessment.html.

http://www.tik.ee.ethz.ch/pisa/assessment.html
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5.3 Computational Results

In this subsection, we provide the computational results obtained by our pro-
posed MOGA algorithm, the indicator-based multi-objective local search algo-
rithm (IBMOLS) proposed in [4] and the hypervolume-based multi-objective
local search algorithm (HBMOLS) proposed in [5].

The computational results are summarized in Table 2. Each line in this table
contains a value both in bold and in grey box, which is the best result obtained
on the considered instance. The another two values refer to that the correspond-
ing algorithms are statistically outperformed by the algorithm which obtains the
best result (with a confidence level greater than 95 %).

Table 2. The computational results on bi-objective UBQP problem obtained by the
algorithms: IBMOLS, HBMOLS and MOGA

Algorithm
Instance IBMOLS HBMOLS MOGA

bubqp 1000 01 0.527656 0.510992 0.179459

bubqp 1000 02 0.184199 0.116860 0.116035

bubqp 2000 01 0.560875 0.516558 0.220095

bubqp 2000 02 0.618150 0.634531 0.112132

bubqp 3000 01 0.570740 0.557831 0.213661

bubqp 3000 02 0.639882 0.653772 0.134274

bubqp 4000 01 0.533230 0.568231 0.103679

bubqp 4000 02 0.629849 0.627149 0.069898

bubqp 5000 01 0.506434 0.541808 0.136980

bubqp 5000 02 0.630504 0.636295 0.044327

According to Table 2, we can see that all the best results are obtained by
MOGA, which statistically outperforms the algorithms IBMOLS and HBMOLS
on all the instances. Moreover, the most significant result is achieved on
the instance bubqp 5000 02, where the average hypervolume difference value
obtained by MOGA is much smaller (about 15 times) than the values obtained
by IBMOLS and HBMOLS.

Compared with IBMOLS and HBMOLS, we can see the evident contribution
of the uniform crossover in MOGA. We assume that IBMOLS and HBMOLS
could be often trapped in the local optima after a certain amount of running
time, since they only focus on the local search procedure without any strategy
used for jumping out of the local optima.
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For MOGA, the uniform crossover is used to generate two new solutions,
which are inserted into the Pareto approximation set for further improvements.
In fact, these new generated solutions make MOGA have a chance to jump out
of the local optima. The computational results indicate the uniform crossover
evidently improve the quality of the Pareto approximation set. Therefore, MOGA
has a better performance on all the instances.

6 Conclusion

In this paper, we have presented a simple and effective multi-objective genetic
algorithm for the well-known bi-objective unconstrained binary quadratic pro-
gramming problem. The proposed algorithm has combined the hypervolume-
based optimization with the standard uniform crossover for the further improve-
ments on the Pareto approximation set. We have evaluated this algorithm on
the set of 10 benchmark instances, and the computational results indicate that
the MOGA algorithm performs very well on these instances.
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2015), Guimarães, Portugal, pp. 171–186 (2015)
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Abstract. To solve the problem that both training and test samples are cor-
rupted due to occlusion and disguise during face recognition, a new method
which is based on low rank matrix recovery with structural incoherence and low
rank projection (LRSI_LRP) is presented. First, the training images are
decomposed into a set of clean images and sparse errors via LRSI, and the
derived clean images from distinct classes are forced to be as independent as
possible by introducing structural incoherence regularization term into robust
PCA. Then a low-rank projection matrix is learned based on the original training
images and the recovered clean ones, and this low-rank projection matrix can
correct corrupted test samples by projecting them onto their corresponding
underlying subspaces. Finally, the corrected test samples are classified based on
sparse representation-based classification (SRC). Experimental results on AR
and Extended Yale B databases verify the efficacy and robustness of the pro-
posed method.

Keywords: Face Recognition � Low-rank matrix recovery � Structural
incoherence � Low-rank projection matrix � Sparse Representation-based
Classification

1 Introduction

Face recognition (FR) has been an active topic for researchers in the areas of computer
vision and image processing due to its wide applications in practical applications, such
as video surveillance, access control and human-computer interaction. For FR, con-
ventional approaches such as Eigenfaces [1], Fisherfaces [2], or Laplacianfaces [3] can
be applied to reduce the dimension of the face images, then the derived low-dimensional
features are fed into classifiers to obtain the final recognition result. Nevertheless, these
techniques are not robust to outliers and their performance will be degraded dramatically
when test samples are corrupted due to occlusion or disguise.

Recently, sparse representation based classification (SRC) [4] has caught lots of
attention due to its impressive results in robust FR. SRC expresses each test image as a
sparse linear combination of training image data by solving an l1-minimization prob-
lem, then the classification is performed by checking which class yields the least
reconstruction error. Unlike traditional approaches such as Eigenface and Fisherface,
SRC does not need an explicit feature extraction phase. The superior performance
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reported in [4] suggests that it is a promising direction for FR. However, SRC forms the
dictionary by directly using all the training images, thus the generated dictionary may
have a huge size, which is detrimental to the following sparse solver. In addition, using
original training samples as a dictionary could not fully take advantage of the dis-
criminative information exist in the training data. To learn a more compact dictionary,
Aharon et al. [5] proposed the K-SVD algorithm by generalizing the K-means clus-
tering process. However, K-SVD focuses on only the representational power of the
dictionary without considering its capability for discrimination. By incorporating the
classification error into the objective function, Xu et al. [6] proposed a supervised
within-class-similar discriminative dictionary learning (SCDDL) algorithm for FR.
Majumdar [7] put forward discriminative label consistent dictionary learning (DLCDL)
algorithm by adding a new label consistence term to K-SVD. Zheng et al. [8] presented
a discriminative dictionary learning method via Fisher discrimination K-SVD
algorithm.

Though SRC and its variants are robust to test sample with occlusion and corruption,
the performance of them might be degenerated when some training and test samples are
both corrupted. Using low-rank matrix recovery (LRMR) for denoising has attracted
much attention recently. In particular, Wright et al. [9] presented the robust PCA
(RPCA) method, which aims to recover a low-rank matrix from corrupted observations.
Furthermore, Liu et al. [10] proposed low-rank representation (LRR) method. Based on
LRMR, many approaches are presented for robust FR. Chen et al. [11] proposed a
low-rank matrix approximation algorithm with structural incoherence (LRSI) for robust
FR. Zheng et al. [12] proposed a LRMR algorithm with Fisher discriminant regular-
ization. Du et al. [13] presented a graph regularized low-rank sparse representation
recovery (GLRSRR) model to recover the clean training samples from the corrupted
ones.

Approaches based on LRMR can effectively deal with the situation that both the
original training and test samples might be corrupted. However, these methods cannot
correct the corrupted test images for image classification if the test images are cor-
rupted. Recently, deep learning achieves very promising results for FR [14]. Despite its
impressive performance, it remains unclear how to design a good architecture to adapt
to a specific classification task due to the lack of theoretical guidance [15]. To alleviate
the above-mentioned limitations, we propose a robust FR method based on LRSI and
low rank projection matrix (LRSI_LRP). The main difference between LRSI_LRP and
the method in [16] is that a low-rank projection matrix between the original training
samples and the recovery results is learned to correct the corrupted test samples in
LRSI_LRP, and the low rank projection matrix is also critical to improve the perfor-
mance of FR besides LRSI [17]. Experimental results obtained on the AR database and
Extended Yale B database validate the efficacy and robustness of the proposed method.

The remainder of this paper is structured as follows. Section 2 reviews related work
on SRC and LRMR. In Sect. 3, we present our proposed method. Experimental results
on two databases are presented in Sect. 4. Finally, Sect. 5 concludes this paper.
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2 Related Work

2.1 Sparse Representation Based Classification

Suppose that we are given n training images from C distinct classes, and each class i
has ni images. Let X ¼ ½X1;X2; � � � ;XC� 2 R

m�n be the training set, where Xi 2 R
m�ni

contains training images of the ith class as its columns, and m is the dimension of each
image. Given a test image y 2 R

m, SRC calculates the sparse representation a of y,
which is computed via the l1 minimization process over X. More specifically, SRC
solves the following optimization problem for deriving the sparse representation a

min
a

y� Xak k22 þ k ak k1 ð1Þ

where k[ 0 is a parameter that balances reconstruction error and sparsity.
Let ai be a vector in R

n with nonzero entries as those in a that are associated with
class i. Once (1) is solved, the test input y is classified according to the following rule:

identityðyÞ ¼ arg min
i

y� Xiaik k22 ð2Þ

2.2 Low Rank Matrix Recovery

Although SRC achieves impressive results, its performance may be degenerated in
practical applications due to occlusions and corruptions exist in the training samples.
Recent researches indicate that the above problems can be alleviated to some extent via
LRMR. Robust PCA is a representative work of LRMR, and it seeks to decompose
corrupted observations into two matrices, one is a low-rank matrix and the other is the
associated sparse error matrix. More specifically, to derive the low-rank approximation
of the input data matrix X, RPCA minimizes the rank of matrix A while reducing the l0-
norm of E. As the optimization of rank function and l0-norm is highly nonconvex, we
can get the following tractable convex optimization surrogate by replacing the rank
function with nuclear norm Ak k� (i.e., the sum of the singular values of A), and the
l0-norm with the l1-norm.

min
A;E

Ak k� þ b Ek k1; s:t:X ¼ AþE ð3Þ

3 FR Based on Structural Incoherence and Low Rank
Projection

Our proposed method, LRSI_LRP, consists of two critical components: LRMR with
structural incoherence and low rank projection. In the following part, the objective
function and optimization procedure of LRSI are presented. Then the low rank pro-
jection matrix is described. Finally the detailed procedure of LRSI_LRP is outlined.
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3.1 Low Rank Matrix Recovery with Structural Incoherence

Although RPCA can process the original data matrix X and obtain a low-rank matrix A
for better representation ability, the derived matrix A does not contain sufficient dis-
criminating information. Inspired by [18], we can promote the incoherence between the
derived low-rank matrices of different classes for classification tasks. The introduction
of such incoherence would force the resulting low-rank matrices to be as independent
as possible. Therefore, the derived low rank matrices can form a better dictionary for
classification purposes. Based on the formulation of RPCA in (3), a regularization term
can be added to the objective function to enforce the incoherence between the low-rank
matrices. The objective function of LRSI is:

min
Ai;Ei

XC
i¼1

Aik k� þ b Eik k1
� �þ g

X
j 6¼i

AT
j Ai

���
���2
F
; s:t:Xi ¼ Ai þEi ð4Þ

In (4), the first term performs the standard low-rank decomposition of the data
matrix X. The second term sums up the Frobenius norms between each pair of the
low-rank matrices Ai and Aj, which is penalized by the parameter g balancing the
low-rank matrix recovery and matrix incoherence.

Problem (4) can be solved class by class, thus we get the following optimization
problem for different classes:

min
Ai;Ei

Aik k� þ b Eik k1 þ g
X
j6¼i

AT
j Ai

���
���2
F
; s:t:Xi ¼ Ai þEi ð5Þ

According to Cauchy-Schwarz inequality,

AT
j Ai

���
���2
F
� Aj

�� ��2
F Aik k2F ð6Þ

We can replace the term gRj 6¼i AT
j Ai

���
���2
F
in (5) with g0 Aik k2F , where g0 ¼ g

P
j6¼i

Aj

�� ��2
F .

Thus Problem (5) can be reformulated as

min
Ai;Ei

Aik k� þ b Eik k1 þ g0 Aik k2F ; s:t:Xi ¼ Ai þEi ð7Þ

Augmented Lagrange multipliers (ALM) is applied to solve the above problem, and
the augmented Lagrangian function for (7) is

LðAi;Ei; Yi; l; g
0Þ ¼ Aik k� þ b Eik k1 þ g0 Aik k2F þ\Yi;Xi � Ai

� Ei [ þ l
2
Xi � Ai � Eik k2F

where Yi is Lagrange multipliers, and l[ 0 is a penalty parameter.
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1) Updating Ai with fixed Ei, Yi

Akþ 1
i ¼ arg min

Ai

Aik k� þ g0 Aik k2F þ\Yk
i ;Xi � Ai � Ek

i [ þ lk

2
Xi � Ai � Ek

i

�� ��2
F

¼ arg min
Ai

Aik k� þ g0 þ lk

2

� �
\Ai;Ai [ � lk\Xi � Ek

i þ
Yk
i

lk
;Ai [

¼ arg min
Ai

e Aik k� þ
1
2

Xa � Aik k2F

ð8Þ

where e ¼ ð2g0 þ lkÞ�1 and Xa ¼ lke Xi � Ek
i þ Yk

i
lk

� �
.

2) Updating Ei with fixed Ai, Yi

Ekþ 1
i ¼ b Eik k1 þ\Yk

i ;Xi � Akþ 1
i � Ei [ þ lk

2
Xi � Akþ 1

i � Ei

�� ��2
F

¼ argmin
Ei

e0 Eik k1 þ
1
2

Xe � Eik k2F
ð9Þ

where e0 ¼ b
lk and Xe ¼ Xi � Akþ 1

i þ Yk
i

lk .

3.2 Low Rank Projection Matrix

Consider a set of the principal components Y ¼ ½y1; y2; � � � ; yn� 2 R
m�n obtained from the

original training samples X ¼ ½x1; x2; � � � ; xn� 2 R
m�n, where the sparse corruptions have

been efficiently removed. Each column of these matrices is of length m. A key property
when studying a linear projection P is the low rank projection between X and Y , which
can project any data point x onto its underlying subspace, and thus produce accurate
recovery results Px. The recovery result is considered to have been drawn from a union of
multiple low-rank subspaces. Consequently, it is reasonable to assume that P is a
low-rank matrix. We can learn the low-rank projection P by solving the following
optimization problem:

min
P

Pk k�; s:t:Y ¼ PX ð10Þ

Suppose P� is the optimal solution of the above problem, then P� ¼ YX þ is the
unique minimizer to (10), where X þ is the pseudo-inverse of X. More concretely, the
pseudo-inverse is defined by X þ ¼ VR�1UT , where URVT is the skinny SVD of X.
By using this low rank projection matrix, the principal components and error of any
new sample x can be expressed by P�x and x� P�x, respectively.
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3.3 Detailed Procedure of LRSI_LRP

Based on LRSI and low rank projection matrix, we present our proposed method,
LRSI_LRP. It mainly consists of three steps: first, recovery results from original
training samples are obtained by LRSI. Second, low rank projection matrix can be
learned to correct the test samples. After applying PCA to the recovery results and the
corrected test samples, SRC is exploited to classify the corrected test samples. For
completeness of presentation, we outline the detailed procedure of LRSI_LRP in
Algorithm 1, which summarizes the procedure of integrating low-rank matrix recovery
and SRC.

4 Experiments

To verify the efficacy of the proposed algorithm, experiments are conducted on the AR
database and Extended Yale B database. Our approach is compared with several other
algorithms including nearest neighbor (NN), LRC [19], SRC [4], CRC [20], LRR_SRC
[16] and LRSI [11]. In our experiments, we apply the SolveDALM function to solve the
l1 minimization problem with k ¼ 0:001.

4.1 FR with Real Face Occlusion

The AR database consists of over 4000 frontal images of 126 subjects. For each
individual, 26 pictures are taken in two separated sessions. In each session, 13 images
are available for each individual. These images contain three images with sunglasses,
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another three with scarves, and the remaining seven with illumination and expression
changes. In the experiment, we choose a subset of the AR database that contains 50
male subjects and 50 female subjects. Following the protocol in [11], experiments are
conducted under three different scenarios:

Sunglasses: We first consider occluded training samples due to the presence of
sunglasses, which occluded about 20 % of the face image. We use seven unobscured
images and one image with sunglasses (randomly chosen) from session 1 for training
(eight training images per class), and the remaining unobscured images (all from
session 2) and the rest of the images with sunglasses (two taken at session 1 and three at
session 2) for testing (twelve test images per class).

Scarf: In this scenario, we consider occluded training samples due to the presence
of scarves, which occluded about 40 % of the face image. The choice of training and
test set is similar to that for Sunglasses case.

Sunglasses+Scarf: In the last scenario, the training samples are occluded by
sunglasses and scarves, which is more challenging than the above two scenarios. Seven
unobscured images, two corrupted images (one with sunglasses and one with scarf)
from session 1 are used for training (nine training images per class), and the rest are
used for testing (seventeen test images per class).

In this experiment, we compare our LRSI_LRP with other approaches for feature
dimensions of 25, 50, 100, 200, and 300. Parameters for LRSI_LRP are b ¼ 0:02,
g ¼ 0:001 in this experiment. Since there are at most three obscured images for each
type of occlusion available in session 1, we repeat our experiment for each scenario
three times and report the averaged accuracy and standard deviation. Tables 1, 2 and 3
summarize the results. Table 1 shows that LRSI_LRP outperforms the other methods
for all dimensions. From Table 2, we can see that LRSI_LRP achieves the best result
for images occluded by scarves. Moreover, Table 3 shows that LRSI_LRP achieves the
best performance as the percentage of occlusion increases. LRSI_LRP consistently
outperforms the compared approaches under different scenarios, which validates the
robustness of our proposed method.

In order to vividly illustrate the effectiveness of the proposed method, Figs. 1(a)
and (b) give part of the original training images and their recovered ones via LRSI. As
we can see from Figs. 1(a) and (b), variations such as expression, illumination and
occlusions are eliminated to some extent after LRSI, and the corrected training samples

Table 1. Recognition accuracy (%) of different methods on the AR database with the occlusion
of sunglasses.

Dim. 25 50 100 200 300

NN 53.25 ± 0.38 61.22 ± 1.51 64.86 ± 0.71 66.06 ± 1.19 66.03 ± 1.19
LRC 59.64 ± 1.91 69.28 ± 1.04 72.69 ± 0.82 74.56 ± 0.88 74.64 ± 0.86
SRC 55.94 ± 0.98 69.92 ± 1.69 77.47 ± 0.38 81.17 ± 0.98 83.39 ± 0.54
CRC 50.86 ± 1.84 72.67 ± 1.59 83.44 ± 1.06 88.14 ± 0.99 89.47 ± 0.94
LRR_SRC 52.31 ± 2.51 74.72 ± 3.08 85.03 ± 1.73 87.64 ± 0.63 87.11 ± 1.58
LRSI 51.44 ± 0.67 73.14 ± 1.01 84.11 ± 0.54 88.33 ± 0.36 89.53 ± 0.61
LRSI_LRP 72.58 ± 1.52 84.19 ± 0.63 90.17 ± 0.22 90.81 ± 0.29 90.86 ± 0.32
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have a better representation ability than the original images used as a dictionary for
SRC. Figures 1(c) and (d) show part of the original test images and the recovered ones
by low rank projection matrix. Similarly, we can see that variations in the original test
images are removed. Thus, improved recognition accuracy can be expected by using
these recovered images.

Table 2. Recognition accuracy (%) of different methods on the AR database with the occlusion
of scarves.

Dim. 25 50 100 200 300

NN 43.25 ± 3.84 51.00 ± 4.34 54.14 ± 4.76 55.67 ± 4.77 56.14 ± 4.73
LRC 53.67 ± 2.54 63.47 ± 2.17 67.58 ± 2.30 68.64 ± 1.84 68.58 ± 1.80
SRC 47.69 ± 3.88 61.08 ± 4.65 70.19 ± 4.32 76.50 ± 2.55 78.36 ± 2.13
CRC 44.33 ± 1.75 69.42 ± 2.75 82.89 ± 1.80 88.78 ± 1.14 89.72 ± 0.63
LRR_SRC 47.86 ± 0.29 74.08 ± 0.94 85.11 ± 0.85 87.94 ± 0.59 86.78 ± 1.05
LRSI 43.06 ± 0.51 70.67 ± 1.17 82.67 ± 0.60 87.47 ± 0.92 88.72 ± 0.25
LRSI_LRP 70.11 ± 2.16 85.22 ± 0.21 89.86 ± 0.19 90.11 ± 0.32 90.06 ± 0.17

Table 3. Recognition accuracy (%) of different methods on the AR database with the occlusion
of sunglasses and scarves.

Dim. 25 50 100 200 300

NN 43.10 ± 2.46 51.31 ± 3.36 55.27 ± 3.42 57.04 ± 3.29 57.08 ± 3.34
LRC 53.71 ± 0.89 64.06 ± 0.79 68.20 ± 1.45 69.94 ± 1.35 70.10 ± 1.10
SRC 47.90 ± 2.77 61.37 ± 4.31 70.84 ± 2.95 75.73 ± 2.24 78.04 ± 2.31
CRC 42.31 ± 1.35 66.29 ± 3.06 79.59 ± 2.21 87.08 ± 0.97 87.84 ± 1.49
LRR_SRC 45.31 ± 1.24 69.82 ± 1.93 83.06 ± 0.80 86.14 ± 1.29 86.18 ± 0.93
LRSI 41.49 ± 1.41 66.20 ± 0.89 79.53 ± 0.16 86.69 ± 0.68 87.78 ± 0.44
LRSI_LRP 70.06 ± 1.08 83.26 ± 0.87 89.21 ± 0.37 89.62 ± 0.12 89.59 ± 0.17

(a) Some original training samples                        (b) Recovery results by LRSI 

(c) Some test samples                           (d) Recovered test samples by LRPM 

Fig. 1. Recovery results by LRSI and low rank projection matrix.
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4.2 FR with Random Pixel Corruption

Extended Yale B database is used for training and testing in this subsection, and this
database consists of 2414 frontal-face images of 38 individuals (about 64 images per
subject) captured under various laboratory-controlled lighting conditions. These images
have size of 192 × 168 pixels. We use two settings for the percentage of corrupted
samples, 10 % and 20 %. Under both settings, 10 % of the pixels in each selected
image are corrupted. To corrupt any chosen pixel, its observed value is replaced by a
uniformly distributed random value in the range [0, 1] and pixels are randomly chosen
for each sample. Figure 2 shows some representative examples of the training and test
images with random pixel corruption.

Half of the images are used for training, and the remaining for testing. The feature
dimensions of the face images are selected to be 50, 100, and 300 for the purpose of fair
comparison with the other approaches. Parameters for LRSI_LRP are b ¼ 0:1, g ¼
0:001 for this experiment. All experiments run 10 times and the averaged accuracy and
standard deviation are reported. Comparison of different approaches is listed in Table 4
for the different percentages of pixel corruptions. At lower dimensions, our approach
outperforms other methods, as the percentage of corrupted samples increases,
LRSI_LRP still has superior performance over other competing approaches. For
example, LRSI_LRP achieves recognition accuracy of 93.35 % and 92.57 % when the
data dimension is 50. This represents an improvement of 15.92 % and 16.64 %,
respectively, over LRSI. Even when the dimension is 300, the proposed method out-
performs LRSI by 1.40 % and 2.72 %, respectively. This shows that the proposed
method is much more robust to random pixel corruption than other compared methods.

Fig. 2. Face images with random pixel corruption.

Table 4. Recognition accuracy (%) of different methods on the Extended Yale B database with
random pixel corruption.

Dim. 10 % samples are corrupted 20 % samples are corrupted
50 100 300 50 100 300

NN 59.32 ± 1.19 70.00 ± 0.48 76.57 ± 0.75 57.85 ± 0.98 68.73 ± 0.47 75.99 ± 0.77
LRC 92.15 ± 0.12 93.99 ± 0.11 95.20 ± 0.30 91.11 ± 0.18 92.86 ± 0.06 94.20 ± 0.18
SRC 87.78 ± 0.29 92.49 ± 0.80 95.44 ± 0.31 86.73 ± 0.30 91.40 ± 0.38 94.41 ± 0.29
CRC 86.69 ± 0.42 94.24 ± 0.24 98.00 ± 0.12 85.01 ± 0.88 92.86 ± 0.77 96.95 ± 0.30
LRR_SRC 83.78 ± 0.70 92.35 ± 0.42 97.41 ± 0.52 81.94 ± 1.10 91.18 ± 0.81 96.02 ± 0.48
LRSI 77.43 ± 0.84 88.93 ± 1.47 96.60 ± 0.39 75.93 ± 0.80 85.50 ± 0.92 94.27 ± 0.05
LRSI_LRP 93.35 ± 0.38 96.60 ± 0.53 98.00 ± 0.55 92.57 ± 0.59 95.35 ± 0.38 96.99 ± 0.17
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5 Conclusions

A robust FR method based on LRSI and low rank projection matrix is proposed to
tackle the situation that both training and test samples contain corrupted samples. By
using low rank matrix recovery with structural incoherence, which enforces the atoms
learned for distinct classes to be as independent as possible, a more suitable dictionary
for SRC is obtained. Furthermore, a low-rank projection matrix is learned to correct the
corrupted test samples. Experimental results obtained on two publicly available data-
bases validate the efficacy and robustness of our proposed method. In future, we will
investigate FR under small sample size (SSS) condition, even with single training
sample per person (STSPP), which is of great importance in practical applications.
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Abstract. k-NN (k Nearest Neighbour) density estimate as a nonpara-
metric estimation method is widely used in machine learning or data
analysis. The convergence problem of k-NN approach has been inten-
sively investigated. In particular, the equivalence of convergence in weak
or strong sense (i.e. in probability sense or in almost surely sense) has
been respectively developed. In this note, we will show that the k-NN
estimator converges in probability is equivalent to converge in the L2

sense. Moreover, some relevant asymptotic results about the expecta-
tions of k-NN estimator will be established.

Keywords: k-NN density estimate · Equivalence · L2 convergence

1 Introduction

The k-nearest neighbor (k-NN) method, which has been widely used in machine
learning or statistical learning, has attracted much attention since its birth. k-
NN density estimation, which is first introduced in [5], is a well known and simple
density estimation procedures [4]. k-NN density estimate is one kind of kernel
estimate. A kernel estimate on Rd is

fn(x) = (nhn)−1
n∑

i=1

K((x − Xi)/hn), (1)

where X1,X2, · · · ,Xn are sampled independently from a density f on Rd, K is
a kernel density function, and hn is a window width.

Let K be bounded with compact support, then [3]:

(1) [Weak version.] the following statements are equivalent:
(A) fn(x) → f(x) in probability, as n → ∞, for almost all x;
(B) limn→∞ hn = 0, limn→∞ nhn = ∞;
(C)

∫
|fn(x) − f(x)|dx → 0 in probability, as n → ∞;

c© Springer International Publishing AG 2016
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(2) [Strong version.] the following statements are equivalent if nhd
n/ log log n is

semimonotone:
(A) fn(x) → f(x) almost surely, as n → ∞, for almost all x;
(B) limn→∞ hn = 0, limn→∞ nhd

n/ log log n = ∞.

More work on the equivalence of weak, strong and complete convergence are
presented in [1,2]. A survey can be found in [6,7].

In the context of k-NN, the statement (1)(B), i.e. (B) in weak version,
becomes limn→∞ kn/n = 0, limn→∞ kn = ∞, where kn is the number of neigh-
bours that a point x has. It is well known that L2 convergence implies proba-
bility convergence, while probability convergence cannot imply L2 convergence
in general. In this note, we will show that they are equivalent, for k-NN density
estimates. That is, we will prove that (1)(A) in weak version (i.e. fn(x) → f(x)
in probability, as n → ∞, for almost all x) is equivalent to the following

(D) E[fn(x) − f(x)]2 → 0 as n → ∞, for almost all x.

This is the main contribution of this paper. Meanwhile, some relevant properties
of k-NN density estimates will be established in this paper, and used to prove
this equivalence.

The remainder of this note is structured as follows. Section 2 presents some
preliminary results, based on which the main conclusions, particularly the equiv-
alence convergence result, are proved in Sect. 3. We conclude this note in Sect. 4.

2 Preliminary Results

As we have mentioned, there are N independent nodes {Xi}n
i=1 distributed on

Rd with an identical density function f(x), where d > 0 is an integer. We suppose
that f(x) is continuous on Rd. According to classical measure theory, for any
ε > 0, there exists a compact region Ω ⊂ Rd such that

∫
Ω

f > 1 − ε, and f(x)
is positive on Ω. In addition, there exists M > 0, such that 1

M ≤ f(x) < M
for any x ∈ Ω. Furthermore, because Ω is bounded, so the diameter of Ω,
defined by d(Ω) = supx,y∈Ω d(x, y), is finite, i.e. d(Ω) < ∞, where d(x, y) denotes
the distance between points x and y. Moreover, there exists β > 0 such that
Ωβ = {x ∈ Ω : d(x, ∂Ω) ≥ β} ⊂ Ω and

∫
Ωβ

> 1 − 2ε.
In the following, we denote

u(x, t) =
∫

B(x,t)∩Ω

f(y)dy. (2)

FN
x (t) = 1 − (1 − u(x, t))N−1

. (3)

FN
x,(k)(t) = 1 −

k−1∑

i=0

Ci
N−1[u(t)]i[1 − u(t)]N−1−i. (4)
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Clearly, u(x, t) is the probability of a given node falling into region B(x, t) ∩ Ω.
In the following, if there is no confusion, u(x, t) is usually denoted by u(t).

The probability of at least one node (k nodes, respectively) among N − 1
nodes falling into B(x, t) ∩ Ω is FN

x (t) (FN
x,(k)(t), respectively).

Given a node, namely X, let T (T(k), respectively) be the distance between
node X and its nearest neighbour (kth nearest neighbour, respectively) among
other N − 1 nodes. Clearly, T and T(k) are random variables, satisfying

Pr (T ≤ t|X = x) = FN
x (t), Pr

(
T(k) ≤ t|X = x

)
= FN

x,(k)(t).

Some preliminary results are presented below.

Lemma 1. ∀η > 0,∃α < β,∀t < α,∀x ∈ Ωβ, then

u(t)
(
1 − η

M

)
≤ f(x)Vol(B(x, t)) ≤ u(t)(1 + ηM). (5)

Proof. Because f(x) is continuous on compact set Ωβ , for any η > 0, there exists
a α > 0 and α < β, such that for any t < α,

∫
B(x,t)

f(y)dy

Vol(B(x, t))
(1 − η/M) ≤ f(x) ≤

∫
B(x,t)

f(y)dy

Vol(B(x, t))
(1 + ηM).

This leads to the conclusion (5).

Lemma 2. Suppose m ∈ Z+, then for almost all x ∈ Ω,

lim
N→∞

∫ ∞

0

[NVol(B(x, t))]m dFN
x (t) =

m!
[f(x)]m

. (6)

Proof. Let x ∈ Ωβ , and α > 0 be sufficiently small.
(1) Case m = 1.

lim sup
N→∞

N

∫ ∞

α

Vol(B(x, t))dFN
x (t) ≤ lim sup

N→∞
NVol(B(x, d(Ω)))

∫ ∞

α

dFN
x (t)

= lim sup
N→∞

NVol(B(x, d(Ω)))dFN
x (t)|∞α

= lim sup
N→∞

NVol(B(x, d(Ω))) [1 − u(α)]N−1

= 0.

Therefore,

lim
N→∞

∫ ∞

α

NVol(B(x, t))dFN
x (t) = 0.
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According to Lemma 1,

∫ α

0

Vol(B(x, t))dFN
x (t)

= − 1
f(x)

∫ α

0

f(x)Vol(B(x, t))
∂[1 − u(t)]N−1

∂t
dt

≤ −1 + ηM

f(x)

∫ α

0

u(t)
∂[1 − u(t)]N−1

∂t
dt

= −1 + ηM

f(x)

{
u(t) [1 − u(t)]N−1 |α0 −

∫ α

0

u(t) [1 − u(t)]N−1 du(t)
}

= −1 + ηM

f(x)

{
u(α)[1 − u(α)]N−1 +

1
N

[1 − u(α)]N − 1
N

}
.

Similarly, we have

∫ α

0

Vol(B(x, t))dF N
x (t) ≥ −1 − η/M

f(x)

{

u(α)[1 − u(α)]N−1 +
1

N
[1 − u(α)]N − 1

N

}

,

leading to

1 − η/M

f(x)
≤ lim inf

N→∞

∫ α

0

Vol(B(x, t))dFN
x (t)

≤ lim sup
N→∞

∫ α

0

Vol(B(x, t))dFN
x (t) ≤ 1 + ηM

f(x)
.

Let α tend to zero, we have

lim
α→0

lim sup
N→∞

N

∫ ∞

0

Vol(B(x, t))dFN
x (t)

= lim
α→0

lim sup
N→∞

N

{(∫ α

0

+
∫ ∞

α

)
Vol(B(x, t))dFN

x (t)
}

≤ lim
α→0

1 + ηM

f(x)

=
1

f(x)
.

Similarly, we can obtain

lim
α→0

lim inf
N→∞

N

∫ ∞

0

Vol(B(x, t))dFN
x (t) ≥ lim

α→0

1 − η/M

f(x)
=

1
f(x)

.
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Therefore,

lim
N→∞

∫ ∞

0

NVol(B(x, t))dFN
x (t) =

1
f(x)

,∀x ∈ Ωβ (7)

(2) Case m = 2. Noting that

∫ α

0
(VolB(x, t))

2
dF

N
x (t)

= − 1

(f(x))2

∫ α

0
[f(x)B(x, t)]

2
d[1 − u(t)]

N−1

≤ −
[
1 + ηM

f(x)

]2 ∫ u(α)

0
u
2
d(1 − u)

N−1

= −
[
1 + ηM

f(x)

]2 {
u
2
(1 − u)

N−1|u(α)
0 − 2

∫ u(α)

0
u(1 − u)

N−1
du

}

= −
[
1 + ηM

f(x)

]2 {
u(α)

2
(1 − u(α))

N−1
+

2

N

∫ u(α)

0
ud(1 − u)

N

}

= −
[
1 + ηM

f(x)

]2 {
u(α)

2
(1 − u(α))

N−1
+

2

N

[
u(α)(1 − u(α))

N
+

1

N + 1

[
(1 − u(α))

N+1 − 1
]]}

.

It is clearly to see that

lim sup
N→∞

N2

∫ α

0

[Vol(B(x, t))]2dFN
x (t) ≤ 2

[
1 + ηM

f(x)

]2

,

then by a similar calculation to the case m = 1, we have

lim
N→∞

N2

∫ ∞

0

[Vol(B(x, t))]2dFN
x (t) =

2
(f(x))2

, a.s.

For the case of m ≥ 3, the proof is similar and thus omitted.
This convergence is uniform with respect to x ∈ Ωβ . Noting that

∫
Rd\Ωβ

f <

2ε. So N
∫ ∞
0

Vol(B(x, t))dFN
x (t) is in fact almost uniformly and thus almost

surely, convergent to 1
f(x) on Rd, as N → ∞. The proof is complete.

By Eq. (4), we have that

dFN
x,(k) = − d[1 − u(t)]N−1

−
k−1∑

i=1

Ci
N−1

{
i[u(t)]i−1[1 − u(t)]N−1−idu(t) + [u(t)]id[1 − u(t)]N−1−i

}
.

(8)
Then, we similarly have the following

Lemma 3. For any k ≥ 1 and almost all x ∈ Ω, we have

lim
N→∞

N

∫ ∞

0

Vol(B(x, t))dFN
x,(k)(t) =

k

f(x)
. (9)
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Proof. Suppose i ≥ 1, and α > 0 be sufficiently small, then
∫ α

0

Vol(B(x, t))[u(t)]id[1 − u(t)]N−1−i

=
1

f(x)

∫ α

0

f(x)Vol(B(x, t))[u(t)]id[1 − u(t)]N−1−i

≤ 1 + ηM

f(x)

∫ α

0

[u(t)]i+1d[1 − u(t)]N−1−i

=
1 + ηM

f(x)

∫ u(α)

0

ui+1d[1 − u]N−1−i

=
1 + ηM

f(x)

{
P (N)[1 − u(α)]N−1−i +

(N − i − 1)!(i + 1)!
N !

[(1 − u(α)N ) − 1]
}

,

where the P (N) is polynomial function of N . Therefore,

lim sup
N→∞

NCi
N−1

∫ α

0

Vol(B(x, t))[u(t)]id[1 − u(t)]N−1−i =
1 + ηM

f(x)
(i + 1).

By a similar calculation, we have

lim sup
N→∞

NCi
N−1

∫ α

0

Vol(B(x, t))[u(t)]i−1[1 − u(t)]N−1−idu(t) =
1 + ηM

f(x)
.

By the formaulae (8),

1 − η/M

f(x)

(
1 +

k−1∑

i=1

(i + 1)

)
− 1 + ηM

f(x)

k−1∑

i=1

i

≤ lim inf
N→∞

−NCi
N−1

∫ α

0

Vol(B(x, t))d
[
(1 − u(t))N−1

]

− lim sup
N→∞

k−1∑

i=1

Ci
N−1

∫ α

0

Vol(B(x, t))[u(t)]i−1[1 − u(t)]N−1−idu(t)

+ lim inf
N→∞

−
k−1∑

i=1

Ci
N−1

∫ α

0

Vol(B(x, t))[u(t)]id[1 − u(t)]N−1−i

≤ lim inf
N→∞

N

∫ α

0

Vol(B(x, t))dFN
x,(k)(t)

≤ lim sup
N→∞

N

∫ α

0

Vol(B(x, t))dFN
x,(k)(t)

≤ lim sup
N→∞

−NCi
N−1

∫ α

0

Vol(B(x, t))d
[
(1 − u(t))N−1

]

− lim inf
N→∞

k−1∑

i=1

Ci
N−1

∫ α

0

Vol(B(x, t))[u(t)]i−1[1 − u(t)]N−1−idu(t)
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+ lim sup
N→∞

−
k−1∑

i=1

Ci
N−1

∫ α

0

Vol(B(x, t))[u(t)]id[1 − u(t)]N−1−i

=
1 + ηM

f(x)

(
1 +

k−1∑

i=1

(i + 1)

)
− 1 + η/M

f(x)

k−1∑

i=1

i.

Therefore

lim
α→0

lim
N→∞

N

∫ α

0

Vol(B(x, t))dFN
x,(k)(t) =

k

f(x)
.

Similarly, we have

lim sup
N→∞

N

∫ ∞

α

Vol(B(x, t))dFN
x,(k)(t) = 0,

which leads to

lim
N→∞

N

∫ ∞

0

Vol(B(x, t))dFN
x,(k)(t) =

k

f(x)
, a.s.

The proof is complete.

3 Main Results

The following two theorems are about the expectations of T and T(k).

Theorem 1. For almost all x ∈ Ω, we have

lim
T→∞

ET [(NVol(B(X,T )))m |X = x] =
m!

[f(x)]m
, (10)

Proof. Equation (10) can be immediately obtained by Lemma 2.

Theorem 2. For any fixed k ≥ 2, and almost all x ∈ Ω,

lim
N→∞

ET(k)

(
NVol(B(x, T(k)))

)
=

k

f(x)
, (11)

lim
N→∞

ET(k)

(
NVol(B(x, T(k)))2

)
=

k2 + k

f(x)2
. (12)

Proof. The first equation follows from Lemma 3. The second equation holds
because

lim
N→∞

ET(k)

[
NVol(B(x, T(k)))

]2 =
2 +

∑k−1
i=1 [(i + 2)(i + 1) − i(i + 1)]

[f(x)]2
=

k2 + k

[f(x)]2
.

The last equation can be directly derived from the first two equations.



86 J. Ding and X. Zhu

Let

ĝN (x) =
NVol(B(x, T(k)))

k
, (13)

then according to Theorem 3,

lim
N→∞

EĝN (x) =
1

[f(x)]
. (14)

lim
N→∞

E[ĝN (x)]2 =
k2 + k

k2[f(x)]2
. (15)

Let {kN} be a subsequence of {N}, satisfying that

kN −→ ∞,
kN

N
−→ 0, N −→ ∞, (16)

then by a similar calculation, we have

E
[
ĝN (x) − 1

f(x)

]2

→ 0, N → ∞.

That is, ĝN (x) → 1
f(x) in L2 sense, as N → ∞, for almost all x ∈ Ω. If we set

f̂N (x) =
1

ĝN (x)
=

kN

NVol(B(x, TkN
))

, (17)

then f̂N (x) is the famous k−NN estimator of f(x). So we have obtained

Theorem 3. If {kN} satisfies the condition (16), then for almost all x in Ω,

ĝN (x) L2

−→ 1
f(x)

, N −→ ∞; (18)

or
f̂N (x) L2

−→ f(x), N −→ ∞. (19)

The following lemma is well known.

Lemma 4. (Theorem3.4.6 in [8]). Let p ≥ 1 and {h, hn, n ≥ 1} ⊂ Lp, then the
following two conditions are equivalent:

(1) (E‖hn − h‖p)1/p → 0, n → ∞;
(2) hn → h in probability sense, and (E|hn|p)1/p → (E|h|p)1/p, n → ∞.

Using this lemma, we will prove the following equivalence convergence
conclusion.
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Theorem 4. For almost all x ∈ Ω, the following conclusions are equivalent:

(1) kN → ∞, as N → ∞.
(2) ĝN (x) converges to 1

f(x) in L2 sense, as N → ∞.
(3) ĝN (x) converges to 1

f(x) in probability sense, as N → ∞.

Proof. (1) =⇒ (2) =⇒ (3) is clear. The left is to prove that (3) =⇒ (1). If
kN dose not tend to infinity, then there exists a K and a subsequence of {kN},
denote by {kN ′ }, such that kN ′ = K for any N ′. So according to formula (13)
and (15),

lim
N ′→∞

E[ĝN ′(x)]2 =
K2 + K

K2[f(x)]2
= 1

[f(x)]2
= E

[
1

f(x)

]2

.

By Lemma 4, we obtain that ĝN (x) does not converge to 1
f(x) in L2 sense. This

contradicts the hypothesis. Therefore, formulae (3) =⇒ (1) holds.

Follow the method given above, we can analogously prove that

Theorem 5. For almost all x ∈ Ω, the following conclusions are equivalent:

(1) kN → ∞, as N → ∞.
(2) f̂N (x) converges to f(x) in L2 sense, as N → ∞.
(3) f̂N (x) converges to f(x) in probability sense, as N → ∞.

In general, L2 convergence is stronger than probability convergence. However,
they are equivalence for k-NN density estimator.

4 Conclusions

In this paper we have established some properties for the k-NN density estimator.
More importantly, these properties have been utilised to reveal the equivalence
of k-NN density estimate convergence in probability and L2 sense.
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Abstract. The target of KDD CUP 2015 is to use the MOOC (Massive Open
Online Course) user dataset provided by XuetangX to predict whether a user will
drop a course. However, despite of the encouraging performance achieved, the
dataset itself is largely not well investigated. To gain an in-depth understanding of
MOOC user behaviors, we conduct two case studies on the dataset containing the
information of 79,186 users and 39 courses. In the first case study, we use visuali‐
zation techniques to show that some courses are more likely to be simultaneously
enrolled than others. Furthermore, a set of association rules among courses are
discovered using the Apriori algorithm, confirming the practicability of using
historical enrollment data to recommend courses for users. Meanwhile, clustering
analysis reveals the existence of clear grouping patterns. In the second case study,
we examine the influence of two user factors on the dropout rate using visualiza‐
tion, providing valuable guidance for maintaining student learning activities.

Keywords: User behavior · Visualization · Association rule · Clustering · MOOC

1 Introduction

The MOOC (Massive Open Online Course) refers to a new type of online courses aimed
at unlimited participation and open access via the web [1]. It is the result of a recent
development in distance education [2], which was first introduced in 2008 and emerged
as a popular learning mode in 2012 [3]. Most importantly, MOOCs build on the active
engagement of millions of students who self-organize their participation according to
their individual learning goals, prior knowledge and skills as well as common interests
[4]. MOOCs provide not only traditional course materials such as lecture slides, question
sets and reading materials but also course videos, online self-testing, and interactive
forums to support community interactions among students, instructors, and teaching
assistants [1]. Meanwhile, as a brand new education mode based on the concept of
“Internet + Education”, MOOCs break the limitation of space and time and users can
conduct individual learning anytime and anywhere.

User behavior analysis is an important factor for designing and implementing an
effective MOOC, which can make learning a convenient, rewarding and personalized
experience. Meanwhile, the ability of MOOCs to generate a tremendous amount of data
opens up unprecedented opportunities for educational research [5]. Researchers can get
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better acquainted with users’ learning behavior and learning outcomes by taking
advantage of data analytics methods and propose insightful suggestions on curriculum
improvement. Educators can also provide personalized guidance and recommend appro‐
priate materials to learners to improve the quality of learning.

As a new education mode, existing research on MOOCs is relatively limited. In 2012,
an article in Science made an introduction of MOOCs and predicted that they will change
the future of education [6]. Afterwards, an article in Nature discussed the development
and trend of MOOCs in 2013 [7]. In the last two years, MOOCs have received more and
more attentions from the research community. Some examples are: evaluating the
geographic data in MOOCs [8]; analyzing student submissions to help instructors
understand the problem solving process [9]; using the records of learning activity to
develop a conceptual framework for understanding how users engage with MOOCs [10];
investigating and improving the peer assessment mechanism [11, 12]; using timely
interventions to improve online learning [13]. Researchers have also proposed a frame‐
work to classify posts in discussion forums [14] and established a large scale collabo‐
rative data analytics platform named MoocViz to analyze the data from different courses
and MOOC platforms [15]. There are also studies on user behavior to speculate which
MOOC platforms are easy to use [16] as well as on dropout prediction and user retention
[17, 18].

In the above, there are very few studies on courses themselves. However, it is not
surprising that students often do not know which courses are the most beneficial ones
for them and which other courses they also need to enroll to make the most of their study.
Our work focuses on the data of user enrollment on MOOCs to investigate the relation‐
ships among courses and make proper course recommendation for students. Another
critical issue is the high dropout rate. For all MOOC platforms, there is a phenomenon
that a large number of users may enroll in a course but most of them will drop the course
somewhere before the end. In this paper, we also study the connection between learning
behavior and course completion rate, which will assist in designing and implementing
effective MOOCs to maintain and encourage learning activities.

Section 2 provides a detailed description of the data source. Section 3 contains the
case study on course analysis and presents the association rules among courses and
shows the clustering pattern of courses. Section 4 presents another case study on factors
affecting the dropout rate. This paper is concluded in Sect. 5 with some discussions and
directions for future work.

2 Preliminaries

The high dropout rate has been a major issue in MOOC platforms and some reports show
that the certification rates may be less than 10 %. Due to the inherent characters of online
learning, users take far less obligation than in the normal classroom. Also, there are
many distracting factors that may prevent users from consistent learning. After all, users
may enroll in a course with totally different intentions and motivations (e.g., browsing
vs. earning certification). In order to maintain and encourage students’ learning activi‐
ties, it is important to predict their likelihood of dropout so that retention measures can
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be taken as necessary. In KDD Cup 2015, an anonymous dataset was provided by
XuetangX, the largest MOOC platform in China. The target of the competition is to
predict whether a user will drop a course based on his or her prior activities within a
time period of 30 days. If a user leaves no records for a specific course in the log during
the next 10 days, the case is claimed as a dropout. Despite of the promising performance
achieved by competition participants, there is still a lack of clear understanding of the
dataset itself. In this paper, we conduct in-depth analysis of the dataset using visualiza‐
tion and other data analytics techniques to identify relationships among courses, which
can help students make right decisions on enrollment. We also examine some factors
associated with the dropout rate, providing valuable information to course instructors
and platform operators.

The dataset contains the information of 79,186 users and 39 courses, with 120,542
enrollment records in total. Each record has a binary label indicating its dropout status
with “1” indicating that the user will drop the course. The dataset is unbalanced with
79.29 % enrollment records labeled as “1” and 20.71 % labeled as “0”. It also provides
8,157,277 user behavior logs within 30 days after the course starts, which contain the
detailed user activities such as solving problems, watching videos or engaging in discus‐
sion. Figure  1 (left) shows the statistics of all courses where many courses have high
enrollment numbers but all courses also feature high dropout rates ranging from 66.09 %
to 92.93 %. Figure  1 (right) visualizes the starting time of each course where all courses
roughly start from one of two time points, possibly corresponding to the two semesters
in practice.

Fig. 1. The statistics of all courses: the number of modules, enrollment numbers and the dropout
rate of each course (left) and the starting time of each course (right).
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3 Course Analysis

From the enrollment records, we extracted two attributes username and course ID to
explore the relationships among courses. There were many users enrolling in only a
single course and around 27.81 % users enrolled in at least two courses. So we finally
selected the enrollment records of these 22,021 users as the data source.

The relationship between courses and users was visualized using the network
diagram. For the sake of clarity and readability, we further selected the records of users
who enrolled in at least 6 courses and visualized them using Gephi. In Fig. 2, nodes with
label represent courses while nodes without label represent users and the enrollment
status is indicated by arcs. The size of each course node is measured by its indegree
(enrollment numbers). It is clear that: (1) courses had different levels of enrollment
(popularity); (2) course nodes were roughly grouped into some clusters, indicating that
certain courses were often enrolled simultaneously by the same user. Based on this
preliminary observation, we will conduct further investigation using association rules
learning and clustering analysis to reveal more insightful information.

Fig. 2. Complex network graph visualization showing the relationship between courses and users
who enrolled in at least 6 courses. Courses are represented by nodes with label.

We used the Apriori algorithm to find the frequent course sets and association rules
among courses. The minimum support value and confidence value were set to 1.5 % and
20 %, respectively. Table 1 shows association rules with confidence greater than 30 %.
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The maximum confidence value was up to 43.6 %, which means that if a user enrolls in
course ZA, there is a possibility of 43.6 % that he/she will also enroll in course G. This
finding is likely to be valuable in practice and these association rules can be employed
by MOOC platforms to provide course recommendation services to students based on
their enrollment records. By doing so, MOOC platforms are expected to become more
personalized and user-friendly. Figure 3 shows all association rules among courses and
the arrow from X to Y represents a rule X → Y . Furthermore, the thickness of the arrow
represents the confidence value of the rule.

Table 1. Association rules among courses(confidence value > 30 %)

Rule Confidence Rule Confidence
(‘ZC’) → (‘Y’) 0.301 (‘S’) → (‘G’) 0.370
(‘L’) →(‘N’) 0.308 (‘O’) → (‘G’) 0.375
(‘O’) → (‘D’) 0.308 (‘A’) → (‘G’) 0.382
(‘ZH’) → (‘G’) 0.309 (‘D’) → (‘G’) 0.402
(‘ZC’) → (‘W’) 0.310 (‘ZE’) → (‘G’) 0.406
(‘B’) → (‘S’) 0.340 (‘C’) → (‘ZJ’) 0.431
(‘ZD’) → (‘U’) 0.357 (‘ZA’) → (‘G’) 0.436

Fig. 3. Association rules among courses. The arrow from X to Y represents the rule X→Y. The
thickness of the arrow represents the confidence of the corresponding rule.

We also conducted course clustering using the k-means and hierarchical clustering.
The Jaccard distance (Eq. 1) was used to measure the dissimilarity between courses M
and N, depending on their enrollment sets.
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dJ(M, N) = 1 −
|M⋂

N|
|M⋃

N| = 1 −
|M⋂

N|
|M| + |N| − |M⋂

N| (1)

Figure 4 shows the graphical results of course clustering using different techniques.
For the k-means clustering, we used multi-dimensional scaling to transform the distance
matrix of courses into a coordinate matrix. As shown in Fig. 4(a), courses were grouped
into three clusters, marked by different colors. Figure 4(b) shows the dendrogram of the
hierarchical clustering with the average link criterion. Although the number of clusters
can be varied as necessary, it indicates the existence of three major clusters. These two
clustering results are largely consistent, apart from a few discrepancies. Furthermore, if
the real course names/contents are available, we can expect to reveal more underlying
patterns by matching the clustering results with the properties of courses and make more
principled course recommendations.

(a)    (b)

Fig. 4. The results of course clustering analysis: (a) the clustering result by k-means; (b) the
dendrogram by hierarchical clustering with the average link criterion. (Color figure online)

4 Dropout Analysis

In this section, we present some analysis on the dropout pattern. We extracted the first
and the last time records that users logged into the courses and their dropout label as
well as the numbers of courses that they enrolled and dropped from user logs.

Based on the date of last login, we calculated the distribution of dropout students.
Figure 5(top) shows the dropout rate curves of selected courses within 30 days after the
starting of courses. Each curve represents a course and the dropout rate is defined as the
number of dropout students who stopped learning the corresponding course at a specific
date, divided by the total number of students enrolled in that course. Overall, the dropout
rates of most courses were at peaks within 3 days after the course started. After that, the
dropout rates declined sharply and finally reached a relatively steady state, which is
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consistent with the tendency of all courses, as shown in Fig. 5(bottom) where the dropout
rate is defined as the number of enrollment cancellations with a specific last login date,
divided by the total enrollment numbers. This shows that most users who finally dropped
the course actually stopped learning after only a few days. However, there were some
courses showing different patterns. For example, the black curve increased abruptly at
the 16th day and the red curve maintained a low dropout rate within the first half period
but increased to its peak at the 22nd day.

Fig. 5. Distribution of enrollment cancellations based on the last date of login

Similarly, based on the date of first login, the relationship between dropout rate and
the starting time of learning is shown in Fig. 6. Within the first week, the dropout rate
increased monotonically, indicating that if a user started leaning the course later, it will
be more likely that he or she would drop the course. Note that the dropout rate here is
defined as the number of enrollment cancellations with a specific first login date, divided
by the total enrollment numbers with the same first login date. The relatively low dropout
rate at the beginning may be contributed to the common sense that well-organized and
self-motivated users were often get themselves ready for studying long before the course
started. During the middle period (between the 10th day and the 20th day), the dropout
rate was stable and fluctuated slightly but at the end of the curve, the dropout rate dropped
rather unexpectedly. A possible explanation is that some late starting users still needed
extra times to figure out whether the specific course was suitable for them and continued
to engage in learning activities within the next 10 days after the 30th day.

Fig. 6. Relationship between dropout rate and the first date of login
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Another factor related to dropout is the number of courses enrolled. In Fig. 7, the
horizontal axis represents the total number of courses enrolled and the vertical axis
represents the average number of courses dropped. The simple linear regression was
used to identify possible relationships. The red line is based on students who only
enrolled in courses in the same semester while the black line is based on students who
enrolled in courses in both two semesters. Firstly, it is evident that there was a linear
relationship between the number of courses dropped and the number of courses enrolled.
In other words, the probability of a user dropping a course was not directly influenced
by the total number of courses enrolled.

Fig. 7. The results of linear regression on the average number of courses dropped and the number
of courses enrolled. It shows the correlation coefficients and the R2 values.

Furthermore, the correlation coefficients were 78.06 % and 68.46 % for the red line
and the black line, respectively, both with large R2 values. This shows that, given the
same number of courses enrolled, students enrolling in two semesters were less likely
to drop courses than those enrolling in only a single semester. Consequently, we can
conclude that reduced stress in study can help improve the course completion rate.

5 Conclusion

In this work, we conducted a series of MOOC user behavior analysis based on the dataset
from KDD CUP 2015. In the course analysis, we found that some courses were likely
to be enrolled simultaneously. Based on this finding, we discovered a set of association
rules among courses so that it is possible to use the enrollment data to recommend
courses for users. Furthermore, we also used the k-means and hierarchical clustering
techniques to group all courses into three clusters. In the dropout analysis, we identified
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some factors related to the dropout rate such as the first and last login dates as well as
the distribution of courses over semesters. In general, early starting users and users
distributing courses in different semesters are both less likely to drop the course
compared to other students.

As more and more universities are contributing high-quality courses to MOOC plat‐
forms and even offer online degree programs, people from all over the world will benefit
greatly from the popularity of MOOCs. As a new education mode, MOOCs provide
unprecedented opportunities for educators and researchers but also face many challenges
such as the high dropout rate and low completion rate. In the future, we will conduct
further study on personalized recommendation and user behavior prediction to help build
more effective MOOC platforms.
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Education) of the Research Center for Online Education, Ministry of Education, P.R. China.
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Abstract. Road traffic accidents, especially expressway traffic acci-
dents, have become a severe problem in China. Under this condition,
identification of road traffic accident prone locations is in urgent need.
This work proposes a modification of DBSCAN clustering algorithm with
parameters ε and minPts carefully chosen for identifying traffic accident
prone locations. Experimental results on traffic accident datasets of three
national expressways are given, demonstrating the effectiveness of the
proposed algorithm.

Keywords: Traffic accident prone locations · DBSCAN clustering ·
Kurtosis

1 Introduction

With the rapid economic growth in China, China has been experiencing a high
speed urbanization and motorization. Urbanization and motorization result in
increasing numbers of motor vehicles and inexperienced vehicle drivers, which
lead to increasing number of road traffic accidents and deaths. According to the
World Health Organization report, in year 2015, the total number of fatalities in
China is among the highest in the world. National official statistics suggest that
most fatal car crashes occurs in expressways. Under these conditions, road traffic
accidents, especially expressway traffic accidents, have become a severe problem
in China. Traffic accidents, deaths and injuries are predictable and preventable,
but the identification of accident prone locations is a prerequisite to analyze
causes and take effective countermeasures. Accident prone location is a loosely
defined term referring to black spots and/or areas susceptible to having a greater
than average number of accidents. A lot of research has been done to identify
road traffic accident prone locations, which are mainly statistical approaches
such as [1–4]. Other approaches includes [5–7], etc.

Accident frequency method [1] is a conventional statistical approach which
utilizes the number of accidents as an indicative index. In specified time and
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scope, if the accident number is greater than a threshold, it is identified as acci-
dent prone location. Similarly, accident rate method [2] uses accident rate (the
number of accidents per unit road length, per million vehicle kilometers or per
unit traffic flow) as an indicative index. Multidisciplinary method [3] computes
the distribution of accident frequency and rate, taking the number of accidents
as horizontal coordinate axis and the number of accident rate as longitudinal
coordinate axis. The whole coordinates can be divided into four areas: high acci-
dent rate and high accident frequency area, high accident rate but low accident
frequency area, low accident rate but high accident frequency area, accident rate
and low accident frequency area. Road sections fall into the first area can be then
classified as accident prone locations, and road sections fall into the last area can
be classified as comparatively safe areas. Sections fall into the other two areas
are subject to further analysis. Accident cumulative frequency curve method [4]
calculates accident cumulative frequency curve, taking the number of accidents
per unit length as horizontal coordinate axis and the cumulative frequency of
occurrence greater than that accident frequency as longitudinal coordinate axis.
Usually, small amount of accidents scatter over large proportion road segmen-
tations while large amount of accidents concentrate in small proportion of road
segmentation. The higher the accident frequency is, the lower the cumulative
frequency of occurrence is. Therefore, accident prone sections are then be dis-
tinguished if the cumulative frequency is small and the accident frequency is
high. In all above methods [1–4], road unit length is an essential parameter to
divide road into sections for calculating accident frequency and/or rate, resulting
in the leakage of accident prone locations. To eliminate this drawback, a step
size which is much smaller than the unit length should be introduced to search
nearby areas exhaustively. However, it cannot fundamentally address this prob-
lem and it would dramatically increase the computing burden especially when
the step size is small.

Statistical approaches suffer from the drawback of leakage as it divides road
into road sections of unit length. Approaches based on clustering [8] do not have
this issue as no road segmentation is needed. Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) [9] is one of the most popular density based
clustering algorithm. It needs two parameters, radius that delimitates the neigh-
bourhood area denoted by ε and minimum number of points required to form a
dense region denoted by minPts. Starting with an arbitrary data point, DBSCAN
counts the number of points within radius ε. If it has more than minPts points
in its ε neighbourhood, it is a core point. If it has no more than minPts points
in its ε neighbourhood but is in the neighborhood of a core point, it is a border
point. Points which is neither a core point nor a border point are considered as
noise points. DBSCAN continues with checking all other points till all points are
classified. A cluster is formed as a core point together with all points that are den-
sity reachable from it w.r.t. ε and minPts. If two core points are within a radius
of ε of each other, then two clusters are joined. The two parameters ε and minPts
must be specified by the user. However, there is no clear criterion to determine
meaningful or optimal ε and minPts in many applications.
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This paper proposes a modification of DBSCAN clustering algorithm with
parameters ε and minPts carefully chosen for identification of accident prone
locations. The way of choosing ε and minPts is different from [8] where ε is set
by a domain expert, and the minimum threshold value of minPts is adaptively
chosen according to the accident cumulative frequency curve. The rest of the
paper is organized as follows. The proposed algorithm is presented in Sect. 2,
where the criterion of determining “optimal” ε and minPts according to the
kurtosis of accident rate curve are discussed. Experimental results are given in
Sect. 3. Conclusion and future directions are given in Sect. 4.

2 Modified DBSCAN Clustering for Identifying
Expressway Traffic Accident Prone Locations

Let D := {d1, d2, · · · , dm} denote a traffic accident dataset where m is the total
number of accidents and di denotes the geographic coordinates of the ith acci-
dent. Euclidean distance is used to define the distance for a pair of points. Given
user specified parameters ε and minPts, DBSCAN clustering algorithm for iden-
tifying traffic accident prone locations proceed as follows.
C ← DBSCAN(D, ε,minPts):

1. Find the density of each point: estimate the density around each point
by counting the number of points within its ε neighborhood.

2. Identify core points by thresholding: find all points that have a density
greater than minPts.

3. Form clusters from the core points: form clusters by joining core points
if they are density reachable w.r.t. ε and minPts.

4. Assign border points to clusters: assign border points to all reachable
clusters.

5. Output the clusters: output all clusters C,

C = {C1, C2, · · · , Cn}

where Ci is the ith clustered points’ set and n is the total number of clusters.

In above algorithm, border points are assigned to all reachable clusters and
therefore the clustering result is deterministic. We make this necessary modifi-
cation for identifying accident prone road sections. An alternative way is to skip
this step treating all border points as noise points. This is different from the
original DBSCAN algorithm [9] in which border points are arbitrarily assigned
to clusters.

Define Li := maxp,q dist(p, q),∀p, q ∈ Ci where dist(p, q) is the Euclidean
distance between p and q. In practice, clustered accident prone road sections of
arbitrary large length is undesirable, i.e., we need maxi(Li) ≤ Lmax. Note that
high density cluster should be completely enclosed within low density clusters
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Fig. 1. maxi(Li) versus ε and minPts

for DBSCAN clustering. Therefore, maxi(Li) is proportional to ε given minPts,
and maxi(Li) is inverse proportional to minPts given ε. This is also verified by
numerical experiment as shown in Fig. 1, plotting maxi(Li) versus ε and minPts
for an accident dataset collected in one national expressway.

We now discuss the criterion of determining ε and minPts. Let

Sε := {ε0, ε0 + Δε, ε0 + 2Δε, · · · } (1)

minPts0 :=
m

length of entire road
× ε0 (2)

SminPts := {minPts0, 2minPts0, · · · , 10minPts0} (3)

where Sε is an increasing order sequence of ε starting from ε0 with step size Δε;
m

length of entire road is the average accident rate; and SminPts is an increasing order
sequence of minPts whose elements is proportional to minPts0. Let Sε,minPts =
{(ε,minPts)} be an empty set. The proposed algorithm proceeds as follows.
C∗ ← Modified-DBSCAN(D,Sε,SminPts):

1. Find all combinations of ε and minPts satisfying maxi(Li) ≤ Lmax:
for all ε ∈ Sε and minPts ∈ SminPts, do
(i) C ← DBSCAN(D, ε,minPts),
(ii) If maxi Li ≤ Lmax, Sε,minPts ← Sε,minPts ∪ {(ε,minPts)}.

2. Compute kurtosis of accident rate distribution for all clustered road
sections:
for all (ε,minPts) ∈ Sε,minPts, compute
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N(Ci) ← number of points in cluster Ci

ρi(ε,minPts) ← N(Ci)
maxd∈Ci

d − mind∈Ci
d

ρ̄(ε,minPts) ← 1
n

n∑

i=1

ρi(ε,minPts)

Kurt(ε,minPts) ←
∑

i(ρi − ρ̄)4

(
∑

i(ρi − ρ̄)2)2

3. Find the optimal parameters ε∗ and minPts∗:

(ε∗,minPts∗) ← arg max
(ε,minPts)∈Sε,minPts

Kurt(ε,minPts)

4. Output the clusters:

C∗ ← DBSCAN(D, ε∗,minPts∗)

In Modified-DBSCAN algorithm, step 1 finds the combinations of ε and
minPts such that the constraints maxi(Li) ≤ Lmax,∀i are satisfied. Step 2 com-
putes kurtoses of the accident rate distribution curve for all valid combinations
of ε and minPts. Kurtosis is a useful measure of the “peakedness” and “tailed-
ness” of a distribution curve. In practice, clustering results giving accident rate
distribution curve with steep peak and flat tail are more desirable. Therefore,
the combinations of ε and minPts giving the largest kurtosis is chosen as the
optimal parameters denoted by ε∗ and minPts∗ in step 3. Step 4 outputs the
DBSCAN clustering result with ε = ε∗ and minPts = minPts∗.

We should also mention that the length of clustered accident prone road sec-
tions varies. It does not necessary equals or be proportional to the radius ε. This
is different from statistical approaches in which the identified accident prone road
sections are always of length proportional to unit length.

3 Experimental Results

We apply Modified-DBSCAN algorithm to identify accident prone locations for
three national expressways using the accident data between March 2015 and
February 2016. In all experiments, Lmax = 20 kilometers(km), ε0 = 0.5 km,
Δε = 0.1 km, and Sε = {0.5, 0.6, · · · , 2} km. We use R1 to denote the ratio of
road section length to the total length, and R2 to denote the ratio of accidents
occurring in each road section to the total number of accidents. The ratio between
R2 and R1 are computed for illustration purpose, which is proportional to the
accident rate of each road section.

Table 1 lists top five accident prone road sections identified by Modified-
DBSCAN for the first national expressway arranging in decreasing order of acci-
dent rate. As can be seen, the first ranking road section is of length about 0.5 Km



104 C. Qiu et al.

Table 1. Accident prone road sections identified by Modified-DBSCAN

Rank Road length R1 R2 R2/R1

1 0.501 km 0.04 % 0.78 % 1950

2 6.006 km 0.50 % 8.69 % 1738

3 4.601 km 0.38 % 5.10 % 1342

4 1.721 km 0.14 % 0.82 % 586

5 8.001 km 0.67 % 3.58 % 534

Total − 1.73 % 18.97 % −

Table 2. Accident prone road sections identified by Modified-DBSCAN

Rank Road length R1 R2 R2/R1

1 1.197 km 0.12 % 12.42 % 10350

2 2.004 km 0.20 % 3.38 % 1690

3 3.301 km 0.33 % 5.50 % 1666

4 1.005 km 0.10 % 1.51 % 1510

5 1.051 km 0.11 % 1.58 % 1436

Total − 0.86 % 24.39 % −

Table 3. Accident prone road sections identified by Modified-DBSCAN

Rank Road length R1 R2 R2/R1

1 0.001 km < 0.01 % 0.26 % > 2600

2 4.001 km 0.18 % 3.21 % 1783

3 6.101 km 0.27 % 4.17 % 1544

4 1.001 km 0.05 % 0.60 % 1200

5 5.101 km 0.22 % 2.60 % 1181

Total − 0.73 % 10.84 % −

accounting only 0.04% of the total road length. However, about 0.78% of total
accidents occur in this section and the ratio R2/R1 = 1590 is the highest among
all clustered road sections. In sum, 18.97% of total accidents occur in the top
five road sections accounting only 0.67% of the total road length, showing the
effectiveness of proposed clustering algorithm.

Similarly, Tables 2 and 3 list top five accident prone road sections for the
other two national expressways. It is worth mentioning that about 0.26% of
total accidents occur in the same place in the third national expressway, ranking
first in all clustered road sections. It is an accident prone black spot for which
additional attention should be taken.
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4 Conclusion and Future Directions

This work proposes a modification of DBSCAN clustering algorithm for identi-
fying road traffic accident prone locations. In the proposed algorithm, kurtosis
is used as a useful measure of “peakedness” and “tailedness” for the accident
rate distribution curve, and ε and minPts giving the largest kurtosis are chosen
as global density parameters. The experimental results on accident datasets of
three major national expressways demonstrate the effectiveness of the proposed
algorithm.

A well known disadvantage of DBSCAN is that it cannot cluster data well
with varies densities, since the parameters ε and minPts cannot be chosen appro-
priately for all clusters. To address this issue, one possible way is to apply Shared
Nearest Neighbor (SNN) algorithm [10], which not only finds the dense clusters,
but also can find clusters of low or medium density. Besides this, we would also
explore the spacial and temporal characteristics for traffic accident datasets. In
doing this, some distance function computing the temporal similarity between
pairs of points need to be developed.
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Abstract. Most life activities are finished by protein-protein interactions(PPI).
So far, there have been many methods proposed for link prediction in the PPI
network. However, these prediction methods only use single information. This
paper proposes a novel algorithm to predict the potential interactions based on
the topological and attribute similarity between proteins. This paper also studies
the way of balancing attribute similarity and topological similarity. The exper-
imental results on yeast PPI network show that the proposed algorithm has
higher accuracy and good biometric characteristic.

Keywords: Protein-protein interactions � Link predict � Spatial mapping

1 Introduction

Protein-Protein Interaction(PPI) is the correlation between protein molecules. The
problem of PPI prediction [1] is a problem of link prediction in complex network
essentially. At present, there are many effective link prediction methods, but most of
them only consider part of the information when constructing weighted network.
However, it is far from enough to predict protein interaction information when just one
kind of information is taken into account. And some other methods just simply research
in the unweighted network: for example, Saito et al. [2, 3] firstly put forward using the
topological relations between a pair of interacting proteins and neighboring nodes to
assess the reliability of protein interactions. Chen et al. [4] also proposed a method
IRAP based on network topology. Goldberg et al. ascertained a threshold according to
the characteristics of actual network, and thought that the protein interaction is reliable
above this threshold. In addition, there are CD-Dist [5] and Fsweight [6] etc. However,
the prediction method of PPI network without making full use of biological attribute
similarity is not complete and it is difficult to get a high precision.

Based on the above shortcomings, this paper proposes a new method to predict the
potential interactions based on the two information. We respectively map the topology
information and attribute information to different spatial with different linear trans-
formation. In order to make the two information organically integration, the mapping
spaces are as close as possible. The method mentioned above has changed the way that
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only depends on a certain type of information as the dominant approach. The exper-
imental results on yeast data have proved that the fusion of the two information of PPI
network make the interaction prediction results more accurate.

2 Similarity Matrix Reflecting Topology Information

It has been noted that if two nodes have more common neighbors, there may be an edge
between them in the network. Based on this, we calculate the topological similarity
between two proteins denoted as st 2 0; 1½ � In the graph G, for an edge e ¼ vi; vj

� � 2 E,
the topology similarity st(vi,vj) is defined as:

st vi; vj
� � ¼ 2p= d við Þþ d vj

� �� � ð1Þ

where p represents the number of common neighbors between vi and vj; d(vi) and d(vj)
denote the degrees of vi and vj respectively. Formula (1) reflects the cross extent of
topological structure between node vi and vj in the network.

For example, there is a PPI network as shown in the left of Fig. 1, according to the
above definition we can construct the right similarity matrix A reflecting the PPI
network topology similarity. The higher the value, the higher the topological similarity,
the more likely there is a potential link.

3 Similarity Matrix Reflecting Attribute Information

As we know from biological knowledge, if the attribute information of the amino acid
sequence’s similarity between two proteins is high, it is more likely that they are
interacted to accomplish a biological function. Therefore, extracting attribute infor-
mation from protein sequence is the key to determine the prediction results.

3.1 Pseudo-Amino Acid Composition (PseAAC)

This study selects the more typical pseudo amino acid composition in recent years
(PseAAC) [7] to extract protein attribute information. By the use of this method, a
protein P can be expressed as the following form:

V1 V3

V6 V4

V2

V5

Fig. 1. PPI network and similarity matrix

A Novel Link Prediction Algorithm 107



P ¼ p1; p2; . . .; p20; p20þ 1; . . .; p20þ k; . . .; p20þ k½ � ð2Þ

This method constructs a (20 + λ) dimension vector, where p1; p2; . . .; p20 are 20
amino acids composition. In addition, it also includes λ dimensions discrete data vector
p20þ 1; p20þ 2; . . .; p20þ k which consists of a series of sequence order related factors,
representing the fusion of amino acids’ hydrophobic index、hydrophilic index as well
as the sequence order of molecular weight of the side chain and so on.

We use PseAAC to express the ith and jth protein respectively: Pi and Pj. Here, Pi

and Pj are both written as vectors similar to (2). Thus no matter Pi or Pj, its dimensions
are the same. The form is written as follows:

Pi ¼ pi1; p
i
2; . . .; p

i
20þ k

� � ð3Þ

P j ¼ p j
1; p

j
2; . . .; p

j
20þ k

� � ð4Þ

3.2 The Selection of Attribute Information

In order to predict PPI and protein space structure better, some researchers are more
inclined to denote the predicted protein by using more attribute information. But when
the attribute information is selected more, the redundant information will increase so
that the feature space dimension is too high. In order to solve the problem, Lin Zhi-ren
et al. [8] developed a program named fselect.py which can score for all attribute
information of proteins. After ranking all scores, researchers select the highest as the
final attribute of proteins.

3.3 The Calculation of Attribute Information

This paper uses the Pearson correlation coefficient (Pearson correlation coefficient, the
PCC) to calculate the similarity between two vectors. Due to the PCC can reflect two
variables changing trend well, it is widely used to measure the similarity of the two
vectors. The calculation of the PCC as shown in (5):

r Pi; P j
� � ¼ N

PN
k¼1

pikp
j
k�
PN
k¼1

pik
PN
k¼1

p j
kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
PN
k¼1

pik
� �2 � PN

k¼1
pik

	 
2
 !

N
PN
k¼1

p j
k

� �2 � PN
k¼1

p j
k

	 
2
 !vuut

ð5Þ

where r(Pi,Pj) is the computing result of the two similarity, pik represents the k
th element

of the vector Pi; p j
k denotes the kth element of the vector Pj; N is the dimension of the

vector Pi and vector Pj. After calculating the attribute similarity between two proteins,
we can get attribute similarity matrix B ¼ Bi j

� �
n�n Where element Bij ¼ pi; p jð Þ is
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calculated by the Formula (5), denoting attribute similarity value between the ith and jth

proteins.

4 Algorithm

We put forward a new method, which respectively maps the two information to dif-
ferent spatial. The mapping spaces are as close as possible, in order to make the two
information organically integration.

Therefore, we set A as topology information similarity matrix, B as attribute
information similarity matrix, we map U, V making the next formula minimum:

L U;Vð Þ ¼ AU � BVk k2F þ k1 Uk k2F þ k2 Vk k2F ð6Þ

Here U, V is a n × r matrix, :k kF is a Frobenius norm, the latter two items of
Formula (6) are penalty terms which prevent over fit. The mapping process is shown in
Fig. 2.

As we can see from Fig. 2, when L(U,V) get the minimum, AU and BV will be very
close. Thus, we can say that it does not favor one of the two, it can be regarded as the
final result.

In order to obtain min
u;v

L U;Vð Þ, we need to get partial derivative for the U and V of

L U;Vð Þ, and the specific process is as follows:

@L
@U

¼ ATAþAAT
� �

U � 2VTBTAþ 2k1U

Considering A’s symmetry, we get:

@L
@U

¼ 2A2U � 2VTBTAþ 2k1U

Let @L
@U ¼ 0, we get:

A2 þ k1I
� �

U ¼ VTBTA ð7Þ

A B

AU

U

Map

Approximate

The Similarity Matrix 
of Result

BV

V

Fig. 2. Mapping the two similarity into different spaces
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Similarly, we get:

B2 þ k2I
� �

V ¼ BTAU ð8Þ

Then, according to Formulas (7) and (8), we can use the EM algorithm to get U and
V, the process is as follows:

The iteration formulas in the 3rd and 4th lines in Algorithm 1 can be obtained by
Formulas (7) and (8) respectively.

Through the above analysis, we can get the framework of the algorithm, named
PPIP - BSM (protein-protein interaction prediction-based on space mapping) which is
as follows:
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5 Experimental Results and Analysis

The experimental data based on the yeast PPI data which is issued in 1998 by Cho et al.
[9].

The Number of Attributes Effects. We take the yeast protein interaction network [10]
in the MIPS database (http://mips.helmholtz-muenchen.de) as the test data. After
randomly removing 500 edges from the network, an incomplete network is formed. In
this incomplete network, we predict the links with algorithm PPIP-BSM, and then
compare the prediction results with the original standard network. The precision is
defined as the number of links accurately predicted that are divided by the total number
of links for prediction.

Table 1 shows the precision of the experimental results with the change of the
number of attribute k From Table 1 we can see that with the increase of k, the accuracy
is increasing as well, the average accuracy rate reached 71.87 %. When the number of
attribute k ¼ 37, the prediction results has the highest accuracy rate which reaches to
76.51 %. At the same time, we use AAC instead of PseAAC for attribute extraction,
and the results show that the average accuracy of the method is 69.65 % for the same
data set. Obviously, the attribute extraction method PseAAC is more advantageous.

The Influence of Different Levels of Network Integrity. Firstly we eliminated some
edges randomly from the original yeast PPI network, and then keep 40 %, 50 %, 60 %,
70 %, 80 %, 90 % edges respectively to form some different incomplete networks.
Figure 3 is the experimental results with the variation of observation points. As can be
seen from Fig. 3, when 90 % of the network is known, the prediction accuracy is the
highest; when only 40 % of the edges are known, the average accuracy of the pre-
diction results can reach 68 %. From the above analysis results, we can conclude that
our algorithm can effectively predict links.

The Influence of Different Weight Information. In the experiment, we compare our
algorithm with CD-Dist [5] and weighted SRW [11]. It can be noted from the left of
Fig. 4, when 90 % of the network is known, the algorithm prediction accuracy can
reach 87 %, while SRW is 66 % and CD-Dist is 46 %.Similarily, we observe the AUC
index of the predicted results in the case of different known links. AUC (area under the
receiver operating characteristic curve) [12] is a measurement of the accuracy of the
algorithm as a whole. It can be observed from the right of Fig. 4, compared with the
other two algorithms, the AUC index of our algorithm is much better than others which

Table 1. The influence of the number of attributes on precision

Attribute number k Average accuracy (%)

11 65.90
24 70.34
37 76.51
50 74.72
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shows that our algorithm can achieve higher accuracy. From the above analysis, we can
learn that there are limitations by the use of single information in the link prediction, so
it can achieve better results by combining the two kinds of weight information.

Independent Test Set Performance Evaluation. In order to further test the validity
of this algorithm, we select the protein interaction data of the other 5 species from the
DIP database, and the results are shown in Table 2. The results show that our algorithm
can effectively make link prediction in PPI networks.
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Table 2. Independent test set performance

Independent test set Number of interacting proteins Correct prediction results

D.melanogaster(fruit fly) 21975 18023(82.02 %)
E.coli 6954 5020(72.19 %)
H.saPiens(Human) 1439 1244(86.45 %)
H.Pylori 1420 987(69.51 %)
M.musculus(House mouse) 319 297(93.10 %)
Total average 32107 25571(79.64 %)
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6 Conclusion

This paper put forward a new method for potential and hidden links prediction in PPI
network based on spatial mapping. In this paper, according to topological structure and
attribute information of two nodes in the network, we can predict whether there is a link
between the two nodes by calculating their two similarities. In the aspect of balancing
the two kinds of similarity, this paper considers the space mapping based method. The
experimental results on yeast PPI network show that our proposed algorithm is effective.
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Abstract. With the development of multimedia, the amount of unstructured
data of multimedia is increasing, especially for the tourism. Meanwhile, it is one
of the key issue to analysis large-scale unstructured data, which helps us to find
the hidden relevance between redundant and different data. How to retrieve
efficiently, and recommend accurately for cross-media retrieval is more and
more important. This paper proposes a new data mode for cross-media retrieval -
unstructured data compatible model, short for UDC model. The UDC model is
constructed by its own metadata. All metadata are organized by a certain
hierarchical relationship. Every metadata consists of three layers: the feature
layer, the semantic layer and the compatibility layer. Furthermore, this paper
presents retrieval and recommendation algorithms based on UDC model. The
experiment results demonstrate that the retrieval engine based on UDC mode
can be more effective for cross-media retrieval and recommendation.

Keywords: Tourism � Cross-media � Retrieval � Recommendation �
Unstructured data model

1 Introduction

With touring is becoming one of people’s lifestyle, comprehensively and quickly
understanding a spot if suits ourselves is particularly important. However, as structured
and unstructured data like videos, pictures increasing rapidly on the internet, in order to
obtain satisfying results, users have to filter useless information repeatedly and switch
diverse search engines for help. For traditional search engines, when users submit a
retrieval request in a certain kind of media form, the feedback is mainly in the same
form. The recommendation and the retrieval information are only connected in the literal
concept, which often cannot make accurate recommendations to the users. For instance,
when a user posts a retrieval request like “Travelling in Yunnan province” within
traditional picture search engine, the engine only returns pictures and recommends like
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“travelling in Jiangxi province”, “governor in Yunnan province”. Generally, if the
feedback includes not only pictures but also corresponding videos and texts, and the
recommendation is not only based on the literal concept, it will be of more significance
for users’ further understand and choices. So how to carry out cross-media retrievals,
associate with unstructured data, and recommend more effectively is a more and more
valuable research direction in the field of tourism. This paper presents a new data mode–
unstructured data compatible model (referred to as the UDC model). We carried out
experiments, whose results proved that the UDC mode can effectively help search
engines associate with the unstructured data, carry out cross-media retrieval and make
more valuable recommendations.

2 Related Work

Traditional cross-media retrieval is based on text annotation. However the traditional
method of text-based manual annotation for cross-media retrieval is not only laborious,
time-consuming, but also subject-biased. To deal with the problem, the cross-media
retrieval methods based on the content was proposed in the 1990 s [1]. The basic idea
is to calculate the similarity between the retrieved object and the user’s query by visual,
auditory or 3D model geometric features.

With the development of content-based cross-media retrieval methods in twenty-first
Century, researchers have been widely recognized that images, videos and other multi-
media data with high dimensions is determined by finite freedom degree. Analyzing the
geometric topology of the data can not only optimize the similarity between the data, but
can also reduce the computational complexity greatly. This can be conducive for
cross-media retrieval. Somanifold learning theory is proposed [2]. From the beginning of
2008, with the increase of accompanying text with the image on the internet and the
arrival of the Web2.0, it has been a hot topic in recent years to extract the accurate
annotation words from the text and users’ annotation information [3], which can reflect
themultimedia data’s semantic. After 2010, researchers begin to focus on the problems of
large-scale image annotation, inconsistency label, label’s extension and so on [4].

Make a summary of previous research, there are two main ways to deal with
cross-media retrieval [5]:

• Extract the underlying features of multimedia, and map the underlying features into
a correlation table. By maintaining the correlation table, calculating the distance of
the features’ value in the correlation table, we can realize cross-media retrieval. This
kind of method has promoted the development of cross-media retrieval. However,
with the explosive growth of data, the space occupied by the correlation table is
larger and larger, and the resources consumed by maintaining correlation table are
also increasing.

• By building an index for multimedia, and building a multimedia knowledge data-
base [6]. The method can effectively solve the problems of the first method, which
need to consume the resources to maintain the correlation table, and has been used
in a number of areas. However, this method is not only aimed at the cross-media
retrieval in tourism, so there is still the possibility of further optimization in the field
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of tourism. Based on this method and take the characteristics in the field of tourism
into account, the paper puts forward UDC model for cross-media retrieval in the
field of tourism.

3 Unstructured Data Compatible Model

The UDC model is composed of its own unique metadata according to the hierarchical
structure. In order to optimize the retrieval process, the organization between metadata
has good verticality.

3.1 Metadata of UDC Model

The UDC model is composed of its own unique metadata. Unlike specific video files
and image files, every metadata represents an abstract concept. The structure of the
metadata is shown in Fig. 1. Every metadata is divided into three layers according to
the dependency relationship, and every layer logically belongs to the upper layer. The
first layer is the feature layer. The feature layer is composed of the feature vector set.
The feature vector set is composed of underlying features which are extracted after
preprocessing the multimedia data, (such as de-noising, duplicate content removal,
context correlation, etc.). Every feature vector of the feature set describes one side of
the semantics, for example “Tiananmen Square” can be characterized by the “Beijing”,
“square” and so on. The second layer is the semantic layer. On the basis of the first
feature vector set, the semantic layer adopts the methods like structure analysis, the
intelligent analysis conversion or others to draw out the annotation words, which can
reflect the semantic of multimedia resources, and annotate the semantic in semantic
layer. The third layer is the compatibility layer. The semantic extracted from the second
layer is related to various types of media in the compatibility layer, so that the metadata
can be compatible with other media types through its compatibility layer. For example
a text file which has been annotated in second layer will associated with other metadata

Fig. 1. Metadata structure diagram
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with the same semantic. The metadata which is associated can be based on a video file,
a picture file or other forms of media. When the retrieval is underway, the higher the
matching accuracy between the first layer’s feature set and the search request is, the
higher their similarity is.

3.2 Metadata’s Vertical Organization

With the explosive growth of the information on the internet, the vertical search engine
has become the trend of the search engine’s development. Vertical engines’ search
strategy is obviously different from the traditional one. The purpose of the traditional is to
traverse the entire web network as quickly as possible, and to collect as many web pages
as possible. As to the vertical search engines, its search scope is limited to a specific topic
or special field, thus web pages that with enough correlation to the topic will be only
selected in the search process. So, in order to search vertically better, the organization of
metadata in UDC model is top-down and hierarchical, as shown in Fig. 2.

Every node in the figure represents a metadata, its name is the semantics annotated
for metadata in its semantic layer. According to the particularity of retrieval in tourism,
the nodes with more abstract semantics are always on the upper floor of the nodes with
more specific semantics. For example, the node that represents ‘food’ is always located
on the upper floor of the node which represents “Beijing roast duck”. From the top to
the bottom, on every retrieval path, the (N + 1)th node is conceptually subordinated to
the Nth node, namely if the Nth node represents “Chengdu”, the (N + 1)th node rep-
resents “bus station”, the concept is expressed as “bus station in Chengdu”.

Fig. 2. The UDC model metadata’s top-down organization
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4 Main Algorithms Based on UDC Model

The algorithms based on UDC model include two algorithms “similarity calculation
algorithm” and “vertical backtracking algorithm”.

4.1 The Algorithm of Similarity Calculation

This algorithm is improved on the similarity calculation algorithm [7] and be used to
calculate the similarity between the node and the retrieval request.

Algorithm 1: Similarity Calculation Algorithm
It has been described previously that the feature layer of every metadata is a feature set
consisting of N feature vectors. Suppose a user post a picture as the retrieval request,
extract its feature set F,take F as the target feature set, and F contains n feature vectors.
Now we will calculate the similarity between F and a metadata M.

• Step 1: Obtain M’s feature set f in feature layer, f usually has more features than
F. Compare f with F, remove its features that are not contained in F, conversely if
F has features which are not contained in f, set them to 0 in f, and ensure every
features in F has its counterpart in f. Finally f contains n feature vectors too.

• Step 2: Calculate the Euclidean distance Di(0 < i < n) between the same features in
the target feature set F and feature set f, define d ¼ 1

n

Pn
i¼0 Di as the similarity

between the retrieval request and the metadata.

Algorithm 1 pseudo code:
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4.2 Vertical Backtracking Algorithm Based on UDC Model

Suppose a user posts a picture as the retrieval request.

Algorithm 2: Vertical Backtracking Algorithm

• Step 1: Use feature extraction algorithms to extract the image feature set F, take
F as the target feature set.

• Step 2: Assuming that the algorithm has been carried out to floor N (N = 1, 2…) in
UDC. Use algorithm 1 to calculate the similarity between the target feature set
F and every node’s feature layer in floor N. If the similarity is less than the threshold
value T, it will be discarded directly. Record and get the closest K nodes to F on
floor N, take them as the result set of Nth floorRn, and record their floor N. If the
number of elements in Rn is 0, the query finishes, and goes to step 5.

• Step 3: Traverse the nodes in floor (N + 1) which are subordinated to the nodes in
Rn, Use algorithm 1 to calculate the similarity between the target feature set F and
every available node’s feature layer in floor (N + 1). If the similarity is less than the
threshold value T, it will be discarded directly. Record and get the closest K nodes
to F among available nodes, take them as the result set of the (N + 1) floorRn+1, and
record their floor (N + 1). If the number of elements in the Rn+1 is 0, the query is
finished, and go to step 5.

• Step 4: Repeat step 3 until reach the bottom.
• Step 5: Sort all the nodes in Ri(i = 1, 2, 3…) according to the similarity, select the

closest K nodes to F to form a set R.
• Step 6: In Ri(i = 1,2,3…), utilize the nodes’ compatibility layer to obtain the nodes’

all related nodes, and calculate their similarities with the target feature set F ac-
cording to Algorithm 1. Rank their similarities, and choose the closest K nodes to
form the association result set R’.

• Step 7: Traverse the nodes’ floor in R, obtain the most densely distributed floor M,
back to the result set R(m-1), randomly select k nodes in floor M from the nodes
which is subordinated to the nodes in R(m-1), take them as the recommended result
set Rr.

• Step 8: Rank R[R
0
, and return to the user as the retrieval result, at the same time

return to the user Rr as the recommended result.
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Algorithm 2 pseudo code:
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As for the Vertical Backtracking Algorithm, one example could be illustrated for
instance. When a user submits a text retrieval request for “Beijing Beijing roast duck”,
the retrieval process is:

• Step 1: Carry out a top-down retrieval as the path “Beijing!food!Beijing roast
duck”, and hit the relevant node “Beijing roast duck”, obtain relevant text
information.

• Step 2: Obtain the related other types of media nodes through node “Beijing roast
duck”, such as the pictures of “Beijing roast duck” or the introduction videos.

• Step 3: From the “Beijing roast duck” node back to the “food” node, get some
nodes subordinated to the node “food” in concept, such as: “Beijing!food!The
old Beijing Noodles with Soy Bean Paste”, “Beijing!food!Donkey Burger” and
take the nodes as the recommended result.

• Step 4: Rank and sort the results, return to the user.

5 Experiment Results Analysis

5.1 Implementation and Test of UDC Model

In order to verify and test the UDC model and algorithms, one system with B/S
structure is designed and implemented, which composed of two parts: the internet
crawlers and the cross-media retrieval engine based on the UDC model. As shown in
Fig. 3, the program language of the system is Java in JDK 1.8, the crawlers is based on
Heritrix which is an open source web crawler. The open source full text search engine
Lucene is utilized to set up an index database. Every data file has its own logging file,
every metadata of the UDC model consists of a data file and its corresponding logging
file, the feature layer, semantic layer, compatibility layer’s information, and the hier-
archy of the metadata are all recorded in logging file. Tomcat is used for the web server,
the front-end for Web is based on CSS, JavaScript, JSP and other website frameworks.

Fig. 3. The architecture of the experimental system
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The hardware environment of the system is:

It has been done that 200 web pages, 100 pictures,50 videos and 50 audios about
the tourism in Chengdu are crawled, mainly in the official website of “Qunaer” and
“Xiecheng” and with the help of the “Baidu” search engine. Place them into local
database as the sample media library. Extract and annotate the underlying features for
non-textual data. In the initial stage of the query, the threshold of the vertical back-
tracking algorithm is 0.5, namely T = 0.5.

5.2 Result Analysis

5.2.1 Cross-Media Retrieval
When the user inputs keywords “Chengdu take food” in Chinese “成都 冒菜”, which
is a famous food in Chengdu, in the retrieval engine based on the UDC model, the
Vertical backtracking algorithm is called, then the engine returns multimedia infor-
mation on the subject of “Chengdu take food” and make recommendations on the
theme of “Chengdu food”. In Fig. 4, the left is the return of the retrieval engine based
on the UDC model, the right is the return of traditional retrieval engine as the com-
parison chart. According to the results, retrieval engine based on the UDC model can
carry out efficient cross-media retrieval and make more effective recommendations.

Table 1. Experimental hardware environment configuration table

OS Windows 10

CPU AMD FX8350
Memory 8 g
GPU NVidia 660

Fig. 4. The comparison chart of the UDC and the traditional

122 H. Hu et al.



5.2.2 Recall Rates
The recall rate is one of the important criteria to measure the retrieval engine. Because
the amount of data in the sample database is not large, manual validation is adopted to
count the recall rate. This experiment has carried on 5 experiments, the query keywords
are “Chengdu take food” (No. 1), “Chengdu quick hotel” (No. 2), “Chengdu LeShan
Giant Buddha” (No. 3), “Chengdu Kam” (No. 4), “Sanxingdui” (No. 5). Figure 5
shows the statistical results. The recall rate of the 5 experiments are 0.70, 0.76, 0.80,
076 and 0.74, respectively. It shows that the retrieval engine based on this model can
effectively return the relevant information that users want.

5.2.3 Accuracy Rate
The accuracy rate is also one of the important criteria to measure the retrieval engine
too. The accuracy rate of the 5 tests is verified by the method of manual verification
too. Figure 6 shows the statistical results. The accuracy of the 5 experiments, showed
in Fig. 6, were: 0.95, 0.93, 0.91, 0.93, 0.92, respectively. To identify the gap between it
and the traditional, we count and compare its accuracy with the traditional. The result is
put on Fig. 7. From Figs. 6 and 7 we can infer that the search engine based on this
model not only return what users want effectively, but also ensure a high accuracy.

5.2.4 Robustness Analysis
In this paper, the experiments are carried out on the basis that the threshold value of the
vertical backtracking algorithm is T = 0.5, so it is necessary to verify the robustness of
the algorithm when the threshold T changes. By analyzing the trend of the recall rate
and the accuracy rate when the threshold change from 0 to 1, we can verify the
robustness of the algorithm. As is shown in Fig. 8, by analyzing the robustness of the
first query “Chengdu take food”, we can see that if the threshold value T is not too
large, more than 0.9, the algorithm is very stable, so the algorithm also has a very
strong robustness in a reasonable range.

Fig. 5. The recall rate histogram Fig. 6. The accuracy rate histogram
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6 Conclusions

In order to effectively associate unstructured data and make a more accurate cross-media
retrieval, this paper proposes a new data mode—unstructured data compatible model,
short for UDC model, which has the function of cross-media retrieval and contributes to
recommendations. The paper designs and realizes the retrieval engine based on the UDC
model and proposes the vertical backtracking algorithm. Finally, the experiment result
shows the model and its retrieval algorithms can be efficient in cross-media retrieval. It
can also makes more valuable recommendations for users. However the model and
algorithms of this paper still have some practical problems. For example, extracting
files’ features for UDC model’s metadata, and organizing hierarchically used some

Fig. 7. The comparison chart of accuracy between the UDC and the traditional

Fig. 8. Robustness analysis of algorithms

124 H. Hu et al.



mature frameworks and carry out manual sort when the data is small. Also every
metadata must maintain a logging file when implement the system. The two problems
above still need a better practical application to deal with when facing large amount of
data. Future work will focus on how to automate metadata’s organization and deal with
the massive data.
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Abstract. Underwater terrain aided positioning technology is an effective
method to improve the navigation accuracy of underwater vehicle. The route
pre-planning on digit map can reduce matching time and improve matching
accuracy for underwater terrain aided positioning. In this paper, a kind of route
planning method for underwater terrain aided positioning based on gray wolf
Optimization (GWO) algorithm is proposed. Firstly, the GWO algorithm was
introduced. The objective functions and route planning method was researched
combining with terrain matching problem. Secondly, the calculation formulas of
underwater terrain entropy were introduced as well as the terrain information
distribution. Thirdly, simulation parameters were set and the best planning route
was get using GWO route planning method. Finally, the terrain matching
simulation of ICCP was implemented along with the planned route which
proved the feasibility of the planning method.

Keywords: Underwater terrain aided positioning � Route planning � Gray wolf
optimization algorithm � Terrain entropy � ICCP

1 Introduction

Underwater terrain aided positioning technology is an effective method to improve the
navigation accuracy of underwater vehicle which is currently a hot issue [1–4]. Terrain
matching module is an important part of the underwater terrain aided positioning
system whose performance depends on the terrain information of navigation routes [5,
6]. Unfortunately, underwater digital map cartography requires a large sum of finance
to support a wide topographic survey which is also time-consuming, so a route pre-
planning on digit map for underwater terrain matching is more feasible which improves
the algorithm convergence speed and matching effect.

Generally there are five kinds of basic path planning methods for vehicle naviga-
tion. Voronoi diagram path planning method based on graph theory [7], A* planning
method based on heuristic search algorithm [8], rapid random tree method (RRT) based
on stochastic programming [9], artificial potential field method based on potential field
theory [10]; genetic algorithm and particle swarm algorithm based on intelligent
optimization [11].
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Grey Wolves Optimization algorithm (GWO) was proposed by Mirjalili. It is a kind
of swarm intelligence optimize method mimics the leadership hierarchy and hunting
mechanism of grey wolves in nature. GWO algorithm has better global search ability
and convergence performance compared to other Optimizations [12]. This work pro-
poses a kind of route planning method for underwater terrain aided positioning based
on GWO algorithm.

2 Route Planning Method Based on GWO Algorithm

2.1 GWO Algorithm

The GWO algorithm was inspired from prey of gray wolves. The algorithm is
composed of 3 parts: social hierarchy, encircling and hunting prey, search and
attacking [12].

(1) Social Hierarchy. GWO mimics the wolves’ social hierarchy, the wolves of the
top three fitness levels are labeled with α, β, and δ sequentially. The remaining wolves
are marked with ω. The hunting action is initiated by α, β and δ.

(2) Encircling and Hunting Prey. Firstly, wolves must encircle the preys before
hunting them, the mathematical model formulas are:

D ¼ C � Xp tð Þ � X tð Þ�� �� ð1Þ

Xp tþ 1ð Þ ¼ Xp tð Þ � A � D ð2Þ

A ¼ 2a � r1 � a C ¼ 2 � r2 ð3Þ

Where A and C is coefficient vectors. XP is the is the position vector of the prey, X
indicates the position vector of a grey wolf, r1 and r2 are random vectors of uniformly
distributed in [0,1], a are linearly decreased from 2 to 0 over the course of iterations.

After the prey was trapped, α, β, and δ always occupy the top three attack positions,
the other wolves adjustment their positions based on α, β, and δ. The hunt is usually
guided by the alpha and the prey’s positions are determined by α, β, and δ. The
following formulas are proposed in this regard.

Da ¼ C1 � Xa � Xj j Db ¼ C2 � Xb � X
�� �� Dd ¼ C3 � Xd � Xj j ð4Þ

X1 ¼ Xa � A1 � Da X2 ¼ Xb � A2 � Db X3 ¼ Xd � A3 � Dd ð5Þ

Xðtþ 1Þ ¼ X1 þX2 þX3

3
ð6Þ
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(3) Search and Attacking. A is a random value in the interval [−2a, 2a], where a is
decreased from 2 to 0 over the course of iterations. A\1j j forces the wolves to attack
towards the prey while A[ 1j j forces the grey wolves to diverge from the prey to
hopefully find a fitter prey. C vector contains random values in [0,2]. This component
provides random weights for prey in order to stochastically emphasize (C[ 1) or
deemphasize (C\1) the effect of prey in defining the distance in Eq. (1). This com-
ponent is very helpful in case of local optima stagnation, especially in the final
iterations [12].

2.2 Route Planning Method for Terrain Matching Based on GWO

At present, the common terrain matching algorithm is TERCOM, ICCP and nonlinear
filtering matching algorithm. In this paper, as an example, the route planning method is
designed for ICCP [13], the rest the algorithms are as the same method.

To ensure the accuracy of measurement data, underwater vehicles usually use the
fixed-deep navigation mode. Thus, the problem belongs to the two-dimensional route
planning issues.

Underwater terrain matching route planning should be complying with two con-
straints. The first is that the total distance of voyage should be as short as possible, and
the second is that the terrain information surround the measurement position should be
sufficient for terrain matching algorithm. Therefore, based on the above two conditions
the fitness function is designed as Ffit ¼ FR þFT , FR is fitness function of route length
and FT is the fitness function of terrain information. Figure 1 is the illustrator of route
planning course.

Where S and T are the starting and ending positions respectively and the gray areas
are terrain flat regions. The planned route is the tactic connecting line of the point set
P ¼ fS; p1; p2 � � � pm; Tg [14]. For a legible expression, S and G are substituted by p0
and pmþ 1, fitness function of gray wolf can be expressed as follows:

FR ¼
Xm�1

j¼0

Lpjpjþ 1 ¼
Xm�1

j¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dþðy0i;j � y0i;jþ 1Þ2

q
ð7Þ

Fig. 1. Representation of a planned route for underwater vehicle
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Where d ¼ LSG
mþ 1

h i2
represents the shortest direct distance, y0i;j is the ordinate of ith in

coordinate systemofX 0SY 0. The boundary value ymin
i;j and ymax

i;j are the intersectionpoints of
set l1; l2 � � � lmf g and coordinate axis. The coordinate transformation can be described as:

x0i
y0i

" #
¼ � cos h � sin h

sin h � cos h

� �
� xs

ys

" #
þ cos h sin h

� sin h cos h

� �
� xi

yi

" #
ð8Þ

We also need to consider the terrain information surround each measurement point.
In this article terrain entropy Hj is used to represents the terrain characteristics. The
greater the entropy of the terrain is, the richer the terrain feature is. The specific formula
will be introduced in the next chapter. So FT can be expressed as follow:

FT ¼
Xm�1

j¼1

Hj ð9Þ

As can be seen from FR and FT , the measure units are different as well as incon-
sistency, so we need to standardize them with the following formula:

Ffit ¼ FR � Fmin

Fmax � Fmin
þ Hmax � HT

Hmax � Hmin
ð10Þ

Where Fmax and Fmin are maximum and minimum route fitness value of ymax
i;j and

ymin
i;j . Hmax and Hmin are the sum of terrain entropy values with the ranks of the top m and
the lase m in digital map. Therefore, route planning based on GWO is using iterative
method to find the coordinates set Y 0 ¼ 0; y01; y

0
2 � � � y0m; 0

� �
, which minimize FfitðyÞ,

distributes in the parallel set l1; l2 � � � lmf g.

2.3 Steps of Method

The GWO route planning steps can be described as follows:

1. Calculate the terrain entropy of underwater digital map.
2. Calculate the h and do coordinate transformation using Eq. (8).
3. Generate gray wolves Yiði ¼ 1; 2; � � � nÞ on l1; l2 � � � lmf g and initialize the GWO

parameters a,A, C using Eq. (3).
4. Calculate fitness of each gray wolves using Eq. (10) and initialize the Ya,Yb,Yd by

using the top three gray wolves.
5. When iterations Inew\Imax, Calculate the prey’s position using Eqs. (5) and (6) and

update the wolves position Yi.
6. Update a, A and C using Eq. (3).
7. Calculate Ffit and get the newer Ya, Yb, Yd and Inew ¼ Iold þ 1, Loop to Step 5 and

repeat until a given maximum iteration number is attained.
8. Do coordinate inverse transformation from X 0SY 0 to XOY using Eq. (8).
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3 Terrain Entropy of Underwater Digital Map

3.1 Terrain Entropy Definition

The conception of entropy was first proposed by the German physicist, Rudolf Clau-
sius. It was used to represent the average distribution of any kind of energy in space.
After that, C. Shannon, the initiator of information theory, theorized the entropy
information measurement using probability statistical models. Nowadays, entropy is
widely used in a large number of subject ambits as average information metrics. [16]

Digital maps usually adopt the DEM (digital elevation model) which are defined in
the WGS-84 geodetic coordinate system. Therefore, terrain entropy can be defined as
the following formula. [16]

Hterrain ¼ �
XM
i¼1

pðiÞlbpðiÞ � �
XM
i¼1

pðiÞðpðiÞ � 1Þ ð11Þ

pðiÞ ¼ hðiÞj j
PM
i¼1

hðiÞj j
ð12Þ

Where Hterrain represents terrain entropy, M is the total number of terrain data
points in a water region. hðiÞ is the depth data of each measuring points.

Terrain entropy is the metrics of underwater terrain information. Large entropy
implies that the depths are well-distributed in the water region whose underwater
terrain characters are significant. The region can supply sufficient terrain information
for terrain matching algorithm; less entropy implies that the depths concentrate in some
single values which imply that the water region is too flat to suit for the terrain
matching algorithm.

3.2 Underwater Digital Map for Simulation

A kind of bottom topography reconstruction method based on the GeoTIFF format
image was used to plot the underwater digital maps [15]. The seabed topography
images were offered by international surveying and mapping website. Figure 2 is a
GeoTIFF format seafloor topography images and it’s three-dimensional reconstruction
view provide by U.S. Geological Survey. The map covers a water extent of 7:1 �
7:8 km2 and grid node distance is 50 m.

3.3 Terrain Entropy Calculation

The size of digital map is 710 � 780 after interpolation. We divide the DEM into small
parts with every neighboring 10 � 10 blocks according to the reference [6]. The
terrain entropy was calculated using Eqs. (11) and (12). Figure 3 is the terrain entropy
distribution of the digital map.
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In Fig. 3, dark color parts indicate the low entropy regions which are poor in terrain
information and unsuitable for terrain matching; light color parts indicate the large
entropy regions which are suitable for terrain matching.

4 Simulation and Analyze

As it can be seen from Figs. 2 and 3, the terrain information in the left side region is
scarcity. To this end, we choose the starting point S of the route in the left-down corner
of the map and the target point G on the right, which is in order to test the optimize
performance of the route planning method. The simulation parameters of iteration
maximum number is 500 times,a are linearly decreased from 2 to 0 over the course of
iterations, A 2 ½�2a; þ 2a�, C is the random number on ½0; 2�. The Fig. 4 are the route
planning results.

In Fig. 4, the planning route can effectively avoid the flat terrain. The constraints of
maximization total entropy and shortest route length are taking into account. As can be
seen from Fig. 4, after 32 iterations, the objective function is tending to convergence. It
means that the rough planning method has better convergence speed and real-time
feature, which can be used as a proposal method for engineering applications.

Fig. 2. Seafloor topography image of GeoTIFF format and it’s three-dimensional view

Fig. 3. Terrain entropy distribution
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In order to prove the feasible of rough for terrain matching position, underwater
terrain matching simulation was done using ICCP algorithm. The INS initial error in x
and y direction are 200 m, course deviation is 3�, INS velocity directions variance are
both 0:2 ðm=sÞ2, submersible speed is 4knot, measurement variance is 0:2 m2, the
simulation results shown in Fig. 5.

The simulation results show that ICCP can quickly converge to the points nearby
actual measurement position of route, and the average error between matching posi-
tions and actual position is less than 16 m. A high resolution digital map will further
improve the matching accuracy.

Fig. 4. Best route obtained by GWO route planning method and the iterative searching process

Fig. 5. Matching iterative process and matching result of ICCP
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5 Conclusion

This paper presents a route planning method for underwater terrain matching position
based on GWO algorithm. The method quickly locates the unsuitable regions to terrain
matching in digital maps and plans the best matching position route. The route plan-
ning simulation proved to be feasible and establish the foundation for underwater
terrain matching position.
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Abstract. Click-Through Rate (CTR) prediction is one of the key tech-
niques in computational advertising. At present, CTR prediction is com-
monly conducted by linear models combined with L1 regularization,
which is based on previous feature engineering including feature nor-
malization and cross combination. In this case, the model cannot realize
automatic feature learning. This paper uses the ensemble method for
reference and proposes a feature selection algorithm based on gradient
boosting. The algorithm employs the methods of Gradient Boosting Deci-
sion Tree (GBDT) and Logistic Regression (LR), and further conducts
a positive analysis in the data set of kaggle-CTR prediction on display
ads. The experimental result verifies the feasibility and validity of fea-
ture selection method. Moreover, it improves the performance of CTR
prediction model, whose AUC value reaches 0.908.

Keywords: Gradient boosting · CTR · Logistic regression · Feature
selection

1 Introduction

Click-Through Rate (CTR) prediction is the core technology in computational
advertising, whose accuracy directly influences the advertising profits and user
experience. The traditional CTR prediction model is mainly through Logistic
Regression (LR) [1]. As a kind of linear model, LR can easily be implemented
parallelly. Due to the limited learning capacity of linear models, however, large
quantities of feature engineering are in need to enforce the non-linear learning
capacity of LR. In real situations, few features can be directly applied to machine
learning. Whether we can extract useful features in original Click-Through Log
directly influences the model.

With the development of machine learning and the Internet, large quanti-
ties of online Click-Through Log can largely reflect users clicking and it can
be used as a train set in learning supervision. How to extract effective features
and build a train set is an important part of model leaning. In recent years,
many researchers have explored CTR prediction,such as position-normalized [2],
contextual analysis by combining relevance with click feedback [3,4] and prob-
abilistic graphical model [5]. Many other scholars have proposed some methods
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 134–142, 2016.
DOI: 10.1007/978-3-319-46257-8 15
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for optimizing CTR, including dealing with sparse data and adding personal-
ized information [6,7]. Due to the characteristics of big data, numerous features,
unbalanced categories and loud noises of the Click-Through Log, selecting effec-
tive features and shortening experimental periods are all urgent issues.

This paper employs boosting in the ensemble method [8]. We use base learner
in the linear weighted combination, promoting weak learner be strong learner.
Gradient Boosting Decision Tree (GBDT) is a realization of boosting. It is an
iterative decision tree algorithm, and one decision tree is added at a time in
the gradient of residual reduce. It is a non-linear model, having advantages of
auto discovery of distinctive features and feature combinations. It solves the
inability of learning class feature in linear model and helps to learn the rela-
tionship between feature data. We use the output characteristic of GBDT to
conduct One-Hot-Encoding transformation, which is the input characteristic of
LR Model. We conduct positive analysis in the data set of kaggle-CTR prediction
on display ads, and testify the feasibility of feature selection based on Gradient
Boosting.

2 Gradient Boosting Decision Tree

2.1 Principles of Gradient Boosting Decision Tree

GBDT was proposed by Friedman [9] in 1999, and it was first used in CTR
prediction by Yahoo. It is a non-linear model, and realizes iterative learning of
weak learner by boosting. It aims to solve decision function with least expected
losses. As is shown in Fig. 1, it is linear combination of weak learners:

F ∗ = argminEx,y[L(y, F (x))] (1)

F (x; ρm, am) =
M∑

m=0

ρmh(x; am) (2)

Fig. 1. Linear combination of weak learners
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Algorithm 1. The Algorithm Framework of GBDT
1. F ∗(x) = argminEy(L(y, F (x))|x)
2. F0(x) = f0(x)
3. for m = 1 to M :

4. gm(x) = − ∂Ey [L(y,F (x))|x]
∂F (x)

|F (x) = Fm−1(x) //descent direction

5. ρm = argminEy[L(y, Fm−1(x) + ρgm(x)|x] //step size
6. fm(x) = ρmgm(x)
7. Fm(x) = Fm−1(x) + ρmgm(x)
8. end for

9. F ∗(x) ≈ FM (x) = f0(x) +
M∑

m=1

ρmgm(x)

We can solve it by using the gradient descent method, and the algorithm
framework is as the following pseudo-code.

The derivation based on LogLoss Function is as follows:

L(y, F ) = log(1 + exp(−2yF )), y ∈ {−1, 1} (3)

First, we need to initialize F0 and set its partial derivative to be 0:

F0 = argmin
N∑

i=1

L(yi, F ) (4)

∂
N∑
i=1

L(yi, F )

∂F
= 0, (5)

⇒
N∑

i=1

exp{−2yiF}(−2yi)
1 + exp{−2yiF} = 0 (6)

⇒
∑

i:yi=1

−2exp{−2F}
1 + exp{−2F} +

∑
i:yi=−1

2exp{2F}
1 + exp{2F} = 0 (7)

⇒ F0(x) =
1
2
log

1 + 1
N

N∑
i=1

yi

1 − 1
N

N∑
i=1

yi

=
1
2
log

1 + ȳ

1 − ȳ
(8)

Then we need to estimate gm(xi), and use decision tree for fitting:

gm(xi) = −∂L(yi, F )
∂F

|F = Fm−1 (9)

=
2yiexp{−2yiFm−1(xi)}
1 + exp{−2yiFm−1(xi)}

(10)

=
2yi

(1 + exp{2yiFm−1(xi)}
(11)
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Finally, we find approximate solution to learning rate using the Newton-
Raphson method. In real situations, we often skip this step and use the shrinkage
strategy [10], avoiding the model overfitting by setting learning rate of parame-
ters. The shrinkage represents the learning rate of the model. Smaller shrinkage
means lower learning rate and bigger shrinkage means higher learning rate. Gen-
erally, we often set shrinkage to be smaller.

f(r) =
∑

xi∈Rjm

log(1 + exp(−2yi(Fm−1(xi) + r))) (12)

f ′(r) =
∑

xi∈Rjm

−2yi
1 + exp(2yi(Fm−1(xi) + r))

(13)

f ′′(r) =
∑

xi∈Rjm

−2yiexp(2yi(Fm−1(xi) + r)
[1 + exp(2yi(Fm−1(xi) + r))]2

(14)

γjm ≈ γ0 − f ′(γ0)/f ′′γ0) =

∑
xi∈Rjm

ỹi

∑
xi∈Rjm

|ỹi|(2 − |ỹi|)
(15)

Compared with linear models, GBDT has strong advantages. It can process
multiple types of features as well as collinearity simultaneously. It is insensitive
to missing data, and there is no need for feature normalization. It can conduct
automatic feature selection and can characterize importance of different features
to enhance models interpretability. It is suitable for several missing functions and
is fit for non-sparse data processing.

2.2 CTR Prediction Model Based on Gradient Boosting Decision
Tree Feature Selection

CTR prediction is a typical prediction and LR in combination with L1 regular-
ization [11] is frequently used in sparse learning. The output of the model is the
probability that some sample is labeled as a positive one. For a given user μ, a
given webpage ρ, and a given advertisement α:

p = (c|ρ, μ, α) =
1

1 + exp(
d∑

i=1

ωixi(ρ, μ, α))
(16)

The regular term is the L1 regularization of parameter vector:

min
1
N

N∑

i=1

L(yi, ŷi) + λ ‖ ω ‖1 (17)

Among which: xi(ρ, μ, α) represents feature of dimension i based on GBDT
selection; ωi represents weight of feature i; p = (ρ, μ, α) represents the probability
that user μ would click advertisement α in webpage ρ; L is the loss function and
ŷ is the predicted value of the model.
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Fig. 2. Framework of CTR prediction mode (Colour figure online)

The framework of CTR prediction model is shown in Fig. 2. The red arrows
represent the data flow, the blue ones represent the dependence of weight itera-
tion, and the green ones represent of the weighted form of base classifiers.

Every base classifier ym(x) is trained based on a weighted form in the training
data set. The iteration of weight ω

(m)
n depends on the performance of the previous

base classifier ym−1(x). Every base classifier in GBDT is a decision tree. Input
every sample x in the data set and after traversing all the trees, every x falls
on the corresponding leaf node in the tree. Feature transformation of leaf nodes
is conducted using One-Hot-Encoding, the output of which is used as input
characteristic of LR model. Then CTR is solved using the LR linear model.

3 Experimental Results and Analysis

3.1 Data Description

The data set used in this experiment is from the Display Advertising Challenge
provided by Kaggle in 2014. We chose 100,000 in the dac-samples, 75 % of which
are used as train set and 25 % of which are used as the validation set. Both the
train and test sets retain the distribution of source data and they cover users
actions within seven days. Every line of the data corresponds to an advertising
record. The first row of the record is an object variable, and clicking the adver-
tisement is labeled as 1, otherwise as 0. The data includes 39 features, among
which Row I1 to Row I13 are numerical characteristics and most of them are sta-
tistic. C1 to C26 are categorical characteristics, as they relate to users sensitive
information, these features are desensitized. The experimental data are shown
in Table 1.
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Table 1. Experiment data

Samples Positive sample Negative samples

Data set 100000 22663 77337

Train set 75000 16810 58190

Test set 25000 5853 19147

3.2 Experiment Design

The experiment is conducted from the following aspects:

(1) It mainly studies feature selection based on gradient boosting in CTR pre-
diction. The model used is mainly GBDT+LR algorithm design, and is
compared with hybrid models including LR, RT (Random Trees Embed-
ding) and RF (Random Forest). It testifies that feature selection based on
gradient boosting can promote CTR prediction.

(2) The model prediction mainly uses five indices including precision, recall, F1-
score, Log-loss and AUC (Area Under ROC Curve) [12,13], among which
F1-socre is to balance precision and recall in the model, Log-loss is to predict
the fitting ability, and AUC is to predict the relative ranking ability.

(3) Major parameter design of the experiment: missing data are filled by the
average. There are 500 trees in the GBDT model based on gradient boosting.
The extreme depth is 5 and the learning rate is 0.1. L2 regularization is used
in the LR model with the regularization co-efficiency is 0.01, and the biggest
iterations is 500. The parameters of trees in the RT and the RF models are
the same as those in the GBDT model.

3.3 Result Analysis of the Experiment

After feature selection based on gradient boosting, dimensions of the data are
promoted from 39 to 15241 dimensions after One Hot Encoding feature trans-
formation, and every dimension represents one leaf node in a tree.

As shown in Fig. 3, judging relative ordering capability of models from AUC
in the graph, we can find that GBDT+LR is the model with the best perfor-
mance. It is worth mentioning that if feature selection based on RF model, then
train LR model on these features, it can also realize good performance. The AUC
of every model is shown in Table 2.

Table 2. AUC of every model

Model GBDT+LR RF+LR RT+LR GBDT RF LR

AUC 0.908 0.844 0.739 0.765 0.729 0.698
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Fig. 3. Line char of ROC

Besides, we also study on the fitting ability of the models. We can see from
Table 3 that we should choose GBDT rather than RF when creating trees.
Though there are numerous trees in RF, however, it is not as good as GBDT.
Moreover, we can find that the fitting ability of hybrid models are generally
better than a single model. In addition, we also find that two numerical features
and eight categorical features in the top 10 features. This is to explain that the
ensemble decision tree [14] based on gradient boosting can not only distinguish
distinctive features, but also conduct effective combinations of features, and the
fitting ability is obviously more advantageous than creating trees using RF.

As shown in Table 4, we further investigate on precision, recall and F1-score.
The experiment result shows that GBDT+LR hybrid model makes best per-
formance in CTR prediction. We find that AUC, precision, recall and F1-score
of LR model have poor performance. This is because in this experiment, large
quantities of feature engineering has not been conducted in LR model. While the

Table 3. Logloss of every model

Model GBDT+LR RF+LR RT+LR GBDT RF LR

Log-loss 0.315 0.389 0.398 0.455 0.482 0.498

Table 4. Evaluation indices of the models

Model GBDT+LR RF+LR RT+LR GBDT RF LR

Precision 0.87 0.83 0.76 0.77 0.76 0.73

Recall 0.87 0.83 0.79 0.80 0.78 0.77

F1-score 0.87 0.81 0.75 0.77 0.71 0.69
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good performance of GBDT+LR model shows that it is feasible to use feature
output based on Gradient Boosting as the feature input of LR model.

4 Conclusion

CTR prediction is core technology in computational advertising. Accurate CTR
prediction can not only increase the profits for advertisers, but also promote the
satisfaction in user experience. This paper refers to boosting in ensemble method,
and explains the learning process of gradient boosting, then it proposes the
framework of feature selection based on gradient boosting and realized it using
the GBDT+LR hybrid model. The experiment shows that the model can make
good distinctions between all the features and can characterize importance of
different features. The output of GBDT model can be directly used as the input
of LR linear model and it can enhance the performance of CTR prediction.

This paper testifies the feasibility and correctness of the method proposed
by conducting an empirical study. However, there is relationship of dependence
between gradient boosting. Moreover, parallelization of large quantities of adver-
tising data cannot be easily realized. This may be solved in further researches.
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Abstract. Travel time prediction is important for freight transporta-
tion companies. Accurate travel time prediction can help these compa-
nies make better planning and task scheduling. For several reasons, most
companies are not able to obtain traffic flow data from traffic manage-
ment authorities, but a large amount of trajectory data were collected
everyday which has not been fully utilised. In this study, we aim to fill this
gap and performed travel time prediction for freight vehicles at individ-
ual level using sparse Gaussian processes regression (SGPR) models with
trajectory data. The results show that the prediction performance can
be gradually improved by adding more mean speed estimates of traveled
distance from the first 5 min as the real-time information. The overall
performances of SGPR models are very similar to full GP, supported
vector regression (SVR) and artificial neural network (ANN) models.
The computational complexity of SGPR models is O(mn2), and it does
not require lengthy model fitting process as SVR and ANN. This makes
GP models more practicable for real-world practice in large-scale trans-
portation data analyses.

Keywords: Travel time prediction · Machine learning · Gaussian
Processes · Sparse approximation · Trajectory data · Freight vehicle

1 Introduction

Travel time prediction is essential to transportation research. Accurate travel
time prediction can: help to improve traffic management and control; help per-
sonal and business travellers make better decision on departure time, transporta-
tion mode and route selection; help public and freight transportation companies
to make better planning and task scheduling. Travel time prediction is difficult
because travel time fluctuates from time to time and can be influenced by many
situational factors such as traffic flow conditions, weather and public events. The
prediction can be even more difficult when it is performed at individual level due
to the difficulties of modelling driving behaviours of each individual driver.

A large number of data-driven methods were proposed for traffic and travel
time prediction in the last few decades. The data-driven methods can be clas-
sified into: parametric and non-parametric methods. The parametric method
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 143–153, 2016.
DOI: 10.1007/978-3-319-46257-8 16
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includes linear regression models (e.g., [7,18,19]), Kalman filtering models (e.g.,
[2,8]), and autoregression integrated moving average (ARIMA) based models
(e.g., [11,16,21]). In those models, the temporal (time-varying) or temporal-
spatial (e.g., taking neighbourhood road links into account) relations between
inputs and predictive outputs are required to be explicitly defined and para-
meters are carefully estimated. Specifying such predictive functions can be very
difficult and parameters estimation varies from case to case.

When the dimension of model inputs becomes larger, it becomes very diffi-
cult to model the relations between the inputs and the observed targets exoge-
nously. This led to the adoption of non-parametric methods with strong function
approximation ability such as artificial neural network (ANN). Numerous types
of ANN models were proposed for travel time prediction (e.g., [14,15]). Fitting
ANN models is always a challenge work: network should be carefully config-
ured to avoid overfitting; model training can take quite long time to avoid local
minima. Also, the interpretation of the model results can be difficult.

Kernel method is another popular non-parametric method for travel time
prediction. Wu et al. in [17] used a support vector regression (SVR) model to
predict travel time on highways. Haworth et al. in [5] used ridge regression models
to perform both offline and online predictions. Gaussian processes (GP) is a full
Bayesian kernel method. It does not require lengthy model fitting as SVR and
ANN models, and the model result can be interpreted in a probabilistic sense
(thus prediction uncertainty can be reported). Current few related studies (see
[6,20]) used full GP regression (GPR) models to predict traffic flow and travel
time. The computational complexity of full GP is O(n3). The computation of
predictive model can be very costly if the data size is large. Thus, in this study,
we used sparse GPR (SGPR) models to predict travel time for freight vehicle
at individual level, with features extracted and composed from the vehicles’
temporally sparse trajectory data.

The remaining paper is organised as follows: it begins with a brief intro-
duction of SGPR model. Section 3 introduces the experimental setup includes
data preparation, feature selection, kernel selection, inducing set selection and
experiment design. Next, the results are reported and discussed. At the end,
conclusions and ideas of future research are outlined.

2 Preliminary. Sparse GPR (SGPR) Model

A regression problem has a dataset D consisting of n input vectors X = {xi}n
i=1

of D-dimension and corresponding targets y = {yi}n
i=1. Our task is to find the

latent function f that yi = f(xi) + ε, where ε is some i.d.d. Gaussian noise,
ε ∼ N (0, σ2

n). In GPR we assume the values of f are normal random variables.
Let f = {f(xi)}n

i=1, we have the prior distribution over f :

f ∼ N (m,K) (1)

where m = [m(x1),m(x2), ...,m(xn)]T is the vector of mean functions and K =
K(X,X) is the n×n matrix of covariance functions. In this study, we set m(x) =
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0, thus a GP is fully specified by its covariance matrix K. Applying Bayes’
theorem, we get the posterior distribution over f :

p(f |X,y) =
p(y|X, f)p(f |X)

p(y|X)
(2)

where p(y|X, f) is the likelihood and p(y|X) =
∏n

i=1 p(yi|xi, θ) is the marginal
likelihood. θ is the hyperparameter of covariance function k(x,x) in K which
can be solved by maximising the log marginal likelihood [12]:

log p(y|X) = log[N|0,K + σ2
nI)] (3)

I is the identical matrix of size n. To predict the latent value f∗ for a test case x∗,
we can first compute the n+1 dimensional joint prior p(f∗, f), then apply Bayes’
theorem to get the joint posterior p(f∗, f |D,x∗). Marginalising f , the predictive
distribution can be obtained with mean and variance [10]:

f̄∗ = kT
∗ (K + σ2

nI)
−1y, (4)

V[f∗] = k(x∗,x∗) − kT
∗ (K + σ2

nI)
−1k∗ (5)

where k∗ = k(X,x∗). Equations (4) and (5) requires inverse of n × n covariance
matrix K which reveals that the computational complexity is O(n3). Making
prediction can be very slow if n is more than few thousands.

To reduce the computational complexity of GPR model, various of sparse
approximation methods were proposed and those GPR models are known as
sparse GPR (SGPR) models. In SGPR models, an inducing set was introduced
that contains m inducing inputs Xu and corresponding inducing targets u =
{ui}m

i=1. The joint prior can then be approximated by assuming that f∗ and f
are conditionally independent given u [9]:

p(f∗, f) � q(f∗, f) =
∫

q(f∗|u)q(f |u)p(u)du (6)

Quionero-Candela et al. in [9] summarised that the main difference of differ-
ent sparse approximation methods is their additional assumptions about q(f∗|u)
and q(f |u). This treatment reduces the computational complexity to O(mn2).
Snelson, et al. in [12] proposed a method where Xu are not real inputs selected
from training set but pseudo-inputs. Xu and the hyperparameters (θ, σ2

n) are
learnt using an approximation to the true log marginal likelihood in Eq. (3) [13]:

log p(y|X) � log p(y|X,Xu) = log[N (y|0,Q + σ2
nI)] (7)

where Q = diag[K − Kf ,uK−1
u,uKu,f ] + Kf ,uK−1

u,uKu,f , Kf ,u = K(X,Xu),
Ku,u = K(Xu,Xu) and Ku,f = K(Xu,X). Titsias in [13] proposed a variational
inducing learning method to improve Snelson and Ghahramani’s model: in stead
of modifying the exact GP model, author tries to minimise a distance between
the exact posterior GP and a variational approximation. Then Xu becomes vari-
ational parameters that can be jointly optimised with (θ, σ2

n). Minimising the
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distance is equivalent to maximising a lower bound of regularised approximation
to the true log marginal likelihood [13]:

L = log[N|0,Q + σ2
nI)] − 1

2σ2
n

Tr(K̃) (8)

where Q = Kf ,uK−1
u,uKu,f and K̃ = K − Kf ,uK−1

u,uKu,f . The regularisation
term 1

2σ2
n
Tr(K̃) is added to avoid overfitting. In this study, we adopted Titsias’s

method as the sparse treatment. For more details, please refer to [13].

3 Experimental Setup

3.1 Data

Three route segments were selected from the drayage network of Ningbo Port
for this study. The trajectory data was collected from 16 March to 30 April,
2014. The trajectory reporting frequency is 30 s. Trips were first identified using
geospatial fences predefined using Google Map and their travel times were esti-
mated by estimating the time that passed over the start and end points of each
route segment. The description of the three corresponding datasets are shown
in Table 1.

Table 1. Datasets.

Dataset Segment Length (meters) # of valid trips

R1 2nd Tong Dao (West→East) 7187 1143

R2 2nd Tong Dao (East→West) 5847 1643

R3 G329 (East→Wast) 7993 1320

3.2 Feature Selection

Three types of features are used in this study: basic, historical travel time and
mean speed sequence. The basic features are mainly date-time relevant features
as shown in Table 2. The historic travel time is the historical interval mean travel
time. A look-up table was composed for each vehicle where each row contains
an interval and its corresponding mean travel time calculated using training set
only. In this study, we use a 15-min sampling window to collect trips for each
interval. Two rules are applied in response to the situation when no trip is found
at a given interval derived from the departure time of a given test case: (a) if no
trip is found at this interval, the interval mean travel time of the trips from all
the other vehicles is used; (b) if no trip is found at this interval given all vehicles,
the mean travel time at the previous interval is used.

With the basic and historical travel time features, we can perform pre-start
(before a trip starts) prediction for all the vehicles. Furthermore, we can add
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Table 2. Basic information in a trip tuple.

Feature Date type Comment

Departure time String String format: ‘yyyy-mm-dd h:m:s’

Day of week Numeric {1, 2, ..., 7}, 1: Monday, 7: Sunday

Month Numeric {1, 2, ..., 12}
Day in month Numeric {1, 2, ..., 31}
Day in year Numeric {1, 2, ..., 366}
Weekday Binary {0, 1}, 1: Yes, 0: No

Workday Binary {0, 1}, 1: Yes, 0: No

Public holiday Binary {0, 1}, 1: Yes, 0: No

real-time information that is extracted from the currently available trajectory
data to perform post-start (after a trip starts but before it ends) prediction.
Mean speed sequence is introduced as the real-time information. It is a sequence
of mean speed estimates of traveled distance. Assume we want to perform post-
start prediction at the T th minute after trip starts, let the mean speed sequence
be ST = {v̂i|i = 1, 2, ..., k} where v̂i = di/ti(ti ≤ T ) is the ith mean speed
estimate of the traveled distance di, ti is the traveled time. Since the trajectory
report frequency is 30 s, this allows us to estimate the mean speed of traveled
distance every 30 s. Thus, k is equivalent to the number of trajectory reports
received within T minutes.

The importance of the basic and historical travel time features was also
examined using gradient boosting regression tree (GBRT) models where the
importance is measured according to the frequency of co-occurrences of these
features in all the splits of GBRT models. The results show that: departure
time and historical interval mean travel time are relatively important features;
month, weekday, workday and public holiday are relatively unimportant features.
Month is less useful probably because of the relatively short time span of the
data. The selected route segments are far away from the urban area and are less
likely to be effected by in-stream and out-stream traffic flows of the urban area.
This makes weekday, workday and public holiday less important in our study.
Therefore, month, weekday, workday and public holiday are removed from the
feature column in our experiments.

3.3 Kernel Selection

The covariance matrix K consists of n×n covariance functions, each of which is
also known as a kernel function. A kernel function defines the similarity between
two inputs. There are commonly used kernel functions such as squared exponen-
tial (SE), rational quadratic (RQ), periodic (PER) and linear (LIN). SE is a very
popular kernel, which presents a smooth transition between two neighbouring
inputs. RQ can be seen as an infinite sum of SE with multiple length-scales [10].
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Early travel time analyses showed that there is no significant peak hours at daily
or weekly level for all the three route segments. Also, no continued increasing
and decreasing can be identified during the 46 days. Thus, we selected RQ as
the kernel, to which automatic relevance determination (ARD) is applied. The
ARD version RQ is expressed as follows:

RQard(x,x′) = σ2(1 +
‖x − x′‖T L−1‖x − x′‖

2α
)−α (9)

where σ2 is the variance w.r.t. the function’s mean, α is the shape parameter, L
is a diagonal matrix of length scale l2i for each input dimension i.

3.4 Inducing Inputs Selection

Various of inducing set selection choices are discussed in [9]. Since we adopted
Titsias’s sparse treatment for GPR models, the inducing inputs are pseudo-
inputs that are first randomly selected from training set and then jointly opti-
mised with (θ, σ2

n) using gradient based optimisation algorithm. Early study
showed that the initial selection of inducing inputs can place an impact on the
final result. Gal et al. in [3] initialised their inducing inputs using k-means.
Arthur et al. in [1] proposed k-means++ which improves k-means by augmenting
a randomised seeding technique. In this study, we used k-means++ to initialise
the inducing inputs.

3.5 Experiment Design

The last 200 trips were used as the test sets where the rest were used to fit
and train SGPR models for each route segment. Pre-start predictions were first
performed using only basic and historical travel time features. Then post-start
predictions were conducted with different mean speed sequence features. All
the SGPR models were implemented using GPy - a Python Gaussian processes
framework [4]. The limited memory bound-constrained optimisation method (L-
BFGS-B) was adopted as the gradient optimisation method with the maximum
iteration of 300 to jointly optimise (Xu, θ, σ2

n). SGPR models were also com-
pared with full GPR, SVR and ANN models. The parameters of SVR and ANN
models were tuned using grid search approach. The optimum parameter settings

Table 3. Parameter settings for SVR and ANN.

ANN SVR

R1 N = 10, l = 0.01, m = 0.2 Polynomial, degree = 1, ε = 0.125, C = 0.25, γ = 0.125

R2 N = 10, l = 0.01, m = 0.2 RBF, ε = 0.25, C = 8.0, γ = 0.0078

R3 N = 14, l = 0.01, m = 0.2 Polynomial, degree = 1, ε = 0.125, C = 0.25, γ = 0.031

The network is a single hidden layer back-propagation ANN where the activation
function is sigmoid, max epochs is 500. L - number of hidden layers, N - hidden
neuron size, l - learning rate, m - momentum.



Freight Vehicle Travel Time Prediction Using SGPR with Trajectory Data 149

are shown in Table 3. Root mean squared error (RMSE) and mean absolute
percentage error (MAPE) were used for the prediction performance evaluation.

4 Results

Figure 1 shows the RMSE and MAPE results of pre-start predictions using basic
and historical travel time features with different inducing input sizes. Both
RMSE and MAPE results show that: for R1, SGPR has the largest error with 5
inducing inputs; for R2, the difference is not easily identified among the results
of different inducing input sizes; for R3, the prediction error experienced a rise-
and-fall along with the increase of inducing input size. These observed results
allow us to reduce the computational complexity of SGPR with the fewest pos-
sible inducing inputs. Therefore, we chose 20 inducing inputs for R1 and R2,
and 5 inducing inputs for R3. For the sake of convenience, we use SGPR-5 and
SGPR-20 to denote SGPR models with 5 and 20 inducing inputs respectively.
Table 4 shows the comparison results of pre-start predictions between full GPR
and SGPR models. Same kernel RQARD is used for full GPR models. The SGPR
models here refer to SGPR-20 (for R1 and R2) and SGPR-5 (for R3). The RMSE
and MAPE (represented in ‘mean±standard deviation’) results show that the
prediction performance of SGPR models is as good as full GPR models, but the
inference time is significantly reduced.

Fig. 1. RMSE and MAPE of pre-start predictions using different inducing input sizes.

To perform post-start predictions, mean speed sequence features were added
as the real-time information. Figure 2 shows the RMSE and MAPE results of
post-start predictions with mean speed sequences of the first T minutes where
T = {0, 1, 2, 3, 4, 5}. When T = 0, no mean speed sequence feature is added,
which is referred to as the pre-start prediction. From the figure, it can be seen
that for R1 and R2, the prediction performance can be gradually improved
by adding more mean speed estimates. Compared with pre-start predictions,
the prediction error is reduced by about 2 % and 5 % in the case of R1 and
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Table 4. RMSE and MAPE of pre-start predictions using full GPR and SGPR models.

Full GPR (RMSE) SGPR (RMSE) Full GPR (MAPE) SGPR (MAPE)

R1 3.026 3.026 ± 0.001 17.099 % 17.088 ± 0.015 %

R2 3.997 3.947 ± 0.047 22.240 % 22.146 ± 0.096 %

R3 5.473 5.534 ± 0.010 19.091 % 17.988 ± 0.045 %

Fig. 2. RMSE and MAPE of post-start predictions using full GPR and SGPR models
with mean speed sequences from the first T minutes. T = {0, 1, 2, 3, 4, 5}. When T = 0,
no mean speed feature is added. This is equivalent to pre-start prediction.

Fig. 3. Traveled distance versus departure time in a day in R3. The coloured dots are
instant speed measures. (Colour figure online)

R2 respectively. In the case of R3, the mean speed sequence feature is not as
helpful as in R1 and R2. Figure 3 shows the relation between traveled distance
and departure time of trips in R3 where each data point is an instant speed
measure. Several low instant speed measures (i.e., orange and red points) are
observed in the range between 3000 and 5000 m during the morning time (i.e.,
7–11 AM). This indicates that unusual and non-recurring events (e.g., bad signal
settings, incident, road works) occurred that lessened the moving continuity of
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Table 5. Comparison results of SGPR, SVR and ANN models.

Model RMSE MAPE

R1 R2 R3 R1 R2 R3

SGPR 2.793 3.287 5.549 15.050 % 17.373 % 18.078 %

SVR 2.909 3.716 5.489 16.186 % 20.333 % 17.594 %

ANN 3.474 3.195 5.933 17.601 % 19.506 % 18.074 %

some vehicles which can not be fully capture by the current features. One way
to improve the prediction performance is to allow estimating additional travel
times caused by unusual event based on real-time monitoring of traffic. This
usually requires accessing real-time traffic flow data and expertise on traffic
analyses which can be difficult. But then it still can be too late to make accurate
prediction if an event occurs at a location close to the destination.

SGPR models were also compared with ANN and SVR models. The basic,
historical travel time and mean speed sequence of the first 5 min are used for the
comparative study. Table 5 shows the RMSE and MAPE results of those models.
Since k-means++ produces different initial inducing inputs selection sometimes
due to the randomised seeds, the results for SGPR models here are represented
using the worse cases of 100 rounds predictions (i.e., the max values of RMSE
and MAPE). The results show that in general the performance of SGPR models
is very close to SVR and ANN models and at some cases it is slightly better. But
SGPR models have two unique advantages: (a) they do not require lengthy model
fitting processes as SVR and ANN models; (b) the model result is represented
as a predictive distribution which is easier to interpret.

5 Conclusions

In this study, we performed travel time prediction using SGPR models for freight
vehicles using their temporally sparse trajectory data. The test results show that
the performance of SGPR models is as good as full GPR models in both pre-
start and post-start predictions. The prediction performance can be gradually
improved by adding more mean speed estimates of traveled distance from the first
5 min after trip starts. The comparative study results show that the performance
of SGPR models is very close to SVR and ANN models and sometimes even
slightly better. The inference time using SGPR models is much less compared
with full GPR models. And unlike SVR and ANN models, SGPR models do not
require lengthy model fitting processes and overfitting can be avoided.

Because SGPR is a full Bayesian framework, the model results can be inter-
preted in a probabilistic sense. In the next step, we will focus on predicting travel
time uncertainty using SGPR models.
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Abstract. Cross-Site Scripting (XSS) is one of the most popular methods of
current network attacks. The attackers mainly put malicious script into a web page
through the vulnerabilities of the web application. This paper proposes an
improved approach based on reverse code audit and static analysis to detect and
extract the XSS vulnerabilities in the source code of the web application. In this
paper, we give the theoretical definition and implementation algorithm related to
this method. Also, our method can find the location of the vulnerability and the
vulnerability of data source through the data link, so that testers and developers
can fix vulnerabilities in Web applications immediately. Finally, the method is
verified by experiment, which show that the method can not only effectively detect
the potential XSS vulnerabilities in the code, but also significantly improve the
detection efficiency of XSS vulnerabilities based on static analysis.

Keywords: Cross-Site scripting · Reverse code audit · Static analysis · Web
application security

1 Introduction

In Recent years, with the rapid development of Internet technology, all kinds of security
vulnerabilities in Web system presents a trend of more styles and more influence.
Security reports pointed out that the reasons for these vulnerabilities are insufficient
sanitation of inputs. According to the reports from OWASP [1] in 2013, Cross-Site
Scripting (XSS) is one of the most destructive and influential web security vulnerabil‐
ities. The potential reasons for the existence of XSS is that the web applications quote
the unsafe data in output operations without sufficient sanitation. According to its
different characteristics and principles, XSS is mainly divided into three types [2]:
Reflected XSS, Stored XSS and DOM Based XSS.

At present, the method of defending XSS vulnerability mainly includes two aspects.
One is dynamic defense against XSS attacks in the operation, and the other is static
analysis of the source code. By summarizing the previous work, this paper improves the
XSS vulnerability detection method based on code audit. On the basis of source code
analysis tool SOOT [3], we propose an improved approach based on reverse code audit
and static analysis to detect and extract the XSS vulnerabilities in the source code of the
web application.
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Hydara [5] pointed out that development team should detect XSS vulnerabilities as
completely as possible and make timely correction before the web application is on the
line. Pixy [6] is the first relatively early open source static source scanning tool written
by Java language. It can effectively detect the vulnerability in source code by tracking
the dynamic data. However, the basis of this method is the data tag which is complicated.
J. Dahse developed a static source analysis tool [8] which can detect a variety of vulner‐
abilities, including XSS vulnerabilities and SQL injection [7] vulnerabilities. The taint
analysis [9] on the basis of information flow to determine the relationship between the
vulnerability of the system and the user input node can effectively extract the XSS
vulnerabilities in web application. In article [10], Shar proposed a method using code
audit to detect XSS vulnerabilities. This method extracts the defense module in the
source code so that the development team and the testers to verify whether these modules
are sufficient against XSS attacks. It generates Control Flow Graph [11] through code
audit, and then, it retrieves all the paths that may be passed from the input node to find
all possible XSS vulnerabilities.

Through the research and improvement on the method of static analysis and code
audit, this paper proposed a method based on reverse code audit to detect XSS vulner‐
abilities. The method can effectively ensure the detection effect, and greatly improve the
detection efficiency.

2 Research Ideas

In the study of static analysis, the taint analysis treats each of the external data as the
original tainted data. Once another data is generated from the tainted data, the data is
marked as a stain data. As shown in Fig. 1, after the spread of a project, the original
tainted data will form a huge tree data structure, with the original tainted data as the
vertex. In general research methods, it needs to start from each original tainted data to
traverse all routes, in order to determine the final flow of data. The complexity of this
method in the detection of XSS vulnerabilities is very high.

tainted 
data

Fig. 1. Tainted data transmission diagram
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Considering that the main cause of XSS is that the output node references outside
data without sufficient sanitation. This paper defines all the output nodes as potential
vulnerability node, then makes reverse scan from those nodes to determine whether the
output node references a tainted data. As shown in Fig. 2, it starts scanning from node
o1, and node o1 only pays attention to the relation of the node itself, that is node s3 and
s5. This kind of analysis method greatly reduces the time needed to detect XSS vulner‐
abilities, and can improve the detection efficiency.

o1

Fig. 2. Reverse data analysis diagram

The detection framework model we constructed is shown in Fig. 3, it mainly contains
three modules: Firstly, it analyzes the source code to generate CFG [12] by prototype
tool Soot [3]. The Control Flow Graph is a representation, using graph notation, of all
paths that might be traversed through a program during its execution. Nowadays, the
CFG is essential to many static analysis tools. Because the CFG can be more efficiently
constructed directly from the program by scanning it for basic blocks [13], we use the
CFG to track tainted data in this article. For example, the CFG in Fig. 5 is generated by
the JSP code in Fig. 4. Secondly, on the basis of the CFG, we analyze the attributes of
each node and the relationship among the nodes. Lastly, through the reverse scan of each
output node, we extract the source of risk data which is used in output node.

Source Code Source Code Analysis
Soot

Node Analysis
Node-Attribute Analysis

Node-Association Analysis

Vulnerability analysis
Vulnerability Variable Extraction

Vulnerability Node Extraction

CFG

Fig. 3. The detection framework model
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1:   String guestname=request.getParamter("guestname");
2:   Connection stmt=new Connection();
3:   if(guestname!=null&&guestname.length()<20){
4:     Stmt.Update("insert into guestbook values("+ guestname+")");
5:     String ww="welcome"+guestname.trim();
6:     out.println(ww);}
7:   ResultSet rs=stmt.Query("select * from guestbook");
8:    out.println("GuestList");
9:    while(rs.next()){
10:  String name=rs.getString("guestname");
11:  out.println(name);
12:  If(name=="admim") 
13:  out.println("hello,admin!");}

Fig. 4. The JSP code of message book

3 Reverse Code Audit Method

3.1 Definition of Node Analysis

In Node Analysis module, we analyze each node in the CFG according to the following
definition of rules.

Definition 1. Data Source: In this paper, Data Source is the basis for judging whether
the vulnerability exists. We divides the Data Source into two categories, one is the trusted
data, and the other is the distrustful data.

trusted data: The constant string is the literal value, as the logical part of the program,
they will not deliberately cause security vulnerabilities.

distrustful data: Distrustful data may come from different parts in the program. These
parts may be client, document, database, session, etc.

Definition 2. Node Class Attribute: In a CFG, each node has its special Node Class
Attribute including input-node, judge-node, normal-node and out-node.

input-node: If a node’s US(Used variable Set, Details are described below) contains
distrustful data, then the node is called the input node.

judge-node: If a node is a judgment statement, such as if(…), while(…), for(…),
etc., then the node is called judge-node.

out-node: If a node performs the HTML response operation, the node is called out-
node. If the US of the node is not empty and all the variables in the node’s US are not
previously shown to be trusted, the node is also called potential vulnerability out-node.

normal-node: If a node only does the assignment, data processing and other opera‐
tions, and it does not involve the above node division, the node is called normal-node.

Definition 3. Node Variable Attribute: Each node in the CFG includes three variable
attributes, respectively, DS, AS and US.
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Define variable Set (DS): In a CFG, if a variable in the node is first defined, then the
variable is called defined variable, and it is added to the US.

Assignment variable Set (AS): In a CFG, if the value of a variable in a node is been
changed, the variable is called assignment variable, and it is added to the AS.

Used variable Set (US): In a CFG, if a variable in the node makes other variable’s
value changed, the variable is called used variable, and it is added to the US.

The result of node attribute analysis of CFG shown in Fig. 5 is shown in Table 1.

10(start) 2

4

3

5

7

6

13

1110

8 9

12

14(end)

Fig. 5. The CFG of the JSP code shown in Fig. 4

Table 1. The table of node attribute analysis

Node ID Attribute DS AS US
0 start Ø Ø Ø
1 input {guestname} {guestname} Ø
2 normal {stmt} {stmt} Ø
3 judge Ø Ø {gusetname}
4 normal Ø Ø {stmt,gusetname}
5 normal {ww} {ww} {guestname}
6 out Ø Ø {ww}
7 input {rs} {rs} {stmt}
8 out Ø Ø Ø
9 judge Ø Ø {rs}

10 normal {name} {name} {rs}
11 out Ø Ø {name}
12 judge Ø Ø {name}
13 out Ø Ø Ø
14 end Ø Ø Ø

Definition 4. Node Association Relationship: In node A and node B, if the US of node
A and the AS of node B generate the intersection, that is US(A)∩AS(B) ≠ Ø, then the
node B is associated with node A and this relationship is one-way, B— > A. For example,
in node 1 and node 5, US(5)∩AS(1) ≠ Ø, node 1— > node 5.

Node Associated Path: Assuming that there are a number of nodes, node A,B,C,D…,
if node B is associated with node A, node C is associated with node B, node D is asso‐
ciated with node C, and so on, then the Node Associated Path of A is {A,B,C,D…}.
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Definition 5. Reverse scan path: In a CFG, the reverse path from the out-node to node
0(start) is defined reverse scan path. The reverse scan paths of the CFG are
{(6,5,4,3,2,1,start), (11,10,9,8,7,6,5,4,3,2,1,start), (11,10,9,8,7,3,2,1,start)}.

3.2 Node Analysis Algorithm

The premise of reverse path scan and analysis is the accurate node analysis of the CFG
to determine the each node’s DS, AS and US. In this section, Algorithm 1 “Node-
Attribute Analysis Algorithm” gives a detailed description of node attribute analysis
algorithm. The algorithm analyzes the attributes of each node In CFG according to the
upper segment Definitions 2 and 3. According to the rules of the Definition 3, the vari‐
ables will be divided into different sets. According to the rules of the Definition 2, each
node’s Node Class Attribute will be determined.

Algorithm 1. Node-Attribute Analysis Algorithm 
Input: CFG
Output: Target.Attribute,Target.DS,Target.AS,Target.US
1: Attribute←normal, DS←Ø,AS←Ø,US←Ø 
2: for targeti CFG(0<i<CFG.length) do
3:  if targeti has variables that first defined
4:     targeti.DS←targeti.DS variables,end if
5:  if targeti has variables that values are changed
6:     targeti.AS←targeti.AS variables,end if
7: if targeti has variables that change other variables’ 

value
8:     targeti.US←targeti.US variables,end if
9: if targeti.AS has variable submitted by user
10:    targeti.Attribute←input,end if
11: if targeti performs a HTML response operation 
12:    targeti.Attribute←out,end if
13: if there are two branches that pass through targeti
14:    targeti.Attribute←judge,end if
15:Target←targeti.Attribute,tareti.DS,targeti.AS,targeti.U
S 
16: end for
17: return(Target.Attribute,Taget.DS,Target.AS,Target.US)

On the basis of Algorithm 1 and CFG, we look for a set of nodes association rela‐
tionships according to the Definition 4. We use Algorithm 2 to analyze the relationship
between the nodes and obtain the reverse scan path. Firstly, the algorithm makes Scan-
node-Set empty. Then, the out-nodes which are needed to be scanned are added to Scan-
node-Set. The nodes which are associated with the nodes in Scan-node-Set should be
added to Scan-node-Set, and at the same time, the scanned nodes should been removed
from Scan-node-Set., and so on, until the Scan-node-Set is empty. By Algorithm 2, we
obtain associated path chain of the out-node. If there is input-node in associated path
chain, then the chain is vulnerable.

Study on the Detection of Cross-Site Scripting Vulnerabilities 159



Algorithm 2. Reversed Associated-Route Scan Algorithm 
input: CFG,Target.Attribute,Target.DS,Target.AS,Target.US
output: Associated-Paths, PV-Variables
1:Associated-Paths←Ø,PV-Variables←Ø 
2:for outi target(target.Attribute=”out”) do
3:  Path←Ø,Scan-node-Set←Ø,Associated-Path←Ø 
4: if outi.US≠Ø do
5:  search the all Paths from outi to target0 through CFG
6:  Path←Path Paths,Scan-node-Set←Scan-node-Set outi,
   Associated-Path←Associated-Path outi
7:  for Pathn Path do
8:    while Scan-node-Set≠Ø do
9:     next-Scan-node-Set←Ø 
10:    scan-node=Scan-node-Set[0]
11:    next-Scan-node-Set←targetj(0≤j<scan-node.location)
12:    for nextnode next-Scan-node-Set
13:     if scan-node.US�nextnode.AS≠Ø do
14:      Associated-Path←Associated-Path nextnode,
15:      Scan-node-Set← Scan-node-Set nextnode
16:      end if, end for
17:      delete Scan-node-Set[0]
18:     end while, end for, end if
19: Associated-Paths←Associated-Paths Associated-Path
20: if node.Attribute==”input”&&node.AS≠Ø (node Associ

ated-Path)
21: PV-Variables←PV-Variables node.AS, end if
22: end for
23: return(Associated-Paths,PV-Variables) 

Next, we verify the vulnerable path to detect whether there are vulnerabilities in the
path. If there are multiple input-nodes on the vulnerable path of the out-node A, we
control the variables of the input-nodes. We can use data variation method [12] for
constructing cross site scripting case in one input-node and use normal variables in other
input-nodes. If it is proved that an input-node B has defects when we test, then it is said
that input-node B is the vulnerability of the out-node A.

4 Experimental Results and Analysis

As shown in Fig. 1, the conventional algorithm of Taint Analysis is mainly to traverse
all the tainted data propagation graph. Through the CFG and the initial input-node that
needed to scan, the conventional algorithm of Taint Analysis uses Ant Algorithms [4]
to find out all the associated paths and vulnerable routes of the input-node.

The reverse code audit algorithm proposed by this paper first uses Soot to generate
CFG of the source code. Then the Algorithm 1 is used to analyze the Node Class
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Attribute, DS, AS and US of the each node in the CFG. Next, the Algorithm 2 is used
to get the Associated-Path. If there is an input-node in this path, this path is determined
as a vulnerable path.

We use the conventional algorithm of Taint Analysis and the reverse code audit
algorithm proposed in this paper to scan the JSP code shown in Fig. 4 separately. The
result is shown in Table 2.

Table 2. The table of potential vulnerability scan results

Scanning method

Initial scan node 1 7 6 11

Number of
scanning paths

6 3 1 2

Vulnerable routes {(1,5,6)} {(7,10,11)} {(6,5,1)} {(11,10,7,2)}

Potential
vulnerability {(6:ww)} {(11:name)} {(6:ww)} {(11:name)}

Source of 
vulnerability {(1:guestname)} {(7:rs)} {(1:guestname)} {(7:rs)}

Scanning time

Taint Analysis Algorithm Reverse Code Audit Algorithm

6914.02µs 534.53µs

Associated Route
{(1,3),
(1,4),

(1,5,6)}

{(7,9),
(7,10,11),
(7,10,12)}

{(6,5,1)} {(11,10,7,2)}

It can be seen from the experiment result from Table 2 that the time efficiency of the
proposed algorithm proposed by us is greatly improved compared with the original one.
As in Taint Analysis Algorithm, all the data entered from the input-node are regraded
as the source of the stain. In the process of data transmission, as long as the tainted data
interact with any other data, other data are also considered dangerous. However, not all
data can cause potential XSS risk. In the process of scanning, the paths generated by the
data will increase with the increase scale of the source code of web application, thus the
cost of scanning will increase also. In this paper, the algorithm is proposed to remove
the redundant scan of data. It carries out the reverse scan from the output node using the
idea of reverse scan. It only seeks nodes that have relationship with itself in order to
locate the potential vulnerability node more quickly.

The test result shows that the risk of XSS is existing in JSP code shown in Fig. 4.
Variable “guestname” of node 1 is the source vulnerability of node 6,and Variable “rs”
of node 7 is the source vulnerability of node 11

Table 3. The table of the test to WebGoat 5.0

Taint Analysis Algorithm Reverse Code Audit Algorithm
Number of

scanning paths
134 107

Number of
XSS vulnerabilities

31 31

Scaiing time 78.47ms 27.34ms
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In order to prove the effectiveness of the algorithm proposed by this paper, we used
both Reverse Code Audit Algorithm and Taint Algorithm to test WebGoat [14]. Web-
Goat is a Java Web Application full of loopholes that OWASP is responsible for it. We
detected 12 JSP pages of the WebGoat which contain 855 JSP codes and the result is
shown in Table 3.

Through the analysis of Table 3, we can know that Reverse Code Audit Algorithm
can successfully detect the XSS vulnerabilities detected by Taint Analysis Algorithm.
In addition, the Reverse Code Audit Algorithm does not need backtracking to find data
branch, so the Reverse Code Audit Algorithm improves the efficiency of searching for
XSS vulnerabilities.

5 Conclusion

From the point of view of code audit, we proposes reverse code audit algorithm for the
source code. Using our method in this paper, we can find the vulnerabilities in the source
code more quickly through the reverse analysis of the data stream. Finally, based on our
method, we implement a source analysis tool shown in Fig. 3 to test the effectiveness
and efficiency of the method. In the follow-up research work, we will consider making
the tool apply to more complex frameworks, such as Struts. In addition, we will explore
how to automatically fix the different vulnerabilities found.
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Abstract. Regression is one of the most basic problems in machine learning. In
big data era, for regression problem, extreme learning machine (ELM) can get
better generalization performance and much fast training speed. However, the
enlarging volume of dataset for training makes regression by ELM a challenging
task, and it is hard to finish the training in a reasonable time or it will be out of
memory. In this paper, through analyzing the theory of ELM, a MapReduce-
Based ELM method is proposed. Under the MapReduce framework, ELM
submodels are trained in every slave node parallelly. A combination method is
designed to combine all the submodels as a complete model. The experiment
results demonstrate that the MapReduce-Based ELM can efficient process big
dataset on commodity hardware and it has a good performance on speedup
under the cloud environment where the dataset is stored as data block in dif-
ferent machines.

Keywords: ELM � Regression � Machine learning � Mapreduce � Big data

1 Introduction

With the rapid development of information technology and the Internet of Things, we
have entered the big data era. The volume, velocity, variety and value (4 V) have been
the main features of big data [1]. The knowledge hides in big data is valuable to make
decision in various fields. Machine learning has become one of the popular methods for
knowledge discovery, which has been a focus in big data field. Extreme learning
machine (ELM) as a novel machine learning algorithm for single-hidden layer feed-
forward networks (SLFNs) has been one of the most important algorithms for
regression and classification [2–5]. Many variations of ELM have been proposed in
practical applications, such as basic ELM [6, 7], kernel ELM [8, 9] and incremental
ELM [10, 11], etc.
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Unlike most practical implementations that all the parameters of networks need to
be tuned, ELM as a single-hidden layer feedforward networks, both input weights and
hidden layer biases are chosen randomly, which are not necessarily iteratively tuned
[6]. And the output weights of ELM can be determined by calculating the
Moore-Penrose generalized inverse of the hidden layer output matrix H analytically
[12]. Compared with the traditional SLFNs, ELM can provide good generalization
performance and fast learning speed.

However, efficiency and scalability are great challenges for ELM when the dataset is
large scale. Big sample data together with vast of hidden node will lead to a huge matrix
H, and calculating general inverse of H becomes so complex [13] that it may cause low
efficiency and out of memory problem. Because of that, it drives the increasing research
on parallel algorithm and distributed computing [14–16]. The MapReduce model, as a
cloud computing framework, is proposed by Google for parallel computing in a dis-
tributed environment [17, 18], and Hadoop is one of its open source implementation
[19]. The main idea of MapReduce is to allow the computing across the cluster including
many machines and users can only focus on the data processing strategy. The
MapReduce environment provides two primary functions, Map and Reduce, to design
the parallel computing task. Besides, it provides fault tolerance and dynamic flexibility
support, so it can be deployed on common hardware easily.

This paper is organized as follows. Section 2 introduces MapReduce framework.
Section 3 gives out some important theories of ELM. ELM for regression based on
MapReduce is proposed in Sects. 4 and 5 shows the experimental result. Finally, in
Sect. 6, some conclusions are presented.

2 MapReduce Framework

As one of current cloud computing technology, MapReduce provides a programming
model for big data processing. The processing is parallel and it can handle machine
failures. Generally, one job contains two main phases, which are called Map and
Reduce, respectively. As shown in Fig. 1, the input data is divided into large-volume
sample blocks which are located in different nodes of Hadoop cluster, and the whole
blocks can be stored by the Hadoop distribute file system (HDFS). In the Map phase,
the input data is processed by the map function, and it generates some intermediate
result as the input of the combine function or reduce function. In the reduce phase, the
intermediate result from map function or combine function are processed by the reduce
function. It should be noted that the combine function, as a small reduce function, is not
must exist. In our method, it exists between the map function and reduce function.
What users just need to do is to design the map function, reduce function and combine
function if exists. It is need not to care about the communication between the functions
and cluster.

In MapReduce, the basic data structure is the <key, value> pair. In the Map phase,
for each <key1, value1> pair in blocks, the map function is invoked, and after pro-
cessing by the map function, it generates some intermediate <key2, value2> pairs. In
our study, the Combine phase is existence, so it generate some <key3, value3> pairs by
processing the <key2, value2> pairs. In Reduce phase, the intermediate pairs <key3,

A MapReduce-Based ELM for Regression in Big Data 165



value3> are invoked by the function of reduce, and the final output <key4, value4>
pairs are generated.

It should be noted that, the output <key, value> pair of map function, combine
function or reduce function maybe different from the type of their input <key, value>
pair. But, the type of the input of combine function should be the same with the type of
the output of map function. Meanwhile, the type of the input of reduce function must
be the same with the type of the output of combine function. The relationship of the
type of <key, value> pairs is shown as follows:

Map : input\key1; value1[ ; intermediate output\key2; value2[ ð1Þ

Combine : input\key2; value2[ ; intermediate output\key3; value3[ ð2Þ

Reduce : input\key3; value3[ ; final output\key4; value4[ ð3Þ

Developers can implement their applications by using the three functions. And after
that, MapReduce runtime distributes and executes the task automatically. Thus, the
complexity of parallel programming is dramatically reduced.

Input  Data

Block1 Block2 Block3 Blockm

Slave1 Slave2 Slaven

<key1,value1> <key1,value1> <key1,value1>

Map Map Map Map

<key2,value2> <key2,value2> <key2,value2> <key2,value2>

Combine Combine Combine Combine

Reduce

<key4,value4>

Output

Reduce

<key4,value4>

Output

slavejslavei

<key1,value1>

<key3,value3> <key3,value3> <key3,value3>

Storage 
on HDFS

……

……

Fig. 1. Illustration of MapReduce framework
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3 ELM

ELM is proposed by Huang in his paper [20], and it is developed from the
single-hidden layer feedforward neural networks (SLFNs) which is shown in Fig. 2.
ELM randomly choses the input weight ai and the hidden layer biases bi, and then
analytically determines the output weight bi of SLFNs through generalized inverse
operation of the hidden layer output matrix. The hidden layer of SLFNs need not be
iteratively tuned, which is different from the common SLFNs. It can achieve better
generalization performance than other conventional algorithms at an extremely fast
learning speed, and it not only reach the smallest training error but also the smallest
norm of the output weight.

For N arbitrary distinct samples xi; tið Þ, where xi ¼ xi1xi2 � � � xip
� �T2 Rp and

ti ¼ ti1ti2 � � � tiq
� �T2 Rq. SLFNs with L hidden nodes activation function g(x) can be

represented as

XL

i¼1
bigi xj

� � ¼XL

i¼1
big aixj þ bi

� � ¼ oj; j ¼ 1; 2; � � � ;N ð4Þ

where ai ¼ ai1ai2 � � � aip
� �T

is the weight vector connecting the ith hidden node and the

input nodes, bi ¼ bi1bi2 � � � biq
� �T

is the weight vector connecting the ith hidden node

and the output nodes, bi is the bias if the ith hidden node, and oj ¼ oj1oj2 � � � ojq
� �T is

the jth output vector of the SLFNs [6]. SLFNs with L hidden nodes can approximate
these N samples with zero error means that there exist ai, bi and bi such that

1

2

p

1

q

1

i

L

g(a1·x1+b1)

g(aL·xL+bL)

g(ai·xi+bi)
Oj

β  1

β i

β  L

xi

Fig. 2. Illustration of ELM
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XL

i¼1
big aixj þ bi

� � ¼ tj; j ¼ 1; 2; � � � ;N ð5Þ

The above N equations can be written as

Hb ¼ T ð6Þ

where

H ¼
gða1 � x1 þ b1Þ � � � gðaL � x1 þ bLÞ

..

. � � � ..
.

gða1 � xN þ b1Þ � � � gðaL � xN þ bLÞ

2
664

3
775
N�L

, b ¼
bT1

..

.

bTL

2
664

3
775
L�q

, and T ¼
tT1
..
.

tTN

2
64

3
75
N�q

.

In most cases, the number of hidden node is much less than the number of training
sample. H is a nonsquare matrix and there not exist ai, bi and bi such that Hb ¼ T. But
we can see the Eq. (5) as a multiple regression system, which b is the regression vector
to be solved. The smallest norm least-squares solution of Eq. (5) is

bb ¼ HþT ð7Þ

where Hþ is the Moore-Penrose generalized inverse of matrix H [12]. So the esti-
mation value matrix Y can be expressed by

Y ¼ Hbb ¼ HHþT ð8Þ

As discussed above, ELM algorithm can be described in Algorithm 1.

Algorithm 1. ELM
Given a training set @ ¼ xi; tið Þ xi 2 Rp;j ti 2 Rq; i ¼ 1; � � � ;Nf g, activation function

g xð Þ, and hidden node number L.
Step 1: Randomly assign input weight ai and bias bi, i ¼ 1; � � � ; L.
Step 2: Calculate the hidden layer output matrix H.

Step 3: Calculate the output weight bb.
4 ELM for Regression Based on MapReduce

Under the MapReduce framework, each Hadoop node trains an ELM submodel with the
local sample block which can be one or more. Training is moved to the nodes which
stores sample blocks. So it costs much less I/O resources than collecting all the blocks
together for training. After training, we propose a method to combine the ELM sub-
models by adopting the generalized inverse method to calculate the weights of each
Hadoop node. When combined, the output weights b are recalculated with the combi-
nation weights w which is calculated by using the Moore-Penrose generalized inverse
with additional small data set. The whole framework is shown in Fig. 1.
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In Fig. 1, the whole framework contains two main parts: (1) Every data block is
trained in Map and Combine phase. (2) Combine all the submodels in Reduce phase. It
contains n slave nodes in cluster and the dataset is divided into m data blocks in HDFS.
So m submodels will be trained in n slave nodes. Each Map function outputs the pair of
<key2, value2>. The String of key2 contains the hidden nodes’ input weight a and the
bias b. Value2 contains the output of every hidden node. The String of key3 contains
the hidden nodes’ input weight a and the bias b, too. Value3 contains the output weight
b for all hidden nodes. The pair of <key3, value3> will be executed by Reduce function
and all the submodels will be combined in the Reduce phase. In this process, the
combination weight w is calculated with one Reduce function by using another small
dataset. The final output pair of <key4, value4> contains the input weight a, biases b,
output weight b and the combine weight w.

In Fig. 2, we assume that the dataset of blocki is xi. Based on the algorithm in
Sect. 3, we can get the value of b as

b ¼ HþTx ð9Þ

Then, another small dataset X is adopted to calculate the combination weight w.
With X, the output of each ELM submodel can be represented as

oi ¼
XL

j¼1
bjg ajXþ bj

� �
; i ¼ 1; 2; � � � ;m ð10Þ

Assuming that o ¼ oT1o
T
2 � � � oTm

� �T
. The output of all blocks is represented as

O ¼ w1o1 þw2o2 þ � � � þwmom ð11Þ

where ow ¼ TX, so w ¼ oþTX.
It should be noted that, in our mode, only one Reduce function is used to calculate

the combination weight w. Now, the whole model of MapReduce-Based ELM is
established. The detail of MapReduce-Based ELM is shown in Algorithm 2.

Algorithm 2. MapReduce-Based ELM
Set the size of block as 8 M and the number of Reduce as 1. Assuming the big

dataset for training is x and the small sample data for calculating the combination
weight is X. The number of hidden node is L, and the activation function is g xð Þ.

Step 1: Randomly assign input weight and bias in every submodel.
Step 2: Calculate the hidden layer output matrix H in every submodel by using

blocks located in different Hadoop node which is divided by the big dataset x.
Step 3: Output <key2, value2> pair.
Step 4: Calculate the output weight in every submodel by combine function.
Step 5: Output <key3, value3>.
Step 6: Calculate the output of each submodel by using the dataset X.
Step 7: Calculate the combination weight by using the output of every submodel.
Step 8: Output <key4, value4>.
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5 Experiments

In this section, two experiments are designed to evaluate the performance of the
MapReduce-Based ELM proposed in Sect. 4. The first experiment is designed to show
the accuracy for regression and the second experiment is to display the performances
with different size of cluster.

The experiments run in a cluster with some virtual machines on Linux Operation
System, where each has 512 M memory and a 2.4 GHz core. The MapReduce
framework is configured with Hadoop version 1.1.2 and JDK version 1.8.0_77. In our
cluster environment, the size of each block is set as 8 M.

5.1 Experiments for Regression Accuracy

In order to illustrate regression accuracy of MapReduce-Based ELM, the datasets sinc,
winequality-red, winequality-white and some others are used in experiments. All of
them come from two famous machine learning repositories which are UCI and
FCUP. The detail of datasets are shown in Table 1. Besides, the number of hidden node
is assigned 20, the transfer function of every hidden node is “Sigmoid”. In the above
conditions, the regression accuracy on datasets is shown in Table 2.

In Table 2, the average root mean square error (RMSE) of training dataset and
testing dataset are calculated. It is shown in Table 2 that the accuracy of MapReduce-
Based ELM is as small as the classical ELM.

Table 1. Datasets for regression

Name Training data Combining data Testing data Attributes

sinc 5000 1000 5000 2
winequality-red 1200 300 99 12
winequality-white 4000 700 198 12
airfoil self noise 1000 300 100 6
Yacht Hydrodynamics 200 50 50 7

Table 2. Regression accuracy of ELM and MapReduce-Based ELM

Name Size ELM MapReduce-base ELM
Training
RMSE

Testing
RMSE

Training
RMSE

Testing
RMSE

sinc 5000 0.1162 0.0062 0.1347 0.0238
winequality-red 1200 0.7826 0.6731 0.0683 0.5349
winequality-white 4000 0.9042 0.7720 0.9001 0.8316
airfoil self noise 1000 0.6703 0.7142 0.7204 0.8116
Yacht Hydrodynamics 200 0.7786 1.1770 0.8846 1.2112
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5.2 Performance of MapReduce-Based ELM

In the experiment, five datasets which come from UCI are used for regression. The
detail of datasets is shown in Table 3. All the datasets have large number of samples to
train the submodels. A relatively small dataset is used to determine the combine weight.
With different size of Hadoop cluster, by using the MapReduce-Based ELM, the dif-
ferent running time are shown in Table 4. From Table 4, we can find that the more
slave has faster running time, which reflects positive correlation between training speed
and cluster scale.

To display the effiency for MapReduce-Based ELM, the speedup concept is given
as follow

speedupðmÞ ¼ computing time on 1 slave
computing time onm slaves

: ð12Þ

Based on Table 4, the speedup can be gotten which is shown in Fig. 3. From
Fig. 3, we can find that Hadoop cluster accelerates the training speed and it reflects
positive correlation between training speed and cluster scale, too. But, when the cluster
is large enough, the cluster can’t further accelerates the training speed because of the
number of block in each Hadoop node increasing more and more slow.

Table 3. Dataset for regression

Name Training data Combining data Testing data Attributes

sinc 3000000 5000 2000 2
ethylene_CO 4000000 170000 8000 19
ethylene_methane 4000000 170000 8000 19
Household power consumption 2000000 70000 5000 9
YearPredictionMSD 463715 30000 20000 90

Table 4. Runing time (s) of MapReduce-Based ELM

Name Number of slave
1 3 5 7 9

sinc 15780.4 5352.6 5263.8 2778.6 2874.1
ethylene_CO NaN 57894.3 35273.2 23314.4 19477.6
ethylene_methane NaN 58344.5 34159.5 23112.2 18264.0
Household power consumption 35546.8 15234.9 8865.7 5477.4 5547.9
YearPredictionMSD NaN 41327.4 23477.8 20874.1 15533.8
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6 Conclusions

ELM algorithm has recently attracted a significant amount of research attention and it
has been used to solve many regression problems. However, the data of large samples
in practical applications makes the regression by ELM a challenging task. In this paper,
by analyzing the theory of ELM, a MapReduce-Based ELM algorithm is proposed for
big data learning. It trains submodels in each slave node and combines all the sub-
models after training with a small sample. In the cluster environment, experiments
demonstrate that the proposed algorithm can learning from big data with high accuracy,
and it has a good performance of speedup. In the future work, we will improve the
combine function to achieve better performance.
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Abstract. Handwritten digit recognition is an important but challeng-
ing task. However, how to build an efficient artificial neural network
architecture that can match human performance on the task of recog-
nition of handwritten digit is still a difficult problem. In this paper, we
proposed a new very deep neural network architecture for handwritten
digit recognition. What is remarkable is that we did not depart from the
classical convolutional neural networks architecture, but pushed it to the
limit by substantially increasing the depth. By a carefully crafted design,
we proposed two different basic building block and increase the depth of
the network while keeping the computational budget constant. On the
very competitive MNIST handwriting benchmark, our method achieve
the best error rate ever reported on the original dataset (0.47 %±0.05 %),
without data distortion or model combination, demonstrating the
superiority of our work.

Keywords: Neural network · Convolutional neural networks · Deep
learning · Handwritten digit recognition

1 Introduction

Handwritten digit recognition is a promising subfield of object recognition with
various applications. In the last ten years, automatic handwritten digit recogni-
tion capabilities have dramatically improved due to advances in deep learning
and convolutional neural networks (CNNs). The performance of the new meth-
ods on the well-known MNIST dataset have reduce the recognition error rate
from several percentage points to 1% [1], then down to 0.5% [2], then down to
0.23% [3].

However, almost all of the successful methods were trying to improve recog-
nition accuracy in three different ways. The first method attempts to design a
better architecture, which is better for handwritten digit recognition [4,5]. The
second method improves the accuracy by enlarging the MNIST dataset. So far,
the best results on MNIST were obtained by deforming training images, thus
greatly increasing their number [3]. The third method combines several training
models and makes decision by swarm intelligence [6].

c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 174–182, 2016.
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To the best of our knowledge, data augmentation and model combination
can improve almost all of the recognition methods, but they also lead to more
training time. Even if one was able to train many different large networks, using
them all at test time would be infeasible in applications where it is important
to respond quickly. One discouraging news is that a lot of this progress is not a
consequence of new ideas, algorithms and improved network architectures, but
mainly just the result of a larger dataset and combination of several models.

In this paper, we will focus on a new efficient deep neural network archi-
tecture for handwritten digit recognition. The basic idea of this paper is taking
inspiration and guidance from the theoretical work by Andrew Zisserman et al.
[7] and Christian Szegedy et al. [8], who use smaller receptive window size and
smaller stride of convolutional layer to build very deep CNNs for ILSVRC-2014.
By a carefully crafted design, we increased the depth of the network while keeping
the computational budget constant. It was demonstrated that the representation
depth is beneficial for the classification accuracy, and that the state-of-the-art
performance on the MNIST dataset can be achieved using a CNNs architecture
with substantially increased depth. The benefits of the architecture are experi-
mentally verified on the MNIST dataset without data augmentation and model
combination, where it could reach comparable performance of the state-of-the-
art approaches with less computation burden and shorter training time.

The rest of this paper is organized as follows. Section 2 describes the proposed
architecture using CNNs module in details. Then experimental results and com-
parisons are shown in Sect. 3. Finally, the conclusion and future work are given
in Sect. 4.

2 The Proposed Architecture

In this section, we elaborate how to build a hierarchical feature extraction and
classification system with CNNs module. As illustrated in Fig. 1, the model archi-
tecture is mainly based on CNNs. We first briefly review CNNs, and then we
depict the proposed mode in details.

Fig. 1. CNNs feature extractor architecture.
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2.1 A Brief Review of CNNs

Starting from LeCun [1], CNNs can be considered to be made up of two main
parts. The first part typically had a standard structure stacked convolutional
layers, which followed by contrast rectification layers (denoted as R) and average-
pooling layers (denoted as Ap). The input of each layer is just the output of
its previous layer. As a result, this forms a hierarchical feature extractor that
maps the original input images into feature vectors. The second part are one
or more fully-connected layers, which is a typical feed forward neural network
trying to classify the extracted features vectors. In this paper, the proposed
architecture is composed by 6 different component: convolutional layer (denoted
as C), normalization layer (denoted as N), max-pooling layer (denoted as Mp),
fully-connected layers (denoted as Fc), and we also adopt dropout (denoted as
Dp) and Rectied Linear Units (ReLU ) method in our network.

Convolutional Layer: In convolutional layer, each neuron is connected locally
to its inputs of the previous layer, which functions like a 2D convolution with
certain filter, then its activation could be computed as the result of a nonlinear
transformation. In this paper, convolutional layer computes the convolution of
the input image x ∈ RH×W×D with a filter bank f ∈ RH′×W ′×D×D′′

with D′′

multi-dimensional. Formally, the output is y ∈ RH′′×W ′′×D′′
given by:

yi′′j′′d′′ = bd′′ +
H′∑

i′=1

W ′∑

j′=1

D∑

d=1

fi′j′d × xi′+i′′−1,j′+j′′−1,d′,d′′ (1)

where H represents the input image height, W represents the input image width,
D represents the number of channel, H ′represents filter height, W ′ represents
filter width, D′′ represents the number of filter bank, H ′′ represents the output
image height, W ′′ represents the output image width.

Normalization Layer: The local contrast normalization layer is inspired by
computational neuroscience models. Normalization layer applied independently
at each spatial location and groups of channels to get:

yijk = xijk(κ + α
∑

t∈G(k)

x2
ijt)

−β (2)

For each output channel k, G(k) ⊂ {1, 2, ...,D} is a corresponding subset of input
channels. And the input image x and output image y have the same dimensions.

Pooling Layer: Pooling layer always produces down sampled versions of the
input maps. This pooling involves executing some operation, typically average or
max, over the activations within a small spatial region of each map of activations.
Typically max pooling is preferred as it avoids cancellation of negative elements
and prevents blurring of the activations and gradients throughout the network
since the gradient is placed in a single location during back propagation. The
max pooling operator computes the maximum response of each feature channel
in a H ′ × W ′ patch, resulting in an output of size y ∈ RH′′×W ′′×D:
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yi′′j′′d = max
1≤i′≤H′,1≤j′≤W ′

xi′+i′′−1,j′+j′′−1,d (3)

ReLU: Typically the convolutional responses are passed through a non-linear
activation function such as sigmoids, tanh, or ReLU [14] to produce activation
maps. The ReLU can be compute as follows:

yijd = max(0, xijd) (4)

Dropout: The key idea of dropout is to randomly drop units (along with
their connections) from the neural network during training. This method sig-
nificantly reduces overfitting and gives major improvements over other regular-
ization methods. The choice of which units to drop is random. In the simplest
case, each unit is retained with a fixed probability p independent of other units,
where p can be chosen using a validation set or can simply be set at 0.5, which
seems to be close to optimal for a wide range of networks and tasks. For any
layer l, r(l) is a vector of independent Bernoulli random variables each of which
has probability p of being 1. This vector is sampled and multiplied element wise
with the outputs of that layer y(l), to create the thinned outputs ỹ(l) [4].

r(l) = Bernoulli(p) (5)

ỹ(l) = r(l) ∗ y(l) (6)

Fully-Connected Layer: After multiple convolutional and pooling layers, a
convolutional network typically has one or more fully connected neural net layers
with weights W and biases b before the final classier. The entire network is
trained with back-propagation of a supervised loss such as the cross entropy of
a softmax classier output and the target labels y represented as a 1 of c vector,
where c is the number of classes to discriminate.

y = −
∑

ij

(xijc − log
D∑

d=1

exijd) (7)

2.2 Combining Modules into a Hierarchy Architecture

In order to design a new deep convolutional neural network architecture which
is discriminative enough for handwritten digit recognition. Here we use the basic
module to build up our model. However, different architectures can be produced
by cascading the above-mentioned modules in various ways. According to [18],
they point out the basic building block of convolutional networks are C + Ap

layer, C + R + Ap layer, C + R + N + Ap layer, C + Mp layer. In this paper, we
propose two different basic building block for our architecture.

C+N+Mp Layer: This is the first basic building block of our convolutional
networks. This block is composed of convolutional layer, normalization layer and
max pooling down sampling layer. This block is just like human visual cortex
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which is used for feature extraction and nonlinear dimensionality reduction in
our model.

C+N+ReLU Layer: This is second the basic building block of our convo-
lutional networks, which compose of a convolutional layer followed by a nor-
malization layer and a ReLU layer. This block is used for higher level feature
extraction.

Table 1 shows the whole setting of our CNNs architecture. The input to
our network is a fixed-size 28 × 28 gray image. The image is passed through
a stack of different layers. Except for the first convolution filter, we use very
small 3×3 receptive fields throughout the whole net. The max pooling layer here
is non-overlapping and no rectification. Max-pooling is carried out over a 2×2
pixel window, with stride 2. It should be noticed that all weight convolutional
layers are equipped with normalization. To the best of our knowledge, our CNNs
architecture is the deepest model for handwritten digit recognition.

Table 1. CNNs architecture and parameters.

Layer Type Output size Kernel size/Stride

1 Convolutional 20 × 24 × 24 5 × 5/1

2 Normalization 20 × 24 × 24 —

3 Max pooling 20 × 12 × 12 2 × 2/2

4 Convolutional 40 × 10 × 10 3 × 3/1

5 Normalization 40 × 10 × 10 —

6 Max pooling 40 × 5 × 5 2 × 2/2

7 Convolutional 150 × 3 × 3 3 × 3/1

8 Normalization 150 × 3 × 3 —

9 ReLU 150 × 3 × 3 —

10 Convolutional 150 × 1 × 1 3 × 3/1

11 Normalization 150 × 1 × 1 —

12 ReLU 150 × 1 × 1 —

13 Dropout(rate 0.4) 150 × 1 × 1 —

14 Convolutional 150 × 1 × 1 1 × 1/1

15 Normalization 150 × 1 × 1 —

16 ReLU 150 × 1 × 1 —

17 Dropout (rate 0.1) 150 × 1 × 1 —

18 Fully connected 10 —
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3 Experiments and Analysis

The experiments were run on the MNIST dataset. The MNIST dataset consists
of handwritten digits 0–9 which are gray scale 28 × 28 pixel digit images. There
are 60,000 training images and 10,000 testing images in total.

So far, the best results on MNIST were obtained by deforming training
images, thus greatly increasing their number. This allows for training networks
with many weights, making them insensitive to in-class variability. However, in
this paper our network is not trained on numerous slightly deformed images,
because we want to build a better learning model but not a simple model with
seeing more data.

Our implementation is derived from the publicly available MatConvNet tool-
box [9]. Matlab 2015a is used to conduct all the operations, running on a system
with Intel Core i5-4690 CPU (3.50 GHz), 16 GB DDR3. Initial weights of the
CNNs are drawn from a uniform random distribution in the range [−0.01, 0.01].
The training is carried out using mini-batch gradient descent (based on back-
propagation) with momentum. The batch size was set to 100, momentum to 0.9.
The training was regularized by weight decay (the L2 penalty multiplier set to
5×10−4) and dropout regularization for the two fully-connected layers (dropout
ratio set to 0.4 and 0.1). The learning rate was initially set to 0.3, and then
decreased by a factor of 3 when the validation set accuracy stopped improving.

The classification performance is evaluated using two measures: the top-1
and top-5 error. The former is a multi-class classification error, i.e. the ratio
of incorrectly classified images; the latter is the main evaluation criterion used
in the ILSVRC, and is computed as the ratio of images such that the ground-
truth category is not within the top-5 categories. Figure 2 show one result of
the training and testing accuracy on each epoch. From the left picture, we can
see that the energy (training and testing loss) was decay dramatically with the
training epoch. From the right picture, we can see that our method was learning
fast which can get optimal performance 0.47% error rate after 29 epoch iteration.

Finally, we compare our best-performing single network result with ten state-
of-the-art methods. Table 2 shows the comparison of the recognition rate between
the proposed architecture method and other recently reported results. All the
methods in the experiment do not using data augmentation and model combina-
tion, our model secure the first place with 0.47%±0.05% test error rate. To the
best of our knowledge, this is the best error rate ever reported on the original
MNIST dataset, without distortions or model combination. The best previously
reported error rate was 0.53 % [18]. In addition, without data augmentation,
our method dramatically relieve the training procedure. In terms of training
time, the proposed architecture method takes 34.84 min. It is much faster than
[3], which needs to train up to 35 CNNs and costs 14 h even when the GPU
parallelization is carried out.

To further understand the learnt model, we also draw the first convolutional
layer of the learnt filters in Fig. 3. An intriguing pattern is observed in the filters
of MNIST dataset. We can see both horizontal and vertical stripes, for these
patterns attempt to capture the edges of the images.
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Fig. 2. Experimental results on MNIST dataset

Table 2. Test set misclassification rates for the best single model methods on the
permutation invariant MNIST dataset.

Method Test error

Srivastava et al. [4] 1.05 %

Salakhutdinov et al. [10] 0.95 %

Ranzato et al. [11] 0.60 %

Maxout NET [12] 0.94 %

Goodfellow et al. [13] 0.91 %

Deng et al. [14] 0.83 %

Rifai et al. [15] 0.81 %

Hinton et al. [16] 0.79 %

Zeiler et al. [17] 0.59 %

Jarrett et al. [18] 0.53 %

Our method 0.42% (0.47 % ± 0.05 %)
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Fig. 3. The filters learned on MNIST dataset. There are 20 filter in the first stage and
their size are 5×5

4 Conclusion and Future Work

In this paper, we propose a novel very deep network for handwritten digit recog-
nition tasks. Unlike the shallow neural network used in many 1990s applications,
ours are very deep. By a carefully crafted design, we propose two different basic
building blocks and increase the depth of the network. The experiment result
demonstrated that the representation depth is beneficial for the classification
accuracy. Last and most importantly, the proposed model is a simple and com-
putationally efficient approach for handwritten digit recognition tasks. On the
very competitive MNIST handwriting benchmark, the proposed method achieve
the best error rate ever reported on the original dataset, without distortions or
model combination (0.47% ± 0.05%). In the future, we will further explore the
potential representation ability of CNNs for various visual recognition tasks.
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Abstract. With the blooming development of social network, Internet turns into
the most widely information source. However, there are a large amount of dupli‐
cated web pages most of which are from being reprinted. Border et al. used to do
an experiment on a collection of 30,000,000 HTML and text documents. It turned
out that nearly 18 % of the pages are exactly the same and 41 % of the pages share
51 % similarity. These replicas of web pages has brought a major burden for the
search engines and affecting the performance of the search engines badly. So
elimination of duplicated web pages has become a very hot spot in information
retrieval field in these years. In this paper, we have proposed a function word(FW)
based approach which involves the concept of Bloom Filter(BF) to eliminate
duplicated web pages without extracting the web main text. Our approach
involves three separate stages. Stage 1 is to extract sample text according to func‐
tion words feature in web pages. In stage 2, the feature code is extracted using
function words. In stage 3, the duplicated web pages would be eliminated by
similarity calculation of their BloomFilters.

Keywords: Duplicated web page elimination · Function Word · Bloom Filter ·
Feature code

1 Introduction

Duplicated web page elimination is originated from the text copy detection algorithm,
but there is a clear distinction between the two [1]. Web page is weakly structured or
semi-structured, where paragraphs and title information are vague as there is no obvious
identification [12, 13]. The definition of duplicated web pages is different according to
different applications. These related algorithms can be generally divided into three types:

(1) URL-based elimination algorithm has a basic assumption that the network
resources with the same URL are the same. Effective hash function should be
designed to convert URL strings into less memory usage hash value as the strings
need great storage overhead, such as MD5, SHA-1 and so on [2]. In addition, Ding
Zhenguo [3] proposed an URL-based algorithm using Bloom Filter to save space.
However, these methods do not make full use of the structure of web page as there
exists a webpage with several URL.
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(2) Link-based elimination algorithm. Hyperlink is an important part of web page
reflecting link relations and topic relevance between web pages, that is, if the simi‐
larity of any two pages’ inbound and outbound link information is greater than a
predetermined threshold, then the two pages thought to be repeated. However, a
new page has less inbound link, and the outbound link is often determined by the
site management personnel according to the requirement for the template or theme.

(3) Content-based elimination approach. Most of the existing methods use web content
to identify the similarity as the two methods above is not very mature and often
with inefficient results. Generally speaking, content-based method should firstly
extract a set of features from the web page text. Compare the feature of this web
page with those in the feature library. The web page is thought to be duplicated
page if the similarity is greater than the threshold.

In this paper, An FW-BF based approach that integrates Bloom Filter with the func‐
tion words’ characteristic is designed to eliminate duplicated web pages. This is a novel
content-based elimination approach as it doesn’t need to extract the whole main text of
web page, which means it is time-saving. Besides, the feature code used in Bloom Filter
is made of the function words, which is also different with other methods. Function
words are the word that have no real meaning but semantic or functional meaning that
include adverb, preposition, conjunction, auxiliary word, interjection and mimetic word
[4, 5].

The remainder of this paper is organized as follows. Sect. 2 presents the FW-BF
based approach for eliminating duplicated web pages from UL library. In order to eval‐
uate our approach, we conduct a few experiments on real world data sets, and the
comparison results are presented in Sect. 3. Finally, we make a conclusion in Sect. 4.

2 FW-BF Based Approach

In this paper, we use the standard proposed by Yang. H [7] as that of this paper: if there
are more than 80 % are the same in the use of words between the two, and the length of
the difference is not more than 20 %, then the 2 documents are duplicated.

Our algorithm does not need to extract the main body of web page like other algo‐
rithms. We only do removal operation on the URL database, so the efficiency of the
algorithm is greatly improved compared with others. This paper mainly consists of two
tasks: extract feature code according to the characteristics of function words and web
page elimination using Bloom filter.

To be convenient, we have the following definition:
Big paragraph: the paragraph having at least 3 function words.
Long paragraph: the number of the paragraph is not less than L. For example, the

paragraph is long paragraph if the number is not less than 20 when L is 20.
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2.1 Sample Text Extraction

The more information a paragraph carry, the more uncertainly the information
receiver can exclude from the perspective of information science. Syntactically, the
two pages are repeated if the long paragraphs in the two pages are almost the same.
And the more words a paragraph has, the more function words it requires.
Conversely, a paragraph has higher possibility to be long paragraphs if it has more
function words. Therefore, we can judge whether two pages are duplicated by
comparing their big paragraphs.

We do an experiment on the 12000 URL library to calculate the precision and
recall whether t big paragraphs can instead of main text or not. The precision is
99.4 % when t is 3, which means most web pages can be judged to be duplicated or
not according to their three big paragraphs. The recall is 86.4 % as there are some
special cases that cannot be determined by big paragraphs. The precision is 90 %
when t is 2 and the recall is 78.5 % when t is 4. So this paper takes 3 big paragraphs
to represent the whole page.

2.2 Feature Code Extraction

Although whether two pages are similar can be judged by sample text, sample text often
is very long and contains a lot of noise characters such as punctuation. Comparing the
similarity between two sample texts needs a lot of time, so we need to extract feature
code. A big paragraph with at least 3 function words has a 99.2 % probability to be a
body paragraph of the main text [8]. Thus, the feature code can consist of the first Chinese
character from the beginning, the ending, both sides of function words and the function
words. And the basis is as follows:

(1) feature code is a part of the web page, and its length is short enough. It is not easy
to be disturbed by noise information, and it can represent the sample text.

(2) the probability of two different sample text with same feature code is very
small. In Chinese, there are 6700 commonly used Chinese characters, and func‐
tion words selected in this paper are 52. Assume a sample text owns k function
words, the probability that another sample text repetition is the same with it is
1/(52)k(6700)3k+2, which can rarely happen.

2.3 BloomFilter Generation

A Bloom filter is a method for representing a set A = {a1, a2,…, an} of n elements (also
called keys) to support membership queries [6]. The idea is to allocate a vector v of m
bits, initially all set to 0, and then choose k independent hash functions each with range
(1,…,m). There is a certain probability that we are wrong. This is called a “false posi‐
tive”. The parameters k and m should be chosen such that the probability of a false
positive is acceptable.

The salient feature of Bloom filters is that there is a clear tradeoff between m and the
probability of a false positive. Observe that after inserting n keys into a table of size m,
the probability that a particular bit is still 0 is exactly:
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(1)

In order to facilitate the description, we make . The value of all corre‐
sponding positions of the k hash values must be 1 when it is a false positive. We
assume that the set of every position is an independent event, the probability of a
false positive in this situation is:

(2)

We can know from formula 2 that false positive rate of BF algorithm is determined
by the size of the array, the number and random of hash function and the size of the data
set. Michael Mitzenmacher [9] found that when

(3)

The false positive rate is the lowest. At this point, p = 1/2, that is, the false positive
rate is the lowest when the vector v is half empty, so the false positive rate f is:

(4)

Jiao meng [10] fount that m should be at least 1.44 times than the minimum value.
From formula4 we can know that f = 0.0214 when m = 8n and the number of hash
functions is 6, and f = 0.0082 when m = 10n and the number of hash functions is 7.

We can ensure that the correct rate is above 97 % when m = 8n, and we can get k
equals 6 according to formula 4.

2.4 Similarity Definition

In order to express the similarity degree of two web pages more precisely, we call the
proportion of the same feature code the two pages share “similarity”. Similarity of two
web pages A and B is defined as follows according to the DSC algorithm:

(5)

Where F(A) and F(B) are feature code set of A and B, and |A| is the size of set A.
The containment of A in B is defined as:

(6)

Hence the similarity is a number between 0 and 1, and it is always true that r(A,
A) = 1. Similarly, the containment is a number between 0 and 1 and c(A,B) = 1 if

.
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2.5 Evaluation Metrics

We adopt the metrics in the paper of Eduardo et al. [11] to assess our results, which
include precision, recall and F-measure. A higher value of precision indicates fewer
wrong classifications, while a higher value of recall indicates less false negatives. They
are calculated as follows:

(7)

(8)

Where bag(C) denotes the bag of extracted duplicated web pages. |bag(C)| is the
number of the extracted duplicated web pages. Rel(D) is the bag of correct dupli‐
cated web pages.

(9)

3 Experiment and Analysis

In this section, we describe a set of experiments conducted on a corpus of real news
Web sites in order to evaluate the performance of FW-BF. The crossover-random‐
ized experiment is done in Sect. 3.1. The time complexity of our method is analyzed
in Sect. 3.2. Finally, Sect. 3.3 provides the summary of the performance evaluation
of FW-BF.

3.1 Crossover-Randomized Experiment

The experiment is performed on 12000 URL library including 10000 corresponding
different pages, 1000 corresponding pages of complete repetition and 1000 corre‐
sponding pages of partial repetition(two contained relation web pages are partial repe‐
tition in this paper), then we random fetched 6000 URL library including 5000 different
pages, 500 complete repeated pages and 500 partial repeated pages as training set, and
the other 6000 URL library is test set.

We do an experiment on the training set to obtain statistical length distribution. The
result shows that 49.5 % of feature code lengths are over 80 and 50.5 % of that are less
than 80. The average is about 80, so the length of feature code is set to be 80 according
to the training set, that is, n = 80. So k = 6, m = 8n = 640.
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To every URL, do the following:

Step1: Read the corresponding page source code row by row. We regard every row as
an independent paragraph and the paragraph including text is text paragraph in
this paper for convenience. Judge if the paragraph is big paragraph when it is a
text paragraph. If it is a big paragraph, record it.

Step2: Extract the first three big paragraphs as sample text if there exist at least three
big paragraphs in the source code. Otherwise, go to step3.

Step3: Extract the three paragraphs having the longest words as sample text if there
doesn’t exist three big paragraphs.

Step4: Convert every text sample to a character stream, remove the number, letter and
natural punctuation marks.

Step5: Read the character stream obtained in Step4. Record the first Chinese character,
Chinese character from both sides of function words and the last Chinese char‐
acter (Fig. 1).

Step6: Feature code extraction. Each web page has different number of paragraphs, and
each paragraph has different length, so the length of each corresponding feature
code length is different. Some only has a dozen Chinese characters, while some
are more than 100 characters. To ensure that the length of the feature code is
not too long, the length of feature code is set to be n. And n equals 80 in this
paper. There are two sample feature code from two web pages: (http://
www.js.xinhuanet.com/2015-10/15/c_1116835291.htm and http://sports.sina.
com.cn/china/womenfootballs/2016-04-25/doc-ifxrpvea1189043.shtml)

Step7: MD5 generation. To the feature code obtained in step5, use MD5 hash func‐
tion to get the unique MD5 values of the URL. If there exists a same MD5 in
the database, then the page is completely duplicated. Otherwise, go to the
next step.

(a)feature code of sample 1

(b) feature code of sample 2

Fig. 1. Feature code of sample pages

To sample 1 and 2, their corresponding MD5 values are:
“f1b28ce190a03f2a2ff57291fa6f2daa”, “a76bd43b43ff0853ab8f862d3cac227f”.

They are not completely duplicated.

Step8: BloomFilter generation. Generate BloomFilter according to the feature code
obtained above.
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Step9: Threshold selection. Do an experiment on URL training set to select the
threshold and the result is shown in Fig. 2.

Form the figure, we can get that F-score reaches 99.4 %, the maximum value, when
the threshold value is 0.76. So the threshold value is selected as 0.76.

To samples, the similarity is 9.3 %, so the two sample pages is not duplicated.

Step10: Conduct the experiment on test URL set based on the selected threshold in
Step9. When the similarity threshold is 0.76F-measure is 99.1 % and precision
is 98.2 %.

Step11: Conduct the experiment on 10000 corresponding different pages(DP), 1000
corresponding pages of complete repetition(CRP) and 1000 corresponding
pages of partial repetition(PRP) in test URL, and the result is shown in
Table 1. Compared with Bloom Filter based and feature code based
approaches, they are all good at accuracy, but our approach is time-saving. It
is more obvious when dealing with big data.

Step12: To ensure accuracy and randomness, exchange the training set and test set.
Carry out all steps above. The result is shown in Fig. 3 and Table 2.

Table 1. The runtime and accuracy of test set

Performance FW-BF BloomFilter Feature code
CRP PRP DP CRP PRP DP CRP PRP DP

Avr Time(s) 3.191 6.614 31.173 3.191 9.098 39.146 16.012 15.739 150.401
F-score 1 98.60 % 99.30 % 1 99.20 % 99.30 % 1 93.40 % 97.70 %

Fig. 2. Experiment results on URL training set
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Fig. 3. Experiment results on exchanged test sets

The precision, recall and F-measure of total 6000 exchanged test sets are 98.6 %,
100 % and 99.3 % when the threshold is 0.75. From the results we can draw a conclusion
that the FW-DTSS method is excellent in both efficiency and accuracy (Table 2).

Table 2. The runtime and accuracy of exchanged test set

Performance FW-BF BloomFilter Feature code
CRP PRP DP CRP PRP DP CRP PRP DP

Avr Time(s) 3.542 7.003 33.912 3.8 10.171 42.207 18 19.174 179.176
F-score 1 99.00 % 99.20 % 1 99.10 % 99.20 % 1 95.70 % 91.00 %

4 Conclusion

In this paper, we study the FW-BF based duplicated web page elimination strategy, and
prove the validity of the method through experiments. The FW-BF based method is a
method without extracting main text from web pages, which is obviously time-saving.
Experiment results show that the average runtime for our method is less than BloomFilter
and Feature code based approaches. In addition to being efficient, our method can also
achieve a satisfactory accuracy when compared with the others.
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Abstract. Nowadays, many emerging applications in real-life can produce
amount of uncertain data streams, while people are often interested in some
aspects. To mine constrained frequent itemsets on uncertain data streams, this
paper presents a method. First, determining the order of items in the transactions
of data streams according to the properties of constraints; then, inserting items
into the tree in order; finally, mining constrained frequent itemsets from the tree.
Existing algorithms are compared with the proposed method and the perform‐
ances are analyzed. Results indicate that the proposed method is effective and
efficient, which mines constrained frequent itemsets when users request for the
mining results and need no additional memory.

Keywords: Uncertain data · Data streams · Frequent itemsets · Constraint

1 Introduction

Many real-life applications produce a great deal of data streams, data in which contains
certain degree of inherent uncertainty. The causes of uncertainty may include but are
not limited to error of data collection equipment and error generated during transmission
[1]. The uncertain data streams are growing concerned by academics and industry.
However, people are more interest in some aspects not all of them. For example, the
policemen keep eyes on the vehicles that exceed the limited speed. So it is important
and meaningful to mine frequent itemsets with user-specified constraints in uncertain
data streams. Although there are many methods of frequent itemsets mining on uncertain
data, data stream and constraints mining, only few works on uncertain data streams with
constraints. The properties of streams are not considered in the algorithms of constrained
frequent itemsets mining on uncertain data, and those of constraints are also not consid‐
ered in the algorithms on data streams. In this paper, an algorithm called CUSF-growth
(Constrained Uncertain data Stream Frequent itemsets growth) is proposed for
constrained frequent itemsets mining on uncertain data stream with consideration of the
characteristic both of constrained uncertain data mining and streams. The proposed
algorithm uses sliding window model and applies a “delayed” mode for mining frequent
itemsets that satisfy the constraints of user-specified. Firstly, a depth-first CUSF-tree is
created according to the order of items determined by the properties of constraints; then,
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frequent itemsets satisfied the constraints are mined from CUSF-tree. Based on the
proposed approach, the mining process needs no additional storage and the mining
operation are performed whenever users request for. The contributions of the proposed
CUSF-growth algorithm are listed below:

(1) The proposed CUSF-growth algorithm can mine the frequent itemsets which satisfy
users-specified constraints.

(2) For space complexity, the proposed CUSF-growth algorithm saves only one tree
structure. For time complexity, the proposed algorithm adopts a “delayed” mining
mode which mines constrained frequent itemsets whenever users need.

The remaining parts of this paper are organized as follows. Section 2 introduces
related works. Section 3 defines the concepts used in this paper. Section 4 describes the
details of our algorithms. Section 5 shows experimental results and the comparison with
existing methods. Conclusions are presented in Sect. 6.

2 Related Work

The algorithms of frequent itemsets mining on uncertain data streams are originated
from those of traditional static database, uncertain data and data streams. There are many
methods for mining frequent itemsets on the above different types of data. Apriori
Algorithm [2] and FP-growth algorithm [3] were proposed for the static data. The well-
known data structure of FP-growth algorithm is FP-tree. Most of existing algorithms of
frequent itemsets mining on uncertain data are extensions of the above two classic
mining algorithms of deterministic data, such as U-Apriori algorithm [4] and UF-growth
algorithm [5]. The tree-based data structure of UF-growth algorithm is UF-tree and it is
derived from FP-tree of FP-growth algorithm. To reduce the size of UF-tree, many
improved tree-based methods of frequent itemsets mining were proposed for uncertain
data. That is, UFP-growth [6], CUFP-tree [7], CUF-tree [8], PUF-growth [9], PUF-
tree* [10, 11].

FP-streaming algorithm [12] and algorithms in [13–16] were designed to mine
frequent itemsets on data streams. On basis of FP-streaming and UF-growth algorithm,
UF-streaming algorithm [17] and SUF-growth algorithm [17] were presented for mining
frequent itemsets from uncertain data streams. Methods in [18–20] were also proposed
for mining frequent itemsets from uncertain data streams, but they do not use tree-based
method.

In real-world applications, although large amount of data is produced, whether they
are static, uncertain or streams, people are more interest in some aspects not all of them.
So it is meaningful to mine frequent itemsets which satisfied user-specified constraints.
Ng et al. proposed a framework for mining frequent itemsets with constraints [21]. Users
can use a lot of SQL format of constraints to guide the mining process. ACUF-growth
algorithm [22] was proposed to mine constrained frequent itemsets on uncertain data.
Algorithms in [23–26] were proposed to mining constrained frequent itemsets on
distributed uncertain data. There are so many methods to mine constrained frequent
itemsets on uncertain data that methods on uncertain data streams are rarely proposed.
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Leung et al. proposed algorithms (UF-streaming+, UF-streaming* and CUF-streaming)
to mine constrained frequent itemsets from uncertain data stream [27]. All of three
methods take an additional tree structure “UF-stream” to store frequent itemsets, which
need extra storage space. In addition, these methods adopt an “immediate” mode to mine
each batch of data in the window no matter when users request for mining results, which
causes a lot of waste of computation.

3 Preliminaries

3.1 Uncertain Data

Each transaction of uncertain data contains items and their existential probabilities. The
existential probability  is the possibility of item  occurring in transaction . Define
itemsets , if an itemset  is the subset of , that is . There are

 transactions in uncertain dataset , that is , and each transaction
 has a probability . We assume that the probabilities of each item are independent,

then we can use expected support  to express the expected support of itemset
 in transaction . According to literature [4], we can get the below expression:

(1)

With this setting, an itemset  is frequent if its expected support exceeds or equals
to the user-specified support threshold .

3.2 Constraints

Users are often interested in some aspects of massive information, so we can specify given
constraints during mining frequent itemsets. It is pointed out in [21] that users can specify
SQL-style constraints, such as aggregate constraints ,

,  and
. To effectively mine constrained frequent itemsets, it is

necessary to study on the properties of these constraints. The properties of constraints are
classified as four kinds which were discussed in [18]: anti-monotone, monotone, convertible
anti-monotone and convertible monotone.

4 The Proposed Algorithm

In this section, the proposed CUSF-growth algorithm is described and an example is
used to illustrate the algorithm. Sliding window model is used in CUSF-growth algo‐
rithm and the process of CUSF-growth algorithm is as follows.

(1) Determining the order of items in transactions according to the properties of
constraints given by users;

194 Q. Yu et al.



(2) Determining the order of tree root to tree leaves in CUSF-tree on the basis of order
obtained by (1) and constructing CUSF-tree with the order;

(3) Mining frequent itemsets which satisfied the constraints.

4.1 Determine the Order of Items

According to the above four properties of constraints discussed in Sect. 3.2, we list the
classification of constraints and the orders of items in Table 1 to facilitate the construc‐
tion of CUSF-tree. For the following constraints,  is the attribute of itemset , 
represents , ,  or ,  is a constant,  represents nonnegative number, 
represents non-positive number.

Table 1. Classification of constraints and the corresponding orders of items

Properties Form of constraints Order of items in a
transaction(order of tree leaves
to root in CUSF-tree)

Anti-monotone non-increasing
non-descending

Monotone non-increasing
non-descending

Convertible anti-monotone non-descending
non-increasing
non-increasing
non-descending

Convertible monotone non-descending
non-increasing

4.2 Construct CUSF-Tree

After the order of tree leaves to root is determined, we will construct the CUSF-tree.
Each node in CUSF-tree contains (a) item, (b) its expected support, (c) a list of occur‐
rence count of such an expected support. In the lists, there are occurrence counts with
different batches of data in the current sliding window. The steps of constructing a
CUSF-tree are as follows.

Step 1: Insert items of the first transaction into CUSF-tree from tree root to leaves,
the order of tree root to leaves corresponds with the reverse order of items determined
by Table 1.

Step 2: When insert a new transaction, first check the root node whether its expected
support is the same as that of the items in the new transaction. If they are same, go Step
2-1, otherwise go Step 2-2.

Step 2-1: merge them and add one to the occurrence count, then compare the children
nodes. If the items and their expected support of children nodes are same, go Step 2-1-1,
otherwise go Step 2-1-2.

Step 2-1-1: merge them and update the occurrence count successively.
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Step 2-1-2: insert a new branch below the root node and insert the remainder of the
transaction into the new branch in order.

Step 2-2: insert a new branch parallel to the existing root nodes and insert the
remainder of the transaction into the branch in order.

Repeat the Step2 until the transactions in current window are inserted into the CUSF-
tree.

When the new data arrive, the window slides. We need to delete the oldest batch and
add the new one. The method of inserting new batch into CUSF-tree is the same as the
above.

After CUSF-tree was built, the algorithm deletes the nodes whose values in the count
lists are zero.

4.3 Mine Constrained Frequent Itemsets

Users can mine frequent itemsets from the newest CUSF-tree when they need. The steps
are as follows.

Step 1: search for the valid items by traversing the path upwards (from tree leaves
to tree root), delete the leaf nodes dissatisfied the constraints.

Step 2: CUSF-growth algorithm use “delayed” mode to recursively mining frequent
itemsets from CUSF-tree using an appropriate . First, compute the expected
support of each node in the global CUSF-tree. Then, compare expected support of each
node with , if the former is bigger than or equal to the latter, the item is frequent.
Finally, delete nodes which are infrequent items in CUSF-tree.

Step 3: form projected database by traversing the path upwards (from tree leaves to
tree root), decide whether the itemsets containing two, three and more items are frequent.
For the extensions of valid and invalid items, whether they need to be further checked
constraints can refer to Sect. 4.1.

To get a better understanding of our proposed CUSF-growth algorithm, let us
consider Example 4.1.

Let , the use-specified constraint is  and the
window size . The steps of mining constrained frequent itemsets are as follows.

Table 2. Uncertain data streams

Batch Transaction Items and their probabilities
B1 T1 {a:0.8, b:0.7, c:0.8, d:1.0, e:0.5}

T2 {a:0.8, b:0.7, c:0.8, e:0.9, f:0.1}
T3 {a:0.7, c:0.6, d:1.0}

B2 T4 {a:0.8, b:0.7, d:1.0}
T5 {a:0.7, f:0.3}
T6 {a:0.8, b:0.7, c:0.8, d:1.0, e:0.2}

B3 T7 {a:0.8, b:0.7, c:0.8, e:0.3, f:0.1}
T8 {a:0.7, c:0.6, d:0.9, e:0.4}
T9 {a:0.8, b:0.7, d:1.0, f:0.1}
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(1) Determine the order of items in transactions. The order is  (Table 2).
(2) Construct CUSF-tree. Figure 1 is the CUSF-tree.

Fig. 1. Global CUSF-tree for the second and third batches

(3) Search for frequent itemsets satisfied constraint in CUSF-tree.
(a) Look for valid items satisfied constraint. In Fig. 1, we remove nodes ,  and .
(b) Find the frequent single items, delete infrequent items. In Fig. 1, we compute the

expected support of every single node. Then combine with step (a), we can get
CUSF-tree in Fig. 2

(c) Mine all constrained frequent itemsets from Fig. 2. First according to step (a) and
(b), we know that  is a valid item and , ,  are frequent items. Then the
algorithm extends , generates the UF-tree for  and its projected database,
which is shown in Fig. 3. From Fig. 3, we get ,  and  which are
constrained frequent itemsets. Besides ,  is also a valid item, then extends

, generates the UF-tree for  and its projected database, which is shown in
Fig. 4. From Fig. 4, we get  which we need. As a result, our proposed CUSF-
growth algorithm reports all the true frequent itemsets which satisfied the constraint
in the second and third batches of the uncertain data stream at time . They are ,

, , , ,  and  with their corresponding expected supports
of 4.6, 2.24, 2.8, 3.9, 3.03, 2.1, 1.68 (Table 3).

Fig. 2. CUSF-tree after deleting tree leaves
dissatisfied constraint and infrequent nodes

Fig. 3. UF-tree for –projected DB
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Fig. 4. UF-tree for –projected DB

Table 3. Attributes information

Items Price
a $30
b $12
c $72
d $45
e $84
f $65

5 Experimental Analysis

In order to evaluate the performance of our algorithm, we used different datasets and
compared the memory usage and runtime of CUSF-growth with CUF-streaming algo‐
rithm, as CUF-streaming algorithm is better than the other two algorithms in [27]. All
experiments are performed on a PC with 2.8 GHz CPU and 2G main memory. Two
algorithms are implemented using Microsoft Visual C++. The testing datasets Mush‐
room [28] and T10I4D100K [28] are used. Mushroom contains 8124 pieces of records
and the number of items in T10I4D100K is 100K. Random existential probabilities from
the range  were assigned to the items in the datasets. In our experiments, we set
the window size as . We compare two algorithms with variable , the
constraints , ,  and  discussed above. Which are shown in Figs. 5 and 6 are the
experimental results of dataset Mushroom. The trends on dataset T10I4D100K are
consistent with those of Mushroom.

The runtime and memory usage of CUSF-growth algorithm is compared with that
of CUF-streaming respectively. In order to save space, we only list the compared results
with constraint . The trends of runtime and memory usage of two algorithms with ,

 and  are similar to those of . Based on quantitative comparison, compared with
CUF-streaming algorithm, the proposed algorithm saves 40 % runtime and 60 % memory
usage.

Theoretically, the runtime and memory usage of CUSF-growth should be better than
those of CUF-streaming. Since it uses “delayed” mode, CUSF-growth algorithm mines
constrained frequent itemsets whenever the user requests for. It mines in the current
window and uses only one tree structure. As a result, a lot of unnecessary computation
and storage has been saved. However, when the size of sliding window is much bigger,
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the memory consumption of CUF-streaming is less than CUSF-growth algorithm. The
reason is that the items contained in CUSF-tree become much more, it needs more
memory to store CUSF-tree.

6 Conclusions

An algorithm of CUSF-growth is proposed for mining constrained frequent itemsets on
uncertain data streams. Based on the sliding window model, the algorithm analyzes the
properties of constraints and determines the order of items in transactions; it constructs
a CUSF-tree by the order and mines frequent and constrained itemsets from CUSF-tree.
The CUSF-growth algorithm is implemented and compared with CUF-streaming algo‐
rithm in terms of running time and memory consumption. Our experimental results on
both datasets show that CUSF-growth is more effective and efficient. We will further
extend the algorithm to the application of high-dimensional data.
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Abstract. This paper presents a systematic review of the recent development in
ubiquitous robotics, with a focus on its implication on intelligence. Ubiquitous
robot (Ubibot), the third generation robot, is characterized by its unprecedented
power to sense environments and provide sophisticated services autonomously.
Based on the architectures of existing Ubibot projects, we describe a general
framework containing the perception, intelligence and execution modules as well
as the middleware layer used to integrate the three modules to make them collab‐
orate seamlessly. Two representative projects are introduced to exemplify the
state-of-the-art progress in Ubibot, along with a brief discussion of various under‐
lying communication techniques. In the perspective of intelligence, we point out
that Ubibot opens up new horizons for investigating and applying popular AI
techniques such as computer vision and pattern recognition, compared to tradi‐
tional robots. Furthermore, a list of new challenging research topics is identified
that deserve full consideration in the future to make Ubibot more robust, effective
and adaptive.

Keywords: Ubiquitous robot · Middleware · Intelligence · Communication

1 Introduction

Ubiquitous robot (Ubibot) refers to the third generation robots following industrial
robots (first generation) and personal robots (second generation) [1]. Ubibot is built upon
classical robotics and the concept of ubiquitous computing, which was first proposed by
researchers in the Robot Intelligence Technology (RIT) Lab., KAIST in 2002 [2]. Natu‐
rally, it is expected that robots can perform a variety of tasks in the increasingly compli‐
cated environment [3]. However, developing a standalone robot that can provide all
desired services can be extremely expensive and time consuming. Instead, it is reason‐
able to combine robots with limited abilities via the ubiquitous network containing
sensors and portable devices to provide a wide range of services promptly at much lower
cost [4]. In this ubiquitous space (U-space), people can gain access to required services
anytime, anywhere and in various ways.
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Each personal robot is typically a standalone platform with a computer and wired
network, providing “one person, one robot, and user-commanded” services [5]. This
class of robots is characterized by the spatially localized entity, which prevents them
from serving humans better [1]. By contrast, Ubibot removes the necessity of the
conventional notion of a single platform by defining three components: intelligence,
perception and execution. In practice, these three components are implemented by soft‐
ware robots, sensors and devices, and mobile robots, respectively [6]. This multi-robots
platform breaks the spatial limitation of traditional robots and can provide users with
seamless context-aware services timely via wireless ubiquitous network whenever the
environment changes, providing “one person, many robots, seamless and context-
aware” services [5].

Ubibot is closely related to networked robots (the two terms are sometimes used
interchangeably by researchers) as the components of Ubibot need to exchange data via
the network frequently. With the help of networks, the sensing and operating ranges of
robots can be extended, allowing them to communicate with each other over long
distances to coordinate their activity [7]. The key difference is that Ubibot is a collection
of robot components, instead of fully functional robots. Also, the communication among
components is likely to be much more complex and intensive as they need to collaborate
extensively to finish a specific task (just imaging the level of collaboration required
among eyes, brain and legs for human to walk properly).

Another related concept is cloud robot that employs cloud technologies such as cloud
computing, cloud storage and other Internet technologies to enhance the capability of
single-robot platforms [8]. Cloud robots can benefit from the powerful computing and
storage resources (e.g., knowledge base) in the cloud and share information with other
robots and smart agents. By contrast, Ubibot focuses more on the collaboration of
various components, although the intelligence module can also invoke cloud technolo‐
gies when necessary.

In 1985, Brady defined robotics as “the intelligent connection of perception to action”
[9]. Traditional robots are often designed for a single scene and tasks are statically pre-
programmed during the production process. As a result, they are unable to provide
adaptive services as well as operate in uncertain and dynamically changing environ‐
ments. Featuring context-awareness, self-learning and higher-level intelligence, Ubibot
can sense changes in the environment continuously via advanced communication tech‐
nologies and make proper decisions/actions [10]. In other words, Ubibot is an ensemble
of mini-robots with specific functions distributed in the space and, when strategically
combined together, they can be regarded as a single powerful virtual robot. More impor‐
tantly, since Ubibot always exists as a collection of interacting components, there are
many challenging issues that require intelligent solutions, including the optimal utiliza‐
tion of hardware/software resources and the reconfiguration of components in the event
of partial system failure.

Section 2 presents a general architecture of Ubibot and two representative case
studies. Section 3 introduces the underlying communication technologies used in Ubibot
while Sect. 4 gives an in-depth analysis of the implication of Ubibot on intelligence.
This paper is concluded in Sect. 5 with some discussions and prospects for future Ubibot
systems.
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2 Ubiquitous Robot Systems

2.1 General Architecture

As an emerging field of robotics, the notion of Ubibot was created by Jong-Hwan Kim
et al. [11]. Afterwards, Bong Keun Kim et al. developed the ubiquitous function services
[12] and provided a simulation framework for Ubibot and sensors using RT-Middleware
[13] to better solve the ubiquitous localization and mapping problems. Saffiotti et al.
presented the vision of an Ecology of Physically Embedded Intelligent System (PEIS-
Ecology) and developed a technique for autonomous self-configuration and reconfigu‐
ration as well as a robotics middleware structure to cope with highly heterogeneous
systems [14]. Yong-Guk Ha et al. investigated the problem that the robot system needs
to be interoperable with sensors and devices in its dynamic service environments auto‐
matically [15]. Furthermore, Yukihiro Nakamura et al. introduced a framework for the
network robot platform (NWR-PF) and a service allocation method for heterogeneous
distributed robots [4].

Despite of the diversity of Ubibot in applications and functionalities, Fig. 1 gives
the common architecture of Ubibot systems. According to this architecture, Ubibot is
divided into three modules: intelligence, perception, and execution modules. The intel‐
ligence module refers to software applications with self-learning ability that can interact
with human and environment. Due to the essence of software, they can also move
anywhere in the ubiquitous network. The perception module contains hardware facilities
such as sensors, cameras and other smart devices embedded in the environment. When
combined with processors, they can gather and process video, voice, and position data

Fig. 1. The general architecture of ubiquitous robot systems
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from the environment and provide valuable information to other robot components. The
execution module resembles the hands and feet of traditional robots, which can move
physically and provide various services. Furthermore, the mobile components can also
be regarded as a complementary data acquisition platform, gathering additional infor‐
mation about the U-space by exploring the physical environment. Meanwhile, Fig. 1
contains a component named middleware. This is an independent system or service
program for source sharing and communication within and among robot components
via a variety of network interfaces and protocols. The middleware structure usually
contains three interfaces to link corresponding modules and one broker to enable the
system to make an offer of service irrespective of the operating structure, position and
type of interface [1].

2.2 URC (Ubiquitous Robotics Companion) Project

The URC project is a conceptual vision of ubiquitous service robots proposed by KAIST
in 2003 to provide users with required services, anytime and anywhere in ubiquitous
computing environments [16]. To realize URC with robot systems automatically inter‐
operable with sensors and devices, this project designed and implemented a Semantic-
based Ubiquitous Robotic Space (SemanticURS), which enables automated integration
of networked robots into ubiquitous computing environment, exploiting Semantic Web
Services and AI-based planning technologies. According to robots’ functions and roles
in the U-space, Ubibot was divided into three categories: Software Robot (Sobot),
Embedded Robot (Embot), and Mobile Robot (Mobot), corresponding to the three
modules in Fig. 1. These three classes of components were implemented separately and
connected via network and middleware.

For the middleware, researchers proposed a multi-layered architecture of ubiquitous
robot system for integrated services [17]. It consists of five layers: software agent layer,
Sobot management layer, context provider/task schedule layer, device management
layer and physical layer. In this architecture, Embots and Mobots in physical layer
directly operate within the ubiquitous environment while Sobots in software agent layer
are transferred into various Mobots services. The proposed middleware was imple‐
mented and simulated with virtual sensors in the virtual environment.

2.3 NRS (Network Robot System) Project

The NRS project is a five-year research plan on Ubibot proposed by MIAC (Ministry
of Internal Affairs and Communications, Japan) in 2004, which aimed at establishing
fundamental Ubibot technologies that can greatly improve the ability of recognition and
communication, compared with the single-robot platform. The goal of this project was
to establish a multi-robots service platform in commercial district. A structured platform
of environmental information was built for detecting people’s locations and actions by
installing cameras, laser range finders and RFID tags in the urban pedestrian street,
Osaka. With this platform, robots can acquire information about people’s locations and
actions, in order to provide them with route guidance and targeted information about
surrounding stores.
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Similarly, researchers divided Ubibot into virtual-type robots, inconspicuous-type
robots, and visible-type robots, corresponding to the three modules in Fig. 1. To integrate
heterogeneous distributed robots, a network robot platform (NWR-PF) was introduced
with three layers: connection units, area management gateway, and robot-user interac‐
tion database [4]. Firstly, the connection units use device-dependent protocols to obtain
data from robots and then generate the status of users and robots in the 4Ws (When,
Who, Where, What) format. After receiving the information from connection units, the
area management gateway determines the most suitable combination of scenario and
robots and controls service execution. The robot-user interaction database stores the
information of the users, robots and services submitted from the connection units.
Meanwhile, another simulation framework for Ubibot using RT-Middleware was also
developed [13]. In this scheme, sensors and robots are implemented as RT components
and combined by RT-Middleware. Since RT components have common interface
module, they can be reused to lower the cost of development.

3 Ubiquitous Communication

In this section, various communication techniques are briefly introduced, which can be
adopted in Ubibot to enable collaboration and interaction among different Ubibots
(mainly wired communications), as shown in Fig. 2(a) or different modules within the
same Ubibot (mainly wireless communications), as shown in Fig. 2(b).

(a)                                                                (b)

Fig. 2. Ubiquitous communication: (a) among Ubibots; (b) within Ubibot

Fiber optic communication plays an important role in telecommunication infrastruc‐
ture for broadband networks. It can provide enormous and unsurpassed transmission
bandwidth with negligible latency, and is widely used for long distance and high data
rate transmission in telecommunication networks [18]. Satellite communication is also
an alternative, which can be used to connect sparsely distributed Ubibots.

Short-range wireless communications are dominated by four protocols: Bluetooth,
ultra-wide band (UWB), ZigBee, and Wi-Fi, corresponding to IEEE 802.15.11,
802.15.3, 802.15.4, and 802.11a/b/g standards, respectively [19]. Bluetooth is used for
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wireless personal area network (WPAN) and can be used in perception module for
transmitting data to intelligence module. UWB, on the one hand, can be used for indoor
short-range high-speed wireless communication [20]. ZigBee is a low data rate WPAN
within 10 to 100 m. It features low power-consumption, multi-hop, and reliable mesh
networking, making it appealing to battery powered devices. Wi-Fi can be used in the
general situation to transmit data among various modules.

There are also many next-generation communication techniques that can be applied
in Ubibot, such as cognitive radio wireless networks [21], terahertz communication
technology [22, 23], and quantum communication [24]. Different from today’s wireless
networks regulated by the spectrum assignment policy, cognitive radio wireless
networks can exploit existing wireless spectrum opportunistically. So, it can provide
high bandwidth to mobile users via heterogeneous wireless architectures and dynamic
spectrum access techniques [21]. Terahertz radio (0.1–10 THz) is characterized by high
data transfer rate, good directivity and high transmittance [23]. Terahertz communica‐
tion is envisioned as a key technology to satisfy the increasing demand for high speed
wireless communication as it can alleviate the spectrum scarcity and capacity limitations
of current wireless systems. It enables new applications in classical networking domains
as well as in novel nanoscale communication paradigms [25]. Quantum communication
combines classical communication and quantum mechanics and includes quantum tele‐
portation, quantum superdense coding and quantum cryptography, ensuring highly
secure communications.

4 Ubiquitous Intelligence

4.1 New Opportunities

Ubibot features unprecedented flexibility, versatility and robustness compared to tradi‐
tional robots. For example, a standalone robot often has very restricted field of vision,
limited by the single camera mounted on it. Its mobility is also limited, making it difficult
to provide services in a wide area promptly. What is even worse is that a single compo‐
nent (e.g., camera) failure can result in the total loss of functionality of the robot. By
contrast, Ubibot contains multiple sensing devices of different types, which are distrib‐
uted in the U-space, providing a full range of sensing capabilities (Fig. 3). Also, multiple
mobile components can be scheduled to provide services with minimum latency.
Furthermore, due to the existence of components of similar functionality, Ubibot is
intrinsically fault-tolerant. As a result, Ubibot has much better capability in sensing and
interacting with the environment as well as providing a variety of services. Through
reconfiguration, Ubibot can also handle component failures without significantly
compromising its functionality. This feature is particularly important for military appli‐
cations and aerospace industry where robots often need to work in severe and hostile
environments.
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Fig. 3. An example of the Ubibot system. It shows the three key modules: perception (cameras,
microphone, indoor GPS, RFID), intelligence (software robot) and execution (mobile robots).

Ubibot also provides potentially much wider opportunities for machine intelligence.
For example, computer vision is one of the key techniques in robotics. It is essential for
a robot to accurately recognize the surrounding environment to avoid obstacles on its
path or grab an object. To provide more personalized services, it is desirable that the
robot can identify different users using face recognition techniques. With the help of
multiple cameras, Ubibot can acquire richer image/video information, which can
dramatically increase the accuracy of recognition. For example, given multiple images
of the same object from different angles, a super-resolution image can be constructed
with more details [26]. Meanwhile, high-quality 3D reconstruction also becomes
feasible, which can greatly help robots understand the shape of objects. With the RFID
tags located on the floor, Ubibot can precisely identify the location of human, even in a
totally dark situation. In the housekeeping scenario, Ubibot can easily find a misplaced
item or provide crucial fall detection service for elderly people. By contrast, due to the
limitation of sensing, traditional robots may not be able to be aware of the emergency
and raise the alarm in a timely manner.

4.2 New Challenges

As a brand new class of robots, Ubibot itself creates a series of unique technical chal‐
lenges that needs to be properly addressed to make Ubibot work efficiently and reliably.
A list of possible research topics is as follows:

• Optimal Planning Problem. For example, in Ubibot, video cameras may be fixed
on the ceiling in an indoor setting but can be also mounted on a UAV (Unmanned
Aerial Vehicle) or an AGV (Automatic Guided Vehicle) for extended surveillance
range. Due to the limited onboard power supply and tight restriction on the data
acquisition latency, Ubibot needs to optimize the route and schedule of UAVs or
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AGVs to fulfill the above objectives. This problem is related to TSP with Neigh‐
borhoods (TSPN) [27] with the additional factor that multiple agents can collabo‐
rate to finish the data collection. Similarly, given multiple users to be serviced/
tasks to be fulfilled, there is also a need of intelligent algorithms for scheduling one
or more mobile components.

• Load Balancing Problem. Since Ubibot can continuously receive information from
the environment, the amount of streaming data to be processed is significantly greater
than in traditional robots. In the presence of multiple intelligence components, there
is a requirement for properly balancing the workload on each component so that all
data can be processed with minimum delay. Furthermore, certain tasks may be passed
onto external computing facilities in the cloud for better processing capability. There
are several factors that need to be taken into account to ensure efficiency, such as
current workload level, task type, security requirement, timeliness, communication
overhead, data parallelism vs. task parallelism, priority and granularity.

• Reconfiguration Problem. One of the most distinctive features of Ubibot is its capa‐
bility of reconfiguration to cover component failures or extend system capacity.
Components should be self-aware and self-organizing, requiring little if any human
intervention. For example, newly added components should automatically be config‐
ured and added into Ubibot, following the “plug-and-play” paradigm. When one or
more components become inoperative, other components should adjust their tech‐
nical parameters (e.g., surveillance range) to maintain coverage and capability. Note
that in military applications, some components may be deliberately designed as
disposable devices, such as the warhead for intercepting missiles or satellites. With
the reconfiguration feature, most other components (e.g., sensing and intelligence)
in Ubibot can be reused, reducing system cost dramatically.

• Self-Adaptive Component Problem. Once deployed in the ocean, on the land or in
the orbital space, Ubibot should require minimum service from human. In face of the
unforeseen environment changes, components in Ubibot should be self-adaptive to
some extent and update their functionality to better suit the new operational envi‐
ronment or compensate for faults. This attractive feature can be achieved using the
idea of evolvable hardware [28], which applies EAs (Evolutionary Algorithms) to
evolve a population of candidate circuits and implements the solution in FPGA. This
is particularly appealing when there is no sufficient prior knowledge on circuit design
and the specification only states the desired behavior of the component.

• Ubiquitous Modeling Problem. It is essential for a robot to build a systematic model
of its working environment. In general, the U-space can be seen as a sophisticated
data acquisition and processing platform and Ubibot can build comprehensive models
using the diverse data acquired from various sensors. For example, Ubibot can
monitor and record the movement of human users and conduct trajectory mining to
better understand their behavior patterns, in order to provide more personalized serv‐
ices. Meanwhile, Ubibot can analyze the historical data regarding the occurrence of
key tasks and the amount of processing time required, to obtain insightful guidance
for maximizing the utilization of resources. A key issue is that the data is produced
by various devices and is likely to be stored separately. Consequently, distributed
modeling/mining techniques are required to create a unified view of the data.
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5 Conclusion

As the third generation robot, ubiquitous robot has been developed following the para‐
digm shift of robotics and ubiquitous computing, which can provide services anytime
and anywhere. Based on various existing Ubibot projects, we present a general archi‐
tecture of Ubibot consisting of three modules: intelligence, perception, and execution,
which correspond to software robots, sensors and devices, and mobile robots, respec‐
tively. A middleware layer is used to integrate the three modules to make them collab‐
orate seamlessly. Meanwhile, two representative Ubibot projects (URC and NRS) are
introduced to demonstrate their principles. Furthermore, typical communication tech‐
niques are discussed to highlight their unique characteristics. We point out that, Ubibot
brings more opportunities for current AI techniques and significantly extends their
applicability in robotics. More importantly, Ubibot comes with new technical challenges
that deserve in-depth investigation and competent techniques are to be developed to
ensure its efficiency, flexibility and robustness.
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Abstract. The Restricted Boltzmann Machine (RBM) is a kind of sto-
chastic neural network. It can be used as basic building blocks to form
deep architectures. Since Hinton solved the problem of computational
inefficiency by using a so called greedy layer-wise unsupervised pre-
training algorithm, much more attention is focused on deep learning and
achieved significant success in areas of speech recognition, object recog-
nition, natural language processing, etc. In addition to initializing deep
networks, RBMs can also be used to learn features from the raw data. In
this paper, we proposed a method to learn much better discriminative
features for RBMs based on using a novel objective function. We test
our idea on MNIST handwritten digit dataset. In our experiments, the
features learnt by RBM were further fed to a multinomial logistic regres-
sion and results show that our objective function could result in much
higher accuracy ratio of classification.

Keywords: Restricted Boltzmann machines · Deep learning ·
Discriminative feature · Objective function

1 Introduction

Deep feed-forward neural networks often refer to neural networks with multiple
hidden layers. Deep networks aim at learning features hierarchies with higher
level of features composed of lower level features so as to learn much abstract
representation. As discussed in [1] since the objective function is highly non-
convex that traditional gradient-based training (e.g. back propagation) of deep
neural networks often falls into bad local optima. What’s more, during the train-
ing procedure of back propagation algorithm, the gradient becomes smaller and
smaller when it comes to the formal layer so that it’s hard to learn from the raw
data efficiently and this phenomenon is what so-called diffusion of gradients [19].
Since 2006, Hinton proposed a greedy layer-wise unsupervised pre-training algo-
rithm [7] to address this issue, deep learning method attracted a lot of attention
because it’s successful application in objective recognition, speech recognition
[11], image analyse, natural language processing [15], etc. Deep architectures
are often formed by stacking multiple Restricted Boltzmann Machines (RBMs)
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together such as deep autoencoder [5], deep Boltzmann Machine (DBM) [14],
etc. RBM is a special type of Markov Random Field and it is a probability gen-
erative model to model the probability distribution of the training data. Hence,
it is important to have an efficient algorithms to train RBM.

Most researches on RBM concentrate on its training algorithm. Since the
log-likelihood gradient with respect to the parameters contains one intractable
term, different algorithms use different methods to approximate that term, such
as contrastive divergence (CD) [6], average contrastive divergence [12], Persistent
CD (PCD) [17], Fast Persistent CD [18], parallel tempering (PT) [4], multiple
tempering [2]. Some researcher study on self-contained classifier of RBM such as
classification RBM [8]. Some variants model based on RBM such as mcRBM [13]
could handle continuous data and sparse RBM [10] to learn sparse over-complete
representation. In this paper, we use RBM as a stand-alone feature extractor,
the activation probabilities of its hidden units are regarded as features learnt
from the raw data, and further the features are fed to a multinomial logistic
regression classifier. And the accuracy ratio of classification on the test data is
used to measure the efficiency of our method.

This paper is organised as follows. In Sect. 2, we describe the RBM and its
training algorithm in details. In Sect. 3, our method is introduced. In Sect. 4,
experiments and results are described. Finally, in Sect. 5, we conclude this paper
and make a discussion on the direction of future research.

2 Restricted Boltzmann Machines

The Restricted Boltzmann Machine (RBM) [16] is a stochastic neural network
with one visible layer and one hidden layer. Suppose that the RBM consists
of m visible units v = (v1, . . . , vm) and n hidden units h = (h1, . . . , hn). The
connections between visible layer and hidden layer are fully connected while
there are no connections between visible to visible and hidden to hidden units.
We suppose that each unit takes binary values, that is either 0 or 1.

The RBM is an energy-based model [9], and its probability distribution is
defined through an energy function. The energy function is defined as follows:

E(v,h; θ) = −
m∑

i=1

vibi −
n∑

j=1

hjcj −
m∑

i=1

n∑

j=1

viwijhj (1)

where Wij is the connecting weight between i-th visible unit and j-th hidden
unit. b and c are bias vectors corresponding to visible layer and hidden layer,
respectively. We use θ = {W , b, c} denotes the parameters of the model.

The convention from the energy function to probability distribution is
through the gibbs distribution. So the probability distribution over the visible
and hidden units is defined as follows:

p(v,h; θ) =
e−E(v,h;θ)

Z
(2)

where Z =
∑

v

∑
h e−E(v,h;θ), the normalizing constant.
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The probability that the model assigns to a observed data v is defined as the
marginal over h:

p(v; θ) =
∑

h

p(v,h; θ) =
∑

h e−E(v,h;θ)

Z
(3)

The conditional probability over hidden units given visible units are inde-
pendent and conditional probability over visible units given hidden units are
independent too. The conditional probability formulas are defined as follows:

p(hj = 1|v; θ) = σ(cj +
m∑

i=1

viWij) (4)

p(vi = 1|h; θ) = σ(bi +
n∑

j=1

hjWij) (5)

where σ(x) = 1/(1 + exp(−x)), the sigmoid activation function.
Traditionally, maximum likelihood estimation (MLE) is used to learn the

parameters of RBM. From the point of view of energy-based model, the loss
function corresponds to negative log-likelihood on the training dataset. We use
one training sample for simplicity and then learning corresponds to the following
optimization problem:

minimizeθ − log p(v; θ) (6)

Using stochastic gradient descent, the learning formulas become:

Wij := Wij + η(〈vihj〉d − 〈vihj〉m) (7)

bi := bi + η(〈vi〉d − 〈vi〉m) (8)

cj := cj + η(〈hj〉d − 〈hj〉m) (9)

where we use notation 〈�〉d represents expectation under the distribution defined
by the data. While 〈�〉m denotes the expectation under the distribution defined
by the model. η is the learning rate. Commonly, they are called the positive
phase gradient and the negative phase gradient, respectively.

The positive phase gradient can be computed exactly, which only need to
compute the conditional probability using Eq. (4) while the visible units are
clamped to a training sample. But the negative phase gradient in some sense
is incomputable as it needs to calculate the expectation value under the model
distribution which need to sum over 2(m+n) configurations of the visible and
hidden units. Different training algorithms for RBM differs in approximating
the negative phase gradient. The CD [6] learning algorithm was the first effi-
cient method proposed to approximate the negative phase gradient. Instead of
following the exact gradient, CD-n approximates the gradient by drawing from a
Markov chain which performs only n steps of transition operations. The starting
states of the Markov chain is the training sample other than a random states to
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speed up convergence. Meanwhile, the transfer operator refers to gibbs sampling.
The learning formula for weight becomes:

Wij := Wij + η(〈vihj〉d − 〈vihj〉pn
) (10)

where n denotes the number of gibbs sampling steps.

3 A Novel Objective Function and Its Training Algorithm

3.1 The Novel Objective Function

Traditionally, the loss function is negative log-likelihood function when training
RBM.

loss(v; θ) = − log p(v; θ) = F (v; θ) + log
∑

ṽ

e−F (ṽ;θ) (11)

while F (v; θ) is the free energy function and is defined below:

F (v; θ) = − log
∑

h

e(−E(v,h;θ)) (12)

From the Eq. (11), we can conclude that minimizing the loss function corresponds
to decrease the free energy value of a given data and increase the free energy
value for all configurations of visible units.

As training the RBM in an unsupervised way with no label associated infor-
mation involved during the training there is no guarantee that the feature learnt
is useful for discriminative task. While energy-based model aims at giving lower
energy value to observed data and higher value to unobserved data. During
experiments, we observed that the energy value of training samples are mostly
below zero while randomly generated samples are mostly above zero. Some
researchers proposed to use the ratio of the probability of the training data
over the probability of the data whose probability should be low [3] and they
believe that the ratio is as high as possible when training RBM as an generative
model. But, when it comes to considering RBM as a feature extractor, whether
the free energy value is as high as possible is not clear. We wonder whether it
is workable by constraining the free energy of unobserved variables from being
too high, but their values are still higher than observed variables. Based on this
idea, the novel objective function is proposed which consists of two parts: the
old negative log-likelihood function, an penalty term. The extra penalty term
penalizes big free energy values. It is formalized as follows:

loss′(v; θ) = loss(v; θ) +
λ

2
F (ṽ; θ)2

= F (v; θ) + log
∑

ṽ

e−F (ṽ;θ) +
λ

2
F (v̂; θ)2 (13)

where λ is the penalty coefficient to constraint the parameter space. And v̂ is
the data point near the training data v.
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3.2 Training Algorithms

For training traditional negative log-likelihood objective function, CD and other
variants algorithms are used to draw a sample from the model distribution. The
update rules for parameters only differ in the penalty term and the data point
v̂ near the training data v could be obtained through CD, or other CD-like
algorithms. Since the nature behind CD is that the energy values of the points
near the training data are pushed up. Our penalty term is used to limit that
energy value from going too high.

Until now, we get the update rules using stochastic gradient descent:

Wij := Wij + η(p(hj = 1|v; θ)vi − p(hj = 1|ṽ)ṽi + λ · f · (hj = 1|v̂)v̂i) (14)

bi := bi + η(vi − ṽi + λ · f · v̂i) (15)

cj := cj + η(p(hj = 1|v; θ) − p(hj = 1|ṽ; θ) + λ · f · p(hj = 1|v̂; θ)) (16)

where v̂ is a sample drawn the model distribution which can be obtained through
CD, CD-n, etc. In our experiments below, v̂ and ṽ takes the same value. η is
the learning rate. And f is the free energy value which is defined in Eq. (12).
Note that the update rules shown above only differs in one term compared with
Eqs. (7)∼(9), from the point of view of computation complexity that with an
overhead of computing the free energy value we could learn much beneficial
features.

4 Experiments and Results

To verify that our proposed objective function could learn much excellent fea-
tures, several experiments were implemented and the corresponding results were
described below.

Data Set: All experiments were performed on the MNIST handwritten digit
dataset. The MNIST dataset consists of 70000 gray-scale images. Each image
has 28 × 28 pixels which ranges from 0 to 255. The dataset has been split into
a training set with 60000 images and a testing set with the remaining 10000
images. We scale the pixel densities of each image between 0 and 1 and which
are interpreted as probabilities.

Evaluation Metrics: We used RBM as a feature extractor. The activation
probabilities of the hidden units are regarded as the features learnt by the model.
Further, the features were fed to a multinomial logistic regression classifier, and
the accuracy ratio of classification on test dataset is regarded as the evaluation
metric.

Parameter Settings: In the following experiments, the RBM consists of 784
visible units and 500 hidden units and stochastic gradient descent with mini-
batches of 100 samples used. For comparison, no regularization or momentum
method is involved. A fixed learning rate was used.
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Fig. 1. The accuracy ratio on test dataset against the training epoch. Learning rate was
set to 0.1. Plots of (a),(b),(c) correspond to training algorithms CD, CD-5, PCD respec-
tively. Note that λ = 0 means that training the RBM using negative log-likelihood
objective function.

Two groups of experiments having been performed, the only difference
between each group is in the value of the learning rate and penalty coeffi-
cient. In the first group experiments, learning rate was set to 0.1 and λ ∈
{1e−3, 5 × 1e−4, 1e−4}. To acquire a sample drawn from the model distribu-
tion, CD, CD-5 and PCD were used. The accuracy ratio of classification on test
dataset against the iteration number was depicted in Fig. 1.

From Fig. 1, we observe that when CD was adopted the accuracy ratio
improves nearly 2 % and the influence of penalty coefficient becomes smaller
and smaller along with the training. Obviously, When using CD-5 algorithm, the
difference among different penalty coefficient becomes important. But three dif-
ferent settings of penalty coefficient all achieved much higher accuracy ratio. The
rightmost one which trained by PCD shows that too bigger penalty coefficient
could result in much lower accuracy ratio, only one smallest penalty coefficient
could lead to the much higher accuracy ratio. For the experience of the first
group experiments we concluded that learning rate set to 0.1 might be too big
so that the curve drop significantly along with the training but our method still
works well and achieved impressive improvement. Since PCD algorithm draw
a sample from the model distribution from the persistent Markov chain, it is
supposed that the model changes slightly after each parameter update and there
is a connection between the parameter learning rate and mixing rate of Markov
chain. For learning rate equals 0.1, the parameter learning rate grows much faster
than the mixing rate so that the sample drawn from the model is much farther
from the exact model distribution. We believe that based on this idea, the PCD
behaves not very well, but experiments below show that when the learning rate
was set reasonable our objective function works much better.

In the second group of experiments, the only difference is that learning rate
was set to 0.01 and λ ∈ {1e−2, 1e−3}. CD, CD-5, PCD were adopted as usual
and the results were depicted in Fig. 2.

From Fig. 2, we observe that our objective function achieved much higher
accuracy ratio and improved by at least 1 % among all three training algorithms.
Having a look at the leftmost one, after reaching the top point the blue curve
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Fig. 2. The accuracy ratio on test dataset against the training epoch. Learning rate
was set to 0.01. Plots of (a),(b),(c) correspond to training algorithms CD, CD-5,
PCD respectively. Note that λ = 0 means that training the RBM using negative log-
likelihood objective function. (Colour fig online)

changes slightly and gradually decrease, while the red one after reaching its top
point, it changes slightly along with the training epoch which means that it is
much stable. The same phenomenon could be also be observed when it comes to
CD-5 algorithms. In this group experiments, PCD works as desired. We observe
that the PCD favors in small penalty coefficient for no matter in the first group
of experiments or the second one the smallest penalty coefficient achieved the
highest accuracy ratio.

5 Conclusion and Future Work

In this paper, we attempted to learn much better features of RBM from raw
data through minimizing a novel objective function. Our idea concentrates on
limiting the free energy value of the data points near training data from being too
high. An extra term is added to the negative log-likelihood objective function.
And experimental results show that the accuracy ratio of classification on test
dataset was improved. Although the proposed method works well, we are not
clear of the theoretical reason behind the experimental results. And this could
be regarded as the direction for future research.
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Abstract. Echo State Networks (ESNs) have attracted wide attention for their
superior performance in time series prediction. However, it is difficult to design
an ESN to match with the given application. In this paper, an approach is
proposed to design growing echo state networks. The basic idea of the proposed
method is to design a growing reservoir with multiple sub-reservoirs by adding
hidden units to the network group by group. First, several subservoirs are
synchronously constructed by using the singular value decomposition. Then,
every subservoir is evaluated and the best one is selected to be added to the
network. Finally, two time series are used to validate the proposed approach.

Keywords: Echo state network � Reservoir � Sub-reservoir � Growing �
Recurrent neural network

1 Introduction

Theoretically, recurrent neural networks (RNNs) are powerful tools to model temporal
correlations between the input and output sequences, and can approximate any open
dynamical systems with an arbitrary accuracy [1]. Nonetheless, several factors still
hinder the wide application of RNNs. There are few learning rules and most suffer from
slow convergence rates, thus limiting their applicability [2–4]. As special RNNs, echo
state networks (ESNs) have attracted a lot of attention in recent decades for their
superior performance in time series predictions [5, 6]. In ESNs, only the weights
feeding into the output units are calculated by solving a simple linear regression
problem, whereas all the other weights remain unchanged [7]. This simple and effective
training approach makes ESNs to perform well when some stability conditions are
satisfied [8, 9]. ESNs offer an intuitive methodology for using the temporal processing
power of RNNs without the hassle of training them, and have been successfully applied
in many fields [10–13].

The performance of ESNs mainly depends on a large number of randomly and
sparsely connected hidden units called reservoir [7, 8]. There have been many attempts
to find more efficient reservoir schemes to improve the performance of ESNs [14–16].
For example, the simple cycle reservoir (SCR) has been developed, which is often
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sufficient for obtaining performance comparable with random ones [17]. Reservoirs
with biological properties (small-world and scale-free) have been constructed by
applying the complex network theory [18]. Decoupled ESN (DESN) with multiple
sub-reservoirs has been proposed to reduce the coupling effects between the units
within a single reservoir [19]. However, it is difficult for above schemes to determine
their reservoir size. An Growing Echo State Network (GESN) with multiple
sub-reservoirs has been proposed to design self-organizing ESNs to match with the
given application, which can determine their reservoir size and sparsity automatically
[20]. During our recent study, it is found that some of the hidden units in such networks
may play a very minor role in the network output and thus may eventually increase the
network complexity.

As a result of the research noted above, an approach is proposed to design growing
ESNs for improving the performance of ESNs. First, several subservoirs are syn-
chronously constructed with random singular values (smaller than 1) and orthogonal
matrices by using the singular value decomposition (SVD) method. Then, a novel
index function is derived to evaluate the contribution of subservoirs to the network, and
the best one is added to the network. When some termination criterion is satisfied, the
growth of the network is stopped. Finally, Mackey–Glass time series and multiple
superimposed oscillator (MSO) problem are used to validate the proposed approach.
Simulation results show that the ESN constructed by our method has better prediction
performance.

The remainder of this paper is organized as follows. Section 2 briefly reviews the
original ESN. The details of the proposed method are described in Sect. 3. Section 4
presents the simulation results which show the superior performance of the ESN
constructed by our method. Finally, Sect. 5 summarizes the main conclusions.

2 Brief of ESNs

An ESN without output feedback connections, as shown in Fig. 1, is a recurrent neural
network with K input units providing external stimulations u(n)2RK, N internal units
possessing internal states x(n)2RN, and L output units generating the output signals
y(n)2RL. The connections between the input units and the internal units are given by an
N × K weight matrix Win, connections between the internal units are collected in an
N × N weight matrix W, connections feeding into output units are given in a
L × N weight matrix Wout. The internal states x(n) and output signals y(n) can be
calculated as follows,

xðnÞ ¼ f ðWxðn� 1ÞþW inuðnÞÞ ð1Þ

yðnÞ ¼ f outðWoutXðnÞÞ ð2Þ

Where X(n) = (x(n)T, u(n)T)T is the concatenation of the internal states and input
vectors, f and f out are the activation functions of internal units and output units
respectively. After initial washout period, the internal states and input vectors are
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collected in the matrix H, and the corresponding target outputs are given in matrix T. If
f out is identity function, the output weight Wout can be calculated as follows,

Wout ¼ ððHTHÞ�1HTTÞT ð3Þ

An important element for the ESN to work is that the reservoir should have the
echo state property (ESP) or stability. As long as the largest singular value of W (σ(W))
is less than 1, ESNs can possess the ESP. For practical purpose, the reservoir weight
matrix W is scaled by a scaling parameter α to satisfy the necessary condition for the
ESP: the spectral radius of W (ρ(W)) is less than 1.

The main steps of the original ESN (without output feedback connections) can be
summarized as follows,

Step 1: Procure a reservoir with the necessary condition (W, Win, α);
Step 2: Run the reservoir using the training input u(n), then collect the internal state
x(n) after initial washout period;
Step 3: Calculate the output weight Wout by using Eq. (3);
Step 4: Test the trained ESN on unseen data.

3 Approach to Design Growing ESNs

3.1 Method to Generate Sub-Reservoir Weight Matrices

The method to generate sub-reservoir weight matrices is similar with that in GESN.
The basic idea of GESN is to design a growing reservoir by analyzing the linear
algebraic properties of the reservoir weight matrix. As shown in Fig. 2, the growing
reservoir consists of sub-reservoirs that are added to the network one by one until a
stopping criterion is satisfied. The sub-reservoir weight matrices are constructed by the
SVD method with the predefined singular values as follows [20],

Fig. 1. Basic structure of an ESN with-
out output feedback connections (Dashed
arrows: connections to be trained)

Fig. 2. Basic structure of an GESN without
output feedback connections (Dashed arrows:
connections to be trained)
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Step 1: Randomly generate a diagonal matrix Si ¼ diagðr1; r2; � � � ; rniÞ where
0 < σj < 1(j = 1, 2, ���, ni);
Step 2: Randomly generate two orthogonal matrices Ui ¼ ðukjÞni�ni and V i ¼
ðvkjÞni�ni where − 1 < ukj, vkj < 1(k, j = 1, 2, ���, ni);
Step 3: Generate sub-reservoir weight matrix ΔWi = UiSiVi.

According to SVD, ΔWi and Si have the same singular values which are smaller
than 1.

3.2 Index Function to Evaluate Sub-Reservoirs

Theorem 1: Given M training samples, an sub-reservoir with ni hidden units, sig-
moidal activation function, the internal state matrix HM�ni ¼ h1 h2 . . . hnið Þ1, the
corresponding training error vector Ei-1 after i-1 sub-reservoirs have been added, define
the internal state space as Vi ¼ spanðh1; h2; � � � ; hniÞ, the distance between Ei-1 and Vi

as d(Ei-1, Vi). Then we have

d2 Ei�1;Við Þ ¼ Gðh1; h2; � � � ; hni ;Ei�1Þ
Gðh1; h2; � � � ; hniÞ

ð4Þ

where Gðh1; h2; � � � ; hniÞ is the gramian of h1; h2; � � � ; hni as follows

Gðh1; h2; � � � ; hniÞ ¼
h1; h1h i h1; h2h i � � � h1; hnih i
h2; h1h i h2; h2h i � � � h2; hnih i

..

. ..
. ..

. ..
.

hni ; h1h i hni ; h2h i � � � hni ; hnih i

���������

���������
ð5Þ

Proof: Let ei-1 be the orthogonal projection of Ei-1 onto Vi, then we have

Ei�1 � ei�1; hj
� � ¼ 0; j ¼ 1; 2; � � � ; ni ð6Þ

and

Gðh1; h2; � � � ; hni ; ei�1Þ ¼ 0 ð7Þ

According to (7), we have

1 According to reference [20], the column vectors of H can be made full-rank with probability one.
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Gðh1; h2; � � � ; hni ;Ei�1Þ ¼ Gðh1; h2; � � � ; hni ; ðEi�1 � ei�1Þþ ei�1Þ
¼ Gðh1; h2; � � � ; hni ; ðEi�1 � ei�1ÞÞþGðh1; h2; � � � ; hni ; ei�1Þ

¼

h1; h1h i h1; h2h i � � � h1; hnih i h1;Ei�1 � ei�1h i
h2; h1h i h2; h2h i � � � h2; hnih i h2;Ei�1 � ei�1h i

..

. ..
. � � � ..

. ..
.

hni ; h1h i hni ; h2h i � � � hni ;hnih i hni ;Ei�1 � ei�1h i
Ei�1 � ei�1; h1h i Ei�1 � ei�1; h2h i � � � Ei�1 � ei�1; hnih i Ei�1 � ei�1;Ei�1 � ei�1h i

�������������

�������������
ð8Þ

According to (6), we have

Gðh1; h2; � � � ; hni ;Ei�1Þ ¼

h1; h1h i h1; h2h i � � � h1; hnih i 0

h2; h1h i h2; h2h i � � � h2; hnih i 0

..

. ..
. � � � ..

. ..
.

hni ;h1h i hni ;h2h i � � � hni ; hnih i 0

0 0 � � � 0 Ei�1 � ei�1;Ei�1 � ei�1h i

�������������

�������������
¼ Ei�1 � ei�1;Ei�1 � ei�1h iGðh1;h2; � � � ;hniÞ

ð9Þ

Hench, we have

d2 Ei�1;Við Þ ¼ Ei�1 � ei;Ei�1 � eih i ¼ Gðh1; h2; � � � ; hni ;Ei�1Þ
Gðh1; h2; � � � ; hniÞ

ð10Þ

The smaller distance between Ei-1 and Vi means more contributions of the ith
sub-reservoir to the network, hence index function is defined as (11) to evaluate
sub-reservoirs.

d Ei�1;Við Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gðh1; h2; � � � ; hni ;Ei�1Þ

Gðh1; h2; � � � ; hniÞ

s
ð11Þ

3.3 Steps to Construct Growing ESNs

Given a training sequence (u(n); y(n)) n = 0,1,���,nmax where the input signals come
from a compact set, the internal activation function (sigmoid function) and the output
activation function (identity function). The main steps of the proposed approach to
design growing ESNs (without output feedbacks) can be described by the flowchart as
shown in Fig. 3, which are explained further as follows:

Step 1: Generate J sub-reservoirs by using SVD as done in Sect. 3.1;
Step 2: Calculate the distance between every sub-reservoir and the training error
vector by using Eq. (11) to evaluate the contribution of sub-reservoirs to the
network;
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Step 3: Select the sub-reservoir with
the largest contribution (the smallest
distance) to be added to the network,
which leads to a growing internal
weight matrix as Eq. (12);
Step 4: Calculate the output weight
matrix Wout by using Eq. (3);
Step 5: Calculate training error vector
and validation error;
Step 6: If some terminate condition is
satisfied, the process of growing is
stopped, or go to step 1.

W ¼
DW1

DW2

DW3

. .
.

0
BBB@

1
CCCA

ð12Þ

In this paper, the l-step reduction of
validation error, caused by the successive
l sub-reservoir, is selected as the terminate
criterion, which can be calculated as
follows,

Errorlvalidate ¼ Errorvalidateði� lÞ � ErrorvalidateðiÞ ð13Þ

where i > l and Errorvalidate(i) is the validation error after the ith sub-reservoir is added
to the network. When Errorvalidate(i) is not more than zero or the size of reservoir
exceeds the allowable maximum, the growth of the network is stopped.

4 Performance Evaluation

In this section, all simulations are carried out in MATLAB 2010a environment, running
on a Pentium 4 with 3.4 GHZ CPU. Several ESNs with different reservoirs2, including
the original ESN (O-ESN) [8], SCR [17], DESN [19] and GESN [20], are used to test
performance of the proposed approach. Each data set is divided into parts for training,
validating, and testing, the lengths of which are denoted by Ltrain, Lvalidate, and Ltest,
respectively. The initial washout period is denoted by Lwashout. The normalized root

Fig. 3. Flowchart of approach to design GESN

2 Size, sparsity and spectral radius of reservoirs are optimized by the conventional grid search method.

An Approach to Design Growing Echo State Networks 225



mean square error (NRMSE) is used to test the performances of ESNs in this section,
which can be calculated as follows,

NRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnmax
i¼nmin þ 1

tðiÞ � yðiÞk k2

Pnmax
i¼nmin þ 1

tðiÞ �~tk k2

vuuuuuut ð14Þ

where ‖•‖ indicates the Euclidean distance (or norm), t(i) is the target ouput, y(i) is the
actual output of the network, and ~t is the average over the whole target outputs.

4.1 Mackey–Glass Time Series

Mackey-Glass (MG) time series is generated by the following differential delay
equation,

dxðtÞ
dt

¼ axðt � sÞ
1þ xnðt � sÞ þ bxðtÞ ð15Þ

Where n = 10, a = 0.2, b = − 0.1, τ = 17. 10000 points are generated using the
fourth-order Runge–Kutta method with random initialization, and split into three parts
with Ltrain = 3000, Lvalidate = 3000, Ltest = 4000 and Lwashout = 1000.

One hundred independent simulations of MG are teacher forced on the trained
network for 2000 steps, and then the network remains free running for 2000 steps. The
network’s prediction outputs are compared with the target outputs of MGS after 84
steps to obtain a testing NRMSE84, which is calculated as follows,

NRMSE84 ¼ ð
X100

i¼1

ðtið2084Þ � yið2084ÞÞ2
100r2

Þ1=2 ð16Þ

where ti(2084) is the target output, yi(2084) is the prediction output of the trained
network, and σ2 is the variance of the MG signal.

The detailed simulation results and the selected parameters are listed in Table 1. It
can be seen that the proposed approach obtains the best prediction performance with
the smallest reservoir size. Although slower than GESN, the proposed approach learns
much faster than O-ESN and DESN. Meanwhile, the largest singular values of the
proposed approach and GESN are smaller than 1, which means that they can guarantee
the ESP without posterior scaling of the weights. Figure 4 shows the first 1500 steps
free running outputs of the trained networks with the continuation of the original series.
It can be seen from Fig. 4 that the prediction outputs for all algorithms start to deviate
perceptibly from the original series after about 1200 steps, while the proposed approach
performs better. The training error curve and the contributions of sub-reservoirs are
shown in Fig. 5, which illustrates the effectiveness of the derived index function.

226 L. Fan-jun and L. Ying



4.2 MSO Problem

In contrast to MG time series prediction, the MSO problem is a challenge for ESNs,
even though the function consists of only two sine waves. In this simulation, the MSO
problem with five sine waves is derived from the following equation

Table 1. The selected parameters and simulation results for Mackey-Glass time series

Approach Training time Testing
NRMSE84

Reservoir
size

Spectral
radius

The largest
singular value

Sparsity

Proposed 1.8593e + 03 3.35e-05 905 0.9568 0.9887 0.0053
GESN 1.0475e + 03 4.18e-05 945 0.9483 0.9868 0.0055
O-ESN 2.8154e + 03 5.24e-05 1000 0.8500 1.6920 0.0350
DESN 2.7711e + 03 1.50e-04 1000 0.8000 1.5571 0.0250
SCR 3.5541e + 02 5.39e-04 1000 0.8000 0.8000 0.0010
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yðtÞ ¼
X5
i¼1

sinðaitÞ ð17Þ

where α1 = 0.2, α2 = 0.311, α3 = 0.42, α4 = 0.51, α5 = 0.63. 1800 points are gener-
ated by using Eq. (17) and split into three parts with Ltrain = 1000, Lvalidate = 500,
Ltest = 300 and Lwashout = 100.

For all algorithms, 100 independent simulations have been conducted and the
averaged results are listed in Table 2. It can be seen that the proposed approach obtains
the parsimonious reservoir architecture with the best prediction performance. For
example, the testing NRMSE obtained by the proposed method only accounts for
63.63 % of that obtained by GESN, while the reservoir size obtained by the proposed
method only accounts for 83.33 % of that obtained by GESN. The proposed approach
learns 16.9 times faster than O-ESN. The prediction outputs and errors are shown in
Fig. 6, which means the good prediction performance.

Table 2. The selected parameters and averaged simulation results for MSO problem with five
sine waves

Approach Training
time

Testing
NRMSE

Reservoir
size

Spectral
radius

The largest
singular value

Sparsity

Proposed 7.2122 0.0035 25 0.9380 0.9869 0.1923
GESN 1.7624 0.0055 30 0.9589 0.9855 0.1667
O-ESN 121.9974 0.0732 80 0.9000 1.6931 0.2000
DESN 85.3838 0.1413 90 0.7500 1.2515 0.8000
SCR 8.5149 0.0529 40 0.7500 0.7500 0.0250
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5 Conclusions

In this paper, an approach is proposed to design growing ESNs with multiple sub-
reservoirs. The basic idea of the proposed method is to design a growing reservoir by
adding hidden units to the network group by group. First, the index function is derived
to evaluate the contribution of sub-reservoirs. Then, several subservoirs are syn-
chronously constructed by using the singular value decomposition. Finally, every
subservoir is evaluated by the derived index function, and the best one is selected to be
added to the network. Two benchmark time series are used to validate the proposed
approach. Simulation results show that the ESNs constructed by the proposed approach
have smaller reservoir size and better prediction performance.
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Abstract. In order to get the characteristics of travel behavior and reduce the
cost of experiment, this paper presents a travel behavior clustering algorithm,
sampling-based DBSCAN (SB-DBSCAN), which uses a sampling technique
based on density-based spatial clustering of applications with noise (DBSCAN).
By introducing sampling technique, SB-DBSCAN can obtain the approximate
distribution of original data set. The improved algorithm solves the problem that
DBSCAN needs large capacity memory when analyzing massive data. The effects
of sampling rate and neighborhood radius on the efficiency of SB-DBSCAN are
analyzed by experiments. After comparing SB-DBSCAN with DBSCAN, the
result shows that SB-DBSCAN can maintain the effect of clustering, with a better
scalability and less time cost simultaneously. Finally, SB-DBSCAN is used to
analyze the travel behavior, which provides decision support for urban planning
and construction.

Keywords: Data mining · Cluster analysis · Travel behavior · Sampling

1 Introduction

Travel behavior theory [1] is one of the most important theories in the field of traffic
management and control. Travel behavior research plays an important role in the urban
traffic planning and construction.

Hess et al. [2] derived a travel-time coefficient with mathematical method, and
studied the time value of urban residential travel behavior. Based on the survey data of
residents in Shanghai suburbs, Robert and Jennifer [3] analyzed the influence of
suburban rail construction on the travel behavior and residential employment opportu‐
nities. Raquel et al. [4] used RP/SP data to analyze the behaviors of the suburban travelers
choosing the means of transport, and calculated the time value of the travelers. Ma et al.
[5] and Kieu et al. [6] used the traditional DBSCAN algorithm to mine spatial and
temporal travel patterns from AFC data.

Compared to other methods, DBSCAN is more flexible to find the travel behavior
pattern. Because DBSCAN can discover clusters of arbitrary shape as higher-density
data points are more likely to be grouped into a cluster. However, for large-scale spatial
databases, DBSCAN is expensive as it requires large volume of memory support due to
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its operations over the entire database. So in this paper, we propose a sampling-based
DBSCAN (SB-DBSCAN), which can reduce the operation time effectively in the large-
scale spatial databases. And then, this algorithm is applied on the analysis of travel
behavior. According to the analysis results, we will get the high traffic areas and the time
period of congestion, which can promote the planning of urban public traffic route
network and ensure rational use of resources.

The rest paper is organized as follows. In Sect. 2, some related definitions are intro‐
duced, and the process of DBSCAN is given. An improved algorithm named SB-
DBSACN is proposed in Sect. 3. The analysis of the experimental results is provided in
Sect. 4. Finally, the Sect. 5 offers concluding remarks.

2 The Classical DBSCAN Algorithm

2.1 Related Definitions

The classical DBSCAN algorithm is based on the following definitions.

Definition 1 (Eps-neighborhood): A user-specified parameter Eps, which is used to
specify the radius of a neighborhood. Given a data set, D, if set P represents the point
set in the Eps-neighborhood of point q, then:

P = {p, p ∈ D ∧ d(p, q) ≤ Eps}

Definition 2 (core object): Core object is the object which Eps-neighborhood contains
at least MinPts objects.

Definition 3 (directly density-reachable): Given a set S, if object q is within the Eps-
neighborhood of object p, and p is a core object, then we say that q is directly density-
reachable from p.

Definition 4 (density-reachable): Given a set S and a bunch of sample points
p1, p2,… , pn and p = p1, q = pn. If object pi is directly density-reachable from object
pi−1, then we say that q is density-reachable from p.

Definition 5 (density-connected): Given a set S, for each point o ∈ S, if object p is
density-reachable from object o, and object q is density-reachable from o, then we say
that p and q are density-connected.

From the above definition, we can divide all the points in the set into three categories:
core point, border point and noise point.

Definition 6 (core point): A point is a core point if the number of points within its
Eps-neighborhood exceeds the certain threshold MinPts. In Fig. 1, point A is a core point.
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Fig. 1. Core, border and noise point

Definition 7 (border point): A border point is not a core point, but falls within the
Eps-neighborhood of a core point. In Fig. 1 point B is a border point.

Definition 8 (noise point): A noise point is the point that is neither a core point nor a
border point. In Fig. 1, point C is a noise point.

2.2 DBSCAN Algorithm Descriptions

The general idea of DBSCAN is, for each point pi in data set S. If pi is a core point, we
can find the Eps-neighborhood, and create a new cluster for pi and the point within the
Eps-neighborhood of pi. And then use these points within the Eps-neighborhood of pi
to expand their cluster until a complete cluster is found. We can also find the other
clusters in the same way. In the end, the point that doesn’t belong to any cluster is noise
point. The process of DBSCAN is as follows:

In order to obtain more effective clustering results, DBSCAN uses the structure
which called R* tree. Before clustering, DBSCAN creates an R* tree for all data [7].
Firstly, DBSCAN calculates the distance between the point and its k nearest neighbor
point. Then, sort the distance in ascending order, and draw the k-dist diagram on the
basis of the results. Users should choose a suitable Eps according to the k-dist diagram.
Both creating the R* tree and drawing the k-dist diagram are time consuming, especially
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for a large database. Besides, all the untreated points in the neighborhood will be used
to expand the cluster. So, the memory requirements will be great. Meanwhile, in the
clustering process, DBSCAN needs to check all the objects, so the time complexity of
DBSCAB is very high.

3 The SB-DBSACN Algorithm

3.1 SB-DBSCAN Algorithm Descriptions

Commonly, Sampling used to improve the efficiency of clustering when clustering large
data sets. In order to improve the scalability and the time efficiency of DBSCAN in large
database, we introduce a sampling technique to DBSCAN, and propose an improved
clustering algorithm named SB-DBSACN. An approximate distribution of the original
data set is obtained by sampling. With the increasing of the sampling rate, this approx‐
imate distribution will be much more similar to the original data set. In the research of
data mining, sampling can reduce the size of data set, so that many data mining algo‐
rithms can be applied to large data sets and data streams. Besides, the correct and repre‐
sentative sampling can ensure the efficiency of data mining algorithms. According to
the selected probability of each data point, the sampling method is divided into uniform
sampling and biased sampling. Uniform sampling means that the data items are selected
with the same probability, while biased sampling is opposite. Uniform sampling is
divided into two types: Bernoulli sampling and Reservoir sampling [8]. In this paper,
we use Reservoir sampling to sample data-set, because it can get the uniform sampling
results. The process of SB-DBSACN is shown in Algorithm 2.
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Compared with DBSCAN, SB-DBSACN has an advantage: The process of clus‐
tering analysis to the sampled data and the process of marking un-sampled data are
synchronous, which means that SB-DBSACN is more efficient than the other algorithms.

In spite of the advantage mentioned above, there is no denying that the sampled data
can’t represent the original data set completely. The size of the sampling data set and
the uniformity of the sampling distribution will have much effect on the final clustering
results: missing point and cluster splitting. Missing point means that few objects are
density-reachable from the point. If these points are not sampled, it will be possible to
become a noise point. But in fact, these points can become an independent cluster.
Besides, in the original database, some clusters may contain two or more parts, and these
parts are simply constituted by one or a few density-reachable points. When these points
are not been sampled, the cluster will be split into multiple clusters, which is called
cluster splitting.

For the problems mentioned above, there are some ways to solve them. The missing
points can be solved in this way: First, look for the neighborhood of the missing points
whether there is such a point that has been marked by a cluster. If such a point does not
exist, the missing point is a real noise point. Otherwise, the missing point belongs to the
cluster. For the cluster splitting, look for the neighborhood of the boundary points of a
cluster, if it contains a core point which has been marked by another cluster, then merge
these two clusters.

3.2 Complexity Analysis

As we known, the complexity of the DBSCAN algorithm using a R* tree is O(nlogn),
where n is the size of dataset. Because of the sampling, the SB-DBSCAN algorithm has
the extra complexity O(n), but the size of dataset is became small, so the complexity of
the SB-DBSCAN algorithm is

O(m log m) + O(n)

where m is the size of the dataset after sampling, which proves us that the time
complexity of SB-DBSCAN is much less than SBSCAN.

4 Experiments and Analysis

This section uses SB-DBSACN to analyze the travel behavior. Software environment:
Intel(R) Core(TM) i5-3470 3.2GHZ CPU, 4G main memory, 1T hard disk and Microsoft
Windows7 system. Experiment platform: Eclipse. Language: Java.

4.1 The Experimental Data Source

The experimental data used in this study comes from Nanjing Citizen Card Co., Ltd,
which covers a city citizen-card data from 2015-06-05 00:00:00 to 2015-07-06 00:00:00,
10 million data records in total. The data is stored in a data table named by the day.
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As Table 1, the main structure of the data contains 30 attributes. For clustering more
effectively, we summarize the data to a data table, and use 3 attributes: GetOnTime,
GetOnStation and GetOnLine.

Table 1. Public bus card behavior data sheet

Number Attribute name Type Remark Description
1 Record ID Num

··· ··· ··· ···
18 GetOnTime Time yyyymmddhhmmss The time of people getting on

bus
19 GetOnStation Num The place of people getting on

bus
20 GetOnLine Num The bus line that people sit on

··· ··· ··· ···

4.2 Parameter Determination of SB-DBSACN

Although the sampling technique can reduce the size of the data set and improve the
efficiency of the algorithm, the results may be distorted. The experiment in this section
is to find a sampling rate Sr, which can not only preserve the prototype of the cluster,
but also improve the time efficiency of clustering. Firstly, this algorithm clusters the
dataset by DBSCAN (Eps is 10.0). This experiment finds that there are 58 clusters in
the original dataset and the experimental data set is not equally distributed.

Table 2 shows that the clustering results and clustering time of the improved SB-
DBSACN algorithm under different sampling rates Sr.

Table 2. Comparison of clustering quality and efficiency between SB-DBSACN and DBSCAN
under different sampling rates

Algorithm
category

DBSCAN SB-DBSACN
Sr = 50 % Sr = 30 % Sr = 20 % Sr = 10 %

Cluster 58 56 55 53 50
Noise point 0 1708 2589 3590 6802
Missing point 0 2623 3692 8927 12539
Time cost(s) 312 172 118 80 45

From the Table 2, it can be seen that with the decreasing of sampling rate Sr, the
running time of SB-DBSACN is getting shorter, and the efficiency is getting higher. It
also can be found that the number of clusters gradually reduces. It shows that those
clusters which contain few data points are missing because of the sampling. However,
the clustering result is acceptable, because only 3 clusters are missing when the sampling
rate is 30 %.

According to the results of Table 2, we set 30 % as the best Sr, and here we will
discuss the extension of the data volumes. The comparison of the performance between
DBSCAN and SB-DBSACN is shown in Fig. 2.
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Fig. 2. The comparison of the performance between DBSCAN and SB-DBSACN

From Fig. 2, it can be seen that the time of the two algorithms is almost linear
increasing when the data volume increases from 1 million to 3 million. But with the
amount of data increasing, the running time of DBSCAN grows faster than SB-
DBSACN, which shows that SB-DBSACN algorithm is better than DBSCAN.

Then, we study the effect of the radius of Eps-neighborhood on the efficiency of the
algorithm. Based on previous results, we set the sampling rate Sr to 30 %. The efficiency
of SB-DBSACN in different radius of Eps-neighborhood is shown in Fig. 3.
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Fig. 3. The efficiency of the SB-DBSCAN algorithm in different radius of Eps-neighborhood

From Fig. 3, it can draw a conclusion that when neighborhood radius is in the range
between 10 and 80, the time cost of the algorithm increases with the raising of the radius.
Obviously, the efficiency reduces gradually. However, due to the limit of the number of
points which are contained in the Eps-neighborhood, the time cost will not increase when
it exceeds a certain value.

4.3 Travel Behavior Analysis

In this part, DBSCAN and SB-DBSACN are used to analyze the travel behavior, and
the clustering results are shown in Tables 3 and 4.
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Table 3. Customer traffic clustering results of DBSCAN

No. Data point Get on time Get on station Get on line
Upper limit Lower limit

1 290423 07:30 08:30 15 50
2 271045 17:30 18:30 7 1
3 264576 07:30 08:30 13 136

··· ··· ··· ··· ··· ···
460 409 14:30 15:30 6 25

Table 4. Customer traffic clustering results of SB-DBSACN

No. Data point Get on time Get on station Get on line
Upper limit Lower limit

1 79856 07:30 08:30 13 136
2 75647 07:30 08:30 15 50
3 70345 17:30 18:30 7 1

··· ··· ··· ··· ··· ···
402 120 09:30 10:30 12 34

From Tables 3 and 4, We can see that SB-DBSACN can find the main clusters. In
addition, from the point of clustering results, the time period of congestion is the rush
hour. At off-peak times, the data points are few, which is realistic. From the results, the
relevant departments can take some adjustment measures. On the one hand, they can set
up more bus lines and put more buses in the high traffic areas to achieve the objective
of diversion. On the other hand, they can lengthen the bus departure intervals properly
at off-peak times, which can ensure rational use of resources.

5 Conclusion

Travel behavior analysis based on clustering is a new research direction, and it has a
wide application prospect and a great reference value in the research of urban planning
and infrastructure construction. This paper presented a travel behavior clustering algo‐
rithm, SB-DBSACN. The influence of the sampling rate on clustering quality and effi‐
ciency were analyzed. Then, we studied the extension of SB-DBSACN and the result
showed that SB-DBSACN is better than DBSCAN. Finally, we analyzed travel behavior
by SB-DBSACN, and provided decision supports for urban construction.
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Abstract. Academic early warning (AEW) is very popular in many
colleges and universities, which is to warn students who have very poor
grades. The warning strategies are often made according to some sim-
ple statistical methods. The existing AEW system can only warn stu-
dents, and it does not make any other analysis for academic data, such
as the importance of courses. It is significant to discover useful infor-
mation implicit in data by some machine learning methods, since the
hidden information is probably ignored by the simple statistical meth-
ods. In this paper, we use the Gaussian process regression (GPR) model
to select key courses which should be paid more attention to. Specifically,
an automatic relevance determination (ARD) kernel is employed in the
GPR model. The length-scales in the ARD kernel as hyperparameters
can be learned through the model selection procedure. The importance of
different courses can be measured by these corresponding length-scales.
We conduct experiments on real-world data. The experimental results
show that our approaches can make reasonable analysis for academic
data.

Keywords: Academic early warning · Key course selection · Gaussian
process regression · Automatic relevance determination kernel

1 Introduction

Many colleges and universities are working on academic early warning (AEW)
which can give prompt warnings to the students who have poor test scores.
AEW is among the recent computational education problems discussed in Sun
[8]. Effective warning strategies will promote the students’ learning or improve
their learning methods. In most colleges and universities, the existing warning
strategies are made according to some simple statistical methods. For example,
the AEW system will send warning letters to the students who have more than
ten failed credits in a semester. However, this simple statistical method can only
discover the explicit information appears in the data. Using machine learning
methods to model the data can excavate some hidden but useful information
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implicit in the data. Further, the existing AEW system can only make some
warning specific to students [3]. It does not make any analysis about the courses.
Some useful advice on the courses will help the students to study purposefully
and effectively. Therefore, selecting key courses by machine learning methods is
significant and has a practical value.

Key course selection can be regarded as feature selection in the machine learn-
ing area. There are several popular methods for feature selection. For example,
Lasso regression [1,10,12] and L1-norm support vector regression [5,13] both use
L1-norm regularization to achieve sparse feature selection. The selection results
from the above two methods are deterministic. Some probabilistic models based
on the Bayesian framework can provide uncertainty estimates for features. The
importance of the features can be presented by the weight ratios of each fea-
tures. The features with much higher weight ratios are more likely to be the key
features. In allusion to the key course selection in the AEW system, given the
weight ratio of each course, users can filter the key courses depending on the
practical demands.

When it comes to probabilistic models, the Gaussian process regression
(GPR) model is a typical probabilistic model [4]. The GPR model provides
a flexible framework for probabilistic regression and classification. It is widely
used to solve the nonlinear regression problems attributed to its elegant formu-
lation [2,4]. Several improved approaches for the GPR model are successively
put forward, such as sparse Gaussian process [11,14] and mixtures of Gaussian
processes [7,9]. Besides the elegant nonlinear modeling form, the flexibility of
choosing kernel functions is another attractive feature of GPR models. Some spe-
cial data characteristics can be captured by the particular kernel functions. For
example, the automatic relevance determination (ARD) kernel is able to capture
the importance of different features. The ARD kernel has been used successfully
for removing irrelevant features [4]. The hyperparameters introduced by kernel
functions can be adaptively learned by model selection methods.

In this paper, we use a GPR model with an ARD kernel to select key courses
which should be paid more attention to. The length-scales as hyperparameters
in the ARD kernel can be learned through the model selection procedure. The
importance of different courses can be measured by these length-scales. We con-
duct experiments on real-world data. Due to the practical situation that different
students sometimes choose different courses, the collected data need to be recon-
structed. After reconstructing the data by the nearest neighbor data-filling algo-
rithm, we use the GPR model with an ARD kernel to model the reconstructed
data and select the key courses.

2 Gaussian Process Regression Model

In this section, we will introduce the GPR model from the function-space view,
and analyze the model selection methods for the GPR model.



242 M. Yin et al.

2.1 Gaussian Process Regression Model

A Gaussian process is a collection of random variables, any finite number of
which have a joint Gaussian distribution. From the perspective of function space,
Gaussian process can be seen as a distribution of function. The characteristic
of Gaussian process is determined by mean function and covariance function.
Define mean function m(x) and the covariance function κ(x,x′) of a Gaussian
process f(x) as

m(x) = E[f(x)], (1)
κ(x,x′) = E[(f(x) − m(x))(f(x′) − m(x′))]. (2)

The Gaussian process f(x) can be written as

f(x) ∼ GP(m(x), κ(x,x′)). (3)

In most cases, we can only get access to noisy versions thereof y = f(x) + ε.
Assuming additive independent identically distributed Gaussian noise ε with
variance σ2

n, the joint distribution of the observed values y and the test outputs
f∗ is [

y
f∗

]
∼ N

(
0,

[
K(X,X) + σ2

nI K(X,X∗)
K(X∗,X) K(X∗,X∗)

])
, (4)

where K is the covariance matrix calculated by the kernel function κ(x,x′).

2.2 Model Selection

The GPR model can use different covariance functions. Squared exponential
covariance function is a common covariance function. Furthermore, by using the
ARD squared exponential kernel, the model selection procedure allows us to
automatically infer the importance of the input features without introducing
explicit regularization. For the purpose of doing automatic model selection of
the dimensionality of latent space, the kernel can be chosen to follow the ARD
squared exponential form:

κ(x,x′) = σ2
f exp{−1

2

D∑

d=1

1
�2d

(xd − xd
′)2}, (5)

where �d is the length-scale of the covariance and σ2
f is the signal variance. σ2

n

mentioned in (4) is the noise variance. In general we call these free parame-
ters hyperparameters. We use symbol θ to denote the hyperparameters in the
Gaussian process regression model, i.e., θ = {{�2d}, σ2

f , σ2
n}. Such a covariance

function implements automatic relevance determination, since the inverse of the
length-scale determines how relevant an input feature is. We will introduce two
kinds of model selection methods for the GPR model. One is the Type II maxi-
mum likelihood and the other one is maximizing a posteriori [4,6].
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Type II Maximum Likelihood. In Type II Maximum Likelihood (ML-II),
one needs to calculate the negative logarithmic marginal likelihood of the sam-
ples, L(θ) = − log p(y|X,θ), and then calculate the partial derivatives of L(θ)
with respect to θ [4]. Through the model selection procedure, the hyperpara-
meters in the ARD kernel which represent the importance of the features can
be automatically determined. In our practical problems, the key courses can be
chosen according to the ratios of the magnitudes of the inverse length-scales. We
denote these ratios as the weight ratios of courses.

Maximizing a Posteriori. In maximizing a posteriori (MAP), one needs to
compute the posterior of the hyperparameters which is expressed as

p(θ|y,X,Hp) =
p(y|X,θ,Hp)p(θ|Hp)

p(y|X,Hp)
, (6)

where p(θ|Hp) is the prior for the hyperparameters named as hyper prior. Hp

represents the parameters in the hyper prior distribution, which can be set by
hand according to actual situations.

In our experimental settings, we use Gamma hyper prior for the inverse
length-scales, and use Gaussian hyper prior for both the logarithmic signal vari-
ance and logarithmic noise variance. The Gamma hyper prior for the inverse
length-scale 1

�d
is expressed as

1
�d

∼ Gamma(α, λ), (7)

where the expectation and variance of the Gamma hyper prior are

E(
1
�d

) =
α

λ
, V(

1
�d

) =
α

λ2
. (8)

The Gaussian hyper prior of the logarithmic signal and noise variance are
expressed as

log(σ2
f ) ∼ N (μ0, σ0), log(σ2

n) ∼ N (μ1, σ1). (9)

Given the above Gamma hyper prior and Gaussian hyper prior, Hp represents the
parameters {α, λ, μ0, σ0, μ1, σ1}. The hyperparameters can be learned through
maximizing the posterior distribution in (6) using some gradient based optimiza-
tion algorithms. As α and λ control the expectation and variance of the Gamma
hyper prior for the inverse length-scales, we can obtain the inverse length-scales
{�d} with different characteristics through adjusting the settings of α and λ. For
example, the difference between the inverse length-scales {�d} will be larger if
the variance of the Gamma prior is larger.

3 Data Collection and Reconstruction

We collect the students’ scores from the department of computer science and
technology in a certain university. The data are collected from two grades which
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are Grade 2010 and Grade 2011. In each grade, there are two classes which are
pedagogical class and regular class. In each class, the numbers of students are
different which are 47, 51, 23 and 52, respectively. We separate the data from
each class into seven groups with each one corresponding to one semester. As
different students are likely to choose different courses, the course numbers are
different in each group of data. Therefore, we have to employ data-filling methods
to reconstruct the data.

When reconstructing the data, the nearest neighbor (NN) is a common data-
filling method which is to find the most appropriate data for the missing value.
In NN, for the missing score of every course from every student, the score from
the most similar student is used to fill the missing score. The similarity is mea-
sured by the distance of two students’ scores for the chosen courses. Since dif-
ferent students often choose different courses, the simple Euclidean distance are
inappropriate for measuring the distance between two samples. For fairness, we
compute the averaged distance per course.

4 Experiments

4.1 Experimental Settings

We use two kinds of GPR model selection methods which are ML-II and MAP
for learning the importance of courses. The simple statistical method is used
as reference. Particularly in the MAP model selection method, we assume two
different Gamma hyper prior distributions which have small and large variances
respectively for the inverse length-scales. We denote these two MAP methods
as MAP1 and MAP2. The Gamma hyper priors are set to Gamma(0.1, 0.1) and
Gamma(0.1, 0.02). The Gaussian hyper priors for log σ2

f and log σ2
n are set to

N (−1, 1) and N (−3, 3). For both the two GPR model selection methods, the
maximum iteration numbers for optimization are set to 1000.

4.2 Experimental Results and Analysis

We demonstrate and analyze our experimental results by taking an example
from a certain semester. The analysis of the data from other semesters is similar.
Particularly, we analyze the selected courses by different GPR model selection
methods as well as the simple statistical method. We plot the details of the key
courses from the two classes (pedagogical class in Fig. 1 and regular class in
Fig. 2) in the first semester in Grade 2010.

From Fig. 1, we find that the four methods all regard “Introduction to Com-
puter Science and Practice (ICSP)” as the most critical course. This is convictive
because “ICSP” contains the basic operations on computer. But beyond that,
most results from the simple statistical method only show the appearance instead
of the hidden characteristics in the data. For example, it shows that “C” is prone
to fail, but it weakens the importance of “Advanced Mathematics (AM)”. Dif-
ferently, MAP1 and MAP2 both put more weights on “AM”. ML-II selects the
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(a) Simple statistical method
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(b) ML-II
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(c) MAP1
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(d) MAP2

Fig. 1. Key course selection results for the pedagogical class in the first semester in
Grade 2010.

“Linear Algebra (LA)” and “Advanced Mathematics (AM)” as the additional
key courses. Through further analysis of the course characteristics, we know that
“AM” is the foundation course for computer related courses. “AM” is recognized
as a challenging and important course, especially for pedagogical students who
have relative poor mathematical basis. After the analysis of these key courses,
it is recommended to focus more on the education of mathematical courses for
pedagogical students in this semester.

From Fig. 2, we find that the four methods all regard “ICSP” as the most
critical course. This is consistent with the conclusion from the pedagogical class.
However, except for “ICSP”, the simple statistical method shows that there is
few failed courses for regular class. ML-II selects two additional courses, “Linear
Algebra (LA)” and “AM”, as key courses while MAP1 and MAP2 treat the
other courses almost the same except “ICSP”. Such phenomenon implies that
the students in the regular class have better mathematical foundation compared
with pedagogical students. It is recommended to balance attentions to every
course on the basis of laying emphasis on “ICSP” for regular students in this
semester.



246 M. Yin et al.

LA ICSP AM
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Course

W
ei

gh
t R

at
io

(a) Simple statistical method
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(b) ML-II
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(c) MAP1
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Fig. 2. Key course selection results for the regular class in the first semester in Grade
2010.

Comparing MAP1 and MAP2, we find that the two MAP methods with two
different Gamma hyper priors actually obtain two trends of weight ratios. The
Gamma hyper prior with larger variance tends to infer the length-scales with
wide difference. The introduction of hyper priors can overcome the over-fitting
to some extent and bring convenience to adjust the magnitude of the difference
between the weights.

5 Conclusion and Future Work

We have selected key courses from the academic data by GPR model selection
methods. From the experimental results on the real-world data, we conclude that
the MAP model selection method based on GPR is a reasonable and flexible
method for key course selection. GPR model selection methods can discover
the hidden information about courses. Combining the key courses selected by
the GPR model selection methods and those selected by the simple statistical
method, the ultimately selected courses are very useful no matter for students
or educational administrators. From the students’ point of view, it can warn the
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students to pay more attention to some specific courses. From the educational
administrators’ point of view, it can help to evaluate the students according to
the scores of some key courses and then make proper educational policies.

Key course selection is an important task for AEW and it is only at the
primary stage of work on AEW. In the future work, we will discuss how to warn
students to pay more attention to some specific courses in the next semester by
their performance in the current semester.
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Abstract. With the advent of big data era, clients lack of computational
resources tend to outsource their data and mining tasks to resourceful
cloud service providers. Generally, the outsourced data contributed by
multiple clients should be encrypted under multiple keys for privacy and
security concerns. Unfortunately, existing secure outsourcing protocols
are either restricted to a single key or quite inefficient due to frequent
client interactions, making the deployment far from practical. In this
paper, we focus on addressing these outsourced problems over encrypted
data under multiple keys, and propose an efficient Outsourced Privacy-
Preserving Scalar Product (OPPSP) protocol. Theoretical analysis shows
that the proposed solution preserves data confidentiality of all par-
ticipating users in the semi-honest model with negligible computation
and communication costs. Experimental evaluation also demonstrates its
practicability and efficiency.

Keywords: Big data · Cloud computing · Privacy-preserving data
mining · Scalar product computation

1 Introduction

With rapid growth of data captured nowadays, outsourcing both data and data
mining tasks to resourceful cloud service providers becomes a natural option.
Though outsourcing has advantages for reducing computation and management
costs, it is critical to protect sensitive raw data and valuable mining results for
security concerns. To prevent potential risks of privacy leakage, data owners tend
to encrypt their data before outsourcing. Therefore, we need secure protocols to
allow servers to process encrypted data coming from multiple users.

In this paper, we focus on a useful building block called privacy-preserving
scalar product in the cloud environment, which securely computes the sum of
the products of corresponding values from two vectors owned by different users.
It has been widely utilized as a fundamental operation among such field of data
mining as, similar document detection [1], association rule mining [2], etc.
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This topic has been intensively studied since the introduction of privacy-
preserving data mining, and many protocols have been proposed in the past
decades. Most research assumes a distributed model where the computation is
carried out interactively between different participating parties who hold their
own plaintext data. These methods are designed based on Secure Multiparty
Computation (SMC) [2] techniques. But SMC is not secure for outsourced model
in that the final results will be revealed to all parties. Fully Homomorphic
Encryption (FHE) can be used to conduct arbitrary functions on condition of a
single key pair. F. Liu et al. [3,4] designed a protocol for outsourced scalar prod-
uct by using BGN FHE cryptosystem. However, their scheme not only requires
the participating clients online, but also contributes to high communication over-
head. Besides, the current implementations of FHE schemes are still inefficient,
thus impractical in real life application.

Main Contributions. The problem of privacy-preserving computation over
encrypted data under multiple keys was studied only recently [5,6]. Nevertheless,
their methods either incur significant ciphertext transformation cost, or have
restrictions on server counts and message size. To the best of our knowledge,
there’s no existing work that addresses OPPSP (Outsourced Privacy-Preserving
Scalar Product) problem under multiple users setting. In this paper, we propose
an efficient secure protocol–OPPSP∗ that allow users to encrypt data with their
own keys while the cloud servers can perform scalar product computation over
the encrypted inputs. The main contributions of this work are three-fold:

– Our solution does not demand users to participate in outsourced computa-
tion except for encrypting their data locally with their own keys. In order to
process the ciphertexts under multiple keys, we propose a series of privacy-
preserving primitives by leveraging proxy re-encryption technique to trans-
form ciphertexts into ones under a unified key. Those primitives can ensure
the cloud servers conduct any arithmetic operations over ciphertexts correctly
and securely without revealing any private information about the inputs, inter-
mediate results and outputs.

– The proposed OPPSP∗ protocol is based on multiplicatively homomorphic
property. Its secure addition subprotocol is also optimized and only requires
two servers to complete addition with minimal interactions.

– We demonstrate our protocols’ correctness, security and efficiency both theo-
retically and empirically compared with previous works.

The rest of the paper is organized as follows. Our system model and threat
model are described in Sect. 2. In Sect. 3, we briefly introduce proxy re-encryption
techniques. The design of privacy-preserving building blocks under multiple keys
and the corresponding OPPSP protocol are presented in Sect. 4. Then, we eval-
uate the performance of our schemes in Sect. 5. Finally, we summarize the paper
and outline future work in Sect. 6.
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2 Problem Statement

In this section, we formally describe our system model and threat model, and
we aim at designing a correct, secure and efficient protocol under this model.

2.1 System Model

There are m users U1, U2, ..., Um in our system model, who hold their own plain-
text vectors v1,v2, ...,vm along with their respective public/private key pairs,
denoted as pk1/sk1, pk2/sk2, ..., pkm/skm. The cloud environment, composed of
two servers, namely C1 and C2, is capable of offering large-scale data storage
and computation services. As depicted in Fig. 1, Ui (i ∈ [1,m]) can upload its
encrypted vector Encpki

(vi) under pki to C1, while evaluation over the scalar
product function f(vi,vj) = vi · vj (i, j ∈ [1,m] and i �= j) is achieved by the
two servers. More specifically, Ui can initiate a secure scalar product query with
respect to Uj ’s vector to C1. Only after receiving an approval from Uj will C1

begin computing f(vi,vj) with C2 through a set of interactive operations on
the ciphertexts or blinded data. Finally, the encrypted result is returned to Ui

under its public key pki.

Fig. 1. System model

Our system model is appropriate and applicable for the following two rea-
sons. On one hand, owing to the concerns about privacy leakage in the cloud,
it is essential for users to encrypt their data before outsourcing. Besides, the
encryptions are conducted by using their own keys, which reduces the risks of
key leakage and message interception. On the other hand, two non-colluding
servers to perform privacy-preserving computations are commonly used to elim-
inate users’ interactions [7], and previous work has proven that a non-interactive
solution is impossible to implement [8]. Furthermore, two servers are chosen
from different cloud providers, generally driven by different business model and
competing relationship, thus lowering down the chances of collusion attacks.
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2.2 Threat Model

As Fig. 1 shows, our threat model primarily includes two cloud servers and mul-
tiple users.

(1) Servers: The two cloud servers are assumed to be semi-honest, which means
that each server will follow the protocol, but may try to analyze user’s
inputs, intermediate results, as well as outputs in order to infer sensitive
information. In addition, there is no collusion between the two servers or
between the servers and the users.

(2) Users: The users are also assumed to be semi-honest, but non-colluding.
They can cooperate with other users to submit queries for scalar prod-
uct to the cloud server, meanwhile they may attempt to gather others’
private information. Besides, their online periods are relatively short and
non-deterministic.

3 Preliminaries

Proxy Re-Encryption (PRE) is a useful primitive introduced by Blaze, Bleumer
and Strauss [9]. In a PRE system, a proxy is given a re-encryption key rki→j so
that it can transform a ciphertext under public key pki into a ciphertext of the
same plaintext under another user’s public key pkj . The proxy, however, learns
nothing in terms of the corresponding plaintext. In this work, we use the classic
bidirectional PRE scheme in [9], which is secure against chosen-plaintext attacks
(CPA) and consists of the following five algorithms [10]:

– KeyGen(G, p, g) → {pki, ski}: Let G be a multiplicative cyclic group of an
order of p, and g be a generator of G. Ui uses this key generation algorithm
to generate a key pair ski = a ∈ Z∗

p and pki = ga ∈ G.
– ReKeyGen(ski, skj) → {rki↔j}: The re-encryption key generation algorithm

takes two private keys ski and skj as inputs, and outputs a re-encryption key
rki↔j = skj/ski ∈ Z

∗
p. Here, it is required that i �= j in that there’s no point

to re-encrypt oneself’s ciphertext.
– Enc(pki, b) → {CTi}: The encryption algorithm takes a public key pki and a

message b ∈ M as inputs. It outputs a ciphertext CTi = (b · gr, pkr
i ) under

pki. Here, M denotes the message space, and r is a random number generated
from Z

∗
p.

– ReEnc(rki↔j , CTi) → {CTj}: The re-encryption algorithm takes re-encryption
key rki↔j and an original ciphertext CTi as inputs, and outputs a transformed
ciphertext CTj = (b · gr, (pkr

i )
rki↔j ) under pkj .

– Dec(ski, CTi) → {m}: The decryption algorithm takes a private key ski and
an original or converted ciphertext CTi under public key pki as inputs. It
outputs a plaintext message b ← bgr/((pkr

i )
sk−1

i ).
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4 Privacy-Preserving Scalar Product Under Multiple
Keys

In this section, we first give an overview of the outsourced privacy-preserving
scalar product protocol that leverages multiplicatively homomorphic property
of bidirectional PRE scheme. Then, we present the design details as well as
correctness, security and complexity analysis.

4.1 Overview

The basic idea of our OPPSP∗ scheme is to utilize the bidirectional ciphertext
conversion properties of PRE. Initially, C1 runs a setup operation and distributes
the system public parameters, based on which cloud users and C2 generates their
respective public and private key pairs. After this, both servers and users jointly
generate the re-encryption keys. Once users’ encrypted vectors under their keys
are uploaded to the cloud, the server C1 transforms all the ciphertexts into
encryptions under C2’s key pku. Then, scalar product can feasibly be performed
through our proposed cryptographic protocols. The final results under pku should
be converted back to the ciphertexts under pki. The outsourced computation
part of scalar product is conducted with no interactions of users whatsoever.
Finally, Ui retrieves the encrypted output of C1 and decrypts it locally with its
respective ski in order to obtain the result.

4.2 Constructions of OPPSP∗

OPPSP∗ is constructed based on PRE scheme [9] with multiplicatively homomor-
phic property. In other words, the cloud server C1 can evaluate multiplication
over encrypted data without interactions with C2. By contrast, addition over
ciphertexts still requires such interactions between the servers. The processing
procedures of OPPSP∗ can be divided into three privacy-preserving primitive
subprotocols as building blocks under the threat model. Next, we discuss the
subprotocols as well as complete protocol in detail.

The Key Initialization (KI) Protocol: At first, the server C1 runs a
setup process that initializes the ElGamal cryptosystem and distributes sys-
tem parameters to other participants. Each parties generates its key pairs by
KeyGen(G, p, g), including users’ key pairs {(pki, ski)|i = 1, 2, ...,m} and cloud
server C2’s unified key (pku, sku). C1 computes n re-encryption keys for each user
through secure interactions. The overall communication is protected by secure
subprotocol like SSL. The complete steps can be found in [6].

The Secure Multiplication (SM) Protocol: Given that C1 holds private
inputs Encpku

(a) and Encpku
(b) while C2 holds the secret key sku, the goal

of this protocol is compute the encryption of multiplication of a and b, i.e.,
Encpku

(a · b) as output to C1. Since the ElGamal encryption is multiplicatively



Privacy-Preserving Scalar Product Computation in Cloud Environments 253

homomorphic, the multiplication over the two ciphertexts can be performed by
C1 independently as follows, where ra, rb are random numbers in Z

∗
p.

Encpku
(a · b) = Encpku

(a) × Encpku
(b)

= ((a · b) · gra+rb , g(ra+rb)·sku),
(1)

The Secure Addition (SA) Protocol: Assume that the server C1 holds pri-
vate input Encpku

(a) and Encpku
(b) while server C2 holds the secret key sku.

The goal of this protocol is to compute the encrypted addition of a and b, i.e.,
Encpku

(a + b) as output to C1. Nevertheless, it has been proven that the two
non-colluding servers setting will disclose private information about input data.

Algorithm 1. SA(Encpku
(a),Encpku

(b)) → Encpku
(a + b)

Require: C1 has Encpku(a) and Encpku(b); C2 has sku.
C1:

(a) Generate four random numbers α, β, r1, r2 ∈R G;
(b) Compute four encrypted elements in a vector, denoted by Li (i = 1, 2, ..., 4):

− Encpku(r1βa) ← Blind(Encpku(a), r1β);
− Encpku(r1α) ← Enc(pku, r1α);
− Encpku(r2βb) ← Blind(Encpku(b), r2β);
− Encpku(−r2α) ← Enc(pku, −r2α);
− Γ ← {Li|i = 1, 2, ..., 4} and I ← {1, 2, ..., 4};

(c) Generate a random permutation function π;
(d) Γ ′ ← π(Γ ) and I ′ ← π(I);
(e) Send Γ ′ above to C2;

C2:
(a) Receive encrypted results Γ ′ from C1;
(b) Decryption: L′

i ← Dec(sku, Γ ′[i]), for 1 ≤ i ≤ 4;
(c) for i = 1 to |Γ ′| − 1 do:

− for j = i + 1 to |Γ | do:
∗ Sk ← L′

i + L′
j ; k ← k + 1;// Initial k ← 1

(d) Encryption: S′
i ← Enc(pku, Si), for 1 ≤ i ≤ k;

(e) Send encrypted set S′ to C1;
C1:

(a) Receive encrypted set S′ from C2;
(b) Compute index ← FindSumIndex(I ′, {1, 2}); γ1 ← Blind(S′[index], r−1

1 );
(c) Compute index ← FindSumIndex(I ′, {3, 4}); γ2 ← Blind(S′[index], r−1

2 );
(d) Send γ1, γ2 to C2;

C2:
(a) Receive γ1, γ2 from C1;
(b) Decryption: γ′

i ← Dec(sku, γ), for i = 1, 2;
(c) Compute λ ← γ′

1 + γ′
2; λ′ ← Enc(pku, λ);

(d) Send λ′ to C1;
C1:

(a) Receive λ′ from C2;
(b) Compute Encpku(a + b) ← Blind(λ′, β−1);
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Algorithm 2. FindSumIndex(I, {a, b}) → index

Require: C1 has permuted index set I and original subscript set {a, b}.
C1:

(a) Initialize index ← 0;
(b) for i = 1 to ‖I‖ − 1 do:

− for j = i + 1 to ‖I‖ do:
∗ if (I(i) = a ∧ I(j) = b) ∨ (I(i) = b ∧ I(j) = a) then:

index ← (i − 1)‖I‖ − i(i − 1)/2 + j − i;
break;

The blinding factors can be removed by computing b1/b2 ← rb1/rb2, where the
randomized rb1 and rb2 are known to C2. By this way, C2 is able to distinguish
the plaintexts b1 and b2. Therefore, a third cloud server is introduced to address
this problem [6]. But this additional cost may be unacceptable for those clients
whose budget is constrained and inadequate. In this paper, we still consider the
two non-colluding server model while lower down the opportunities that semi-
honest server can recover true fractional relationship of inputs to preserve data
privacy. The overall steps of SA are presented in Algorithm1. Blind(C, r) is an

Algorithm 3. OPPSP∗({V1, V2, ..., Vm}, κ) → {Si,j |i �= j ∧ i, j ∈ [1,m]}
Require: Ui (i ∈ [1, m]) holds a private vector Vi; C1 has security parameter κ.

{Secure Data Outsourcing Phase}
C1, C2, {Ui|i = 1, 2, ..., m}:
(a) All entities run KI protocol cooperatively to obtain their own keys respectively;
(b) Ui, for i = 1 to m do:

− CVi ← {Encpki(vi,l)|l = 1, 2, ..., n} under pki;
− Upload CVi to server C1;

{Scalar Product Query Phase}
(a) Ui sends a scalar product query regarding Uj ’s vector Vj to C1;
(b) if Uj disapproves the query then: C1 terminates this protocol;

{Outsourced Computation Phase}
C1 and C2:

(a) Compute CV u
i and CV u

j using its corresponding re-encryption keys;
(b) for l = 1 to n do:

− Compute multiplication of the corresponding elements of CV u
i and CV u

j by
Encpku(vi,l · vj,l) ← SM(Encpku(vi,l), Encpku(vj,l)), where CV u

i = {Encpku(vi,l)|l =
1, 2, ..., n} and CV u

j = {Encpku(vj,l)|l = 1, 2, ..., n};
(c) Initialize Encpku(Si,j) ← Encpku(vi,1 · vj,1);
(d) for l = 2 to n do:

− Compute Encpku(Si,j) ← SA(Encpku(Si,j),Encpku(vi,l · vj,l));
(e) Encpki(Si,j) ← ReEnc(Encpku(Si,j), rk

−1
i↔u), and Send it to Ui;

{Result Retrieval Phase}
Ui:

(a) Receive the encrypted result from C1;
(b) Compute Si,j ← Dec(ski,Encpki(Si,j));
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operation that randomizes c1 of ciphertext C by multiplying random value r so
that the plaintext b is blinded by r, where C = (c1, c2), c1 = bgr

′
, r, b ∈ G, and

r′ ∈ Z∗
p .

The Proposed OPPSP∗ Protocol: On the basis of the building blocks
described above, we present the OPPSP∗ protocol in cloud environments under
multiple keys. This protocol handles scalar product queries delivered from
any two users in a privacy-preserving manner while ensures their ability to
retrieve data at any moment from cloud storage. More specifically, the total
process of OPPSP∗ comprises of four phases, that is, Secure Data Outsourc-
ing Phase, Scalar Product Query Phase, Outsourced Computation Phase, and
Result Retrieval Phase, the major steps of which are shown in Algorithm3.

4.3 Correctness, Security and Complexity Analysis of OPPSP∗

Correctness of OPPSP∗. It is apparent that KI and SM schemes are correct
due to the exactness and homomorphic property of the underlying cryptosystem.
Then, we show the correctness of SA protocol in the following.

In our model, C1 has Encpku
(a) and Encpku

(b) while C2 has sku. Recall
that C1 generates four random numbers and computes encrypted values which
are Encpku

(r1βa), Encpku
(r1α), Encpku

(r2βb), Encpku
(−r2α). The order of these

ciphertexts are changed by permutation function π. Then C2 decrypts those
and calculates a vector composed of sums between any two elements. The sums
are later encrypted under pku by C2, among which C1 finds two encrypted
values, namely, Encpku

(r1βa + r1α) and Encpku
(r2βb − r2α) by FindSumIndex

function as shown in Algorithm 2. By blinding with r−1
1 and r−1

2 , C1 obtains
Encpku

(βa + α) and Encpku
(βb − α). After that, C2 decrypts these two and gets

βa, βb. Encpku
(βa + βb) is computed through encrypted addition over βa and

βb. Observe that the blinding value β can be removed by multiplying β−1 on
ciphertext of βa + βb, yielding the desired output Encpku

(a + b).

Security of OPPSP∗. During OPPSP∗ protocol, it is difficult for cloud servers
C1 and C2 to distinguish the inputs, intermediate results and final outcome of
oursourced scalar product computation over the ciphertext under multiple users’
keys with high probability as long as ElGamal cryptosystem is semantically
secure, and blinding factors are completely randomly selected. Moreover, the
security can be enhanced by inserting more encrypted random numbers in Γ .
The proof part is omitted due to space limitation.

Complexity of OPPSP∗. Let Exp, Mult denote an operation of exponentiation,
multiplication, respectively. During the Outsourcing Computation Phase, SM
needs 2Mult operations for C1 while SA needs 4Exp+11Mult and 20Exp+13Mult
operations for C1 and C2, respectively. The overall computation cost for cloud
servers is (26n − 23)Exp + (26n − 24)Mult and communication cost is 26n‖G‖.
We don’t compare our work with Vitamin+ [6], since it has limitation on the
message size and needs to solve discrete logarithm hard problem. Compared to
Vitamin∗ in [6] with (26n − 23)Exp + (34n − 32)Mult computation cost, our



256 H. Rong et al.

scheme requires less computation time and no extra third server. Additionally,
OPPSP∗ can be optimized by by moving the computation of random ciphertexts
to offline preparation.

5 Experimental Results

In this section, we evaluate the performance of our schemes for outsourced scalar
product computation under multiple keys in cloud environments and compare
our work with similar methods.

The experiments of OPPSP∗ are performed on two non-colluding servers
while similar work Vitamin∗ [6] requires three non-colluding servers. The servers
have identical configurations that are Intel Xeon E5-2620 @ 2.10 GHz with 8 GB
RAM running CentOS 6.5. We implement all protocols in C++.

We generate a synthetic dataset consisting of 100000 uniformly distributed
random vectors. The encryption key size is chosen to be 1024 bits in all our
experiments. We evaluate the performance of our protocol based on the para-
meters of the vector dimension size (n) and the number of noise (k). Each user’s
encrypted vector is outsourced to simulated servers for scalar product calcula-
tion. The results presented in the following are averaged over ten data samples.
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Fig. 2. Performance of OPPSP∗ for varying size of vector dimension

First, we assess the entire time for cloud servers varying with dimension
size. From Fig. 2(a), it can be obviously observed that our OPPSP∗ outperforms
Vitamin∗. When n = 1000, the computation time of optimized OPPSP∗ is 20.26 s
whereas that of Vitamin∗ is 30.01 s, saving around 32.49 % computation time.
Moreover, this figure also demonstrates that our methods have nice scalability
on account of linear growth of computation time. Figure 2(b) shows that the
OPPSP∗ consumes the larger communication costs, but the latency is relatively
small compared to computation time. For example, when n = 600, OPPSP∗ only
incurs 1.95 ms latency for 1 Gbps bandwidth.

Figure 3 shows the computation time and communication costs grow almost
linearly with number of random noises inserted in Γ of SA protocol. Because the
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Fig. 3. Performance of OPPSP∗ for varying number of random noises (n = 200)

more noises there are, the more data need to be processed by C2. Thereby, it’s
essential to make a tradeoff between security and efficiency. For example, when
k = 3 and n = 200, the probability of guessing correctly can be as low as 1/210,
while the computation time is 10.02 s with 1550 KB costs. This kind of cost is
acceptable considering the guess difficulty.

6 Conclusion

In this paper, we focused on the outsourced scalar product computation and
proposed a novel privacy-preserving protocol based on the bidirectional proxy
re-encryption scheme to address this issue. With a prevalent security model of
two semi-honest but non-colluding servers in cloud environments, our methods
do not require any user interaction during the outsourcing period. Theoretical
analysis show that the proposed protocols can compute the results correctly and
efficiently while ensuring the confidentiality of users’ data and results. We also
highlight the practicability of our protocols by performing experiments under
different parameter settings with similar works. As future work, we plan to
investigate more secure and efficient OPPSP protocols to deal with the mali-
cious adversarial challenges.
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Abstract. Different with typical supervised canonical correlation methods
where intraclass and interclass information of samples are exploited at the same
time for classification tasks, in this paper, we follow the principle of Occam’s
razor and thus propose a new supervised multiview dimensionality reduction
method for image recognition, called semi-discriminative multiview canonical
correlations (SemiDMCCs), which takes partial class information into account
but generates discriminative low-dimensional projections. Experimental results
on benchmark databases show the more effectiveness of the proposed method, in
contrast to existing feature reduction methods.

Keywords: Pattern recognition � Canonical correlation � Multiview data
learning � Discriminative learning

1 Introduction

In numerous practical applications in pattern recognition and computer vision, there are
large volumes of multiple view data derived from the same objects. Because of the
information diversity and complementary nature of different views, multiview learning
has recently attracted more and more attentions. Currently, a great deal of work has
been done on multi-view learning, including multiview clustering [1–3], multiview
classification [4, 5], and multiview dimensionality reduction (MDR) [6, 7]. This paper
focuses on MDR for recognition purpose, which aims to simultaneously learn multiple
meaningful low-dimensional representations from multiple views.

Since multiview data are derived from the same objects, there are naturally close
relationships between them. In this sense, canonical correlation analysis (CCA) [8],
which was designed to extract the correlations between two multidimensional random
variables or data sets, is very suitable for two-view dimensionality reduction or feature
extraction tasks. However, it should be noted that CCA essentially is a two-view
feature extractor and thus only applicable to two-view scenario. To solve this issue,
multiview CCA (MCCA) [9, 10] was proposed to deal with more (than two) view
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cases, where view-specific canonical projection directions, one for each view, are found
by maximizing the total correlations among all the views.

However, MCCA does not take discriminant information of training samples into
account and thus is an unsupervised method. This means that it may be unable to yield
good low-dimensional projections for real-world classification tasks. In order to
improve the discriminative power of MCCA, Su et al. [11] presented a multiset dis-
criminant canonical correlation method, called multiple principal angle (MPA), where
within-class subspaces possess minimal principal angles, while between-class sub-
spaces have maximal principal angles. Experimental results show the extracted features
by MPA are powerful for visual recognition. Yuan et al. [12] presented graph regu-
larized multiset canonical correlations which explicitly considers both discriminative
and intrinsic geometrical structure information hidden in multiple view data. Moreover,
Shen et al. [13] proposed a unified graph embedding-based MCCA framework for
MDR, where three specific supervised methods were presented to demonstrate the
effectiveness of the framework.

In this paper, we propose a novel supervised multiview dimensionality reduction
method for image recognition tasks, called semi-discriminative multiview canonical
correlations (SemiDMCCs). Different with typical supervised canonical correlation
methods (see, for example, [14]) where both intraclass and interclass information are
simultaneously exploited for classification, our SemiDMCC does not consider the
aforementioned all supervised information hidden in multiview data, while only using
the intraclass information of samples. This is because, according to the principle of
Occam’s razor [15], a good algorithm should be simple and economical. Thus, we
attempt to build such an algorithm (i.e., SemiDMCC) using less supervised informa-
tion. Experimental results show SemiDMCC is promising and able to yield more
discriminative low-dimensional projections, in contrast with existing methods.

2 Multiview CCA

Assume that m-view training samples derived from the same n objects are given as

fXðiÞ 2 R
pi�ngmi¼1, where X

ðiÞ ¼ ðxðiÞ1 ; xðiÞ2 ; � � � ; xðiÞn Þ is the sample matrix of the ith view
that contains n observations in its columns and pi denotes the dimensionality of sample
vectors, i ¼ 1; 2; � � � ;m. The objective of MCCA is to find one set of canonical pro-
jection directions, faðiÞ 2 R

pigmi¼1, which maximize the total correlations of the
low-dimensional projections faðiÞTXðiÞgmi¼1. Specifically, directions að1Þ; að2Þ; � � � ; aðmÞ
are obtained by the following optimization problem:

max
að1Þ;að2Þ;���;aðmÞ

Pm
i¼1

Pm
j¼1

aðiÞTXðiÞXðjÞTaðjÞ

s:t: aðiÞTXðiÞXðiÞTaðiÞ ¼ 1; i ¼ 1; 2; � � � ;m
ð1Þ

where each XðiÞ is supposed to be centered, i.e.,
Pn

j¼1 x
ðiÞ
j ¼ 0, i ¼ 1; 2; � � � ;m.
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By the Lagrange multipliers technique, the solution vectors faðiÞgmi¼1 of the problem
in (1) reduce to the solution of the following multivariate eigenvalue problem
(MEP) [16]:

Ua ¼ DDa ; ð2Þ

where U 2 R
p�p is a block matrix with (i, j)th block entry as XðiÞXðjÞT , D 2 R

p�p is a

block diagonal matrix with ith diagonal block as XðiÞXðiÞT , p ¼ Pm
i¼1 pi, and D ¼

diagðk1Ip1 ; k2Ip2 ; � � � ; kmIpmÞ with fki 2 Rgmi¼1 as multivariate eigenvalues and Ipi 2
R

pi�pi as the identity matrix, i; j ¼ 1; 2; � � � ;m.

3 Semi-discriminative MCCA

3.1 View-Specific Intraclass Scatter

Suppose the samples of m views of the same n objects for a total of c classes are given

as fXðiÞ ¼ ðXðiÞ
1 ;XðiÞ

2 ; � � � ;XðiÞ
c Þ 2 R

pi�ngmi¼1, where XðiÞ
j ¼ ðxðiÞj1 ; xðiÞj2 ; � � � ; xðiÞjnjÞ 2 R

pi�nj

describes the sample matrix from the ith view of the jth class, whose columns are
composed of the observations, pi denotes the dimensionality of sample vectors, and nj
is the number of samples in the jth class and

Pc
j¼1 nj ¼ n, i ¼ 1; 2; � � � ;m and

j ¼ 1; 2; � � � ; c.
For c classes of n training samples fxðiÞj1 ; xðiÞj2 ; � � � ; xðiÞjnjgcj¼1 from view i, we get their

images fyðiÞj1 ; yðiÞj2 ; � � � ; yðiÞjnjgcj¼1 after the projections onto the projection axis aðiÞ. The
class-specific scatter is defined by

JðiÞwj ¼
1
nj

Xnj
k¼1

ðyðiÞjk � �yðiÞj ÞðyðiÞjk � �yðiÞj ÞT ; ð3Þ

where �yðiÞj is the mean of the projected training samples from the ith view of jth class,
i ¼ 1; 2; � � � ;m and j ¼ 1; 2; � � � ; c.

According to (3), the view-specific intraclass scatter can thus be characterized by

JðiÞw ¼
Xc

j¼1

nj
n
JðiÞwj ¼

1
n

Xc

j¼1

Xnj
k¼1

ðyðiÞjk � �yðiÞj ÞðyðiÞjk � �yðiÞj ÞT

¼ 1
n

Xc

j¼1

Xnj
k¼1

aðiÞTðxðiÞjk � 1
nj

Xnj
k¼1

xðiÞjk ÞðxðiÞjk � 1
nj

Xnj
k¼1

xðiÞjk ÞTaðiÞ

¼ aðiÞT
1
n

Xc

j¼1

Xnj
k¼1

ðxðiÞjk � 1
nj

Xnj
k¼1

xðiÞjk ÞðxðiÞjk � 1
nj

Xnj
k¼1

xðiÞjk ÞT
" #

aðiÞ

¼ aðiÞTSðiÞw aðiÞ

ð4Þ
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where SðiÞw ¼ 1
n

Pc
j¼1

Pnj
k¼1

ðxðiÞjk � 1
nj

Pnj
k¼1

xðiÞjk ÞðxðiÞjk � 1
nj

Pnj
k¼1

xðiÞjk ÞT is referred to as within-class

scatter matrix that is positive semidefinite. In terms of (4), it is easy to characterize the
total intraclass scatter of all views as

Jw ¼
Xm
i¼1

JðiÞw ¼
Xm
i¼1

aðiÞTSðiÞw aðiÞ : ð5Þ

Clearly, we need to minimize the total intraclass scatter Jw for making intraclass sample
points as close as possible.

3.2 Model and Solution

To facilitate classification, we expect that the proposed method can find a projection
which not only captures the correlation information of multiple views, but also makes
the close intraclass samples closer together. To achieve this goal, we build the fol-
lowing multi-objective optimization model:

max
að1Þ;að2Þ;���;aðmÞ

Xm
i¼1

Xm
j¼1

aðiÞTSijaðjÞ

min
að1Þ 6¼0;���;aðmÞ 6¼0

Jw ¼
Xm
i¼1

aðiÞTSðiÞw aðiÞ

8>>>><
>>>>:

ð6Þ

with the constraints aðiÞTSiiaðiÞ ¼ 1; i ¼ 1; 2; � � � ;m, where Sijði 6¼ jÞ is the between-
view covariance matrix of views i and j, and Sii is the within-view covariance matrix of
view i, i; j ¼ 1; 2; � � � ;m. As we consider partial class information hidden in training
samples rather than full class information, the proposed method is called semi-
discriminative multiview canonical correlations (SemiDMCCs).

Using the evaluation function technique [17], we can transform the two-objective
optimization problem in (6) into the following single objective problem:

max
að1Þ;að2Þ;���;aðmÞ

Xm
i¼1

Xm
j¼1

aðiÞTSijaðjÞ � d
Xm
i¼1

aðiÞTSðiÞw aðiÞ

s:t: aðiÞTSiiaðiÞ ¼ 1 ; i ¼ 1; 2; � � � ;m
ð7Þ

where d� 0 is a regularization parameter that controls the smoothness and balance
between the correlation and scatter. It is obvious that SemiDMCC reduces to MCCA
when d ¼ 0. That is, MCCA can be viewed as a special case of SemiDMCC.

With Lagrange multiplier technique for the problem in (7), we get the following
Lagrange function L:
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L ¼
Xm
i¼1

Xm
j¼1

aðiÞTSijaðjÞ � d
Xm
i¼1

aðiÞTSðiÞw aðiÞ �
Xm
i¼1

kiðaðiÞTSiiaðiÞ � 1Þ ; ð8Þ

where fki 2 Rgmi¼1 are the Lagrange multipliers. Let @L�@aðiÞ ¼ 0, we have

Xm
j¼1

Sija
ðjÞ � dSðiÞw aðiÞ � kiSiia

ðiÞ ¼ 0; i ¼ 1; 2; � � � ;m: ð9Þ

It follows that

ðS� dSwÞa ¼ DSDa ; ð10Þ

where S is a block matrix with the (i, j)th block element as Sij 2 R
pi�pj , Sw, D, and SD

are respectively block-diagonal matrices, i.e., Sw ¼ diagðSð1Þw ; Sð2Þw ; � � � ; SðmÞw Þ, SD ¼
diagðS11; S22; � � � ; SmmÞ, and aT ¼ ðað1ÞT ; að2ÞT ; � � � ; aðmÞTÞ.

The problem in (10) is essentially a MEP [16], which is very difficult and has no
analytical solution. Thus, in this paper, we relax the problem in (10) via setting k1 ¼
k2 ¼ � � � ¼ km ¼ k and reformulate it as

ðS� dSwÞa ¼ kSDa : ð11Þ

We select the eigenvectors faTi ¼ ðað1ÞTi ; að2ÞTi ; � � � ; aðmÞTi Þgdi¼1 corresponding to the top

d eigenvalues of (11) as projection matrices fQi ¼ ðaðiÞ1 ; aðiÞ2 ; � � � ; aðiÞd Þgmi¼1 for m views.
Once projection matrices are obtained, for any one multiview sample x 2 R

p, the
reduced sample can be described as:

x̂ ¼ ðQT
1 ;Q

T
2 ; � � � ;QT

mÞx ; ð12Þ

which is used to represent the original sample x for subsequent recognition tasks.

4 Experiments

To validate the effectiveness of our proposed SemiDMCC, we perform experiments
using the popular image databases. Furthermore, we compare SemiDMCC with local
Fisher discriminant analysis (LFDA) [18], MCCA, and the baseline method PCA [19].
Note that the parameter d in SemiDMCC is empirically set to 1 for avoiding the
exhaustive search, i.e., d ¼ 1. In our all experiments, we perform the Coiflets, Dau-
bechies, and Symlets orthonormal wavelet transforms to extract three groups of
low-frequency feature vectors from original images, as used in [12]. After that, the K-L
transform is used to separately reduce their dimensions to 150. The resulting three-set
vectors are employed for the performance evaluation.
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4.1 Experiment on the Yale-B Database

The Yale-B+Extended Yale-B database consists of two widely used datasets. That is,
one is the Yale-B dataset, and the other is the extended Yale-B dataset. The Yale-B
dataset contains 5760 single-light-source images of 10 individuals, each under 576
viewing conditions (9 poses × 64 illumination conditions). The extended Yale-B
dataset includes 16,128 images of 28 individuals with the same condition and data
format as in the Yale-B dataset. In our experiment, we employ a combinatorial subset
(still referred to as Yale-B without confusion) from these two datasets, as used in [20],
which contains 2414 images with size 32 × 32 of 38 individuals and each has around
64 near frontal images under different illuminations.

In this experiment, 25 and 30 images per individual are randomly selected to form a
training set, respectively, while the rest are used for testing. Ten independent tests are
run to evaluate the performance of PCA, LFDA, MCCA, and SemiDMCC under the
nearest neighbor (NN) classifier with cosine distance metric. Table 1 shows the average
recognition results of each method. As can be seen, our SemiDMCC method obviously
outperforms PCA, MCCA, and the state-of-the-art method LFDA, whether the number
of training samples per person is 25 or 30.

4.2 Experiment on the ETH-80 Database

The ETH-80 database [21] contains 80 objects from 8 different categories (i.e., apple,
pear, tomato, cow, dog, horse, car, and cup). In each category, there are 10 objects and
each object is represented by 41 images from viewpoints spaced equally over the upper
viewing hemisphere, at distances of 22.5°−26°. In our experiments, each image is
resized to 64 × 64 pixels for computational efficiency. All color images are converted
to grayscale images.

In this experiment, three objects per category are randomly selected for training,
while the remaining seven objects are used for testing. As a result, the number of
training samples and testing samples is, respectively, 8 × 3 × 41 = 984 and
8 × 7 × 41 = 2296. Table 2 shows the average recognition results across 10 runs of

Table 1. Average recognition rates (%) of PCA, LFDA, MCCA, and our SemiDMCC with
different training sample sizes and corresponding standard deviations on the Yale-B database.

#/person PCA LFDA MCCA SemiDMCC

25 65.2 ± 0.7 91.8 ± 1.2 91.8 ± 0.7 94.2 – 0.9
30 68.0 ± 0.9 94.4 ± 0.5 92.9 ± 1.0 95.4 – 0.7

Table 2. Average recognition rates (%) of PCA, LFDA, MCCA, and our SemiDMCC and the
corresponding standard deviations (Std) on the ETH-80 database.

Method PCA LFDA MCCA SemiDMCC

Accuracy 70.4 59.2 72.9 74.3
Std 3.4 1.8 2.2 2.1
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PCA, LFDA, MCCA, and SemiDMCC under the cosine NN classifier. From Table 2,
it can be seen that our proposed SemiDMCC significantly outperforms other methods.
In addition, LFDA achieves the worst results in all the methods.

5 Conclusion

In this paper, we present a novel supervised MDR method for recognition tasks, called
SemiDMCC, which considers partial class information rather than the full. The pro-
posed SemiDMCC method is applied to face and object image recognition. The
experimental results on the Yale-B and ETH-80 databases show the effectiveness of our
proposed method and better recognition performance, in contrast with existing
dimensionality reduction methods. A future attractive direction is to design its kernel or
locality extensions for capturing the nonlinear relationships among multiple view data.
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Abstract. Clonal Selection Algorithm (CSA), inspired by the clonal
selection theory, has gained much attention and wide applications. In most
common forms, the CSAs use a binary representation of variables, and the
emulated immune operators, mutation, proliferation, selection, for exam-
ple, are made to act on it. However, the binary representation often suf-
fers from the so-called Hamming Cliff problem. In order to overcome this
problem, a Gray-coded CSA is presented and used to solve optimization
problems. The algorithm is applied to numerous bench-mark problems
of numerical optimization problems and the computational results show
effectiveness of the proposed algorithm.

Keywords: Clonal selection algorithm · Gray code · Optimization
problem · Simulation

1 Introduction

Bio-inspired computation, as a major subset of natural computation, use of biol-
ogy as inspiration for solving computational problems and the use of the natural
world experiences to solve real world problems. Unlike the classical optimization
approaches, which emphasize accurate and exact computation at the cost of
spending much more computation time, the bio-inspired computation has better
convergence speeds to the optimal or near optimal results.

Over the last few decades, much research has been done on the bio-inspired or
nature-inspired computation. Different artificial algorithms have been designed
and developed. Genetic Algorithm (GA), Particle Swarm Optimization (PSO),
Ant Colony Optimization (ACO), Evolution Algorithm (EA), Gravitational
Search Algorithm (GSA) are developed and used widely [4,6,8,11]. More recently
however, a new biological immune system inspired computational paradigm -
Artificial Immune Systems (AIS) has been receiving more attention [13]. AIS
exploits the immune system’s characteristics of learning and memory to develop
adaptive systems capable of performing a wide range of tasks in various engineer-
ing applications. Numerous algorithms such as Negative Selection Algorithms,
[10], Immune Network Theory-based model have been proposed and successfully
applied to a wide range of problems [2,9,14]. In particular, Clonal Selection
c© Springer International Publishing AG 2016
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Algorithms (CSA) [1] which based on the clonal selection principle proposed by
Burnet [3] has received a rapid increasing interest and has been verified as a
powerful approach to optimization problems.

In their most common forms, the above algorithms use binary strings to
represent variables. One then mutates the strings by flipping one or more bits. It
is known that there can be problems with this approach if the standard binary
encoding is used: there exist so-called Hamming cliff problem points that are
neighbours according to the topology of the space, but are not neighbours when
considered as binary strings. In other words, a very large perturbation in binary
space would cause only a small change in integer space. For example, the decoded
value of the binary string 01 111 111 is 127 in the integer space, while the
string 10 000 000, which is at a large Hamming distance apart, since all of its
corresponding bits are different from the previous one, decodes as 128, the next
integer. In such a situation, the usual binary representation is often pushed to
the limits of its efficacy. In order to overcome the Hamming cliff problem, a Gray-
coded clonal selection algorithm (GCCSA) is proposed. In this new method, all
neighbours in the original space are also neighbours as strings. We applied our
algorithm on a number of functions and compared the present results with our
earlier investigations.

2 Clonal Selection Principles [5,7]

Immune system, a highly evolved, parallel and distributed adaptive system, pro-
tects our body against bacteria and viruses etc. Lymphocytes are small leuko-
cytes that possess a major responsibility in immune system. B cells, one of the
most important lymphocytes, work mainly by secreting substances called anti-
body (Ab) as a response to antigen. The number of antibodies contained in
immune system is known to be much inferior to the number of possible anti-
gens, making the diversity and individual binding capability the most important
properties to be exhibited by the antibody repertoire.

Clonal selection theory, proposed by Burnet, explains the essential proper-
ties which contain sufficient diversity, discrimination of self and non-self and
long-lasting immunologic memory, [3]. This theory interprets the response of
lymphocytes in the face of an antigenic stimulus. When an animal is exposed
to an antigen, some subpopulation of its bone marrow derived cells (B lympho-
cytes) can recognize the antigen with a certain affinity (degree of match), the
B lymphocytes will be stimulated to proliferate (divide) and eventually mature
into terminal (non-dividing) antibody secreting cells, called plasma cells. Pro-
liferation of the B lymphocytes is a mitotic process whereby the cells divide
themselves, creating a set of clones identical to the parent cell. The proliferation
rate is directly proportional to the affinity level, i.e. the higher affinity levels of
B lymphocytes, the more of them will be readily selected for cloning and cloned
in larger numbers.
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3 Gray-Coded Clonal Selection Algorithm

According to what described above, a Gray-coded CSA is proposed. This new
algorithm, based on Gray coding method, includes initialization, affinity evalu-
ation, clonal operator, adaptive affinity maturation, and clonal selection. These
above procedures are iterated until a pre-specified termination criterion Gmax is
satisfied. The process can be explained as follows:

Step 1. Randomly create an initial pool of m antibodies (A1, A2, ..., Am). Anti-
body is defined as as a N bit binary string:

Ai = {a0i , a1i , ..., aN
i } (1)

where, aj
i = 0 or 1, i = 1, 2, ...m; j = 1, 2, ..., N .

In this paper, the proposed algorithm is used to solve the following function
optimization problem:

{
min f(X1, ...,Xr)
s.t. Xi ∈ [minv,maxv], i = 1, 2, ..., r (2)

where [minv,maxv] ⊂ R; f is a real-valued continuous function; r is the number
(dimension) of optimization variables.

Step 2. Compute the affinity of all antibodies (Af(A1), Af(A2), ..., Af(Am))
and then sort them in a descending order, Af(.) is the function to compute the
affinity.

Step 3. Select the n (n ≤ m) best elite antibodies according to their affinities
from the m original antibodies.

Step 4. Place each of the n selected elites in n separate and distinct pools
(EP1, EP2, ..., EPn).

Step 5. Convert elite antibody to their Gray equivalent. The leftmost bit in the
binary unchanged to the same location in the Gray representation. The resultant
of an XOR (Exclusive OR) operation between the next bit in the binary and its
left-hand side neighbor fills its corresponding position in the Gray string, and
the XOR operation continues till all the bit locations are filled up.

Step 6. Clone the elites in each elite pool with a rate proportional to its fitness.
The amount of clone generated for these antibodies is given by Eq.(3):

pi = round(
(n − i)

n
× M) (3)

where i is the ordinal number of the elite pools, M is a multiplying factor which
determines the scope of the clone and round(.) is the operator that rounds its
argument towards the closest integer.

Step 7. Subject the clones in each pool through maturation process. Then
convert these Gray-coded antibodies to binary ones.
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Step 8. Compute the affinity and select the fittest individual Bi (A(Bi) =
argmax(A(EPi,1, ..., EPi,pi

)), i = 1, 2, ..., n) in each elite pool from amongst its
mutated clones.

Step 9. Update the parent antibodies in each elite pool with the fittest individual
of the clones.

Step 10. The process will be terminated when the iteration number reaches a
pre-specified maximal generation number Gmax. Otherwise, it returns to Step 3.

4 Simulations

4.1 Parameters Setting and Benchmark Functions

The meaning and value of parameters of GCCSA are listed in Table 1.

Table 1. Parameter setting of GCCSA for the experiments on the numerical optimiza-
tion problems

Number of initial populations m 150

Number of selected populations n 100

Clone multiplying factor M 50

Maximum number of mutation points PM 10

Termination condition Gmax*: see Table 3

*: the maximum number of generation Gmax

In this paper, six numerical optimization functions named Sphere, Ackley,
Griewank, Rastrigin, Schwefel, and Rosenbrock are used to evaluate the effec-
tiveness of GCCSA. Table 2 presents the detailed information of these functions.

In simulation, the number of the binary-bits for the six functions are set as
18, 18, 21, 17, 22, and 18 bits (per variable), respectively. The number of the
dimension for all the six functions is 30.

4.2 Experimental Results

For the comparison purpose, the termination condition with the maximum num-
ber of generations is used, since the experiments referred from [12] were tested
with a fixed number of generations. Classical evolutionary programming (CEP),
fast EP (FEP) [12], CSA, receptor editing based CSA (RECSA) are compared
with the proposed algorithm.

Simulation results are shown in Table 3. For functions Sphere, Ackley, and
Griewank which are relatively simple functions compared with other ones,
binary-coded CSA and Gray-coded CSA have almost the same results which
are better than the results generated by CEP and FEP. For Rastrigin function,
the algorithm RECSA outweighs other algorithms. In the term of average results,
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Table 2. Test functions

Function Mathematic expression Initial range fmin Xmin

Sphere f(X) =
∑N

i=1 x2
i [−100.0,100.0] 0.0 (0,0,...,0)

Ackley f(X) = −20exp(−0.2

√
1
N

∑N
i=1 x2

i ) [−32.0,32.0] 0.0 (0,0,...,0)

−exp( 1
N

∑N
i=1 cos(2πxi)) + 20 + e

Griewank f(X) [−600.0,600.0] 0.0 (0,0,...,0)

= 1
4000

∑N
i=1 x2

i −∏N
i=1 cos(

xi√
i
) + 1

Rastrigin f(X) [−5.12,5.12] 0.0 (0,0,...,0)

= 10N +
∑N

i=1(x
2
i − 10cos(2πxi))

Schwefel f(X) [−500.0,500.0] 0.0 (−420.9687,

= 418.9829N −∑N
i=1 xisin(

√
|xi|) −420.9687,...,

−420.9687)

Rosenbrock f(X) =∑N−1
i=1 (100(xi+1 − x2

i )
2 + (xi − 1)2)

[−30.0,30.0] 0.0 (1,1,...,1)

Table 3. Experimental results of the six numerical optimization functions

CEP FEP CSA RECSA GCCSA

Sphere t =1500 b. 2.2× 10−4 5.7× 10−4 4.4× 10−6 4.4× 10−6 1.5× 10−5

m. - - 4.5× 10−6 6.2× 10−6 2.2× 10−5

w. - - 5.5× 10−6 9.0× 10−6 3.1× 10−5

δ 5.9× 10−4 1.3× 10−4 3.9× 10−7 1.3× 10−6 6.2× 10−6

Ackley t =1500 b. 9.2 2.8 4.9× 10−4 5.5× 10−4 8.3× 10−4

m. - - 5.4. × 10−4 6.2× 10−4 1.0× 10−3

w. - - 6.6× 10−4 6.6× 10−4 1.3× 10−3

δ 1.8× 10−2 2.1× 10−3 5.6× 10−5 4.3× 10−5 1.6× 10−4

Griewank t =2000 b. 8.6× 10−2 1.6× 10−2 1.6× 10−7 1.8× 10−7 6.8× 10−7

m. - - 1.8× 10−7 2.0× 10−7 1.3× 10−6

w. - - 2.0× 10−7 2.5× 10−7 2.5× 10−6

δ 0.12 2.2× 10−2 1.0× 10−8 2.0× 10−8 5.8× 10−7

Rastrigin t =5000 b. 89.0 4.6× 10−2 9.4 9.1× 10−6 1.1× 101

m. - - 12.5 9.6× 10−6 1.4× 101

w. - - 15.8 1.2× 10−5 1.8× 101

δ 23.1 1.2× 10−2 2.2 1.0× 10−6 2.5

Schwefel t =9000 b. 4652.3 14.987 103.8 0.5 3.8× 10−4

m. - - 161.9 1.1 9.5× 101

w. - - 249.7 1.4 2.4× 102

δ 634.5 52.6 46.8 0.2 9.3× 101

Rosenbrock t =20000 b. 6.17 5.06 24.3 24.3 1.1× 10−4

m. - - 25.8 25.8 3.9× 10−2

w. - - 27.6 27.1 1.6× 10−1

δ 13.61 5.87 1.0 1.1 5.0× 10−1

* b., m., w. δ, and t represent the best, the mean, the worst, the standard
deviation, and the maximum number of generations respectively
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GCCSA performs the same ability as other methods for solving Schwefel func-
tion. However, the best solution of GCCSA is much better than others.

In mathematical optimization, the Rosenbrock function is a non-convex func-
tion used as a performance test problem for optimization algorithms. The global
minimum is inside a long, narrow, parabolic shaped flat valley. To find the valley
is trivial. To converge to the global minimum, however, is difficult. It is worth-
while to mention that GCCSA performs very well in optimizing Rosenbrock
function than all other algorithms.

Figure 1 shows the convergence process of CSA and GCCSA for six functions.
The vertical axis of each figure shows the average function value, and the hori-
zontal axis represents the number of generations. From these figures, except the
Rastrigin function, it can be easily confirmed that the traditional binary-coded
CSA is easy to be trapped in local optima so as to be premature convergence,
whereas Gray-coded CSA are able to escape the local optima.

Fig. 1. Convergence process of CSA and GCCSA for six test functions

5 Conclusions

Like other algorithms, clonal selection algorithms (CSA) use a binary represen-
tation of variables, and the emulated immune operators, mutation, proliferation,
selection, for example, are made to act on it. However, these binary-coded algo-
rithmshave not effectively been applied for global optimizations of continuous vari-
able in nonlinear models. The Hamming distance between the two closest inte-
gers in binary code is very large. These methods often suffer from the so-called
Hamming Cliff problem. To overcome these difficulties relating to binary encoding
for continuous variable optimizations, a Gray-coded CSA (GCCSA) is presented.



Gray-Coded Clonal Selection Algorithm for Optimization Problem 273

The algorithm is applied to numerous bench-markproblems of numerical optimiza-
tion problems and the computational results show effectiveness of the proposed
algorithm.
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Abstract. According to the lack of training samples and the shortage of the
traditional PCA and BP algorithm, this paper proposes an improved PCA-BP face
recognition algorithm based on the construction of virtual samples. Firstly, the
algorithm uses original training samples to generate virtual samples by mirror and
rotation transformation, and then all of the original samples and virtual samples
are used for the improved PCA algorithm to extract the feature vectors. Moreover,
the extracted feature vectors are input to the improved BP neural network for
training, and finally combined K-Nearest Neighbor algorithm comprehensive
discriminant classification, the generalization ability of face image recognition is
enhanced. The experimental result on ORL, YALE, FERET and AR face database
proves that the proposed algorithm can predict the possible changes of the samples
in a certain extent, and the recognition rate is improved obviously.

Keywords: Virtual samples · PCA algorithm · BP neural network · K-Nearest
neighbor algorithm · Face recognition

1 Introduction

Face recognition has always been an important research direction in the field of pattern
recognition, because it has a good application prospect in the military, government,
finance, electronic commerce and other industries [1–3]. In the process of face image
acquisition, due to the changes of illumination, facial expression, position, posture and
the influence of equipment, the collected images can not accurately reflect all the infor‐
mation of human face [4–6]. Therefore, the methods of constructing virtual samples
have been proposed one after another [7–11], such as using optical flow method, noise,
geometric transformation and weighted average method to generate a new virtual
sample, but the number of virtual samples generated by these methods is not enough to
reflect all the information of the face. So it is necessary to generate more adequate virtual
samples according to the existing human face images.
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Although the traditional BP algorithm can update the weights through continuous
learning to improve the recognition rate [12–14], but the training process is easy to fall
into local minimum, and the BP neural network which is easily affected by the training
shock has slow convergence speed [15–17]. When extracting feature vectors, traditional
PCA algorithm did not take the contribution of different components into account, and
the illumination transformation would affect the first 3 principal components, thus
affecting the final recognition results.

For this reason, this paper proposes a face recognition algorithm based on the
construction of virtual samples and the improved BP neural network and PCA method.
Firstly the virtual samples are constructed through the mirror and rotating method, and
then all of the original images and virtual samples are used for the improved weighted
PCA algorithm to extract feature vectors. Then the extracted feature vectors are input
to the improved BP neural network for training, and finally combined K-Nearest
neighbor algorithm to classify test images. To a certain extent, it reflects the possible
changes of the samples, and the recognition accuracy is improved.

2 Principle of Face Recognition Algorithm

2.1 PCA Feature Extraction

PCA algorithm is also called principal component analysis algorithm, it is a data
processing method that extracts the feature vectors by constructing covariance matrix,
so as to achieve the purpose of reducing the dimension, compression and extraction of
the original complex data. Because of its simple computation and easy realization, it is
widely applied in various fields of pattern recognition and data mining [18].

The basic idea of PCA algorithm is that the complex and multivariate raw data are
processed by Karhunen-Loeve Transform to find out the most representative elements
of the face and form feature face space, so the interference of irrelevant attributes to the
recognition result is reduced. Then all the images are projected onto the obtained char‐
acteristic subspace to get the projection coefficients of different faces, and these coeffi‐
cients can represent the main features of the face image. Finally, the appropriate classifier
for face classification and recognition is used to achieve the purpose of compression and
dimension reduction of data, grasp the essence of the problem, simplify the data and
reduce the amount of computation.

2.2 Basic Principle of BP Algorithm

BP network algorithm [19] is a multilayer feed-forward neural network algorithm which
uses the error between the output and the expected value as the adjustment signal for
the back propagation. Robert Hecht-Nielson found the 3-layer BP network that has the
hidden layer can approximate any continuous function well, and has strong adaptive
ability and good classification effect [20].

The error exists between the output of the BP algorithm and the expected value. If
the error exceeds a certain value, the error will be used as an adjustment signal for back
propagation, so in the continuous inverse propagation process we can adjust the weight
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value and threshold value according to the desired error value in order to obtain ideal
output result. At present, there are two kinds of algorithms to improve the performance
of BP neural network: additive momentum method and elastic gradient descent method.

2.3 K-Nearest Neighbor Algorithm

K-Nearest Neighbor classification algorithm is a mature method in theory and also one
of the most simple machine learning algorithms. The idea of this algorithm is that if
most of k similar samples in the feature space which are similar to one sample belong
to a certain category, then the sample also belong to this category.

3 Improved PCA-BP Algorithm Based on Virtual Sample
Construction

3.1 Virtual Sample Generation

In the process of practical application, the face images may be affected by position,
illumination, pose and expression, so that the training samples can not accurately repre‐
sent all the characteristics of the target face. Therefore, before the PCA feature extrac‐
tion, the images should be processed first so that the training samples can better reflect
the impact of a variety of circumstances. By the combination of mirror and rotation
transformation, the obtained virtual sample is still the same target, and it can include the
change information in the posture and position of the sample.

As we all know, the collected face image is generally positive, and the structure of
the human face is symmetrical. Therefore, the collected images can be horizontally
mirrored by the central axis to obtain virtual samples. The obtained virtual sample is
symmetrical with the original image, and it can be regarded as the image that the face
rotates a certain angle around the vertical axis, so it can reduce the effect of horizontal
rotation of the head on the recognition result. The processing results are shown in Fig. 1.

Fig. 1. Part of the original images and their horizontal mirroring virtual samples

In the process of face image acquisition, may be due to the acquisition equip‐
ment is not fixed and the movement of the target, the face image skews and is not
vertical. Therefore we can make the image rotate 10 degrees clockwise and counter-
clockwise, and the obtained image can be seen as a human face rotating a certain
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angle around the horizontal axis so as to reduce the impact of head tilt on the
recognition, and the processing results are shown in Fig. 2.

Fig. 2. Part of the virtual samples of original images clockwise and counter clockwise rotation

3.2 Improved PCA Algorithm

In the feature extraction process of the traditional PCA algorithm, no consideration is
given to the effects of different components on the recognition results and the contribu‐
tions of all components are calculated with equal weight method, this caused the compo‐
nents of small contribution effect the final recognition results. Face images will inevi‐
tably be influenced by the change of environment in the collection process, and the first
three feature vectors of PCA feature extraction can be easily affected by the change of
light, so the improved algorithm proposed in this paper gives the first three eigenvectors
with adaptive weights after the feature extraction by using the method of least squares
linear fitting so as to reduce the impact of illumination changes on the recognition results.
Because of taking the contribution of different components into account, this method
improves the recognition rate.

3.3 BP Neural Network Improved by the Method of Weight Adjustment

Traditional BP network algorithm uses gradient descent method to study in the process
of training, and its convergence is not very good and its training time is too long. Further
more, it will be affected by the training shocks, and easy to fall into local minimum
points. As we all know, although the additional momentum method can prevent the BP
neural network from falling into local minimum point in the training process, its learning
rate is so slow that caused long network training time. On the other hand, the elastic
gradient descent method reduces the training time of BP neural network and converges
more quickly, but it is easy to be trapped into local minima. In this paper, these two
improved methods are combined with innovation, and a new algorithm of BP network
weights adjustment is formed. Among them, the weight adjustment formula of t + 1
time is:

(1)

Improved PCA-BP Face Recognition Based on Construction 277



The ΔW(t) is weight variation, t is the number of training, mc is the momentum
coefficient and Δt is the update value.

(1) If the change direction of the weight gradient at the t time and the t−1 time are
consistent, then Δt increase. The formula of Δt is:

(2)

(2) If the change direction of the weight gradient at the t time and the t−1 time is
opposite, then Δt reduce, and the weight W is adjusted according to a time-varying
probability P. The formula of P is:

(3)

The improved weight adjustment method not only reduces the convergence time,
but also reduces the possibility of the BP network to be trapped in local minimum
points during the training process. At this point, the formula of Δt is:

(4)

(3) In addition, the weight adjustment direction is according to the probability 1−P,
then the formula of Δt is:

(5)

Under the other conditions, Δt remains unchanged. Therefore, the improved algo‐
rithm proposed in this paper reduces the effect of network shaking on the convergence
speed, shortens the training time, and minimizes the possibility of the network falling
into local minima in a certain extent, so it significantly improves the performance of BP
network.

3.4 General Description of Improved Algorithm

According to the above analysis of the algorithm principle, the specific steps of the
algorithm in this paper can be summarized as follows:

(1) Virtual samples generation
We can read the images in the four face databases respectively, and take parts of
the images as the training samples and construct the same number of virtual samples
by the mirror method. Then the original samples and the obtained mirror samples
are used for the rotation method, so the number of training samples changed from
1 to 4.

(2) Improved PCA algorithm to extract feature vectors
The virtual samples obtained from the step (1) and the original training samples are
all used for the weighted PCA algorithm proposed in this paper to extract the main
features of the human face.
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Average face:

(6)

Deviation matrix:

(7)

(8)

The characteristic value is arranged according to the size. According to the formula
(8), the eigenvectors which are relative to the first p sorted characteristic values are
extracted to form a feature face space, to achieve the purpose of dimensionality
reduction, and then the first 3 components extracted from the feature vectors are
added adaptive weights.
The normalized feature vector of the ATA is:

(9)

So the feature face space is:

(10)

(3) The projection coefficients of training and testing images which have been normal‐
ized are used as the input of the BP network for training. The network weights are
calculated by using the weight adjustment method proposed in the paper.

(4) BP neural network method and k-Nearest Neighbor algorithm are combined to
classify face images. For each input test sample xj, the output of the BP network is
t, given a threshold value β(β < 0.5), if max{t(i,1)} > β, the category is k = max{t(i,
1)}; if max{t(i,1)} < β, the corresponding input xj is classified by k-Nearest
Neighbor algorithm. Finally, by calculation the correct recognition rate can be
obtained.
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4 Experiment and the Result Analysis

In windows 7 system (Intel®Core™ i5-4590 CPU @ 3.30 GHz processor and 8 GRAM)
and Matlab 2012 environment, we choose ORL, FERET, AR and Yale four face data‐
bases images for face recognition experiments. Firstly reading images in the databases,
take the AR face database for example, there are 120 people and 14 original images per
person. The first 7 images are used for training and the last 7 images are used for testing,
then the 840 training samples are used to obtain other 840 virtual samples through mirror
method, and then through the method of rotating the 1680 virtual samples can be
obtained, so the total number of training samples changed from the original 840 to 3360.
Consequently, according to the method of this paper, the experiments are carried out in
three aspects.

4.1 Adaptive Weight Coefficients of the First Three Principal Components
Optimization

It can be seen From Table 1 that by the least square linear fitting method, the first three
characteristic components of the feature vectors which are extracted from PCA algo‐
rithm are added adaptive weights of less than 1. By comparing the data in four different
face databases, we can see that the adaptive weight coefficients in different face databases
are different, and the adaptive weight coefficients of first three different principal compo‐
nents in the same face database are also different. So it can be seen that the effects of
different components on face recognition are different, and it also verifies the necessity
of the weighted improved PCA algorithm.

Table 1. Different weight coefficients of first 3 principal components in 4 different databases

Face database First component Second component Third component
ORL 0.42 0.40 0.45
FERET 0.39 0.34 0.41
AR 0.08 0.23 0.39
YALE 0.40 0.36 0.32

4.2 Comparison of the Proposed Algorithm and Other Algorithms

The comparative experiments between the proposed algorithm and the other mainstream
face recognition methods based on the whole face image were carried out on the ORL,
FERET, AR and Yale four person face image databases. The recognition rate of various
classification algorithms in the different face databases is shown in Table 2.

Among them, the literature [11] proposes a method that constructs virtual samples
by weighted average method and then identifies human faces in the classification frame‐
work based on sparse representation. In literature [12], the advantages of principal
component analysis (PCA) and linear discriminant analysis (LDA) are fully fused
together. The literature [6] proposed a method to recognize face images across pose
based on orthogonal discriminant vector (ODV) and validate the feasibility of modeling
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the face images of different individuals on different linear manifolds. In literature [4],
the fusion of two useful descriptors, i.e., the Zernike moments (ZMs) and the local binary
pattern (LBP)/local ternary pattern (LTP), has been proposed to generate superior
results.

Table 2. Recognition rate of various classification algorithms under different face databases

Algorithm ORL FERET AR YALE
Original PCA algorithm 0.77 0.81 0.79 0.82
“Literature [11]” algorithm 0.95 0.77 0.69 –
“Literature [12]” algorithm 0.94 0.53 0.55 –
“Literature [6]” algorithm – 0.94 0.88 0.92
“Literature [4]” algorithm 0.94 0.62 – 0.80
Our algorithms 0.96 0.87 0.91 0.94

It can be seen from Table 2 that the face recognition algorithm proposed in this paper
which is based on constructing virtual samples and the improved PCA-BP algorithm
predicts the possible changes of samples to a certain extent, and has a positive impact
on the classification recognition rate, so it generally improves the image recognition rate
and has better effect. But in the FERET and AR face database, the data in Table 2 is the
result without the rotating virtual samples, so on the FERET and AR face database, the
effect is less than the literature [6].

In order to observe the test results more intuitively and easily, we have designed the
graphical human-computer interaction interface based on the face recognition algorithm
proposed in this paper. As shown in Fig. 3, the face recognition experiment is carried
out on the ORL face database.

Fig. 3. Human-computer interaction interface of face recognition

4.3 The Applicability of the Rotation Method to Construct Virtual Samples

From Table 2 and the above analysis, it can be seen that the algorithm proposed in this
paper has better recognition effect on the ORL and YALE face database, but the recog‐
nition rate of the FERET and AR face database is different. The details are shown in
Table 3.
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Table 3. Recognition rate of the proposed algorithm in different human face database and
different training samples

Sample type ORL FERET AR YALE
Original sample 0.87 0.84 0.883 0.84
Add mirror sample 0.895 0.87 0.91 0.92
Add mirror + rotation sample 0.96 0.81 0.82 0.94

As can be seen from Table 3, the proposed algorithm has a very good effect in the
ORL and YALE face database, but in the FERET and AR face database, the proposed
algorithm is better in the case of no rotating samples.

By observing the characteristics of the images in the four face databases (shown in
Fig. 4), we can find that the images of the FERET and AR face databases are all straight
and not inclined, so the rotation method is not applicable to these two face databases.
But the images of the ORL and YALE face databases are often inclined, so the rotation
method has a good effect for the recognition.

(a)ORL face database 

(b)FERET face database 

(c)AR face database 

(d)YALE face database 

Fig. 4. Part of the original images in the four different face databases

As can be seen from the above experiments, the proposed algorithm is less than
“Literature [6]” algorithm only in the FERET face database. But in other cases, the
recognition results are better than the comparison literature methods (including “Liter‐
ature [6]” algorithm). Moreover, the face images collected in real life could not be all
straight, so the rotation method to construct virtual samples is still a very meaningful
work.

5 Concluding Remarks

In this paper, an adaptive weighted PCA face recognition algorithm based on improved
BP neural network is proposed under the environment of constructing virtual samples.
Firstly, the virtual samples are obtained from the original training samples by mirror
and rotation transformation, which can reduce the impact of head rotation and tilt. Then
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all of the original training samples and constructed virtual samples are used for the
improved PCA algorithm to find out the representative feature vectors and then
according to the extracted image data, we can determine the parameters of the BP
network, and finally use the improved BP neural network and K-Nearest Neighbor
algorithm to comprehensively identify the face images.

Simulation experiments show that through the recognition in ORL, Yale, FERET
and AR face databases, the algorithm proposed in this paper predicts the possible varia‐
tions of samples in a certain extent and significantly improves the recognition rate. In
addition, more improvements are needed to study in order to carry out the experiments
in real-time environment.
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Abstract. In this paper, we propose an improved adaptive heuristic algorithm
with duplication (D-IAHA). It turns the workflow into complex directed acyclic
graph (DAG) in cloud environments, and then modifies the improved adaptive
heuristic algorithm (IAHA) considering duplication. Specifically, D-IAHA
repeats important predecessor tasks in the free time slots of the processors, in
order to avoid long communication cost between tasks. Meanwhile, elimination
of redundant tasks is taken into account. The experimental results show that the
proposed method can achieve good performance, significantly obtain the
response quickly moreover optimize makespan, load balancing on resources and
failure rate of tasks.

Keywords: Cloud environments � Duplication task scheduling � DAG

1 Introduction

Task scheduling is a vital component for cloud computing, which aims at adopting
appropriate strategy to schedule tasks for available resources satisfying Quality of
Service (QoS) requirements. This problem is NP-complete in the general case, as well as
some restricted cases. Loads of algorithms are proposed to challenge this puzzle, such as
Heterogeneous Earliest Finish Time (HEFT) [1] and Critical Path [2]. Most of them are
often used in simple model and can not reflect real parallel system accurately. According
to such issue, some meta heuristic algorithms are proposed, like Partial swarm opti-
mization (PSO) [3], Simulated Annealing (SA) [4], and Genetic Algorithm (GA) [5].

The proposed algorithm, improved adaptive heuristic algorithm with duplication
(D-IAHA), modifies the improved adaptive heuristic algorithm (IAHA) [6] considering
duplication. It utilizes free time slot of processors to repeat the current task’s parent in
order to reduce communication cost between tasks. In this way, the start time of current
task’s immediate child can be advanced, and then the whole scheduling time can be
shortened. In addition, the elimination of redundant tasks is taken into account as well,
decreasing the computational load of the processors. Since task’s start time is restricted
by the arrival time of its parents. There are two ways to solve this issue:

(1) Repeat current task’s important immediate predecessor in suitable free time slot to
reduce data transmission cost between tasks;

(2) Schedule the child task to the processor where its immediate parent is located if
possible, thus to avoid the communication cost.
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However, the second method will lead to a situation that too many tasks are on the
same processor obviously, and then the load of processor is too heavy, finally advanced
entire completion time will not be available. Therefore D-IAHA adopts the first
method, here are the two duplicate rules it follows:

1. Repeat the current task’s immediate parent with largest degree preferentially. As
this task will affect more child tasks’ start time when its degree is larger. So repeat a
task like this, not only the start time of current task can be advanced, the start time
of the rest child tasks belonged to the same parent will be advanced accordingly.

2. Repeat the most important immediate parent of the current task whose data arrives
at the latest. Why we choose this task is that the start time of current task is
restricted by it. Hence, repeating this task can make the start time advanced.

2 Improved Adaptive Heuristic Algorithm (IAHA)

The IAHA algorithm improves HSGA algorithm [7] in two aspects: task prioritization,
crossover and mutation operation.

2.1 Task Prioritization

In this phase, IAHA mainly contributes on solving the discordance between priorities
of tasks and the topology sequence of DAG after sort stage. Based on this problem,
IAHA adopts the following sort method to calculate task’s weight:

Tpriority við Þ ¼ w við Þ þ
Xb

d vjð Þ¼a

d vj
� �� w ei;j

� �� �
; where

a ¼ b� b=2
j k

; vj 2 Tsucc við Þ
ð1Þ

Where Tsucc við Þ is a set of child tasks of task vi, b is the most depth value of successors
with the maximum-length sequence. In this way, it will ensure the reasonableness of
task execution, and optimize the entire completion time as well.

2.2 Crossover and Mutation Operations

In IAHA, adaptive crossover and mutation rate are adopted in order to avoid premature
and reduce of search efficiency due to the determined and unchanged rate. The eval-
uation index D of population’s premature length is in literature [8].

Crossover rate is:

Pc ¼ 1= 1þ exp �k1Dð Þð Þ ð2Þ

Mutation rate is:

Pm ¼ 1� 1= 1þ exp �k2Dð Þð Þ ð3Þ
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The crossover and mutation result is influenced by Pc and Pm. In the evolutionary
process, if D becomes larger, the ability of developing best individual will strengthen; if
D becomes smaller, the ability of producing new individuals will strengthen.

3 Proposed Algorithm

On the basis of IAHA, we selectively repeat tasks which have been executed on other
processors in the free slot of processors to reduce the communication cost between
processors. However, it is puzzle that how to choose the appropriate duplicate tasks.

3.1 Duplicating Phase

At this stage, first, tasks are scheduled to processors according to IAHA, and then,
repeat the scheduled parent task in task sequence on the processor where its child task
is executed on in the free time slot based on the duplicate rules in the Sect. 1. It should
be noted that the performance of current processor may not be the best-suited one for
the parent task, this means, it will not achieve the fastest processing speed. According
to this, D-IAHA takes computing power and other properties of candidate processor
into consideration before scheduling.

Since task vi is scheduled to processorPj, typically define this time as the task’s arrival
time Tavailðvi;PjÞ. However, the real start time is not the task’s arrival time, because
whether the processor is free and whether all data are conveyed should be considered.

We can see that the free time slot plays a vital role in D-IAHA, its generation relays
on the constraints of priority in DAG and communication delay, which makes the
advanced arrival of data unavailable. Definition 1 presents the idea of how to judge
whether a suitable free time slot exists.

Definition 1. [9] Given a set of n tasks v1; v2; � � � ; vnf g scheduled on a processor Pk, a
free time slot (gap) Gr (between tr and trþ 1), is suitable for task vi if,

GF
r � max DAT vi;Pkð Þ ; GS

r

� � � wi;k;

where GS
0 ¼ 0 ; GF

0 ¼ Tst v1;Pkð Þ ; GS
n ¼ Tft vn;Pkð Þ ; and GF

n ¼ 1 ð4Þ

GS
r and GF

r refer to the free time slot’s start and finish time respectively. wi;k is the
execution time of task vi on the current processor Pk. Tst vi;Pkð Þ refers to the start
execution time of vi. Assuming no suitable free time slot exists, then schedule vi to Pk,
so that its start time depends on the processor’s idle time. Figure 1 shows it.

Definition 2. Define the most important immediate parent (MIIP) task as the imme-
diate parent of task vi whose data arrives at the latest, represented by Mi. Notice that it
hinders the start time of vi. Then, we denote the data arrival time of MIIP task vi as:

DAT vi; Pkð Þ ¼ max
vj2pred við Þ

min Tft vj; Pk
� �

; Tft vj; Pl
� �� � þ cji

� � ð5Þ

Here, pred við Þ addresses to the set of predecessor tasks of vi, Tft vj;Pk
� �

refers the
finish time in the case that predecessor task vj of vi and vi itself are executed on the
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same processor, here cji is 0(cji is the communication cost from vj to vi); Tft vj;Pl
� �

shows that vj and vi are executed on different processors, and now cji is described in
literature [6].

The start execution time of vi on the current processor is:

Tst vi;Pkð Þ ¼ max DAT Mi;Pkð Þ; min PR
k ;G

S
r

� �� � ð6Þ

Where GS
r refers to the start time of the first free time slot which can accommodate vi,

PR
k describes the free time on Pk. DAT Mi;Pkð Þ is the data arrival time of MIIP task Mi

of vi.
The finish time and the entire completion time of vi are described respectively:

Tft vi;Pkð Þ ¼ Tst vi;Pkð Þ þ wi;k ð7Þ

makespan ¼ max Tft vi;Pkð Þ� �
0� i� n and 0� k�m ð8Þ

In order to avoid redundant duplication, we only repeat the parent task with
important data output. Each time after repeating vi, update the finish time of it. If the
entire completion time (makespan) has no change after repeating, we can delete it.
Repeat this operation until no MIIP task, parent task with largest degree, or free time
slot exists. And then check all tasks, make sure there is no redundant duplication.

3.2 Task Scheduling Phase

We state the detail about duplication process by now. In order to have an overall
concept, Fig. 2 presents the whole task scheduling process in cloud environments.
Where, A is a task sequence used to store tasks needed to be repeated; B is a task

0
SG 0 1( , )F

st kG T v P=

kP

0G 1G

1v 2v nv

( , )S R
n ft n k kG T v P P= =

nG

( , )i kDAT v P
rG

rv 1rv +iv

S
rG

,i kw≥

,i kw≥

F
rG

S
rG

( , )i kDAT v P

rv iv 1rv +

F
rG

rG

(a) Free slot description

(c) data arrival time of the task is less than or 
equal to the start time of the slot  

(b) Data arrival time of the task is greater 
than the start time of the slot

              Scheduling hole

Node to be 
duplicated/accomodated

Fig. 1. Free time slot and duplicate task
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sequence as well, it is used to store the already repeated task from A. Algorithm 1
shows the illustration on duplication.

4 Simulation and Result Analysis

To test the performance of D-IAHA, we compare it with HEFT and IAHA in CloudSim
simulation platform: HEFT uses the strategy of repeating tasks in free time slot of
processor; D-IAHA improves IAHA considering duplication. The simulation param-
eters are listed in Table 1. The performance parameters NSL and Efficiency are
described in literature [10]. Additionally, CCR [11] is the communication to compu-
tation ratio. The value of CCR changes in D-IAHA.

Fig. 2. Task scheduling flowchart
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From Fig. 3, with the increasing value of CCR, the makespan of HEFT and IAHA
is affected increasingly, then the value of NSL increases as well. Nevertheless, as
D-IAHA exchanges computation cost for communication cost by repeating task,
makespan will not have a significant increase, so the NSL and Efficiency value are
lower than other two algorithms. However, if CCR becomes larger and larger, com-
munication between tasks is frequent, there will be a hard issue to choose duplicate
tasks. As a result, the makespan will rebound. But for all that, the performance of
D-IAHA is better.

In Fig. 4 (a), since IAHA and D-IAHA adopt the method that schedule tasks to an
efficient processor and consider about load of resources during crossover and mutation
phase, the load balancing rates of these two methods are less than that of HEFT.
However, as D-IAHA exchange computation cost for communication cost to reduce the
makespan, the load balancing rate on each node is comparatively higher than IAHA,
but it still reduces the load balancing rate of resources compared with other algorithms.
From Fig. 4 (b), we can see that the failure frequency of IAHA and D-IAHA is less
than that of HEFT, this is because HEFT takes no consideration about error probability
of tasks. On the contrary, in IAHA and D-IAHA, they consider it in the part of whether
or not to choose mutated resources. Consequently, the failure frequency when task is
executed on processors has been severely depleted.

Table 1. Simulation parameters

Parameter Value

Number of tasks in application 30–100
The number of resources 30
Task length 1200000–7200000 (MIPS)
Failure rates of tasks 0.0001–0.001
Resources speed 500–1000 (MIPS)
Bandwidth between resources 10–100 (mbps)
CCR value 0.25
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Fig. 3. The performance achieved by the proposed D-IAHA algorithm and the competing
algorithms includes HEFT, IAHA under increasing value of CCR.

290 M. Ruan et al.



5 Conclusion

In this paper, we deal with the tasks in DAG by pre-merging them, then divide tasks
into task packages according to the partition strategy which mainly aims to reduce
communication cost between tasks, and minimize entire completion time finally. We
consider about the load of processors during partition phase as well. After this, the
proposed D-IAHA algorithm is used to utilize the free time slot of processors to repeat
tasks, and reduce the entire completion time of task even further. The experimental
results show that the proposed method can achieve visible performance gain.
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Abstract. Focusing on the problem of graph reachability query with keyword
and distance constraint, a method of graph reachability query based on reference
node embedding was proposed. Firstly, a very small part of representative ref-
erence nodes were selected from all nodes, shortest path distance between all
nodes and these reference nodes were previously calculated. Next distance range
was obtained based on the triangle inequality relation. Lastly according to the
distance constraint and keyword in query condition, a conclusion of reachability
could be drawn quickly. Comparative tests were done on data of social network
and road network. Compared with Dijkstra algorithm, the proportion of drawing
a reachability conclusion directly of the proposed algorithm is 84.6 % in the
New York Road network, while 66.6 % in the Digital Bibliography & Library
Project (DBLP) network, moreover, the running time are both shortened greatly,
which is reduced by 87.4 % and 77.3 % respectively. The testing experimental
data demonstrates that the computational complexity of online queries is
reduced by using a small index cost through the method proposed in this paper,
which is a good solution to graph reachability query with keyword and distance
constraint suitable for weighted graph as well as unweighted graph, with wider
value in application.

Keywords: K-hop reachability query � Graph reachability query with keyword
and distance constraint � Reference node embedding � Triangle inequality
relation � Node attribute

1 Introduction

The problem of how to efficiently answer reachability queries has attracted a lot of
interest lately [1]. Nowadays, there is a new research direction called k-hop reachability
query problem [2]. It answers the question whether there exists a path from s to t,
whose number of steps is no more than k. Today, many real-world networks emerging
nowadays have labels or textual contents on the nodes. For instance, in a road network,
a location may have labels such as “hospital”, “McDonald’s”, “gas station”, etc. In a
social network, a person may have information include name, hobbies and skills, etc.
Therefore, the reachability query with distance constraint is usually attached a condi-
tional restriction, the route must go through some special point with some attribute.
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For example, we query whether we can travel from place A to place B or not, during the
route there is a gas station within a certain distance.

In this paper, we discuss the issue of graph reachability query with keyword and
distance constraint. In a network Gmodeled as an graph, each node is attached with zero
or some keywords, and each edge is assigned with a weight measuring its length. Give a
query pair nodes a and b in G, the distance value k and a keyword λ, the question we
study is denoted as the form ofQ = (a,b,λ,k), which represents whether node a can reach
node b within k value distance, the route must go through a node which has λ attribute.

2 Related Work

Reachability is a fundamental problem on large-scale networks which has been studied
extensively [1]. There are also several extensions to the classic reachability problem:
(1) reachability in uncertain graphs where the existence of an edge is given by a
probability [3]; (2) reachability with constraints such as edges on the path or nodes
must have certain labels [4, 5]; (3) a new type of reachability query in weighted
undirected graphs, the answers to which are meaningful only if the edge or node weight
is also captured in the reported path, in many real-world applications [6]. Issue of the
reachability query with distance constraint is discussed in literature [3], which is
suitable for uncertain graphs. Different from the literature [3], in this paper, we discuss
the reachability query with distance constraint based on certain graphs.

Sometimes it is conditional on the reachability query, and it needs to ensure that the
path passes through special nodes. In fact, these special nodes are nodes which have
some attribute. For example, in social networks, sometimes we need to query whether
or not a person can make acquaintance with another person within some certain steps,
through some important person. We define this type of query as a query with a
keyword, similar with keyword search discussed in literature [2], the issue discussed in
which is that given a query node q in G and a keyword λ, a k top nearest keyword query
seeks the nearest k nodes to q which contain λ attribute.

3 Graph Reachability Query with Distance Constraint

Given a graph G = (V, E, w), where V denotes the set of nodes, E denotes the set of
edges, w: E → R denotes function of edge weight, which indicates the weight mapped
from a edge into a real number field. w(u,v) denotes a positive number, which presents
the distance from node u to node v, and the value of w(u,v) is 1, when a graph is an
unweighted graph.

3.1 Algorithm of Graph Reachability Query with Distance Constraint

Let’s see an example, which presents the principle of the algorithm:
The query is whether node a can reach node b or not within the distance of k value.

Firstly, we compute the distance range’s upper and lower value between node a and
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node b, the values of which are upper and lower respectively calculated by an algo-
rithm designed in this paper. Secondly, k is compared with upper and lower, if k <
lower or ≥ upper, the reachability conclusion can be drawn directly, otherwise, the
exact shortest path distance between a and b must be calculated online, which is used to
be compared with k to draw the reachability conclusion. The query Q = (a,b,k) is
implemented by the Algorithm 1, as the following shows:

input:   a graph G=(V,E,w) two query nodes: a and b and 
distance value k  
output:  a Boolean indicator whether a->kb 
1. range(a,b,&upper,&lower)/*This function is implemented 
by algorithm 2 */ 
2. if (k<lower) 
3.     return false; 
4. if (k upper) 
5.     return true; 
6. if (k lower&&k<upper)     
7.    {dist=shortestpathdistance(a,b);  
8.     if (dist k) 
9.        return true; 
10.    else 
11.       return false;} 

3.2 Solution of the Shortest Path Distance Range

The idea of reference nodes embedding is introduced into the discussion of graph
reachability query in this paper which is used to determine the distance range. The idea
of reference nodes embedding comes from literature [7], which is used for the shortest
path distance estimation.

We define the selected reference nodes set S = {l1,l2,…,ld} � V, for each li 2 V in
set S, a n-dimensional vector is pre-computed, which is used to denote the shortest path
distance between the reference node li and all nodes, shown as Eq. (1):

~DðliÞ ¼ oðli; v1Þ; oðli; v2Þ; . . .; oðli; vjÞ; . . .; oðli; vnÞ
� �ð1� i� d; 1� j� nÞ ð1Þ

Suppose o(a,b) is the distance of query point pair (a,b), according to distance
pre-stored and triangle inequality relation, the upper value and lower value of o(a,b) for
each reference node can be obtained. Then the maximum value is selected from all the
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lower values, the minimum value is selected from all the upper values, which form the
distance range of o(a,b), as the following Eqs. (2) and (3) show:

oða; bÞ�maxfjoðli; aÞ � oðli; bÞjgð1� i� d; li 2 SÞ ð2Þ

oða; bÞ�min oðli; aÞþ oðli; bÞf gð1� i� d; li 2 SÞ ð3Þ

The algorithm of the shortest path distance range is defined as Algorithm 2, shown
as the following:

input:   a graph G=(V,E,w), two query nodes: a and b 
output:  upper lower 
1. Compute a vertex set S={l1,l2,…,ld} V/*computation of 
reference nodes set S*/ 
2. for each li S do 
3.   Pre-compute vector D(li)=<o(li,v1), o(li,v2),..., 
o(li,vj),... o(li,vn)>(1 i d,1 j n) 
4. for each li S do 
5.   Compute |o(li,a)-o(li,b)| 
6.   Compute o(li,a)+o(li,b) 
7. lower:=max{|o(li,a)-o(li,b)|}(li S) 
8. upper:=min{ o(li,a)+o(li,b)} (li S) 
9. return upper,lower 

The first line in Algorithm 2 is corresponding to looking for the set of reference
nodes, which is very important for the determination of distance range. When the
strategy of selecting reference nodes is relatively optimizational, the distance range
computed by triangle inequality relation will be narrower. Heuristic algorithm based on
degrees is used in this paper.

4 Graph Reachability Query with Keyword and Distance
Constraint

Suppose there are some special nodes having m attribute values, such as λ1,λ2…,λm in a
graph G = (V,E,w), each of special nodes has one of attribute values. We define a set
∧ = {λ1,λ2…,λm}. For each attribute value, there are deferent number of special nodes,
that is t1,t2,….,tm. The problem of graph reachability query with keyword and distance
constraint is changed into the query Q = (a,b,k,λ).
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4.1 Method for Determining the Shortest Path Distance Range
with Keyword

Similar with the theory described in Sect. 3.2, d n-dimensional vectors should be
pre-computed, shown as Eq. (1).

Let’s define Xλ = {xλ1, xλ2…, xλt} as the set of special nodes with λ attribute value,
then the distance range of the path through each special node is acquired by the
equations below:

maxfjoða; liÞ � oðli; xkjÞjg� oða; xkjÞ�minfoða; liÞþ oðli; xkjÞgð1� i� d; 1� j� t; li
2 SÞ

ð4Þ

maxfjoðxkj; liÞ � oðli; bÞjg� oðxkj; bÞ�minfoðxkj; liÞþ oðli; bÞgð1� i� d; 1� j� t; li
2 SÞ

ð5Þ

The algorithm of the shortest path distance range is defined as Algorithm 3 which
corresponds to funcition range(a,b, λ,&upper,&lower), shown as following:

input:   a graph G=(V,E,w), two query nodes: a and b, at-
tribute value 
output:  upper lower
1. Compute a vertex set S={l1,l2,…,ld} V/*computation of 
reference nodes set S*/
2. for each li S do
3.  Pre-compute vector D(li)=<o(li,v1), o(li,v2),...,
o(li,vj),... o(li,vn)>(1 i d,1 j n)
4. for j=1 to t do
5.  for each li S do
6.    Compute o(a, li)+o(li, x j)+ o(x j, li)+o(li, b)
7.      Compute |o(a, li)-o(li, x j)|+|o(x j, li)-o(li, b)|
8.  templower[j]:=min{ o(a, li)+o(li, x j)+ o(x j,
li)+o(li, b)} (li S)
9.  tempupper[j]:=max{|o(a, li)-o(li, x j)|+|o(x j, li)-
o(li, b)|} (li S)
10.lower:=min{templower[j]}( 1 j t)
11.upper:=max{tempupper[j]}( 1 j t)
12.return lower, upper
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4.2 Algorithm of Graph Reachability Query with Keyword and Distance
Constraint

The query Q = (a,b,k,λ) is defined as a function, which is implemented by the algo-
rithm similar with Algorithm 1, in which range(a,b,&upper,&lower) is replaced with
range(a,b, λ,&upper,&lower).

5 Experiment

The experimental data used in this paper are derived from two real graphs: the DBLP
(Digital Bibliography&Library Project) data set and theNewYork road network data set.
Among them, DBLP is an unweighted graph, in which each node represents an author,
each edge represents the relationship of coauthor, New York road network is a weighted
graph, in which the weight of each edge reflects the distance between two nodes.

Experiment is done from two aspects to test by using the two kinds of data sets.

(1) The reachability judgment of query point pair is made by two algorithms. One is
Dijkstra algorithm which calculates the exact distance, the other is algorithm of
graph reachability query with keyword and distance constraint which is proposed
in this paper. The running time of the two algorithms is tested to see which is
shorter.

(2) The ratio of the reachability conclusion given directly is calculated aiming at the
algorithm proposed in this paper.

5.1 Time Test

Aiming at the two data sets, a graph is formed including 2000 nodes respectively. For
comparability, the same query data is used by the two algorithms of which one is
Dijkstra algorithm, the other is the algorithm proposed in this paper. All point pairs
distribution maps of the two graph is shown as Figs. 1 and 2.

Fig. 1. Point pairs distribution map in DBLP Fig. 2. Point pairs distribution map in road
network
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For each graph, we do data collection and comparison. The running time is col-
lected from the Dijkstra algorithm and the algorithm proposed in this paper respec-
tively, the data of which is shown in the following chart, where n represents the number
nodes in the graph, number represents the number of query point pairs, d represents the
number of reference nodes, tz represents the average running time for each query point
pair using Dijkstra algorithm, tk represents the time of algorithm proposed in this paper.

From the above table data, we can find whether in DBLP graph or road network
graph its running time is greatly shortened using the algorithm in this paper and the
effect on the road network is more obvious. Compared with the shortest path algorithm,
the running time is decreased by 87.4 % and 77.3 % respectively, in DBLP graph and
road network graph.

Next, the trend of the above running time with the increase of the number of
reference nodes is expressed directly with the chart of Fig. 3. We can find that the
running time using the algorithm proposed in this paper become shorter with the
increase of the number of the reference nodes. The reason is that the range distance is
more accurate as the number of reference nodes is increasing, therefore, the running
time becomes shorter and shorter. While after the running time reaches the minimum
value, it becomes increasing trend, the reason is that the expense of calculating the
distance range becomes bigger with the number of reference nodes further increasing.
Combined with the change trend of data from Table 1 and Fig. 3, we can see the
running time reaches minimum value when d is 20 or 40 respectively in DBLP graph
and road network graph.

5.2 Ratio Test

In this part of experiment, we statistics the ratio of number of point pairs giving the
reachability directly to number of all point pairs, which value is represented by per-
centage, and the value changes with the number of reference nodes(d), as shown in the
Table 2.

Fig. 3. Query running time chart

Table 1. Query running time form

Data n Number tz(s) Algorithm
proposed in
this paper

d tk(s)

DBLP 2000 500 0.213385 5 0.062968

10 0.055438

20 0.042468

30 0.042562

40 0.043344

50 0.04425

Road network graph 2000 500 0.15812 5 0.02378

10 0.02175

20 0.021156

30 0.0205

40 0.015782

50 0.016312

Discussion of Graph Reachability Query 299



From the data above, we can find percentage is low for DBLP graph, the highest is
66.6 %, the lowest 45.4 %, while the highest is 84.6 %, the lowest is 71.2 % in the
road network graph. The reason lies in the analysis of the two data sets belonging to
different type of data. DBLP data is social network of small radius, in accordance with
the six degrees of separation theory. The distance difference of point pair is not big,
therefore more accurate distance range can be obtained only through increasing the
number of reference nodes to tighten the upper and lower value. Because road network
belongs to a weighted graph, the span between two nodes is larger, the ratio is higher
with the same number of reference nodes in road network.

Next, percentage is presented in the form of chart, as shown in Fig. 4. From the
curve in the chart, we can find percentage increases with the increase of the number of
reference nodes.

6 Conclusion

An algorithm to solve the problem of reachability query with keyword and distance
constraint is presented in this paper. The algorithm is suitable both for the weighted
graph and for unweighted graph. So the algorithm has more extensive and practical
application value. The innovation of this paper lies in introducing the reference node
embedding mechanism into the graph query research. The focus of the work in the
future is to study the selection strategy of reference nodes, and to consider how to solve
the problem of reachability query which’s query condition includes the condition
constraint that the path must pass through special edges.

Acknowledgements. This work is supported by Foundation for Distinguished Young Talents in
Higher Education of Guangdong, China (2014KQNCX184).

Table 2. Ratio form

Data n Number Algorithm
proposed in this
paper

d Percentage

DBLP 2000 500 5 45.40 %

10 52.40 %

20 65.20 %

30 66.00 %

40 66.40 %

50 66.60 %

Road network 2000 500 5 71.20 %

10 73.60 %

20 75.40 %

30 77.20 %

40 84.20 %

50 84.60 % Fig. 4. Ratio chart
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Abstract. In this paper, we propose a novel supervised classification algorithm
named Supervised Isometric Mapping Based classification Algorithm (SIMBA).
The main idea of SIMBA is to integrate the supervised information into the
well-known ISOmetric MAPping (ISOMAP) manifold learning algorithm and
classify the transformed data in a low-dimensional feature space. By virtue of the
integrated supervised information, the manifold mapping becomes more dis-
criminative, thus the classification performance can be improved. SIMBAcan deal
with complex high-dimensional data lying on an intrinsically low-dimensional
manifold, but only has one free parameter, which is the number of nearest
neighbors. Sufficient experiment results demonstrate that SIMBA shows higher
classification accuracy on real-world datasets than the state-of-the-art support
vector machine classifier.

Keywords: Multi-class classification � Dimension reduction � Manifold
learning

1 Introduction

Classification plays an important role in the research areas of machine learning and data
mining. There has been a large number of state-of-the-art classification algorithms
proposed by far, among which the kernel methods achieve great success. However,
people often need to deal with very high dimensional data in various real-world
application scenarios. For instance, in the automated medical analysis, potential patients
are usually required to undergo different tests, including blood tests, medical imaging,
neuropsychological tests and etc., while the produced high dimensional test results are
used for disease diagnosis. If we directly apply the kernel classifiers to such data, it will
cause the curse of dimensionality [1]. A straightforward solution is to reduce the data
dimension before the application of classification algorithms. It not only avoids the curse
of dimensionality, but also is more beneficial for visualization, removal of noise,
reduction of space and time cost clustering, and even improvement of classification
performance [2].

Up to now, many methods have been proposed for dimension reduction. In general,
the existing dimension reduction methods can be classified into two categories, linear
methods and nonlinear methods. Principal Component Analysis (PCA) [3], Linear
Discriminate Analysis (LDA) [4] and Multidimensional Scaling (MDS) [5] are some of
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the most popular linear dimension reduction methods. Compared with linear dimension
reduction methods, nonlinear dimension reduction algorithms can handle more complex
real-world problems. Among them, most approaches are developed by extending linear
methods through kernel trick, such as kernel PCA and kernel LDA. However, they may
still suffer from the curse of dimensionality when the dimension of the original feature
space is very high. Unlike the kernel methods that transform original data into a
higher-dimension feature space, manifold learning [6], a promising branch of nonlinear
dimension reduction, assumes that the data of interest lie on a low-dimensional
embedded non-linear manifold within the original feature space. Under this manifold
assumption, many approaches have been developed, including Local Linear Embedding
(LLE) [7], Laplacian Eigenmaps (LE) [1], ISOmetric MAPping (ISOMAP) [8] and etc.
LLE supposes that the neighboring points are locally linear, thus maximally preserves
the locally linear structures of the nearest neighborhood when mapping into a
low-dimensional subspace. Similarly, LE also preserves the local structure by main-
taining the neighborhood distance instead of local linear reconstruction weight. Dif-
ferent from LLE and LE, ISOMAP is a global manifold learning algorithm whose
optimization target is to preserve the pairwise distance of all the data as much as
possible. Therefore, it helps to reveal the global structure of the underlying manifold.

Since the traditional manifold learning algorithms are unsupervised, in recent years
researchers have made a great endeavor to develop supervised dimension reduction
methods to preserve discriminative information while embedding high-dimensional
data into low-dimensional feature space. The supervised version of LLE is Super-
vised LLE (SLLE) [9]. It integrates the label information into the neighborhood
determination by redefining a distance that increases the between-class scatter. Local
Sensitive Discriminant Analysis (LSDA) [10] constructs both inter-class graph and
intra-class graph to characterize the discriminant and geometrical structure of data
manifold, and then determines the linear transformation matrix by preserving the
combined local neighborhood information. SLLE and LSDA both focus on local
manifold structure and fail to take into account the global structure like ISOMAP.

In this paper, we propose a novel supervised manifold learning algorithm, named
Supervised Isometric Mapping Based classification Algorithm (SIMBA). Compared
with the traditional ISOMAP that only aims at dimension reduction and data visual-
ization, SIMBA is developed for classification by adapting the distance matrix in a
block-wise manner so that not only the discriminative information is enforced on the
data belonging to different classes, but also the intrinsic manifold structure of the
within-class data can be preserved. In addition, SIMBA also derives the optimal map-
ping of the out-of-sample test data that can minimize the difference of their distance to
all the training data on the low-dimensional embedding from that on the original
manifold. After that, SIMBA predicts the class labels of the mapped test data using
linear support vector machine classifier. The extensive experimental results on the
real-world datasets demonstrate the superiority of our proposed approach in comparison
with Supervised Local Linear Embedding, and Local Sensitive Discriminant Analysis.

The rest of this paper is organized as follows: Sect. 2 briefly reviews the unsu-
pervised ISOMAP algorithm. In Sect. 3, the procedure of SIMBA is described in
details. The experimental results on the real-world datasets are discussed in Sect. 4. In
the end, Sect. 5 concludes the whole paper.
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2 Background

ISOmetric MAPping (ISOMAP) is a global geometric framework for nonlinear
dimensionality reduction. Its approach establishes on classical MDS but explores to
preserve the original similarity of the data in lower embedding, as obtained in the
geodesic manifold distances which indicate the real distance better in the manifold
between all pairwise data points.

Suppose there are a set of n data points X ¼ xif gni¼1� R
m that denotes the original

input space. The procedures of ISOMAP can be summarized as follows:
Step 1. Determine the neighborhood of each data point on the manifold by means of

K-nearest neighbors method or fixed-radius � method to construct a weighted undi-
rected graph G. If two arbitrary data points xi; xj 2 X are neighbors, the weighted edge
between them dX ¼ ðxi; xjÞ represents their neighborhood relationships.

Step 2. Let dgðxi; xjÞ ¼ dXðxi; xjÞ if xi and xj are neighbors and DG ¼ fdgðxi; xjÞg is
the matrix of geodesic distance between all the pairwise data points. We can compute
dg by the shortest path distance in the graph G using Floyd-Warshall algorithm.

dgðxi; xjÞ ¼ minfdgðxi; xjÞ; dgðxi; xpÞþ dgðxk; xjÞg ð1Þ

Step 3. Seek the low-dimensional embedding Y by applying the classical MDS
method to the results of step2. Minimize the cost function:

E ¼k sðDGÞ � sðDYÞ kL2 ð2Þ

where DY ¼ fdYðyi; yjÞg ¼ fk yi � yj kg. DY is the matrix of Euclidean distance
between any pair of data points on the low-dimensional embedding. The function s
converts distances to inner products, which uniquely characterize the geometry of the
data in a form that supports efficient optimization. The global minimum of Eq. (2) is
top d eigenvectors of the matrix sðDGÞ [8].

3 Supervised Isometric Mapping Based Classification
Algorithm

In this section, we introduce our Supervised Isometric Mapping Based classification
Algorithm (SIMBA). It is composed of four steps, including integration of supervised
information, embedding of low-dimensional manifold, extensions of out-of-sample
data and label prediction of test data, each of which will be described in detail later.

Let X ¼ fx1:xx; . . .; xNg denote the high-dimensional input dataset with xi 2 R
D,

XS ¼ ½xT1 xT2 . . .xTm�T denote the training data, XT ¼ ½xTmþ 1. . .x
T
n �T denote the test data.

Suppose Z is the low-dimensional embedding dataset of X with zi 2 R
dðd\\DÞ, ZS

is the embedding of XS, while XT is the corresponding embedding of XT . Besides,
DG ¼ fdgðxi; xjÞg is the distance matrix, where dgðxi; xjÞ is the geodesic distance
between data points xi and point xj.
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3.1 Integration of Supervised Information

SIMBA integrates the supervised label information into the classical ISOMAP algo-
rithm by directly enforcing them on the data points belonging to different classes and
preserving the intrinsic manifold structure of the within-class data simultaneously, so as
to obtain a discriminative low-dimensional embedding of the original input data. The
specific formula of incorporating the supervised information is as follows,

~dij ¼
dgðxi; xjÞ ifxi and xj are in the same class

max
8p;q;yðpÞ¼yðiÞ

yðqÞ¼yðjÞ
dgðxp;xqÞ otherwise

8><
>: ð3Þ

where ~dij is the adapted geodesic distance between xi and xj, ~dij ¼ dgðxi; xjÞ if and only
if xi and xj belong to the same class, otherwise ~dij is set the maximal distance between
the two classes that xi and xj respectively belong to.

It can be seem from Eq. (3) that the within-class geometric structure is preserved
because the within-class distances are kept untouched, while the inter-class geometric
structure is updated with a block-wise structure since the between-class distances are
set the maximal distance between the corresponding two different classes. The reason
for choosing the block-wise distance adaptation method is that it not only maximizes
the inter-class discrepancy, but also relies on no free parameter.

3.2 Embedding of Low-Dimensional Manifold

To embed the training data onto a low-dimensional manifold, SIMBA takes advantage
of the traditional multidimensional scaling algorithm. Let DS ¼ f~d2ijg be the supervised
squared geodesic distance matrix, SIMBA first computes the s function by computing
the doublely-centered squared distance matrix,

sðDSÞ ¼ �HDSH
2

ð4Þ

where H ¼ I � 1
m 11

T is the centralizing matrix and I is the identity matrix. Next,
SIMBA performs eigenvalue decomposition on the symmetric sðDSÞ, i.e. sðDSÞ ¼
UTKU.

The low-dimensional embedding of the training data then can be obtained,

Z ¼
ffiffiffiffiffiffi
Kd

p
Ud ð5Þ

where Kd ¼ diag(k1; k2; . . .;kdÞ is the diagonal matrix composed of the largest
d\\D eigenvalues and Ud ¼ ðu1; u2; . . .; udÞ is the column matrix composed of the
corresponding eigenvectors.
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3.3 Extensions of Out-of-Sample Data

Due to the lack of supervised information, the out-of-sample data cannot be directly
embedded into the low-dimensional manifold like the training data. To solve this
problem, we reuse the cost function of ISOMAP (Eq. (2)), but only replace DG with the
distance matrix between the training data XS and the test data XT on the original
high-dimensional manifold, and replace DY with distance matrix between ZS and ZT on
the embedded low-dimensional manifold respectively. Accordingly, we also redefine
their inner product conversion function s in a different way.

sgðDðXS; xtÞÞ ¼ � 1
2
ðSðXS; xtÞ � Ex½Sðx; xtÞ � Ex0 ½SðxS; x0Þ� þEx;x0 ½Sðx; x0Þ�Þ ð6Þ

where xt 2 XT is an arbitrary out-of-sample test data, Sða; bÞ ¼ d2ða; bÞ. Equation (6)
essentially computes the doubly-centered squared geodesic distance between XS and xt
on the original manifold. As to the inner product conversion function for the embed-
ding manifold, it is defined in a much simpler way,

szðDðZS; ztÞÞ ¼ ZSKdz
T
t ð7Þ

where zt 2 ZT is the embedding of xt. Equation (7) actually computes the weighted
inner product of the mapped training data ZS and the mapped test data zt on the
low-dimensional embedding, while the weight matrix is the same as the diagonal
eigenvalue matrix indicating the importance of each selected eigenvector.

By rewriting the cost function in the matrix form and enforcing the two mea-
surements to stay the same as much as possible, SIMBA derives its out-of-sample
extension formula.

ZT ¼ argmin
P
i2T

k sgðDðXS; xiÞÞ � szðDðZS; ziÞÞ k2

¼ sgðDðXS;XTÞÞTZSK�1
ð8Þ

It can be found that the above out-of-sample extension shares the same form as that
derived for the five unsupervised learning algorithms using Nyström approximation
method.

3.4 Label Prediction of Test Data

In the end, SIMBA adopts linear SVM to estimate the decision boundary on the
embedded manifold, where the optimization target is

min
w;b

1
2 k w k2

s:t: yiððw � ziÞþ bÞ� 1; i ¼ 1; � � � ;m
ð9Þ
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whose equivalent dual form is

min
a

1
2

Xm
i¼1

Xm
j¼1

yiyjðzi � zjÞaiaj �
Xm
j¼1

aj

s:t:
Xm
i¼1

yiai ¼ 0; ai � 0; i ¼ 1; � � � ;m
ð10Þ

After obtaining the solution to Eq. (10), the label of the test data can be predicted as
follows.

y ¼ sgnð
Xm
i¼1

yia
�
i ðzi � ztÞþ b�Þ ð11Þ

4 Experiments

In this section, we evaluate the performance of SIMBA by applying it on several
real-world medical datasets, including liver disorder, diabetes, acute bacterial menin-
gitis, breast cancer, muscular dystrophy, mammographic mass, heart disease and very
low birth weight infant datasets, in comparison with other famous manifold classifi-
cation methods.

First, we show the procedures of SIMBA on liver disorder dataset, which contains
345 instances and seven attributes for the diagnosis of the alcoholic liver disease
(ALD). Figure 1(a) depicts the training data in the first two dimensions of the original
feature space. The red dots represent normal samples, while blue dots represent dis-
ordered samples. They are considerably hard to separate from each other. Figure 1(b)
illustrates the mapped training data after the supervised isometric mapping of SIMBA.
We find that the two classes of training data are clearly separated and a single line is
built as a classifier for it. To extend the classifier to the out-of-sample test data, we first
depict the test data in the first two dimensions of the original feature space. Then we
apply the out-of-sample-extension formula of SIMBA to the test data. The
low-dimensional embedding of the test data is shown in Fig. 1(d). It shows that not
only the training data but also the test data can be reallocated with intra-class data
nearby and inter-class data faraway. Moreover, the simple classifier built for the
training data can classify the test data very well after the unsupervised out-of-sample
extension mapping of SIMBA.

Furthermore, we compare the mean classification accuracy of SIMBA with another
two state-of-the-art manifold classification algorithms SLLE and LSDA in a 10-fold
cross validation. Table 1 summarizes the comparison result, which proves that SIMBA
performs the best among the three on real-world medical diagnosis datasets.
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5 Conclusions

In this paper, we show a supervised classification algorithm SIMBA, short for
Supervised Isometric Mapping Based classification Algorithm. It begins with super-
vised dimension reduction and ends with classification in a reduced dimensional feature
space. During the supervised dimension reduction procedure, SIMBA reallocate the

(a)                                                (b) 

(c)                                                (d) 

Fig. 1. The procedure of SIMBA on liver disorder dataset. Red dots represent normal samples,
blue dots represent disordered samples (Color figure online)

Table 1. Comparison of classification accuracy among SLLE, LSDA and SIMBA

Datasets SLLE LSDA SIMBA

Liver 83.23 % 86.25 % 92.3 %
Diabetes 73.96 % 79.41 % 84.5 %
Meningitis 72.98 % 73.42 % 77.97 %
Breast Cancer 71.55 % 74.98 % 78.34 %
Dystrophy 83.72 % 84.58 % 90.48 %
Mammographic Mass 70.22 % 71.35 % 76.29 %
VLBW Infant 74.67 % 76.52 % 80.88 %
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data belonging to the same class nearby and separate the data from different classes
faraway. The approach proposed is theoretically extended to the out-of-sample test data
to ensure its generalization. In our experiments, SIMBA is both visually illustrated and
compared with another two state-of-the-art manifold classification algorithms on
real-world medical datasets. The promising experimental results demonstrate the
superiority of our method on automated medical diagnosis.
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Abstract. Coordinate descent is one of the most popular approaches
for solving Lasso and its extensions due to its simplicity and efficiency.
When applying coordinate descent to solving Lasso, we update one coor-
dinate at a time while fixing the remaining coordinates. Such an update,
which is usually easy to compute, greedily decreases the objective func-
tion value. In this paper, we aim to improve its computational efficiency
by reducing the number of coordinate descent iterations. To this end, we
propose a novel technique called Successive Ray Refinement (SRR). SRR
makes use of the following ray continuation property on the successive
iterations: for a particular coordinate, the value obtained in the next iter-
ation almost always lies on a ray that starts at its previous iteration and
passes through the current iteration. Motivated by this ray-continuation
property, we propose that coordinate descent be performed not directly
on the previous iteration but on a refined search point that has the fol-
lowing properties: on one hand, it lies on a ray that starts at a history
solution and passes through the previous iteration, and on the other
hand, it achieves the minimum objective function value among all the
points on the ray. We propose a scheme for defining the search point and
show that the refined search point can be efficiently obtained. Empirical
results for real and synthetic data sets show that the proposed SRR can
significantly reduce the number of coordinate descent iterations, espe-
cially for small Lasso regularization parameters.

1 Introduction

Lasso [11] is an effective technique for analyzing high-dimensional data. It
has been applied successfully in various areas, such as machine learning, sig-
nal processing, image processing, medical imaging, and so on. Let X =
[x1,x2, . . . ,xp] ∈ Rn×p denote the data matrix composed of n samples with
p variables, and let y ∈ Rn×1 be the response vector. In Lasso, we compute the
β that optimizes

min
β

f(β) =
1
2
‖Xβ − y‖22 + λ‖β‖1, (1)

Z. Zhao—This work was done when Zheng Zhao was with SAS Institute Inc.
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where the first term measures the discrepancy between the prediction and the
response and the second term controls the sparsity of β with �1 regularization.
The regularization parameter λ is nonnegative, and a larger λ usually leads to
a sparser solution.

Researchers have developed many approaches for solving Lasso in Eq. (1).
Least Angle Regression (LARS) [3] is one of the most well-known homotopy
approaches for Lasso. LARS adds or drops one variable at a time, generating a
piecewise linear solution path for Lasso. Unlike LARS, other approaches usually
solve Eq. (1) according to some prespecified regularization parameters. These
methods include the coordinate descent method [4,15], the gradient descent
method [1,14], the interior-point method [6], the stochastic method [10], and
so on. Among these approaches, coordinate descent is one of the most popu-
lar approaches due to its simplicity and efficiency. When applying coordinate
descent to Lasso, we update one coordinate at a time while fixing the remain-
ing coordinates. This type of update, which is easy to compute, can effectively
decrease the objective function value in a greedy way.

To improve the efficiency of optimizing the Lasso problem in Eq. (1), the
screening technique has been extensively studied in [5,8,9,12,13,16]. Screening
(1) identifies and removes the variables that have zero entries in the solution β
and (2) solves Eq. (1) by using only the kept variables. When one is able to dis-
card the variables that have zero entries in the final solution β and identify the
signs of the nonzero entries, the Lasso problem in Eq. (1) becomes a standard
quadratic programming problem. However, it is usually very hard to identify
all the zero entries, especially when the regularization parameter is small. In
addition, the computational cost of Lasso usually increases as the regulariza-
tion parameter decreases. The computational cost increase motivates us to come
up with an approach that can accelerate the computation of Lasso for small
regularization parameters.

In this paper, we aim to improve the computational efficiency of coordinate
descent by reducing its iterations. To this end, we propose a novel technique
called Successive Ray Refinement (SRR). Our proposed SRR is motivated by
an interesting ray-continuation property on the coordinate descent iterations:
for a given coordinate, the value obtained in the next iteration almost always
lies on a ray that starts at its previous iteration and passes through the current
iteration. Figure 1 illustrates the ray-continuation property by using the data
specified in Sect. 2. Motivated by this ray-continuation property, we propose
that coordinate descent be performed not directly on the previous iteration but
on a refined search point that has the following properties: on one hand, the
search point lies on a ray that starts at a history solution and passes through
the previous iteration, and on the other hand, the search point achieves the
minimum objective function value among all the points on the ray. We propose
a scheme for defining the search point, and we show that the refined search
point can be efficiently computed. Experimental results on both synthetic and
real data sets demonstrate that the proposed SRR can greatly accelerate the
convergence of coordinate descent for Lasso, especially when the regularization
parameter is small.
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(a) (b)

Fig. 1. Illustration of the iterations of coordinate descent. For both plots, the x-axis
corresponds to the iteration number k. The y-axis of plot (a) denotes βk

i , the value
of the ith coordinate in the kth iteration. The y-axis of plot (b) denotes αk

i , which is
computed using the equation βk+1

i = αk
i βk−1

i +(1−αk
i )βk

i . Ray-continuation property:
for a given coordinate i, the value obtained in the next iteration denoted by βk+1

i almost
always lies on a ray that starts at its previous iteration, βk−1

i , and passes through the
current iteration, αk

i .

Organization. The rest of this paper is organized as follows. We introduce
the traditional coordinate descent for Lasso and present the ray-continuation
property that motivates this paper in Sect. 2, propose the SRR technique in
Sect. 3, and discuss the efficient computation of the refinement factor that is
used in SRR in Sect. 4. We report experimental results on both synthetic and
real data sets in Sect. 5, and we conclude this paper in Sect. 6. Throughout this
paper, we assume that X does not contain a zero column; that is, ‖xi‖2 �= 0,∀i.

2 Coordinate Descent for Lasso

In this section, we first review the coordinate descent method for solving Lasso,
and then analyze the adjacent iterations to motivate the proposed SRR tech-
nique.

Let βk
i denote the ith element of β, which is obtained at the kth iteration

of coordinate descent. In coordinate descent, we compute βk
i while fixing βj =

βk
j , 1 ≤ j < i, and βj = βk−1

j , i < j ≤ p. Specifically, βk
i is computed as the

minimizer to the following univariate optimization problem:

βk
i = arg min

β
f([βk

1 , . . . , βk
i−1, β, βk−1

i+1 , . . . , βk−1
p ]T ).

It can be computed in a closed form as:

βk
i =

S(xT
i y −

∑
j<i x

T
i xjβ

k
j −

∑
j>i x

T
i xjβ

k−1
j , λ)

‖xi‖22
, (2)

where S(·, ·) is the shrinkage function

S(x, λ) =

⎧
⎨

⎩

x − λ x > λ
x + λ x < −λ

0 |x| ≤ λ.
(3)
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Let
rk

i = y − X[βk
1 , . . . , βk

i−1, β
k
i , βk−1

i+1 , . . . , βk−1
p ]T (4)

denote the residual obtained after updating βk−1
i to βk

i . With Eq. (4), we can
rewrite Eq. (2) as

βk
i = S(βk−1

i +
xT

i r
k
i−1

‖xi‖22
,

λ

‖xi‖22
). (5)

In addition, with the updated βk
i , we can update the residual from rk

i−1 to rk
i as

rk
i = rk

i−1 + xi(βk−1
i − βk

i ). (6)

We demonstrate the coordinate descent algorithm using the following ran-
domly generated X and y:

X =

⎡

⎢
⎢
⎢
⎢
⎣

−0.204708 0.478943 −0.519439 −0.555730 1.965781
1.393406 0.092908 0.281746 0.769023 1.246435
1.007189 −1.296221 0.274992 0.228913 1.352917
0.886429 −2.001637 −0.371843 1.669025 −0.438570

−0.539741 0.476985 3.248944 −1.021228 −0.577087

⎤

⎥
⎥
⎥
⎥
⎦

, (7)

y = [0.124121, 0.302614, 0.523772, 0.000940, 1.343810]T . (8)

We show the iterations of coordinate descent for Lasso with λ = 0 in Fig. 1 (a).
It can be observed from the results in Fig. 1 (a) that we can obtain an approx-
imate solution with a small objective function value within a few iterations.
However, achieving a solution with high precision takes quite a few iterations for
this example. More interestingly, for a particular coordinate, the value obtained
in the next iteration almost always lies on a ray that starts at its previous itera-
tion and passes through the current iteration. To show this, we compute αk

i that
satisfies the following equation:

βk+1
i = αk

i βk−1
i + (1 − αk

i )βk
i . (9)

Figure 1 (b) show the values of αk
i for different iterations. It can be observed

that the values of αk
i are almost always positive except α2

1 for this example.
In addition, most of the values of αk

i are larger than 1. We tried quite a few
synthetic data and observed a similar phenomenon.

For a particular iteration number k, if αk
i = α,∀i, we can easily achieve

βk+1 = αβk−1 + (1 − α)βk without needing to perform any coordinate descent
iteration. This motivated us to come up with the successive ray refinement tech-
nique to be discussed in the next section.

3 Successive Ray Refinement

In the proposed SRR technique, we make use of the ray-continuation property
shown in Fig. 1. Our idea is as follows: To obtain βk+1, we perform coordinate



314 J. Liu et al.

descent based on a refined search point sk rather than on its previous solution
βk. We propose setting the refined search point as:

sk = (1 − αk)hk + αkβk, (10)

where hk is a properly chosen history solution, βk is the current solution, and
αk is an optimal refinement factor that optimizes the following univariate opti-
mization problem:

min
α

{g(α) = f((1 − α)hk + αβk)}. (11)

The setting of hk to one of the history solutions is based on the following two
considerations. First, we aim to use the ray-continuation property to reduce the
number of iterations. Second, we need to ensure that the univariate optimization
problem in Eq. (11) can be efficiently computed. We discuss the computation of
Eq. (11) in Sect. 4.

Fig. 2. The proposed SRR technique. The search point sk lies on the ray that starts
from a properly chosen history solution hk and passes through the current solution βk,
and meanwhile it achieves the minimum objective function value among all the points
on the ray, optimizing Eq. (11).

Figure 2 illustrates the proposed SRR technique. When αk = 1, we have sk =
βk; that is, the refined search point becomes the current solution βk. When αk =
0, we have sk = hk; that is, the refined search point becomes the specified history
solution hk. However, our next theorem shows that sk �= hk because αk is always
positive. In other words, the search point always lies on a ray that starts with the
history point hk and passes through the current solution βk.

Theorem 1. Assume that the history point hk satisfies

f(hk) > f(βk). (12)

Then, αk that minimizes Eq. (11) is positive. In addition, if Xhk �= Xβk, αk is
unique.

Proof. It is easy to verify that g(α) is convex. Therefore, αk that minimizes
Eq. (11) has at least one solution. Equation (12) leads to

g(1) < g(0). (13)

Therefore, the global refinement factor αk �= 0. Next, we show that αk cannot
be negative.
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If αk < 0, due to the convexity of g(α), we have

g((1 − θ)αk + θ) ≤ (1 − θ)g(αk) + θg(1),∀θ ∈ [0, 1]. (14)

Setting θ = αk

αk−1
, we have

g(0) ≤ −1
αk − 1

g(αk) +
αk

αk − 1
g(1),∀θ ∈ [0, 1]. (15)

Making use of Eq. (13), we have g(1) < g(αk). This contradicts the fact that αk

minimizes Eq. (11). Therefore, αk is always positive.
If Xhk �= Xβk, g(α) is strongly convex and thus αk is unique. This ends the

proof of this theorem. ��
For coordinate descent, the condition in Eq. (12) always holds, because the
objective function value keeps decreasing. The selection of an appropriate hk

is key to the success of the proposed SRR, and the following theorem says
that if hk is good enough, the refined search solution sk is an optimal solution
to Eq. (1).

Theorem 2. Let β∗ be an optimal solution to Eq. (1). If

β∗ − hk = γ(βk − hk), (16)

for some positive γ, sk achieved by SRR in Eq. (10) satisfies f(sk) = f(β∗).

Proof. When setting αk = γ, we have sk = β∗ under the assumption in Eq. (16).
Therefore, with the SRR technique, we can obtain a refined solution sk that is
an optimal solution to Eq. (1). ��

In the following, we discuss a scheme for choosing the history solution hk.
Specificially, we set

hk = βk−1. (17)

Figure 3 demonstrates this scheme. Since the generated points follow a triangle
structure, we call this scheme the Successive Ray Refinement Triangle (SRRT).
We name the resulting method as CD+SRRT, where CD stands for the tradi-
tional coordinate descent.

Fig. 3. Illustration of the proposed SRRT technique. sk is the refined search point and
βk+1 is the point obtained by applying coordinate descent (CD) based on the refined
search point sk. In this illustration, it is assumed that the optimal refinement factor
αk is larger than 1. When αk ∈ (0, 1), sk lies between βk−1 and βk.
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4 Efficient Refinement Factor Computation

In this section, we discuss how to efficiently compute the refinement factor αk

in Eq. (11). The function g(α) can be written as:

g(α) =
1
2

∥∥X((1 − α)hk + αβk) − y
∥∥2

2
+ λ‖(1 − α)hk + αβk‖1

=
1
2

∥∥rk
h − α(rk

h − rk)
∥∥2

2
+ λ‖hk − α(hk − βk)‖1,

(18)

where rk
h = y− Xhk and rk = y− Xβk are the residuals that correspond to hk

and βk, respectively. Before the convergence, we have rk
h �= rk. Therefore, g(α)

is strongly convex in α, and αk, the minimizer to Eq. (11), is unique.
When λ = 0, Eq. (11) has a nice closed form solution,

αk =
〈rk

h, rk
h − rk〉

‖rk
h − rk‖22

. (19)

Next, we discuss the case λ > 0. The subgradient of g(α) with regard to α
can be computed as

∂g(α) = α‖rk
h −rk‖22 −〈rk

h, rk
h −rk〉+λ

p∑

i=1

(βk
i −hi)SGN(hi −α(hi −βk

i )). (20)

Computing αk is a root-finding problem. According to Theorem 1, we have
αk > 0. Next, we consider only α > 0 for ∂g(α). We consider the following three
cases:

1. If hi = 0, we have

(βk
i − hi)SGN(hi − α(hi − βk

i )) = {|βk
i |}.

2. If hi(βk
i − hi) > 0, we have

(βk
i − hi)SGN(hi − α(hi − βk

i )) = {|βk
i − hi|}.

3. If hi(βk
i − hi) < 0, we let

wi =
hi

hi − βk
i

, (21)

and we have

(βk
i − hi)SGN(hi − α(hi − βk

i )) =

⎧
⎨

⎩

{−|βk
i − hi|} α ∈ (0, wi)

{|βk
i − hi|} α ∈ (wi,+∞)

|βk
i − hi|{[−1, 1]} α = wi.

(22)

For the first two cases, the set SGN(hi − α(hi − βk
i )) is deterministic. For the

third case, SGN(hi − α(hi − βk
i )) is deterministic when α �= wi. Define

Ω(hk,βk) = {i : hi(βk
i − hi) < 0}. (23)

Figure 4 illustrates the function ∂g(α), α > 0. It can be observed that ∂g(α) is a
piecewise linear function. If Ω(hk,βk) is empty, ∂g(α) is continuous; otherwise,
∂g(α) is not continuous at α = wi, i ∈ Ω(hk,βk).
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Fig. 4. Illustration of ∂g(α). When λ > 0, it is a non-continuous piecewise linear
monotonically increasing function. The intersection between ∂g(α) and the horizontal
axis gives αk, the solution to Eq. (11).

4.1 An Algorithm Based on Sorting

To compute the refinement factor, one approach is to sort wi as follows:
First, we sort wi, i ∈ Ω(hk,βk), and assume wi0 ≤ wi1 ≤ . . . ≤ wi|Ω(hk,βk)| .
Second, for j = 1, 2, . . . , |Ω(hk,βk)|, we evaluate ∂g(α) at α = wij

with the
following three cases:

1. If 0 ∈ ∂g(wij
), we have αk = wij

and terminate the search.
2. If an element in ∂g(wij

) is positive, αk lies in the piecewise line starting
α = wij−1 and ending α = wij

, and it can be analytically computed.
3. If all elements in ∂g(wij

) are negative, we set j = j + 1 and continue the
search.

Finally, if all elements in ∂g(wij
) are negative when j = |Ω(hk,βk)|, αk lies on

the piecewise line that starts at α = wij
. Thus, αk can be analytically computed.

With a careful implementation, the naive approach can be completed in
O(p+m log(m)), where m = |Ω(hk,βk)|. In Lasso, the solution is usually sparse,
and thus m is much smaller than p, the number of variables. In addition, with
a similar implementation as in [7], we can develop an improved bisection app-
roach that has a time complexity of O(p). Note that the cost for computing the
refinement factor is much less than each coordinate iteration that costs O(np)
operations. Thus, we only report the number of iterations in the experiments.

5 Experiments

In this section, we report experimental results for synthetic and real data sets,
studying the number of iterations of CD and CD+SRRT for solving Lasso.
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We begin with the discussion of the data sets, then give the experimental setup,
and finally report the number of iterations consumed by coordinate descent and
the proposed successive ray refinement.

Synthetic Data Sets. We generate the synthetic data as follows. The entries
in the n×p design matrix X and the n×1 response y are drawn from a Gaussian
distribution. We try the following three settings of n and p: (1) n = 500, p = 1000,
(2) n = 1000, p = 1000, and (3) n = 1000, p = 500.

Real Data Sets. We make use of the following three real data sets provided
in [2]: leukemia, colon, and gisette. The leukemia data set has n = 38 samples
and p = 7129 variables. The colon data set has n = 62 samples and p = 2000
variables. The gisette data set has n = 6000 samples and p = 5000 variables.

Experimental Settings. For the value of the regularization parameter, we try
λ = r‖XTy‖∞, where r = 0.5, 0.1, 0.05, 0.01. For the synthetic data sets, the
reported results are averaged over 10 runs. For a particular regularization para-
meter, we first run CD until ‖βk−βk−1‖2 ≤ 10−6, and then run CD+SRRT until
the obtained objective function value is less than or equal to the one obtained
by CD.

Results. Table 1 shows the results for the synthetic and real data sets. We can
see that when the solution is very sparse (for example, λ = 0.5‖XTy‖∞), the
proposed CD+SRRT consumes comparable number of iterations to the tradi-
tional CD. The reason is that the optimal refinement factor computed by SRR
in Eq. (11) is equal to or close to 1, and thus CD+SRRT is very close to the
traditional CD. Note that a regularization parameter λ = 0.5‖XTy‖∞ is usually
too large for practical applications because it selects too few variables, and we

Table 1. Performance for the synthetic data sets and the real data sets. The results
for the synthetic data sets are averaged over 10 runs. The sparsity is defined as the
number of zeros in the solution divided by the total number of variables p.

Synthetic data Real data

data set λ CD CD+SRRT sparsity data set λ CD CD+SRRT sparsity

n = 500 0.5 10.0 9.2 0.9395 leukemia 0.5 122 84 0.9982

0.1 151.7 59.5 0.6406 0.1 155 103 0.9964

p = 1000 0.05 463.2 109.1 0.5763 0.05 254 127 0.9961

0.01 4132.7 326.1 0.5146 0.01 2053 343 0.9948

n = 1000 0.5 7.9 7.7 0.9397 colon 0.5 31 24 0.9975

0.1 54.9 29.0 0.473 0.1 157 78 0.9840

p = 1000 0.05 125.4 47.7 0.3126 0.05 308 118 0.9775

0.01 748.0 128.9 0.118 0.01 2766 375 0.9715

n = 1000 0.5 7.9 7.8 0.8856 gisette 0.5 26 11 0.9994

0.1 26.3 17.1 0.3102 0.1 180 108 0.9932

p = 500 0.05 35.5 20.2 0.1678 0.05 823 432 0.9876

0.01 47.9 25.1 0.0382 0.01 4621 1368 0.8340
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usually need to try a smaller λ = r‖XTy‖∞ for example, r = 0.01. It can be
observed that the proposed CD+SRRT requires much fewer iterations, especially
for smaller regularization parameters.

6 Conclusion

In this paper, we propose a novel technique called successive ray refinement. Our
proposed SRR is motivated by an interesting ray-continuation property on the
coordinate descent iterations: for a particular coordinate, the value obtained in
the next iteration almost always lies on a ray that starts at its previous iteration
and passes through the current iteration. We propose a scheme for SRR and
apply them to solving Lasso with coordinate descent. Empirical results for real
and synthetic data sets show that the proposed SRR can significantly reduce
the number of coordinate descent iterations, especially when the regularization
parameter is small.

It is interesting to study the convergence rate of CD+SRR. We focus on a
least squares loss function in (1), and we plan to apply the SRR technique to
solving the generalized linear models. We compute the refinement factor as an
optimal solution to Eq. (11), and we plan to obtain the refinement factor as an
approximate solution, especially in the case of generalized linear models.
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Abstract. Subspace clustering is a technique which aims to find the
underlying low-dimensional subspace in a high-dimensional data space.
Since the multi-view data exists generally and it can effectively improve
the performance of the learning task in real-world applications, multi-
view subspace clustering has gained lots of attention in recent years.
In this paper, to further improve the clustering performance of multi-
view subspace clustering, we propose a novel subspace clustering method
based on a global low-rank affinity matrix. In our method, we introduce a
global affinity matrix, and use a sparse term to fit the difference between
the global affinity matrix and local affinity matrices. Meanwhile, our
method explores the global consistent information from different views
and simultaneously guarantees the global affinity matrix for segmenta-
tion is low-rank. The objective function can be solved efficiently by the
inexact augmented Lagrange multipliers (ALM) optimization method.
Experiments results on two public real face datasets demonstrate that
our method can improve the clustering performance against with the
state-of-the-art methods.

Keywords: Multi-view · Subspace clustering · Global low-rank affinity
matrix

1 Introduction

In recent years, with the advent of the era of big data, the amount of data in
our life is growing explosively. Meanwhile, the dimension and intrinsic structure
of data become higher and more complex, respectively. Conventional cluster-
ing techniques, such as k-means, do not efficiently deal with the data with a
union of subspaces. Subspace clustering is one of popular clustering methods
which clusters the samples belonging to the same subspace into the same clus-
ter. Furthermore, Subspace clustering has been proved effectively and applied in
many applications, such as face clustering [1], motion segmentation [2], image
segmentation [3], etc.
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Recently, subspace clustering has been extended to the multi-view domain
for machine learning tasks. Multi-view data can provide consistent, diversiform
and relatively complementary information from different views, and thus it can
efficiently improve the performance than the single-view in the same learning
task [4]. In fact, multi-view data exists widely in numerous real-world applica-
tions, such as a video can be described by it’s image, text and voice information.
In this paper, aiming at the multi-view subspace clustering problem, we propose
a novel method. In particular, we introduce a global low-rank affinity matrix
which is shared in all views. It has been proved that a low-rank model may
output an approximate block diagonal affinity matrix and efficiently improves
the clustering performance in [5]. In our method, we use a sparse term to fit the
difference between the affinity matrix in each view (local affinity matrix) and
the global affinity matrix to explore the consistent information from different
views. Experiments results demonstrate that our method improve the clustering
performance against with the state-of-the-art methods on two real face datasets,
Extended YaleB and ORL database.

The remainder of the paper is organized as follows. In Sect. 2, we provide the
mainly related work about multi-view subspace clustering. Section 3 presents our
multi-view subspace clustering method and the relevant optimization procedure
in detail. The experimental results evaluated on two real-world datasets are
reported in Sect. 4. Finally, Sect. 5 gives some concluding remarks.

2 Related Work

Subspace clustering has been concerned widely in numerous research fields, such
as computer vision, pattern recognition and machine learning. Existing subspace
clustering methods can be divided into four categories [6], which include algebraic
methods, iterative methods, statistical methods and spectral clustering-based
methods. Among of these methods, the first three methods need to obtain the
dimension of each subspace. However, computing the dimension of the subspace
is a very complex problem. In spectral clustering-based methods, the dimension
of the subspace does not need to be calculated. It only requires an assumption
that any one sample can represented by the linear combination of these samples
in the same subspace. Therefore, subspace clustering method based on spectral
clustering has gained a lot of attention in recent years. These methods generally
include two steps. First, according to the above-mentioned assumption, an affin-
ity matrix (similarity matrix) can be computed by subspace clustering methods.
Second, the result of clustering is obtained by using the conventional spectral
clustering method for the affinity matrix.

Multi-view subspace clustering can effectively exploit the information between
different views and improve the clustering performance. Cheng et al. proposed
a collaborative subspace clustering framework for image segmentation in [3]. In
this work, multiple different types of image features were extracted as the multi-
view data. For each view, an affinity matrix was learned and then the matrix was
expanded as a vector. Finally, these vectors were combined into a new matrix with
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�2,1-norm constraint which made each affinity matrix has more zero elements and
ensured the corresponding element consistent. Cao et al. proposed a diversity-
induced multi-view subspace clustering (DiMSC) method which aimed at explor-
ing the complementary information among multi-view features in [7]. DiMSC
extended the existing subspace clustering into the multi-view domain, and utilized
the Hilbert Schmidt Independence Criterion (HSIC) as a diversity term to explore
the complementarity of multi-view representations. Therefore, it can make the
learned affinitymatrices in different views complementary.These abovemulti-view
subspace clustering methods were based on the idea that the final affinity matrix
canbeaccumulatedby these similaritymatrices in eachview.Although thesemeth-
ods can enhance the connection between different views, they may destroy the
structure of the affinitymatrix, such as the blockdiagonal property. Further,Gao et
al. proposed a unified optimization framework which can simultaneously learn the
local affinity matrix and the spectral clustering result in [8]. However, it required
the strict initialization, which made it infeasible to obtain the optimal solution.

3 The Proposed Method

3.1 Notations

In this paper, multi-view data is denoted by {Xv}sv=1, Xv ∈ R
dv×m, where s

and m are the number of views and samples, respectively. dv is the dimension of
sample in view v. Zv ∈ R

m×m is the affinity matrix and Ev ∈ R
dv×m is the loss in

view v. Suppose that R is a matrix, ‖R‖∗ = trace(
√

RTR) =
∑

i σi, is the nuclear
norm, where σi is a singular value of matrix R. ‖R‖2,1 is the sum of columns
Rjs with the �2 norm, which can be formulated as ‖R‖2,1 =

∑
j ‖Rj‖2. ‖R‖F

is Frobenius norm or the Hilbert-Schmidt norm, ‖R‖F =
√∑

i

∑
j |Ri,j |2 =

√
trace(RTR) =

√∑
i σ

2
i . ‖R‖1 =

∑
i

∑
j |Ri,j |, is the sum of absolute values

of all elements.

3.2 Formulation

To solve the multi-view subspace clustering task, we propose a novel multi-view
subspace clustering method via a global low-rank affinity matrix. In particular,
we introduce a global affinity matrix, and use a sparse term to force the affinity
matrix of each view adequately close to the global affinity matrix for multi-view
subspace clustering. Our method explores the consistent information from differ-
ent views and guarantees the global affinity matrix for segmentation is low-rank.
Figure 1 shows the framework of our method. The global affinity matrix guar-
antees the local affinity matrices have a high correlation, thus the information
in the different view can be mutually complemented. In subspace clustering, the
Low-Rank Representation (LRR) is an effective method and has been famously
applied for single view clustering [5]. Meanwhile based on the assumption that
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Fig. 1. The framework of our method. With the multi-view input (a), our method
dependently learns the affinity matrix (b) of each view. The global affinity matrix in
(c) is used to explore the global consistent information from all single views. (d) is the
difference between the global affinity matrix and affinity matrices of different views.

the underlying data should be low-rank and the noise in the given data should be
sparse, Robust Principal Component Analysis (RPCA) can effectively restores
the underlying low-rank data from the given data. In the subspace clustering
problem, a desired matrix Z should be block diagonal. It has been proved that a
low-rank affinity matrix can satisfy the block diagonal characteristic [5]. In this
paper, we assume that there is sparse error between the global affinity matrix
and local affinity matrices. Inspired by LRR and RPCA, our multi-view subspace
clustering method can be mathematically formulated as follows:

min
Z,Zv,Ev

s∑

v=1

‖Ev‖2,1 +
s∑

v=1

λ‖Zv − Z‖1 + α‖Z‖∗

s.t Xv = XvZv + Ev

(1)

where the first term is the difference intra-view, the second term is the difference
between the local and global similarity matrix. The final term denotes the shared
affinity matrix with the low-rank constraint. In order to facilitate the variable
optimization, we introduce auxiliary matrices including F v ∈ R

m×m and Q ∈
R

m×m in the objective function with additional equality constraints. Therefore,
the original problem in Eq. (1) can be reformed as:

min
Z,Zv,Ev,Fv,Q

s∑

v=1

(‖Ev‖2,1 + λ‖F v‖1) + α‖Q‖∗

s.t Xv = XvZv + Ev,

F v = Zv − Z,Q = Z

(2)
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Basically, the augmented Lagrangian methods for the clustering problem in Eq.
(2) can be mathematically formulated as:

min
Z,Zv,Ev,Fv,Q

s∑

v=1

(‖Ev‖2,1 + λ‖F v‖1) + α‖Q‖∗

+
s∑

v=1

(〈V v, Ev − Xv + XvZv〉 +
μ

2
‖Ev − Xv + XvZv‖2F

+ 〈W v, F v − Zv + Z〉 +
μ

2
‖F v − Zv + Z‖2F )

+ 〈P,Q − Z〉 +
μ

2
‖Q − Z‖2F

(3)

where μ > 0 is a penalty parameter, and V v, W v and P ∈ R
m×m are Lagrange

multipliers.

3.3 Optimization Procedures of Our Method

In this subsection, we adopt an efficient augmented Lagrange multipliers (ALM)
method [9], to solve the multi-variable optimization in our proposed cluster-
ing method. Equation (3) is a non-convex function in terms of multi-variable,
however, the objective function with respect to only one variable is a convex
function, which can be effectively solved by the conventional optimization meth-
ods. In the following, a more detailed description of optimization procedures will
be presented.

Update Ev: It optimizes Ev while fixing all the other variables, and thus the
optimization problem in Eq. (3) with respect to Ev can be rewritten as follows:

min
Ev

s∑

v=1

‖Ev‖2,1 +
s∑

v=1

(〈V v, Ev − Xv + XvZv〉 +
μ

2
‖Ev − Xv + XvZv‖2

F ) (4)

For simplification, the linear and quadratic terms can be combined by scaling V v

in Eq. (4). Thus, the objective with respect to Ev can be rewritten in a slightly
scaled form as follows:

min
Ev

1
μ

‖Ev‖2,1 +
1
2
‖Ev − Mv‖2F ,

Mv = Xv − XvZv − V v/μ

(5)

The scaled form in Eq. (5) is clearly equivalent to the augmented Lagrangian
in Eq. (4). Furthermore, the augmented Lagrangian is more convenient to solve
the original problems, and it has a closed solution [10].

Update Zv: Fixing Z,Q, Ev and F v, the updating of Zv can be denoted as:

min
Zv

s∑

v=1

(〈V v, Ev − Xv + XvZv〉 +
μ

2
‖Ev − Xv + XvZv‖2F

+ 〈W v, F v − Zv + Z〉 +
μ

2
‖F v − Zv + Z‖2F )

(6)
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Note that computing the derivative of Eq. (6) with respect to Zv and setting it
to zero, we can obtain

Zv = (μI + μXvT

Xv)−1(W v + μ(F v + Z) − XvT

V v − μXvT

(Ev − Xv)) (7)

Update Z: Similar with the updating of Zv, the variable Z can be updated as
follows:

Z = (μsI + μI)−1(P + μQ −
s∑

v=1

(W v + μ(F v − Zv))) (8)

Update F v: It optimizes F v while fixing other variables, and thus the optimiza-
tion problem of F v can be rewritten as follows:

min
Fv

s∑

v=1

λ‖F v‖1 +
s∑

v=1

(〈W v, F v − Zv + Z〉 +
μ

2
‖F v − Zv + Z‖2F ) (9)

By the same way in Eq. (4) the objective with respect to F v can be rewritten
in a slightly scaled form as follows:

min
Fv

λ

μ
‖F v‖1 + +

1
2
‖F v − Nv‖2F ,

Nv = Zv − Z − W v/μ

(10)

It has been proved that the objective function of F v has a closed solution [9].

Update Q: By fixing all variables except to Q, the updating process of Q can
be mathematically formulated as:

min
Q

α‖Q‖∗ + 〈P,Q − Z〉 +
μ

2
‖Q − Z‖2F (11)

Similar with the updating of F v, the variable Q can be simply rewritten as:

min
Q

λ

μ
‖Q‖∗ +

1
2
‖Q − (Z − P/μ)‖2F (12)

Similar to Eq. (10), it also has a closed solution [9].
In this paper, the ALM iterations give the following convergence guarantee.

For any μ > 0, the stop criteria of our algorithm are listed as:

F v − Zv + Z → 0, Q − Z → 0, Ev − Xv − XvZv → 0. (13)

These stop criteria meet these conditions to guarantee the objective function in
problem (2) converges to the optimal objective function of problem (1). Typi-
cally, the specific process of our method is described in Algorithm 1.
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Algorithm 1. Our method for multi-view subspace clustering by the inexact ALM

Input: Data matrices {Xv}s
v=1, parameters λ and α.

Initialize: Z = Q = Zv = F v = W v = P = 0, X, and Ev = V v = 0, μ = 10−6,
ρ = 1.1, maxµ = 1010.
while not converge do

1. Fix the other variables, update Ev by solving Eq.(5).
2. Zv can be updated by the following formula,

Zv = (μI + μXvT

Xv)−1(W v + μ(F v + Z) − XvT

V v − μXvT

(Ev − Xv))

3. The updating of Z is donated as,

Z = (μsI + μI)−1(P + μQ −
s∑

v=1

(W v + μ(F v − Zv)))

4. Fix the others, F v can be optimized by Eq.(10).
5. Fix the others and update Q by solving Eq.(12).
6. Update the multipliers

W v = W v + μ(F v − Zv + Z)

V v = V v + μ(Xv − XvZv − Ev),

P = P + μ(Q − Z)

7. Update the parameter μ by μ = min(ρμ, maxµ).
8. Check the stop criteria,

F v − Zv + Z → 0, Q − Z → 0, Ev − Xv − XvZv → 0.

end while
Output: Z.

4 Experimental Results

4.1 DataSets and Experimental Settings

The two public real face datasets are adopted for clustering performance evalu-
ation in this paper:

Extended Yale B1: The dataset consists of 192×168 pixel cropped face images
of 38 subjects, where there are 64 frontal face images for each subject acquired
under various lighting conditions.

ORL2: The dataset contains 92 × 112 pixel images of 40 distinct subjects, and
each subject has 10 different images. For some subjects, the images are taken at
different times, varying the lighting, facial expressions and facial details. All the

1 http://vision.ucsd.edu/∼leekc/ExtYaleDatabase/ExtYaleB.html.
2 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.

http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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images are taken against a dark homogeneous background with the subjects in
an upright, frontal position.

In all experiments, two different features extracted by the real and imagi-
nary component of the Gabor filter are considered as two different views. For
the Extended YaleB and ORL datasets, we choose 5 and 10 subjects as the exper-
imental datasets, respectively. Moreover, we use PCA to reduce the dimension
of original feature with reserving 99 % energy in these datasets. To evaluate the
clustering performance, we adopt normalized mutual information (NMI),
accuracy (ACC), F-score, Precision and Recall as evaluation metrics.
For all these metrics, the higher value indicates a better clustering quality. To
improve the reliability of the experimental results, we run all methods 10 times
and report the average performance and standard derivation in our experiments.
For parameter settings, we choose the optimal parameters of the corresponding
method for fair comparison.

4.2 Comparison with Other Clustering Methods

To validate the superiority of our method, we compare it with six methods, i.e.,
K-means, SSC [11], LRR [5], LSR [12], MSC [8] and MLAP [3] in the exper-
iments. In particular, SSC, LRR and LSR are single view subspace clustering
methods, while MSC and MLAP are multi-view subspace clustering methods. In
these methods with the exception of MSC, the corresponding affinity matrix Z in
each method is generated, and normalized spectral clustering is used to cut the
affinity matrix. MSC combines the spectral clustering and affinity matrix learn-
ing into a unified optimization framework which can simultaneously learn the
affinity matrix and the spectral clustering, and then it directly outputs the result
of spectral clustering. In the experimental report, * odd and * even mean that
the single view clustering methods are adopted for dealing with the imaginary
and real datasets extracted from the experimental datasets, respectively.

The results of our method comparing with these baseline methods on dataset
Extended YaleB are shown in Table 1. In these methods, the highest mean on
the evaluation metrics are in bold. Table 1 shows that our proposed method can
obtain the best clustering results than the others on the Extended YaleB dataset.
Therefore, our method is suitable to solve the subspace clustering problem. The
traditional clustering method known as K-means has a big gap in clustering
results. The main reason is that face images varying with illumination contain
multiple subspace structures, and thus K-means is infeasible for this kind data in
real practice. Therefore, in the specific problem, the subspace clustering method
is more effective than the clustering method based on the traditional distance
metric.

Furthermore, comparing all the clustering methods on dataset ORL in
Table 2, our method performs better than other methods in terms of almost
all evaluation metrics except Recall. According to the mean of standard deriva-
tions of experiment results on the two datasets in Tables 1 and 2, our proposed
method has a more stable performance than others. Although MSC is a multi-
view subspace clustering method, it’s clustering performance is worst than the
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Table 1. Clustering results of comparative methods on Extended Yale B dataset with
5 subjects.

ACC NMI Precision Recall F-score

k-means odd 0.302(±0.038) 0.144(±0.072) 0.254(±0.035) 0.274(±0.029) 0.264(±0.032)

k-means even 0.392(±0.044) 0.254(±0.056) 0.300(±0.027) 0.333(±0.033) 0.315(±0.029)

LRR odd 0.69(±0.081) 0.536(±0.074) 0.506(±0.056) 0.587(±0.073) 0.543(±0.062)

LRR even 0.768(±0.059) 0.603(±0.067) 0.574(±0.061) 0.649(±0.067) 0.609(±0.062)

LSR odd 0.6(±0.051) 0.475(±0.051) 0.467(±0.049) 0.527(±0.052) 0.495(±0.048)

LSR even 0.601(±0.06) 0.472(±0.054) 0.462(±0.049) 0.524(±0.053) 0.491(±0.049)

SSC odd 0.722(±0.045) 0.567(±0.056) 0.439(±0.066) 0.654(±0.034) 0.524(±0.057)

SSC even 0.746(±0.038) 0.592(±0.044) 0.468(±0.053) 0.661(±0.02) 0.547(±0.043)

MSC 0.565(±0.104) 0.395(±0.118) 0.306(±0.062) 0.666(±0.034) 0.414(±0.057)

MLAP 0.729(±0.094) 0.577(±0.093) 0.548(±0.09) 0.625(±0.092) 0.583(±0.09)

Our method 0.836(±0.032) 0.708(±0.041) 0.636(±0.069) 0.746(±0.036) 0.686(±0.055)

Table 2. Clustering results of comparative methods on ORL-face dataset with 10
subjects.

ACC NMI Precision Recall F-score

LRR odd 0.661(±0.089) 0.683(±0.076) 0.439(±0.097) 0.61(±0.091) 0.509(±0.095)

LRR even 0.516(±0.066) 0.553(±0.073) 0.29(±0.068) 0.566(±0.064) 0.381(±0.071)

LSR odd 0.62(±0.066) 0.63(±0.069) 0.35(±0.071) 0.621(±0.096) 0.445(±0.079)

LSR even 0.491(±0.071) 0.501(±0.065) 0.462(±0.059) 0.518(±0.078) 0.341(±0.06)

SSC odd 0.518(±0.107) 0.588(±0.1) 0.312(±0.096) 0.674(±0.098) 0.42(±0.098)

SSC even 0.351(±0.055) 0.342(±0.082) 0.173(±0.046) 0.371(±0.092) 0.234(±0.056)

MSC 0.329(±0.083) 0.352(±0.111) 0.146(±0.049) 0.757(±0.049) 0.24(±0.059)

MLAP 0.668(±0.034) 0.693(±0.04) 0.459(±0.039) 0.638(±0.075) 0.533(±0.045)

Our method 0.685(±0.034) 0.707(±0.046) 0.481(±0.053) 0.65 (±0.079) 0.552(±0.059)

other comparative methods. The reason may be that MSC is sensitive for ini-
tialization. In all the experiments, the initialization of variables in MSC are to
be set as the optimal clustering results of other methods. Contrary to MSC, our
method is insensitive for initialization and all the variables can be initialized
arbitrarily.

In this experiment, we also validate the convergence speed of our proposed
method on Extended YaleB and ORL datasets. The convergence curve of the
objective function is showed as Fig. 2. With the increasing of the number of
iterations, the objective function value gradually reduces. The convergence curve
on Extended YaleB in Fig. 2 (a) gradually decreases until converges, while the
convergence curve on ORL in Fig. 2 (b) fluctuates sharply in the iterations and
it also converges finally. The main reason may be that the experimental dataset
Extended YaleB has more samples than ORL, and thus it can obtain a more
stable result in each iteration. In our method, the stop criteria guarantee that
the objective function can converge to the optimal solution.
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Fig. 2. The convergence curves of our method on the two datasets.

5 Conclusion

In this paper, to effectively solve the multi-view subspace clustering problem, we
propose a novel subspace clustering method via a global low-rank affinity matrix.
Inspired by LRR and RPCA, we introduce an global affinity matrix with the low-
rank constraint, and use a sparse term to fit the difference between the global
and local affinity matrices in our method. Then, the clustering problem can be
adequately solved by the augmented Lagrange multipliers (ALM) optimization
method. In the experiments, two public real face image datasets are utilized
for performance evaluation. The experimental results show that our method can
improve the clustering performance compared with the state-of-the-art methods.
Therefore, our proposed method is suitable to deal with the multi-view data for
clustering.
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Abstract. Automatic road network detection from multispectral imagery is an
effective and economic way to obtain the road and related information. This
paper presents an integrated method to extract road network centerline from
multispectral imagery. It includes four main steps. First, support vector machine
(SVM) is used to analyze spectral information to classify the imagery into road
and non-road regions. Then, shape feature, morphological top-hat transform and
multiple directional filters are cascaded to reduce the misclassification. Based on
these procedures, morphological thinning algorithm and Hough transform are
introduced to detect the road centerline which will be regarded as road primi-
tives. Finally, a novel road tracking method is developed to refine and improve
the whole road network. The proposed method is verified on a multispectral
images acquired from SPOT-6 satellite and QuickBird data sets.

Keywords: Multispectral imagery � Road network detection � Spectral
classification � Multiple directional filters � Kernel-based density estimation �
Road tracking

1 Introduction

Automatic road network detection from satellite remote sensing image is a challenging
and difficult problem. Road as a man-made object whose information is of importance
in cartography, urban planning, traffic management, and industrial development. Since
manual road information extraction from satellite image is too boring and time con-
suming, research for developing automatic methods has been of much interest in recent
years. An overview of road detection methods in this area can be seen in [1–3] and a
test of automatic road detection methods results can be seen in [4]. In the literature,
there are several methods proposed to deal with the detection of roads from satellite
images [5–10].

The segmentation-based method (often using a classifier) first segment the imagery
into regions, followed by a rule to refine extracted road networks. Shi and Zhu [5]
proposed a detection model that first segmented imagery into a binary map by simple
thresholding and then followed by the line segment match rule and morphological
processing. Song and Civco [11] used the support vector machine (SVM) to classify the
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imagery and introduced a two step-based method to detect road network. The
straight-line-based method often uses line, edge and ridge detectors to extract potential
road points. Then road points are connected to generate road network. Cem and Beril
[12] first using canny edge detectors to extract edge pixels as primitives. The mathe-
matical morphology methods often employ segmentation method to discriminate the
road regions from their surroundings. Katartzis et al. [13] applied local analysis with
morphological filters and line tracking to detect road network in their work. Conditional
morphological techniques are used to significantly improve the segmentation results in
[14]. The active contour methods intend to minimum energy function which combines
intensity and gradient information of images to extract the edge of the road. Mayer et al.
[15] using snakes method to extract road from aerial images based on the multi-scale
detection of roads in combination with geometry constrained edge extraction. A family
of quadratic snakes [16] which are able to split, merge, and disappear as necessary, is
used to extract disconnected road networks and enclosed regions.

However, observed in high-resolution multispectral satellite images, it is difficult to
model all the variants in different types of phenomena (spectral reflectance, shape,
contrast, shadow, and occlusion) observed in roads. Therefore, how to incorporate them
into a single processing module is a very complex problem. Most of the existing road
extraction methods for multispectral imagery rely on an automated and reliable clas-
sification of road surfaces [11, 17]. Unfortunately, because of other objects similar to
road existing, the classification accuracy of roads is far from satisfactory whether
supervised or unsupervised classification method is used.

In this paper, we proposed a novel approach to detect road network centerlines from
multispectral image. We first use SVM to implement spectral classification, which can
segments image into road and non-road regions. Top-hat transform and multiple
directional filters are then employed to remove the false road pixels. After that, the
thinning algorithm and Hough transform are combined to obtain more accuracy road
centerline as road primitives. Finally, we develop a novel road tracking method which
introduces the searching window idea to refine and improve the whole road network.

The remainder of this paper is organized as follows: Sect. 2 describes the proposed
methodology in detail. Experimental results are given in Sect. 3. Finally, conclusions
are drawn in Sect. 4.

2 Methodology

The proposed road network centerline detection method is presented in this section,
whose framework is shown in Fig. 1. The details of the aforementioned steps will be
given in detail in the following.

2.1 Spectral Classification

Employing the spectral information provided by multispectral image, the spectral
classification step is to segment the imagery into two groups: road group and non-road
group. The road group will be used as the initial road segments. The digital number
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(DN) vectors in multispectral image is regarded as a variable v, v ∊ Rd, where d de-
notes the number of bands/channels in multispectral image. In this paper, we use SVM
to classify the multispectral image, and the result is defined as:

SðvÞ ¼ 1 ; if v is classified as road

0 ; otherwise

(

ð1Þ

The original multispectral image becomes a binary image I(x, y) after SVM spectral
classification.

2.2 Road Segment Extraction

Due to the phenomenon that different objects reflect the similar spectral features in
multispectral image, other land-cover types, such as buildings, parking lots, and bare
soil, tend to be misclassified as roads. To overcome this problem, some typical road
properties should be studied and used to remove the misclassified groups.

Generally, the misclassified pixels can be divided into groups that connected and
disconnect with road regions.

As we knew, roads have unique geometric property, which is quite different from
other land-cover features. Roads are always elongated with small changes of curvature.
Hence, shape information can also be used to filter false road segments. In this paper,
second-order moments are used to measure road shape feature. We first use connected
component labeling [18] to extract the disjoint components from classification result.
Then the major and minor axis lengths of each component are computed using nor-
malized second central moments [19] which are given as follows:

l20 ¼ M20 � xM10 l02 ¼ M02 � yM01 ð2Þ

where

x ¼ M10

M00
y ¼ M01

M00
Mpq ¼

X

x

X

y

xiyiIðx; yÞ ð3Þ

Fig. 1. Flowchart of the proposed method

334 Y. Du et al.



The ratio of major axis length to minor one of each component is computed as:

E ¼ l20=l02 ð4Þ

Components with E value less than the threshold TE are usually considered as
non-road structures and hence removed. The steps of the algorithm, depicting this
filtering module, are given in Algorithm 1. We denoted the image filtered with shape
feature by Ishape(x, y).

Algorithm 1. Steps of filtering roads by shape feature
1. Label the connected components.
2. Compute eccentricity ( E ) of each connected component.
3. For each component

if ( EE T≤ ) then
delete that component

end if

Most of misclassified region disconnected with roads will be removed to some
extent by shape feature. However, false positive ones, especially those connected with
roads, still exist, and further refinement procedure is necessary to improve the relia-
bility of road extraction.

In fact, roads possess a limited maximum width w in satellite image, while, other
spectrally similar objects, such as parking lots, buildings, are usually wider than roads.
As we knew, morphological opening operation can weed out the convex shape smaller
than structure element SEw and cut slender connection between areas in binary image.
Therefore, the region wider than limited maximum width w can be preserved. After a
morphological top-hat transform, that convex shape larger than structure element will
be removed through top-hat transform. The top-hat transform can be defined as
follows:

Itop ¼ Ishape � ðIshapeHSEwÞ � SEw ð5Þ

Then the multiple directional filters are used to remove the false positive road
regions which closed connected with roads. At first, we construct the multiple direc-
tional linear structure element SEL;ai as follows:

SEL;ai ¼
yi ¼ xi tanðaiÞ aij j\45�

xi ¼ yi cotðaiÞ 45�\ aij j\90�

(

ð6Þ

xi ¼ 0;�1; . . .� ðL� 1ÞcosðaiÞ=2
yi ¼ 0;�1; . . .� ðL� 1ÞsinðaiÞ=2

ð7Þ

ai ¼ i� 3� i 2 ½�30; 30� ð8Þ
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where i denotes the ith linear structure element, αi and L denote the direction angle and
length of the ith linear structure element respectively. Then the morphological opening
operation with structure element as SEL;ai is used to image. The multiple directional
filters can be then defined as follows:

Imulti�line ¼
[30

i¼�30

Itop � SEL;ai ð9Þ

Overall, the misclassified regions which closed connected with road regions could
be removed through morphological top-hat transform and multiple directional filters.

2.3 Road Centerline Extraction

After road segment extraction, morphological thinning operation [20] is a commonly
used method to extract road centerlines. By using the morphological top-hat transform
and multiple directional filters, misclassified regions can be removed, but some real
road segments are improperly removed simultaneously. Hough transform [21] is also a
popular method to extract road centerlines, which can detect straight line overcome the
noise. Hence, it is used to link the cutting off linear structure of road segments. Then
the final road centerlines are obtained by combining thinning results with hough
transform detected results through logical “OR” operation. This fusion operation can
make up part of lost road owing to the road segment extraction process and make the
detection results more accurate. The fusion results obey the following rule:

Ifusionðx; yÞ ¼
1; if Ithinðx; yÞ ¼ 1 or Ihoughðx; yÞ ¼ 1

0; otherwise

(

ð10Þ

2.4 Road Centerline Tracking

Although the basic road segments can be gathered through the above processing,
sometimes, the road is still incomplete due to occlusion and road information loss.
Therefore, road centerline extracted in the previous section need further tracking
step. The tracking procedure can be divided into three stages: sampling, decision and
fusion. The tracking process will stop when the decision stage can not found any road
pixels or the number of iteration reach a prefixed value. Three stages will be detailed in
following.

Sampling Stage: In this stage, connected component analysis is used to find the
endpoints (having just one neighbor) of each road segment. The angle of road segment
endpoint’s tangent line θ can denote the direction of roads. The tangent line of endpoint
can be represented by the connecting line between the endpoint and the point 5 pixels
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away approximately. It is first used in [14] to estimate the road centerlines according to
road edge pixels as:

Nðx; yÞ ¼ 1
j
expð�ðx

2

a2
þ y2

b2
ÞÞ a[ b ð11Þ

where κ is the normalizing constant, the scale of a and b control the size of searching
window for road endpoint. Now the endpoints of road segments can denote by (xi, yi,
θi, a, b), where (xi, yi) are the location of endpoint and θi denotes the tangential direction
of endpoint. Then the spatial probability density function of ith endpoint become

Niðx; yÞ ¼ 1
j
expð�ððx

0 cosðhiÞ � y0 sinðhiÞÞ2
a2

þ
ðy0 cosðhiÞþ x0 sinðhiÞÞ2

b2
ÞÞ a[ b

ð12Þ

where

x0 ¼ x� xi y0 ¼ y� yi ð13Þ
The spatial p. d. f. is presented in Fig. 2 intuitionally. The red represents very high

possibility, and blue represents low possibility.

Decision Stage: The pixels located in searching window will be judged whether they
belong to roads or not. Employing the mind of maximum likelihood classification
(MLC) in remote sensing, we obtain the posterior probability proad that a pixel belongs
to road. The final probability for one pixel belongs to road can be expressed as:

proad ¼ Nðv jl;
X

Þ ð14Þ

p ¼ Niðx; yÞ 	 proad ð15Þ

where v denotes the DN vector, μ and ∑ denote the mean vector and covariance matrix
of road pixels. A probability threshold Tp is set to decide whether the pixel belongs to
road or not.
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Fig. 2. The spatial probability density function. (a) The contour line of elongated Gaussian
kernel function. (b) The p. d. f. of elongated Gaussian kernel function.
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Fusion Stage: The road centerline in sampling stage will be combined with decision
result by using logical “OR” operation and the thinning algorithm is used to extract the
centerline of fusion result.

The tracking process will be repeated when the decision stage can found road pixels
or the number of iteration does not reach the prefixed value. The procedure of tracking
process is given in Algorithm 2.

Algorithm 2. Procedure of road centerline tracking
Repeat

(1) Determine the searching window and searching region for each road 
endpoint.

(2) Judge pixels located in searching window whether belong to road or not 
according to Eq. (11)-(14).

(3) Combine the sampling image and decision image.
Until the decision image are all-zero image or the number of iteration is 

reached.

In sampling stage, the proposed algorithm combines the information of road’s
direction and the searching window idea which is popular in video target detection. As
for decision stage, we make use of kernel density estimate and posterior probability to
thoroughly analyze whether the pixels belong to road or not.

3 Experimental Analysis

3.1 Experimental Results

The first test image acquired by SPOT-6 satellite with size of 501 × 501 pixels is
acquired on December 05, 2009, which covers Xianyang urban road network. The
experimental results of this test image are presented in Fig. 3.

Fig. 3. (a) Original image. (b) Classification result. (c) Shape feature filtering result. (d) Morpho-
logical top-hat transform. (e)Multiple directional filtering result. (f) Thinning algorithm andHough
transform fusion result. (g) Final tracking result. (h) Road network and original image
superposition. (i) The hand-drawn road reference map.
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The second test image acquired by SPOT-6 with size of 501 × 501 pixels and
acquired on December 05, 2009, which covers Xianyang rural road network. The
experimental results of second test image are presented in Fig. 4.

The third test image acquired by QuickBird remote sensed imageries is 512 × 512
pixels and available at http://www.cse.iitm.ac.in/*sdas/vplab/satellite.html. The experi-
mental results are presented in Fig. 5.

Fig. 4. (a) Original image. (b) Classification result. (c) Shape feature filtering result. (d) Morpho-
logical top-hat transform. (e)Multiple directional filtering result. (f) Thinning algorithm andHough
transform fusion result. (g) Final tracking result. (h) Road network and original image
superposition. (i) The hand-drawn road reference map.

Fig. 5. (a) Original image. (b) Classification result. (c) Shape feature filtering result.
(d) Morphological top-hat transform. (e) Multiple directional filtering result. (f) Thinning
algorithm and hough transform fusion result. (g) Final tracking result. (h) Road network and
original image superposition. (i) The hand-drawn road reference map.
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3.2 Evaluation Criteria

In quantifying the performance values, we follow the criteria used by [21] as:

E1 ¼ TP
TPþFN

E2 ¼ TP
TPþFP

E3 ¼ TP
TPþFPþFN

ð16Þ

where E1, E2 and E3 denote completeness, correctness, and quality, respectively, and
TP, FN, and FP represent true positive, false negative, and false positive, respectively.
The completeness value indicates the percentage of ground truth road pixels detected.
The correctness value indicates the percentage of the correct road pixels. Finally, the
quality value indicates the goodness of the result. Table 1 shows the performance of
proposed method using these three criteria.

Mayer et al. [4] claim that the achievement of a completeness of at least 60 % and a
correctness of at least 75 % is the absolute minimum for road extraction results, before
they can be considered useful in practice. From Table 1, it is seen that the first and
second test image could achieve these goals. The third test image’s correctness does not
achieve goals because of the high false positives. Some small narrow roads are detected
by proposed method which are not labeled as reference road pixels.

4 Conclusion

In this paper, we proposed an integrated method for road network centerline detection
from multispectral imagery. This method includes spectral classification, road segment
extraction, road centerline extraction and road centerline tracking four main stages to
complete the detection process.

The experimental results have been presented on six multispectral images to
evaluate the proposed method, which shows that the proposed method achieves a good
performance for road network detection.
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Abstract. Clustering evolutionary data (or called evolutionary clustering) has
received an enormous amount of attention in recent years. A recent framework
(called temporal smoothness) considers that the clustering result should depend
mainly on the current data while simultaneously not deviate too much from
previous ones. In this paper, evolutionary data is clustered by a multi-objective
evolutionary algorithm based on r-dominance, and the corresponding algorithm
is named rEvoC. The rEvoC considers the previous clustering result (or his-
torical data) as the reference point. We propose three strategies to define the
reference point and to calculate the distance between a reference point and an
individual. Based on the reference point and the r-dominance relation, the search
could be guided into the region, in which a solution not only could cluster the
current data well, but also does not shift two much from the previous one.
Additionally, the rEvoC adopts one step k-means as a local search operator to
accelerate the evolutionary search. Experimental results on two different data
sets are given. The experimental results demonstrate that, the rEvoC achieves
better performance than the corresponding static clustering algorithm and the
evolutionary k-means algorithm.

Keywords: Evolutionary data � Clustering � Reference point � r-dominance

1 Introduction

Evolutionary data is ubiquitous in the real-world, such as daily news, blogs, social
network data, and capital market trading data. The key challenge to learn from evo-
lutionary data is that both the distribution and the underlying concept of the evolu-
tionary data may change over time. Such changes usually include: (1) short-term
variation due to the noise; (2) long-term trend due to the underlying concept drift [1].

For most traditional methods, the data to be clustered are seen as a static whole set
(called static clustering problems). However, this kind of method may not perform well
for clustering evolutionary data, because the temporal information is omitted. In order to
cluster evolutionary data (called evolutionary clustering), Chakrabarti et al. [1] proposed
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the temporal smoothness framework, which considers that: on the one hand, the current
clustering result should depend mainly on the current data futures; on the other hand, the
clustering result should not deviate too much from the recent past time steps. The
framework divides the objective function into two parts: snapshot quality (Sq), mea-
suring the clustering quality of the current snapshot data, and history quality (Hq),
verifying how similar the current clustering is to the previous one. It is worth pointing
out that the evolutionary clustering is different from evolutionary algorithms for clus-
tering. The word ‘evolutionary’ in evolutionary clustering refers to evolutionary data.

For static clustering problems, Multi-Objective Evolutionary Algorithms (MOEAs)
have been widely used (e.g. [2, 3]). MOEAs simultaneously optimize of multiple
objectives and provide a set of non-dominant solutions, which is one of the reasons to
utilize MOEAs for clustering [4]. However, in the real-world applications, because the
final decision is always a unique solution, the decision maker is interested in a part, but
not all, of Pareto-optimal front. Ben Said et al. [5] expressed the decision maker’s
preference as a reference point and introduced a new variant of Pareto dominance
relation, called r-dominance, which could be in various MOEAs. The main idea of the
r-dominance is to sort Pareto-equivalent solutions according to their distances to the
reference point. Hence, the r-dominance relation is able to guide the search into the part
of the Pareto-optimal region, in which the decision maker is interested.

Inspired by the concept of the reference point and the r-dominance relation pro-
posed in [5], we deal with the evolutionary clustering problem by a multi-objective
evolutionary algorithm based on r-dominance. Specifically, the previous clustering
result (or historical data) is considered as a reference point, such that the search can be
guided to the region, in which a solution not only could cluster the current data well,
but also does not shift two much from the previous one. In this way, the clustering
result obtained at each time step can avoid some interference from the short-term noise
and concept drift, and can reflect a reasonable partition for the current data.

The rest of this paper is organize d as follows. Section 2 introduces the back-
grounds, including the evolutionary clustering and the r-dominance based multi-
objective evolutionary algorithm. Section 3 describes the proposed algorithm in detail.
Experimental results on a synthetic dataset and a real-world dataset are presented in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Works

2.1 Evolutionary Clustering

Evolutionary clustering has attracted significant attention in recent years. A typical
work was done by Chakrabarti et al. [1] and they proposed a general framework named
temporal smoothness. Two classic clustering algorithm (k-means and agglomerative
hierarchical clustering) were studied within their framework. Based on the similar
framework, Chi et al. [6] extended static spectral clustering to evolutionary clustering
and proposed two algorithms (PCQ and PCM). The goal of the framework is to
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optimize two objectives, i.e., snapshot quality (Sq) and history quality (Hq), through
the following cost function:

Ctotal ¼ a � Sqþð1� aÞ � Hq ð1Þ

where Sq measures how well the clustering found represents the data at the current
time; Hq is the measure of history quality; and a 2 ½0; 1�.

2.2 Evolutionary Clustering Based on Multi-objective Evolutionary
Algorithms

As far as we know, existing works based on multi-objective evolutionary algorithm for
evolutionary clustering are to optimize the two objectives, i.e., snapshot quality (e.g.
modularity) and history quality (e.g. NMI).

Typically, to discover dynamic community structure, Folino and Pizzuti [7, 8]
formulated the detection of community structure with temporal smoothness as a
multi-objective optimization problem and proposed an evolutionary multi-objective
algorithm for dynamic community discovery. The algorithm was named DYNMOGA,
which optimizes modularity and normalized mutual information (NMI) simultaneously.
Based on the similar idea in [7, 8], some extended works have been done. Ma et al. [9]
employed the decomposition based multi-objective evolutionary algorithm (i.e.
MOEA/D) to reveal dynamic community structure. Zhou et al. [10] proposed a
multi-objective biogeography based optimization algorithm with decomposition to deal
with dynamic community detection. Chen et al. [11] proposed a multi-objective evo-
lutionary algorithm for dynamic community discovery, which optimized modularity
density and NMI at the same time.

To address attributed data, Ma et al. [12] adopted MOEA/D to cluster evolutionary
data and the new algorithm is named EKM-MOEA/D. The result of EKM-MOEA/D is a
set of Pareto-optimal solutions and how to get a better unique solution, that satisfies the
decision maker’s preference, has not be studied yet.

2.3 The r-dominance Based Multi-objective Evolutionary Algorithms

The work in this paper is inspired by the algorithm proposed in [5]. In [5], a variant of
the Pareto-optimal relation, named r-dominance, is proposed. The r-dominance has the
ability to build a strict partial order between Pareto-equivalent solutions, such that the
search can be led to the part of the Pareto-optimal region, where the decision maker is
interested.

The definition of the r-dominance is described as follows [5]: Given a population
P and a reference point g, an individual u is said to r-dominance an individual
vðu\rvÞ, if one of the following conditions is satisfied:

(1) u\v.;
(2) u¥v, v¥u, and Distðu; v; gÞ\� d, where d 2 ½0; 1� and
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Distðu; v; gÞ ¼ Distðu; gÞ � Distðv; gÞ
Distmax � Distmin

ð2Þ

Distmax ¼ maxz2PDistðz; gÞ ð3Þ

Distmin ¼ minz2PDistðz; gÞ ð4Þ

d ¼ 1� 1� duser
G

� gen ð5Þ

where Distðz; gÞ is the distance between the individual z and the reference point g; G is
the maximum evolutionary generation; gen is the current generation; and duser 2 ½0; 1�.
The first condition means u dominates v according to the Pareto dominance definition.
The second condition means u and v are Pareto-equivalent, but u is closer to g than
v. Additionally, the adaptive setup of d (decreasing from 1 to duser) enables the indi-
viduals gradually move toward the region close to the reference point, and avoid
premature convergence.

3 Algorithm Descriptions

The evolutionary data with T time steps is usually denoted as a sequence of snapshots
X ¼ X1; . . .;Xt; . . .;XT

� �
, where Xt denotes the d-dimensional data points at time step

t, i.e., Xt ¼ fxt1; xt2; . . .; xtng; 8i; xti 2 <d . The obtained clustering result for data set Xt is
denoted as Ct, where Ct ¼ fct1; . . .; cti; . . .; ctKg; cti is the i-th cluster; and K is the
number of clusters.

3.1 Chromosome Representation and Operators

The coordinates of all cluster centers are encoded into a real-coded chromosome as a
candidate solution [3, 13]. And a chromosome is denoted by a vector of length K * d,
where K is the cluster number and d is the dimension of the data. For example, in the
two-dimensional space, the chromosome

encodes three cluster centers, i.e., (2.0, 5.5), (0.5, 2.5), and (5.0, 10.0).
Binary tournament selection, single-point crossover and polynomial mutation [14]

are used. And the one step k-means operator [15] is adopted for fine-tuning partitions
found by the genetic operators. Note that for the single-point crossover operator, the
crossover points should fall between two cluster centers to avoid disruption of cluster
centers.

2.0 5.5 0.5 2.5 5.0 10.0
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3.2 Two Objective Functions

In this paper, we do not adopt the temporal smoothness framework in [1], but minimize
two objectives to cluster current data, i.e., the overall cluster deviation (Dev) [2, 15] and
the Davies-Bouldin (DB) index [16]. The Dev (Eq. 6) is computed as the summed
distances between each data point and its corresponding center, and the DB (Eq. 7) is
the ratio of the measure within–cluster scatter (Eq. 8) to the measure between–cluster
separation (Eq. 9) [4]. Other objective functions used in the traditional multi-objective
clustering will be investigated in the future.

The form of Dev is

DevðCÞ ¼
X
cti2Ct

X
xt2cti

D2ðlti; xtÞ ð6Þ

where lti is the center of cluster cti, and Dð:;:Þ is the Euclidean distance.
The form of DB index is

DB ¼ 1
K

XK
i¼1

Ri ð7Þ

where

Ri ¼ max
j;j6¼i

Si þ Sj
di;j

� �
ð8Þ

Si ¼ 1
ctij j

X
xt2cti

D2ðlti; xtÞ ð9Þ

di:j ¼ D2ðlti; ltjÞ ð10Þ

Si is the scatter within the i-th cluster; cti
�� �� is the number of elements in the cluster cti;

and di;j, defined as the distance between the center of cluster cti and the center of cluster
ctj, is the measure of between-cluster separation.

3.3 The Reference Points

In this subsection, we introduce three strategies to define the reference point g and to
calculate the distance between g and an individual z, i.e., Distðz; gÞ. The three strate-
gies, i.e., rEvoC-NMI, rEvoC-dist, and rEvoC-ct, are detailed below, where Ct is the
clustering result decoded by the individual z.

(1) rEvoC-NMI

For rEvoC-NMI, the previous clustering result Ct�1 is considered as the reference
point g, and the NMI metric [17] is used to measure the distance. The form of the
distance function Dist is given as follows.
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Distðz; gÞ ¼ 1� NMIðCt;Ct�1Þ ð11Þ

the NMI metric is defined as follows, where the NMI score is between 0 and 1; and the
greater the NMI is, the more similar the two clusterings are.

NMI ¼
PK

i¼1

PK
j¼1 ni;j logðn�ni;jni�njÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

i¼1 ni log
ni
n

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
j¼1 nj log

nj
n

q ð12Þ

ni and nj are the numbers of data points in cluster i and cluster j, respectively; and ni;j
denotes the number of data points in both cluster i and in cluster j.

(2) rEvoC-dist

For rEvoC-dist, the set of previous cluster centers at time t � 1 is considered as the
reference point g, and the summed distance between the centers in z and previous
corresponding ones [1] is used to compute the distance. Let lti denote the i-th cluster
center of the individual z, and lt�1

f ðiÞ denotes the corresponding cluster center at time step

t − 1. Then Dist is defined as the following.

Distðz; gÞ ¼
X
i

D2ðlti; lt�1
f ðiÞ Þ ð13Þ

(3) rEvoC-ct

For rEvoC-ct, the historical data at time t � 1 is considered as the reference point.
To penalize the current individuals that do not fit well with the historical data, the
temporal cost defined in [6] is adopted as the Dist. The form is given as follows.

Distðz; gÞ ¼
XK
l¼1

X
i2ctl

D2ðxt�1
i ; gt�1

l Þ ð14Þ

where xt�1
i is the i-th data point at the previous time step and gt�1

l ¼ P
j2ctl

xt�1
j

ctlj j.

3.4 Description of the Algorithm Framework

At the first time step, the static version of the proposed algorithm without considering
the reference point (called rEvoC-static) is used to cluster the dataset because of no
historical data. The result of rEvoC-static is a set of Pareto-optimal individuals and the
membership function in [10, 18] is used to select an individual as the final decision.

The sorting process at Step 9 in Algorithm 1 is detailed as follows. First, conduct
the sorting procedure of NSGA-II [19] and classify Rgen into several fronts. Next,
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compare any two individuals u and v at each front based on the r-dominance relation,
i.e., if Distðu; v; genÞ\� d, then u\rv.

Because the r-dominance relation is adopted to sort Pareto-equivalent individuals
and the parameter duser in Eq. (5) is set to 0, the final solution at Step 13 is a unique
individual in the Pareto-optimal front that is closed to the reference point. In this way,
we do not need another measure to select a final solution in the Pareto-optimal front.

4 Experiments

The proposed rEvoC are tested both on synthetic and real-world data sets, compared
with rEvoC-static and evolutionary k-means clustering (EKM) [1]. The NMI (Eq. 11) is
adopted to measure the similarity between the clustering result and the ground truth.
All experiments are conducted 30 times independently and the average results are
given. For convenience, in the tables, rEvoC-NMI, rEvoC-dist, rEvoC-ct and rEvoC-
static are abbreviated as r1, r2, r3, r4, respectively.

The parameter settings are as follows. The population size NP = 50, the maximum
generation G = 39, crossover rate = 0.8, mutation rate = 1/K * d, the distribution index
in polynomial mutation is 20, duser ¼ 0. And parameter a in EKM is set to 0.7.
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4.1 Synthetic Dataset

The data generation method in [20] is adopted. For each time step, 800 samples are
obtained from a mixture of two 2-D Gaussian distributions, the first with mean (3, 3)
and the second with mean (−3, −3). The covariance matrixes of both Gaussians are [1,
0; 0, 1]. The mixture proportion is initially set to 1:1, i.e. each cluster with 400 samples.
From time step 1 to 10, the second cluster moves towards the first by (0.4, 0.4) at each
time. To simulate the change in cluster membership, the mixture proportion is switched
to 5:3 and 3:1 at times 11 and 12, respectively. From time step 13 onward, both the
means and the mixture proportion are kept stationary. The scatter plots in three typical
times are shown in Fig. 1.

The results on the synthetic dataset are shown in Table 1. The results show that
rEvoC-NMI and rEvoC-ct, outperform rEvoC-static and EKM in most cases. And the
rEvoC-dist has similar results with rEvoC-static.

t = 1 t = 11 t = 12

Fig. 1. The synthetic dataset at three typical time steps

Table 1. Experimental results on the synthetic data set

1 2 3 4 5 6 7 8 9 10

r1 1.0000 1.0000 1.0000 0.9874 0.9874 1.0000 0.9546 0.9192 0.8359 0.7541
r2 1.0000 1.0000 1.0000 0.9874 0.9874 1.0000 0.9546 0.9192 0.8359 0.7541
r3 1.0000 1.0000 1.0000 0.9874 0.9874 1.0000 0.9546 0.9192 0.8359 0.7541
r4 1.0000 1.0000 1.0000 0.9874 0.9874 1.0000 0.9546 0.9192 0.8359 0.7489
EKM 1.0000 1.0000 1.0000 0.9874 0.9681 0.9437 0.8348 0.7210 0.5304 0.3919

11 12 13 14 15 16 17 18 19 20
r1 0.7026 0.7757 0.7335 0.7050 0.7266 0.7190 0.6967 0.7190 0.7792 0.6779
r2 0.6953 0.7314 0.6745 0.6149 0.6841 0.7043 0.6838 0.7020 0.6802 0.6544
r3 0.7022 0.7748 0.7337 0.7051 0.7252 0.7214 0.6954 0.7170 0.7785 0.6635
r4 0.6960 0.7515 0.6691 0.6260 0.6987 0.7122 0.6798 0.6910 0.7142 0.6509
EKM 0.4510 0.5514 0.5852 0.5203 0.5797 0.5077 0.6026 0.5578 0.5663 0.5591
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4.2 Real-World Dataset

The pendigits dataset from the UCI dataset is adopted. The original dataset has 10992
data instances with 16 dimensions. The dataset has 10 classes, labeled as 0–9,
respectively. To simulate 10 time steps, each class is averagely divided into 10 parts
randomly.

The experimental results on the pendigits dataset are presented in Table 2 and
Fig. 2. Table 2 shows EKM is far worse than other approaches in this dataset. Figure 2
shows rEvoC-NMI and rEvoC-ct outperform rEvoC-static for almost all the times
(except the first time), and that rEvoC-dist also has higher NMI than rEvoC-static in
most cases. The results of EKM is not shown in Fig. 2 because it is obviously the
worse one.

5 Conclusions

In this paper, inspired by the work in [5], we deal with the evolutionary clustering
problem from the view of reference point. Three forms of the reference point and their
corresponding distance functions are introduced. Based on the reference point and the
r-dominance relation, an evolutionary clustering algorithm (i.e. rEvoC) is proposed.
Experimental results demonstrate that, compared with typical algorithms, the proposed
rEvoC algorithm is suitable to cluster evolutionary data and could achieve better
performance.

Table 2. Experimental results on the pendigits data set

1 2 3 4 5 6 7 8 9 10

r1 0.7749 0.7945 0.7929 0.7904 0.7894 0.7811 0.7943 0.7966 0.7871 0.7981
r2 0.7749 0.7774 0.7811 0.7892 0.7837 0.7751 0.7866 0.7931 0.7808 0.7827
r3 0.7749 0.7925 0.7944 0.7899 0.7884 0.7820 0.7944 0.7956 0.7866 0.7977
r4 0.7749 0.7860 0.7749 0.7809 0.7844 0.7719 0.7840 0.7869 0.7740 0.7858
EKM 0.7211 0.6627 0.5555 0.5442 0.5586 0.5338 0.5589 0.5706 0.5675 0.5742

Fig. 2. Comparison of rEvoC-ct and rEvoC-static on the pendigits data set
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Abstract. Non-negative Matrix Factorization (NMF), especially with
sparseness constraints, plays a critically important role in data engi-
neering and machine learning. Hoyer (2004) presented an algorithm to
compute NMF with exact sparseness constraints. The exact sparseness
constraints depends on a projection operator. In the present work, we
first give a very simple counterexample, for which the projection operator
of the Hoyer (2004) algorithm fails. After analysing the reason geomet-
rically, we fix this bug by adding some random terms and show that the
fixed one works correctly. Based on the fixed projection operator, we pro-
pose another sparse NMF algorithm aiming at optimizing the generalized
Kullback-Leibler divergence, hence named SNMF-GKLD. Experimental
results show that SNMF-GKLD not only has similar effects with Hoyer
(2004) on the same data sets, but is also efficient.

Keywords: Non-negative Matrix Factorization · Projection operator ·
Generalized Kullback-Leibler divergence

1 Introduction

Since Lee and Seung’s Nature paper [11], Non-negative Matrix Factorization
(NMF) has been extensively studied and has a great deal of applications in
science and engineering. In contrast to Principal Component Analysis [9] and
Independent Component Analysis [8], NMF is strictly required that the entries of
both resulting matrices are non-negative. Such a constraint is very meaningful
in many applications, in which the data representation is purely additive, for
instance, the parts-based representation of face image data from CBCL database.

Given a non-negative matrix V ∈ R
m×n and a positive integer r < min{m,n},

the goal of NMF is to find non-negative matrices W ∈ R
m×r and H ∈ R

r×n

c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-46257-8 38
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minimizing the function f(W,H) = ‖V − WH‖2F , or the function d(W,H) =∑
i,j (Vi,j log (Vi,j/(WH)i,j) − Vi,j + (WH)i,j), where ‖ · ‖F is the Frobenius

norm of a matrix. We call f(W,H) the Square of Euclidean Distance (SED)
and d(W,H) the Generalized Kullback-Leibler Divergence (GKLD). The prod-
uct WH is called an NMF for V . Note that, in most cases, WH is not equal
to V . The parameter r is problem-dependent, and is set by users. Usually, r is
chosen to satisfy r � min{m,n} such that WH can be thought of as a com-
pressed form of the original data. Lee and Seung [12] presented two NMF algo-
rithms based on multiplicative formulae whose objective functions are SED and
GKLD, respectively. The two NMF algorithms can be seen as the basic ones, on
which many other NMF algorithms are based. In 2004, Hoyer [6] introduced the
sparsenessdefinition for anynon-zeron-dimensional vectorx, i.e., Sparseness(x) =
(
√

n − ‖x‖1/‖x‖2) /(
√

n − 1), and proposed an algorithm to perform NMF with
sparseness constraints (NMFSC). NMFSC adopts Lee and Seung’s multiplicative
formulae to optimize SED and uses a non-linear projection operator to control the
sparseness of W and H.

In the present paper, we first revisit the Hoyer’s projection operator [6, p.
1463]. In fact, for a kind of examples, the projection operation may fail. Geomet-
rically, the failure case corresponds to that a direction vector of the projection
operator is 0, so that the operator can not decide how to process further. We
modify the operator a little to fix this bug and prove its correctness in Sect. 2.
In Sect. 3, we propose a sparse NMF algorithm based on the fixed Hoyer’s pro-
jection operator, named SNMF-GKLD, whose objective function is GKLD. We
show experimentally that SNMF-GKLD is efficient and has similar effects with
NMFSC in Sect. 4.

1.1 Related Work

Here, we only focus on algorithms to compute sparse NMF. We refer to [1,4,7]
and references therein for general NMF discussion.

Li et al. proposed a local NMF algorithm [13], in which the key idea is to
limit the columns of W orthogonal to each other, which makes W sparse, but
H may be far from sparse. Hoyer [5] combined sparse coding and NMF. Liu
et al. [15] gave a similar algorithm, but with SED replaced by GKLD. Liu and
Zheng [14] presented an �p-NMF algorithms, which uses GKLD as its objective
function and limits ‖Wi‖p = 1. For larger p, �p-NMF gives sparser represen-
tations. Hoyer [6] adopted SED as the objective function to propose an NMF
algorithm (NMFSC) with exact sparseness constraints. The exact constrain on
sparseness depends on a nonlinear projection that may fail for some cases. We
fix the little bug in this paper. Stadlthanner et al. extended NMFSC [17] with
exact sparseness constraints on Wi and Hi and disscussed the uniqueness of
Hoyer’s projection operator. Cichocki et al. [3] presented an NMF algorithm
which uses ‖V − WH‖2F + αJ1(W ) + βJ2(H) as its objective function. Their
algorithms are modified from the basic ones and easy to implement, however,
they may diverge. Pascual-Montano et al. [16] proposed the nsNMF algorithm
and showed that it balances the sparseness and the capability of representing the
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original data. Kim and Park [10] gave SNMF/L and SNMF/R. Tong et al. [18]
proposed an NMF algorithm which combines SVD initialization technique from
[2] and the extended NMFSC from [17]. Although a large number of sparse NMF
algorithms have been proposed, there seems to be no sparse NMF algorithm in
literature combining Hoyer’s projection operator and the multiplicative formula
for GKLD. In this paper, we explore this combination.

2 The Hoyer’s Projection Operator Revisited

As indicated in [6] by the author, Hoyer’s NMFSC algorithm is essentially the
multiplication iteration for the gradient descent algorithm with a projection
operator which enforces the desired degree of sparseness. Actually, the projection
operator solves the following problem: given any vector x, find the closest (in
the euclidean sense) non-negative vector s with a given �1-norm L1 and a given
�2-norm L2. This operator is naturally used to control the sparseness exactly.
We recall this operator as in Algorithm 1.

Algorithm 1. (The projection operator in [6]).
Input: A vector x ∈ R

n, norm conditions L1 and L2.
Output: A closest non-negative s to x with ‖s‖i = Li, i = 1, 2.
1: Set s := x + (L1 − ‖x‖1)/ne with e = (1, 1, · · · , 1)T ∈ R

n. Set m := (L1/n)e.
2: Set s := m + α(s − m) with α > 0 such that ‖s‖2 = L2.
3: if there exists j with sj < 0 then
4: Set sj := 0. Remove j-th coordinate of x.
5: Decrease dimension n := n − 1.
6: goto 1.
7: end if

The projection algorithm starts from orthogonally projecting the given vector
x onto the hyperplane

∑n
i=1 si = L1. Next, within this hyperplane, it projects

to the closest point on the joint constraint hypersphere. Namely, computing a
point s satisfying

∑n
i=1 si = L1 and ‖s‖2 = L2 simultaneously. This is done

by, step 2, moving radially outward from the center of the sphere (the center
is given by the point where all components have equal values). If the result is
completely non-negative, we have arrived at our destination. If not, then we
have ‖s‖1 > L1, and hence those components that attained negative values
must be fixed to zero (step 4) and the new point must be projected onto the
hyperplane

∑n
i=1 si = L1 again (step 5 and 6), until the algorithm converges.

The above iteration terminates after at most n iterations since at each iteration,
the algorithm either terminates, or at least one component is set to zero and
removed.

2.1 A Counterexample

It is ingenious to design the projection algorithm. Further, Stadlthanner et al.
[17] proved the uniqueness of the projection operator. However, there exists a
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case, for which the projection algorithm may fail. The case happens when s = m
before step 2, i.e., ∀i /∈ Z, all components si’s are equal. Geometrically, in this
case, we can not moving from m, the center of the joint constraint hypersphere,
to the closest point. Instead, the algorithm will return m, however, ‖m‖2 is not
be L2 in general. For this case, the projection algorithm fails. Here is a simple
counterexample for which Hoyer’s Matlab implementation does not work:

>> s =[-1,-1]’
>> projfunc(s, 3, 5.598076212, 1)

In the code, the parameter 3 is the �1-norm and 5.598076212 is the square of the
�2-norm. For this example, projfunc falls into an endless loop.

Note that this kind of examples does not contradict with the uniqueness in
[17, Theorem 1], because it has been already indicated that the exception set for
uniqueness has Lebesgue measure 0. In fact, the set of counterexamples pointed
out here has exact Lebesgue measure 0.

2.2 Bug Fixing

Here is a modification to fix the above bug. The basic idea is the following: if s = m
before step 3, we re-choose s such that

∑n
i=1 si = L1 and that s − m �= 0. In

particular, one can insert “If s = m, then randomly choose si such that
∑

i si =
L1. Repeat this step until s �= m” to the location between step 1 and 2.

Proposition 1. Algorithm 1 with the above modification correctly computes a
closest non-negative s to x with ‖s‖i = Li, i = 1, 2.

Proof. As indicated in Sect. 2.1, s = m means that all components si’s are
equal. Then the orthogonal projection of s onto

∑n
i=1 si = L1 is exactly m, the

center of the joint constraint hypersphere. This means that the distances between
m(= s) and each intersection point of the sum and the �2-norm constraints are
equal, so do the distances between x and each intersection point. Thus, in the
constraint hypersphere we can move from m along any direction (i.e., either
α ≥ 0 or α < 0) to the closest point. The correctness follows.

3 Sparse NMF with GKLD

We now present a sparse NMF algorithm with the generated Kullback-Leibler
divergence d(W,H) as its objective function. We call the algorithm SNMF-
GKLD, which can be seen as a result of combing the corresponding multiplicative
iterations from [12] and the modified Hoyer’s projection operator in Sect. 2.

SNMF-GKLD has a similar structure with Hoyer’s NMFSC algorithm [6],
however, besides the modified projection operator, it is different from NMFSC
in at least the following two aspects. Firstly, we use GKLD as our objective
function, while NMFSC uses SED. The two objective functions are well-known
as basic objective functions for NMF. It is natural and necessary to investigate
the performance of GKLD plus Hoyer’s projection operator. Secondly, NMFSC
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uses the additive version of gradient descent algorithm with automatically chosen
stepsizes to make the objective function decrease. SNMF-GKLD gives up this
step, since according to a large number of experimental observations, it seems
that the objective function d(W,H) always decreases after each iteration, if only
one sparseness of W and H is constrained. Unfortunately, this observation does
not hold when both sparseness of W and H are constrained. As a consequence,
SNMF-GKLD only allows to constrain the sparseness of one factor, i.e., either
W or H. An advantage is that SNMF-GKLD has a more practical efficiency than
NMFSC for large size data, as the experiments will show in the next section.

Algorithm 2. (SNMF-GKLD).
Input: A non-negative matrix V of size m × n; r ∈ Z; 0 ≤ γW ≤ 1 or 0 ≤ γH ≤ 1.
Output: A matrix W of size m × r and a matrix H of size r × n minimizing d(W, H).
1: Initialize W and H as random non-negative matrices.
2: If sparseness constraints on W apply, then projection each column W to be non-

negative, have unchanged �2-norm, but �1-norm set to achieve desired sparseness.
3: If sparseness constraints on H apply, then projection each row H to be non-

negative, have unit �2-norm and �1-norm set to achieve desired sparseness.
4: while converge or stop do

5: Wi,a := Wi,a

∑
μ Ha,μVi,μ/(WH)i,μ∑

ν Ha,ν
.

6: if sparseness constraints on W apply then
7: Project each column W to be non-negative, having unchanged �2-norm, but

set �1-norm to achieve desired sparseness.
8: end if
9: Ha,µ := Ha,µ

∑
i Wi,aVi,μ/(WH)i,μ∑

k Wk,a
.

10: if sparseness constraints on H apply then
11: Project each row H to be non-negative, having unit �2-norm and set �1-norm

to achieve desired sparseness.
12: end if
13: end while

4 Experiments

We now report some experimental results, which show that SNMF-GKLD has
almost the same capability as NMFSC, but is more practical for “big data”. The
data sets we use are CBCL, ORL and ON/OFF filtered natural image database
that is included in Hoyer’s NMF software package. These data sets were also
used in [6] to test NMFSC. We run all experiments in Matlab R© R2015b on a
Win 10 PC with Intel R© CoreTM i5-4300U CPU and 8 GB memory. In addition,
we fix the number of iterations at 300 for all experiments.

For the CBCL data, some resulting bases are shown in Fig. 1, in which the
parameters are taken from [6, Fig. 3]. i.e., for (a) γW = 0.8, for (b) γH = 0.8 and
for (c), γW = 0.2. As NMFSC, setting a high sparseness value for W results in a
local representation, and global features can be learned by setting a low sparse-
ness value for W or a high sparseness for H. Figure 2 shows bases learned by



358 J. Chen et al.

Fig. 1. Features learned from the CBCL database by SNMF-GKLD

Fig. 2. Features learned from the ORL database by SNMF-GKLD

SNMF-GKLD for various sparseness settings, where sparseness levels were set to
(a) γW = 0.4, (b) γW = 0.5 and (c) γW = 0.6. The representation switches from
global to local with sparseness increasing. Figure 3 shows that SNMF-GKLD
is also able to learn oriented features. According to these experiments, SNMF-
GKLD has similar effects as NMFSC (comparing with [6, Figs. 3, 4, 5]).

According to our experiments, for CBCL and ORL data, SNMF-GKLD has
a similar efficiency with NMFSC, however, for ON/OFF-filtered natural images,
SNMF-GKLD costs only about a half time of NMFSC. More specifically, for
learning the features in Fig. 3, SNMF-GKLD uses 87.5 s while NMFSC uses
155.9 s. For another example, SNMF-GKLD uses 85.9 s when the sparseness of
H was fixed at 0.8, while NMFSC uses 155 s. There may be two reasons for
this phenomenon. Firstly, ON/OFF-filtered natural images have larger size than
that of CBCL and ORL data. Secondly, NMFSC has to re-choose the stepsize to
make the objective function decrease, but SNMF-GKLD omits this step thanks
to the observation obtained by Fig. 4.

Figure 4 shows the evolution of the objective function d(W,H) for all exper-
iments above. It shows that the objective function decreases after each iteration
in SNMF-GKLD. This can be seen as an experimental evidence for convergence.
However, we lack a mathematical convergence proof for the moment.
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Fig. 3. Basis vectors learned from ON/OFF-filtered images by SNMF-GKLD

Fig. 4. The evolution of d(W, H) for all experiments in Figs. 1, 2 and 3

5 Conclusion and Discussion

In the present paper, we analyse and fix a bug of the key part of Hoyer’s NMFSC
algorithm, the projection operator, and prove the fixed version is correct. Combin-
ing the fixed projector operation with the generalized Kullback-Leibler divergence
objective function, we propose a sparse NMF algorithm, SNMF-GKLD. Experi-
ments shows that SNMF-GKLD has almost the same capability as NMFSC and
that it is efficient.

SNMF-GKLD can control the sparseness exactly, but, unfortunately, the
sparseness can be constrained only on one factor, i.e., W or H. How to extend
SNMF-GKLD such that it can be used to control the sparseness of W and H
simultaneously is an open problem. In addition, it would be very interesting to
explore the theoretical convergence of SNMF-GKLD.
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Abstract. It’s widely recognized that auction is an efficient method to
allocate spectrum resource. However, due to exaggerated price asked in
the primary market, secondary users with limited budget cannot access to
benefits in such auction. In our paper, we consider the scenario that spec-
trum holder releases heterogeneous channels to secondary users. There-
fore, we propose an Efficient Auction Mechanism Toward Heterogenous
Spectrum Allocation, dubbed EATHER, where channels are allocated as
a greedy mode based on ‘bid density’. Our auction scheme gives sufficient
consideration to heterogeneity of channel which is one of the challenges
in spectrum auction. We show analytically that EATHER has polyno-
mial time complexity. More precisely, EATHER is efficient. Our analysis
demonstrates EATHER achieves truthfulness, individual rationality and
budget balance. The simulation evaluates the performance of EATHER
minutely in teams of buyer satisfaction ratio, channel utilization ratio
and social welfare.

1 Introduction

As an efficient resource allocation method, auction has been introduced to var-
ious fields such as cooperative communication [5], bandwidth [6], electricity [7]
and cloud resource [8]. The dramatic application in wireless promotes competi-
tion in spectrum resource nowadays. Therefore, auction is applied in spectrum
allocation [1] which allows mobile phone operators supply an abundance of new
services [2]. In the primary spectrum market, specialized management institu-
tions, such as the FCC (Federal Communications Commission) has held several
auctions to allocate spectrum resource. Three carriers, Telefonica, Deutsche Tele-
com and Vodafone Germany obtained twenty blocks channel and priced up to
5.081 billion euros in Germany multi-frequency spectrum auction which held in
June 2015 [3]. Thereout, we observe that only several biggest communication
companies can afford the fee in the primary spectrum market, while some small
wireless service providers cannot benefit from it. Therefore, we bring double
auction into the secondary spectrum market so as to redistribute spectrum.

In secondary market [4], the Spectrum Holder (SH) releases some idle chan-
nels to Secondary Users (SUs) for the sake of monetary award. SUs are the users
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 361–370, 2016.
DOI: 10.1007/978-3-319-46257-8 39
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who manage small wireless application. Likewise, the SU makes diverse requests
for heterogeneous channels and pays minority fee if he wins. Without loss of
generality, a trustworthy agent works as the auctioneer and decides the auction
results. The problem of spectrum redistribution between multiple channels and
several SUs can be modeled as a single-round multi-item double auction.

However, designing available auction mechanism for spectrum redistribution
has several challenges. One major challenge is heterogeneity of spectrum. Other
than isomorphic items, buyers are enthusiastic to present preference for several
channels which makes allocation troublesome. Fundamental essence of auction
brings another challenge, truthfulness (please refer to Definition 1 for definition).
In a truthful auction, players are enforced to report their true bid or ask. In other
word, his optimal strategy is his true bid or ask. The last challenge which has
to be addressed is time complexity. Most existing work allocate channels viably
while sacrificing time complexity.

In this paper, we propose EATHER, an Efficient Auction Mechanism Toward
HEteRogeneous Spectrum Allocation to address the above-mentioned challenges.
We present a novel allocation mechanism on the basis of ‘bid density’ with poly-
nomial time complexity. The members in Daniel Grosu group make great contri-
butions on ‘bid density’ [9,10]. Meanwhile, we fully consider the heterogeneity
of the channel and import weight to measure the channel. Moveover, EATHER
guarantees truthfulness, individual rationality and budget balance.

2 Preliminaries and Problem Formulation

2.1 Auction Model

As shown in Fig. 1, we consider the scenario as an open market of secondary
spectrum where n secondary users (SUs) purchase channels from spectrum holder
(SH). In the auction, there is one spectrum holder in the model who holds m idle
heterogeneous channels to sell. The SH is seller, SUs are buyers and channels are
goods. We assume that each SU presents various demands to channels but would
like to buy one channel ultimately and each channel can be assigned to at most
one buyer. We also assume that the seller is trustworthy whose reserve price is
truthful. For simplicity, the SH plays the role of the auctioneer. In the procedure
of auction, buyers submit their bid to the auctioneer in a sealed way. In other
words, the SU has no possibility to obtain information of other participants’.
In addition, we assume that bidders do not collude with each other to improve
theirs utility. The SH executes the auction to decide the auction results, including
one-to-one map between buyers and channels and the payment collected from
the buyers. We now characterize the entities in the auction.

Secondary User: Let U = {u1, . . . , un} denote the set of SUs. The valuation
of ui for cj is vj

i and Vi = {v1
i , . . . , vm

i } is valuation vector for all channels.
Correspondingly, Bi = {b1i , . . . , b

m
i } is the bid vector for all channels where bj

i

is ui’s bid for cj . B = {B1, . . . , Bn} denotes the bid matrix of all buyers. If ui

is in the set of winning buyers Wu, ui can rent cσ(i) for a period of time. σ is
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Fig. 1. An model of secondary spectrum allocation

map function here. In the meantime, ui pays p
σ(i)
i for renting cσ(i). The payment

vector of all buyers is denoted by P = {p
σ(1)
1 , . . . , p

σ(n)
n }.

Spectrum Holder: There are a set of heterogeneous channels C = {c1, . . . , cm}
where cj ∈ C are provided by the same SH. For the sake of interests, each cj ∈ C
sets up his reverse price rpj which is the lowest price cj would like to tolerate.
Channels in C are heterogeneous in teams of bandwidth, frequencies, maximum
allowed transmission powers and so on. Therefore, we introduce weight wj as a
measure of the heterogeneity of cj . A = {< rp1, w1 >, . . . , < rpm, wm >} is a
two-dimension ask of all channels. In addition, the SH who acts as the auctioneer
determines the results of the auction, including Wc, Wu, P and σ. Wc and Wu

indicates the set of winning channels and users respectively.
Therefore, the utility of ui ∈ Wu is the difference between valuation v

σ(i)
i

and payment to SH p
σ(i)
i . If ui is a loser, the utility is zero.

U b
i =

{
v

σ(i)
i − p

σ(i)
i if ui ∈ Wu,

0 otherwise.
(1)

Similarly, the utility of seller is the sum of the difference between the charge
from SU pj

−σ(j) and reserve price rpj , cj ∈ Wc.

Us =
∑

cj∈Wc

(pj
σ−1(j) − rpj) (2)

2.2 Definition of Concepts

Definition 1 (Truthfulness). Truthfulness means that no player can improve his
utility by misreporting his bid or ask regardless of other participants’ bid or ask.

For players, their dominant strategy [11] is their true valuation irrespective of
other players’ strategy. In that way, players have no worry about manipulation
in the market.
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Definition 2 (Individual Rationality). An auction is individual rationality if
the winning seller is charged more than his ask and the winning buyer is paid
less than his bid. In other words, all players in the auction gain a non-negative
utility.

Definition 3 (Budget Balance). In the auction, if the auctioneer gains a non-
negative revenue, the auction is budget balance. The revenue is the fee collected
from all winning buyers minus the payments charged to all winning sellers.

Definition 4 (Social Welfare). The social welfare in our auction is the sum of
winning buyers’ valuation:

SW =
n∑

i=1

m∑

j=1

vj
i xij (3)

Subject to:

xij = {0, 1}, ∀i,∀j (4)
m∑

j=1

xij = {0, 1},∀i;
n∑

i=1

xij = {0, 1},∀j (5)

In Eq. (4), if xij = 1, it means ui acquires cj successfully. On the con-
trary, xij = 0 indicates cj isn’t assigned to ui. In Eq. (5),

∑m
j=1 xij = {0, 1},∀i

denotes that each buyer would like to purchase at most one channel. Similarly,∑n
i=1 xij = {0, 1},∀j signifies each cj ∈ C can be assigned to at most one buyer.
According to [12], truthfulness, individual rationality, budget balance and

system efficiency cannot be achieved in any double auction at the same time.
System efficiency stands for maximizing social welfare in our paper. Our scheme,
EATHER looses system efficiency so as to ensure the other three properties.

3 Auction Design

We describe the specific auction design which consists of two stages, Winner-
Determination and Clearing-Pricing. In addition, we reveal that our scheme
satisfies three traditional properties and has a polynomial time complexity.

3.1 Auction Procedure

Winner-Determination. We present a greedy mode based on bid density to
screen winning buyers. After gathering offer from buyers and seller such as U ,
B,C and A, the auctioneer conducts the auction process. Among A, weight wj

of cj ∈ C is public for buyers. In such way, it’s convenient for buyers to express
diversified preferences for channels. We first sum up all bids for cj in sumbj as
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Algorithm 1. Winner-Determination(C,A,U,B)
1: Wu ← ø, Wc ← ø
2: for j = 1, . . . , m do
3: sumbj ←∑n

i=1 bj
i

4: end for
5: for i = 1, . . . , n do
6: for j = 1, . . . , m do
7: γj

i ← bj
i/sumbj

8: end for
9: end for

10: for i = 1, . . . , n do
11: δi ←∑m

j=1

(
γj

i wj

)

12: end for
13: Sort U to get an ordered list

U
′
= {ui1 , . . . , uin} such that δi1 ≥ . . . ≥ δin

14: for i = i1, . . . , in do
15: Sort Bi to get an ordered list

B
′
i = {bj1

i , . . . , bjm
i } such that γj1

i ≥ . . . ≥ γjm
i

16: for j = j1, . . . , jm do
17: if bj

i ≥ rpj and cj /∈ Wc then
18: Wu ← Wu ∪ {ui}, Wc ← Wc ∪ {cj}, σ (i) = j
19: end if
20: end for
21: end for
22: return Wc,Wu,σ

the base of each channel. Unlike [9,10], ‘bid density’ γj
i in our paper is calculated

as the proportion of bj
i in sumbj , i.e.,

γj
i = bj

i/sumbj ∀ui ∈ U, ∀cj ∈ C (6)

In order to compare priorities of buyers, we figure up δi as a measure. The
ui in the ahead of the sequence of {δi} takes precedence to assign channel. We
prefer to distribute unallocated channel cj whose γj

i is bigger in the vector of
{γj

i }. Then cj can be assigned to ui if bj
i is greater than rpj so as to ensure the

utility of cj . The detailed mechanism is shown in Algorithm 1.

Clearing-Pricing. In this stage, we figure out the fee the winning buyer should
pay for the matched channel which is decided in Winner-Determination stage.
The payment of ui ∈ Wu is greater than the reserve price of matched channel
so as to ensure budget balance. On the same time, the payment should be no
more than buyer’s bid in order to ensure individual rationality. Algorithm 2
shows the pricing schedule. When ui is removed from U , cσ(i) may be assigned
to another buyer uk. The clearing price is divided into two condition refer to
b
σ(i)
k . If b

σ(i)
i ≥ b

σ(i)
k , pj

i is the bid of uk for cσ(i). Otherwise, pj
i is the reserve

price of cj . Similarly, if cσ(i) hasn’t been assigned to another channel when ui is
removed from the U , ui should pay rpj for cj .
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Algorithm 2. Clearing-Price(Wc,Wu, σ)
1: for each ui ∈ Wu do
2: W

′
u, W

′
c ←Winner-Determination(C, RP, U−i, B−i)

// U−i = {u1, . . . , ui−1, ui+1 . . . , un},
B−i = {B1, . . . , Bi−1, Bi+1, . . . , Bn}

3: if cσ(i) ∈ W
′
c s.t. cσ(i) allocated to uk, uk ∈ W

′
u then

4: if b
σ(i)
i ≥ b

σ(i)
k then

5: pj
i = b

σ(i)
k

6: else
7: pj

i = rpσ(i)

8: end if
9: end if

10: if cσ(i) /∈ W
′
c then

11: pj
i = rpσ(i)

12: end if
13: end for
14: return Wc, Wu, P

For Winner-Determination stage, the time complexity depends on Line 14–21
in Algorithm 1. The sort algorithm can apply quick sort, bubble sort or selection
sort. No matter which sort mechanism adopted, T ∈ {mlogm,m2} is polynomial.
The loop of this part is n · m. Hence the time complexity of Algorithm 1 is
O(n · T · m). In Pricing stage, we go through the winning buyers and re-execute
the Winner-Determination. Therefore, the time complexity of Algorithm 2 is
O(l · n · T · m). l is the amount of winning channel-buyer pairs here. Generally
speaking, the time complexity of EATHER is O(l ·n ·T ·m) which is polynomial.

3.2 Analysis

In this section, we prove that our auction mechanism achieves truthfulness indi-
vidual rationality and budget balance.

Theorem 1. EATHER achieves truthfulness.

proof: As mentioned in Definition 1, truthfulness is that the player cannot
benefit from manipulating his bid or ask no matter what strategy other players
choose. Specially, for buyers, if b

σ(i)
i �= v

σ(i)
i with B−i fixed, Ũu

i ≤ Uu
i , where Ũu

i

and Uu
i is the utility when ui bids b

σ(i)
i and v

σ(i)
i . We discuss the truthfulness of

buyers from four cases:

(1) Case 1: If ui loses no matter he bids b
σ(i)
i or v

σ(i)
i , then Ũu

i = Uu
i = 0.

(2) Case 2: ui wins if bidding v
σ(i)
i , but loses while bidding b

σ(i)
i . Therefore, it

is clearly Uu
i ≥ Ũu

i = 0 in this case.
(3) Case 3: If ui loses when bidding v

σ(i)
i while winning by bidding b

σ(i)
i . ui

changes his bid on cσ(i) with other bids fixed, hence ui is assigned to cσ(i)

when bidding untruthfully. We have no idea whether cσ(i) is allocated to
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another buyer uk when ui loses by bidding v
σ(i)
i , so the proof in this case

can be divided into two condition:
• If cσ(i) is assigned to uk when ui bids v

σ(i)
i . Therefore, ui should enlarge

his v
σ(i)
i until bigger than b

σ(i)
k so that cσ(i) can be preferentially allocated

to ui instead of uk. In other words, b
σ(i)
i > b

σ(i)
k ≥ v

σ(i)
i . According to our

pricing schedule, p
σ(i)
i = b

σ(i)
k because cσ(i) will be allocated to uk when ui

is removed from U . We can get Ũu
i = p

σ(i)
i −v

σ(i)
i = b

σ(i)
k −v

σ(i)
i < Uu

i = 0.
• If cσ(i) hasn’t been assigned to any buyer when ui bids v

σ(i)
i . When it’s

turn to allocate ui, we will compare b
σ(i)
i with rpσ(i). cσ(i) hasn’t been

assigned to any buyer when ui bids v
σ(i)
i but assigned to ui when bidding

b
σ(i)
i , so that b

σ(i)
i > rpσ(i) > v

σ(i)
i . We know p

σ(i)
i = rpσ(i) on account

of our pricing schedule. To sum up, Ũu
i = p

σ(i)
i − v

σ(i)
i = rpσ(i) − v

σ(i)
i <

Uu
i = 0.

(4) Case 4: ui wins when bidding v
σ(i)
i or b

σ(i)
i , so that Ũu

i = Uu
i .

The truthfulness of buyers is proved above. We have assumed that the reserve
price of channels is true, i.e., EATHER is true for sellers. Taken together,
EATHER achieves truthfulness. �

Theorem 2. EATHER achieves individual rationality.

proof: If cj will be sold to uσ−1(j), pj
σ−1(j) can be distinguished two condition:

• If cj is assigned to uk when uσ−1(j) is removed from U , we can get pj
σ−1(j) = bj

k

and bj
k ≥ rpj . Therefore, pj

σ−1(j) − rpj = bj
k − rpj ≥ 0.

• If cj hasn’t been assigned to any buyer when ui bids vj
i , we can get pj

σ−1(j) =

rpj . Therefore, pj
σ−1(j) − rpj = 0.

According to Eq. (5), Us is the sum of all pj
σ−1(j) − rpj , so that Us ≥ 0.

Therefore, the individual rationality of sellers holds. The truthfulness of buyers
can be proof in the same way, hence we omit here. �

Theorem 3. EATHER achieves budget balance.

proof: In EATHER, the seller plays the role of auctioneer, hence the fee collected
from the winning buyers is the revenue of the auction which is non-negative. In
other words, EATHER achieves budget balance. �

4 Simulation

In this section, we simulate EATHER and evaluate its performance from three
metrics.
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4.1 Evaluation Setup

We simulate a SH provides a set of channels to numbers of SUs who ask for
channel. The reserve price of channels is uniformly distributed over (2, Vmax]
where Vmax can be within the range of [4, 10]. The buyers’ bids are randomly
selected in the interval [0, Vmax]. In order to embody the competition to channel,
the lowest reserve price is 2 here. For simplicity, we assume wi < wj if i < j
here. All the results on performance are averaged over 1000 runs.

The metrics evaluated in the simulation are as follows:

• Buyer satisfaction ratio: Buyer satisfaction ratio is the proportion of the total
buyers who are the winners.

• Channel utilization ratio: Channel utilization ratio is the ratio of the total
channels which are assigned to buyers.

• Social welfare: As mentioned in Definition 4, the social welfare in our auction
is the sum of winning buyers’ valuation.

Buyer satisfaction ratio and channel utilization ratio are as a measure of the
system performance of the auction. Social welfare reflects the economic benefit
this spectrum auction brings in.

4.2 Impact on System Performance

Figure 2 shows the performance of EATHER when the number of channels and
buyers is changing. The number of buyers is varied between 10 and 100 when
there are 20, 40 and 60 channels. The Vmax is fixed at 6.

Figure 2(a) illustrates buyer satisfaction ratio reaches its maximum at the
beginning but decreases when the number of buyers extends. When there are
60 channels, buyer satisfaction ratio almost attains 1 which means each buyer
can be allocated to one channel. The reason for the decline in buyer satisfaction
ratio is that more buyers in the auction leads to more intense competition. Buyer
satisfaction ratio ascends with the growth of channels, because larger amount
of channels means more buyers’ request satisfied. In Fig. 2(b), we can see that
channel utilization ratio almost linearly increases until the turning point reaches.
Channel utilization ratio grows at first, this is due to limitation on the number
of buyers brings about a portion of channels have no chance to be allocated.
Once the number of buyers saturated, channel utilization ratio stays in a stable
state. Figure 2(c) indicates social welfare grows with the scale of buyers enlarged,
but the speed of growth slows down and gradually enters a stable state. This is
because there will be more successful trades as the number of buyers increasing,
i.e., more winners. We notice that social welfare is higher when there are larger
channels which means more successful trades.

In Fig. 3, we fix the number of buyers at 20 and vary the number of channels
from 5 to 40 with increment of 5. Here we obverse the performance of EATHER
with Vmax varied from 4 to 10 as contrasts.

Figure 3(a) shows that buyer satisfaction ratio almost linearly increases with
the growth of channels. Gradually, the speed of growth slows down because
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(a) (b) (c)

Fig. 2. The performance when the number of channels varies

(a) (b) (c)

Fig. 3. The performance when Vmax varies

the number of buyers is fixed in 20 which means no more effective trades. In
Fig. 3(b), we observe channel utilization ratio decreases as the scale of sellers
extends. Again, the number of buyers limits the growth of channel utilization
ratio. The turning point is around the 25 channels no matter which Vmax is. It
means the number of channels around 25 is the transaction saturation point to 20
buyers. It is shown in Fig. 3(c) that social welfare almost linearly goes up but the
growth is slowing as the number of channels increasing. Similarly, the number of
buyers limits the successful trades as well social welfare. Furthermore, in Fig. 3,
we observe the performance of EATHER is better with higher Vmax under the
condition of the same number of channels. The higher Vmax, the value of bids is
looser which means the expected value of buyers’ valuation is higher. Because of
that, the probability that bid of buyers greater than the reserve price is higher
which brings about more trades. For this reason, buyer satisfaction ratio, channel
utilization ratio and social welfare are greater when Vmax is bigger.

5 Conclusion and Future Work

In this paper, we have designed EATHER to address the problem of spectrum
allocation in the secondary market. In a novel method, the buyer ahead in the
sequence {δi} has priority to be assigned to channel. Considering efficiency of
the auction, we allocate channels greedily in view of ‘bid density’. Our theory
analysis demonstrates that EATHER possesses good properties such as truthful-
ness, individual rationality and budget balance though sacrificing social welfare.
Extensive experiment exposes detailed performance of EATHER when the num-
ber of channels and Vmax varies respectively. As for future work, EATHER can be
applied to group-buying or approach the problem in online spectrum allocation.
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Abstract. The matrix factorization recommender system based on manifold
regularization, taking into account the similarity of local neighbors and manifold
structure, can improve the quality of a recommendation system. However, the
similarity between samples may not be accurate due to the sparsity of the data or
the incompleteness of the tag information. Therefore, we propose a new model
called SI-GMF (Similarity-learning-based Improved Graph Regularized matrix
Factorization) by embedding the new similarity measure strategy in GMF
(Graph Regularized matrix Factorization) framework, and induce three new
matrix factorization algorithms (SI-GMF_1, SI-GMF_2, SI-GMF_3) based on
three initial similarities by employing three different similarity measures. The
solutions to the newly developed algorithms can be effectively obtained by SGD
method. The experimental results show that the newly designed algorithms
significantly improve the accuracy of a recommender system.

Keywords: Matrix factorization � Manifold regularization � Similarity �
Recommendation system

1 Introduction

Recommendation system help users find the key point in their own concerns from the
mass of information. It plays an important role in people’s daily lives.

Currently, the existing recommendation techniques include content-based recom-
mendation [1], collaborative filtering [2] and so on. Collaborative filtering can be
divided into the neighborhood-based method [3] and matrix factorization method [4].
In neighborhood-based collaborative filtering, similarity measure plays an important
role, while matrix factorization holds low space complexity and high prediction
accuracy. So, how to effectively embed the similarity into matrix factorization based
collaborative filtering framework is the focus of this paper. In this paper, we propose a
new model called SI-GMF by embedding the new similarity measure strategy in GMF
framework. In SI-GMF, based on alternatively updating and stochastic gradient descent
method, the latent feature space can be effectively obtained by simultaneously learning
latent feature space and similarities.
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The rest of this paper is organized as follows. In Sect. 2, we present some of the most
relevant works. Section 3 presents our method. The results of experimental analysis are
presented in Sect. 4, followed by the conclusion and future work in Sect. 5.

2 Related Works

So far, there are lots of works on matrix factorization algorithm. In this section, we only
present relevant works on two classic approaches: recommendations based on basic
matrix factorization and recommendations based on bias matrix factorization.

2.1 Basic Matrix Factorization

Rating prediction problem is the core of the recommendation system. The user’s rating
behavior can be expressed as a rating matrix R. Since a lot of elements in this matrix is
missing, what we want to do is to predict these missing values.

From the view of matrix factorization, we decompose the rating matrix R into the
product of two low dimensional matrices: R ¼ PTQ. P 2 Rf�m and Q 2 Rf�n are the
two matrices after dimensionality reduction. The objective function is as follows:

min
X

u;ið Þ2Tain
rui � pTu qi
� �2þ k jjpujj2þ jjqijj2

� �
ð1Þ

The model is named as Basic MF [5]. Here, k is the regularization parameter, rui is
the rating by user u on item i, pu is user-factors vector of user u and qi is item-factors
vector of item i. The minimization process is generally achieved by stochastic gradient
descent [6].

2.2 Bias Matrix Factorization

In some practical situations, a rating system has some inherent properties that have
nothing to do with the item, users have some attributes that are not related to the items,
items also get some attributes that are not related to users. Researchers put forward a
matrix factorization algorithm which called Bias MF [7], the model is as follows:

min
X

u;ið Þ2Tain
rui � u� bu � bi � pTu qi
� �2þ k jjpujj2þ jjqijj2þ b2uþ b2i

� �
ð2Þ

Compared to Basic MF, Bias MF adds the global average of all the rating records u,
user bias item bu, item bias bi. bu indicates that the user’s rating habits are not related to
the factors while bi indicates that the rating of the item is not related to the users. The
model needs to learn the parameters bu; bi; pu; qi. The minimization process can also be
achieved by stochastic gradient descent.
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3 Our Model: SI-GMF

In this section, we present our model. First, we introduce GMF model, and then
describe the global framework SI-GMF. Next, we give the solution to SI-GMF. Finally,
we use three different methods to obtain the initial similarity, which represent different
precision, three recommendation algorithms are induced by SI-GMF model.

3.1 GMF

LPP (Locality Preserving Projection) [8] is a linear dimensionality reduction method.
In LPP, the samples are similar while their projections are similar too. Hu et al. pro-
posed a non negative matrix factorization model based on Manifold Regularization [9].
Lo et al. combined the collaborative filtering algorithm with the manifold regularization
for the evaluation of Web service quality [10, 11]. In Refs. [10, 11], following the idea
of LPP, if items are similar, then the item-factors vector after matrix factorization
should also be similar. Using this locality strategy, by embedding similarity manifold
regularization into biasMF, GMF model is obtained as follows.

min
X

u;ið Þ2Tain
ðrui � u� bu � bi � pTu qiÞ2

þ k1ð puk k2þ qik k2þ b2uþ b2i Þþ k2
X
jeNðiÞ

Sij qi � qj
�� ��2 ð3Þ

In the model, Sij is the similarity in the original space between item i and item j,
NðiÞ represents the set of item i’s neighbors. Here, if sij is larger, the value of the
distance between qi and qj should be small. This constraint is designed to minimize the
difference of factors between the items and its nearest neighbors.

3.2 SI-GMF Model

Imprecise similarity may lead to a bad recommendation result. The method we pro-
posed can tune similarity adaptively. S0 is denoted as the initial similarity matrix. The
initial value of the i-th and j-th S0ij in S0 may not be entirely accurate, which need to be
adaptively dynamic adjusted. So, in this paper, we design a new model called SI-GMF,
which can simultaneously learn latent feature space and similarities, corresponding
formula as follows:

min
X

ðu;iÞ2Tain
ðrui � u� bu � bi � pTu qiÞ

2þ k1ð puk k2þ qik k2þ b2uþ b2i Þ

þ k2
X
jeNðiÞ

Sij qi � qj
�� ��2þ k3

X
jeNðiÞ

sij � S0ij

���
���2

ð4Þ

An Improved Recommender Model 373



3.3 Solution to SI-GMF

The parameters are alternatively updated using stochastic gradient descent. Note
eui ¼ rui � u� bu � bi � pTu qi, c is the learning rate, we can update parameters by the
following rules:

bu  buþ cðeui � k1buÞ ð5Þ

bi  biþ cðeui � k1biÞ ð6Þ

pu  puþ cðeui � qi � k1puÞ ð7Þ

Fix Sij, update qi and fix qi, qj, update Sij, the formulas are as follows:

qi  qiþ c eui � pu � k1qi � k2
X
jeNðiÞ

Sijðqi � qjÞ
0
@

1
A ð8Þ

Sij  Sijþ c � 1
2
k2 qi � qj
�� ��2�k3ðSij � S0ijÞ

� �
ð9Þ

It is worth noting that the model itself is reduced to BiasMF when the parameter k3
is equal to 0. Sij is no longer handled as a parameter and the solution to the model
should follow the rules of BiasMF.

3.4 Three Recommendation Algorithms Induced by SI-GMF Model

In order to evaluate the influence of the initial similarity on SI-GMF model, three
different similarity measures are employed as follows:

Sij ¼ cosðli; ljÞ ¼ li � lj
lik k � lj

�� �� ð10Þ

Sij ¼ 1
1þ e�pij

ð11Þ

Sij ¼
PK
t¼1
ðpðiÞt � pðjÞt Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
t¼1
ðpðiÞt Þ2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
t¼1
ðpðjÞt Þ2

s ð12Þ

In Eq. (10), the similarity between item i and item j is obtained based on the expert
tags. li, lj represent tag vectors. Cosine value between tag vectors is expressed as the
similarity between items. The initial similarity obtained in this approach is roughly
accurate.
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In Eq. (11), similarity is obtained based on ratings. Pearson correlation coefficient
pij 2 ½�1; 1� is used to calculate the correlation between item i and item j, then pij is
scaled between 0 and 1 using Eq. (11). Due to the small size of the data set and the
sparsity of the ratings, the initial similarity is also roughly accurate.

The similarity in Eq. (12) is obtained on the topic space. pðiÞt represents the prob-
ability that item i belongs to topic t. K is the number of topics. In the experiment, we
preprocess the MovieLens Tag Genome data set at first, find those records that their
correlations are greater than 0.5, that is to find the tag words which can represent the
attributes of the movie best. After the preprocessing, the record of each row is obtained
as a “text” concept, the entire data set as a “text collection”. Here, K is set to 100.
The LDA (Latent Dirichlet Allocation) model [12] is used for obtaining the topic
probability of the text. The initial similarity obtained in this way is relatively accurate.

Three recommendation algorithms are induced by SI-GMF model. When the initial
similarity in SI-GMF model is obtained by Eq. (10), the algorithm is named as
SI-GMF_1, analogously, when the initial similarities are obtained by Eq. (11) or
Eq. (12), the corresponding algorithms are named as SI-GMF_2 and SI-GMF_3
respectively.

Descriptions of SI-GMF_2 algorithm and SI-GMF_3 algorithm are similar to
SI-GMF_1, the difference between them is the selection of initial similarity.

4 Experiments

4.1 Description of the Datasets

The 100 K MovieLens data set is used for our experiments. The data set contains
1000000 rating records from 943 users on 1682 films. Each record is a triple (u, i, r)
which represents user u has rated item i and r is the rating. The rating is an integer from
1 to 5. The data set also includes tag information and demographic information.

Tag Genome MovieLens data set is used for obtaining the initial similarity. The
data set contains relevant information between 1128 tags and 9734 films. The data
format for the Tag Genome data set is: <MovieID> <TagID> <Relevance>. Relevance
is the degree of correlation between the tag and the film, its value ranges from 0 to1, the
lager the value is, the stronger the relevance between Tag and Movie is.
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Mean Absolute Error (MAE) is used as the evaluation criterion. rui is the actual
rating of the user i on the item u, r

0
ui is a predictive rating achieved by the recom-

mendation algorithm, T is the length of the test set, then MAE is defined as follows:

MAE ¼
P

u;i2T rui � r
0
ui



 


Tj j ð13Þ

4.2 Experimental Results and Analysis

The influence of k3 on the performance. k3 in formula (4) is the parameter which
controls the offset range of the initial similarity and the updated similarity. The
influence of parameter k3 on the prediction results are tested. Here, the latent semantic
space dimension is fixed to 10, the number of the nearest neighbor of items is equal to
10, k1 ¼ 0:003, k2 ¼ 0:001, learning rate c is set to 0.005. Experimental results on the
test set are shown in Fig. 1, which describes the MAEs of SI-GMF_1, SI-GMF_2 and
SI-GMF_3 under different k3:

As shown in Fig. 1., SI-GMF_1 and SI-GMF_3 obtain the minimum value of MAE
when k3 is equal to 0.001, while SI-GMF_2 achieves the minimum value of MAE
when k3 is equal to 0.003. If the value of k3 is too big or too small, the similarity may
deviate from the true similarity and leads to a bad recommendation result.

Performance comparison. We fix adjustable parameter k3 for each algorithm and
compare them with basic MF [5], Bias MF [7], GMF [10] model respectively.

For SI-GMF_1 and SI-GMF_2, let k3 = 0.001, for SI-GMF_3, let k3 = 0.003. In
order to compare the performance of several algorithms intuitively, the experimental
results are made into the line charts and bar charts. Figure 2 shows the MAE varies
with the number of latent semantic space dimension grows and the performance
comparison of four algorithms in the same latent semantic space dimension:

As shown above, the MAE of different algorithms all decrease as the value of latent
semantic space dimension F becomes large. Meanwhile, the algorithms we proposed in
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Fig. 1. Effect of k3 on MAE of SI-GMF_1, SI-GMF_2, SI-GMF_3 algorithms.
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this paper, SI-GMF_1, SI-GMF_2 and SI-GMF_3 all perform better than their con-
trastive algorithms on prediction accuracy in the same latent semantic space dimension.

From the three groups of experiments above we may see that when using different
similarity metrics as the initial similarity, especially the initial similarity is not accurate,
out method in the paper can improve the recommendation accuracy.

Fig. 2. Line charts show the MAE value varies with the number of latent semantic space
dimension grows; Bar charts show the comparison of MAE values in the same latent semantic
space dimension.
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5 Conclusion

In this paper, we propose an improved recommender model by joint learning of both
similarity and latent feature space. The experimental results show that our algorithms
can adaptively update the initial similarity, and improve the accuracy of the recom-
mendation. It should be pointed out that the newly designed model in the paper needs
to choose the appropriate parameter which controls the offset range of the initial
similarity and the updated similarity, since the similarity may deviate from the real
similarity if the parameter is not appropriate. In future work, we will continue to
explore the similarity improved measurement.
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Abstract. Orphan diseases post a particular problem to medical expert
and data analysts, because of the lack of data resources and sometimes
missing effective treatment. In order to shorten the diagnosing time for
rare diseases, we have gathered qualitative and quantitative data through
clinical observations, interviews and questionnaires of patients who suf-
fer from rare diseases. From the perspective of data analysis, a pattern
recognition system based on an ensemble of classifiers was trained to
support the diagnosis of rare diseases. Our study shows that the combi-
nation of multiple classifiers has better performance in disease prediction
than any individual classifier. Furthermore, a testing method was used
to better understand the importance and influences of particular symp-
toms for certain diseases, and to determine how reliable or sensitive the
recognition of diseases through small adjustments in the given answers
of a patient.

Keywords: Fusion classifier · Multiple classifier system · Machine
learning · Pattern recognition

1 Introduction

There is no generalizable definition of an orphan or rare disease. However, most
countries define a rare disease as a disease that affects no more than one to ten
in 10,000 people.

For medical doctors (MDs), diagnosing an orphan disease is often a prob-
lem. Even though reliable tests for the disease might be available, MDs cannot
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 379–385, 2016.
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be aware of all possible orphan diseases, therefore sometimes they do not even
consider the possibility of a specific type of rare disease. The time from the
incipient symptoms until the final diagnosis of an orphan disease can sometimes
take years or even decades. During this time, patients often invest a lot of time
and money but still suffer from a bad and slowly worsening health status as
well as wrong diagnoses and wrong treatments, even unnecessary surgery. For
researchers, whether their central focus is about analysing the mechanism, dis-
orders’ pedigrees or clinical exploration of targeted therapies, the research on
etiology of rare diseases always requires to obtain a sufficient number of sam-
ples. Therefore, collecting data and using statistical methods to understand the
characteristics of rare diseases is a tedious and difficult task.

In order to shorten the long odyssey of patients with a rare disease, we
established a collaboration research project with medical experts, created a
questionnaire-based classification system to provide data support for assisting
MDs to enhance their diagnosis. The design of the questionnaires is based on
interviews, investigations and observations of patients that have been already
diagnosed and reports from experienced MDs. The collection of questions is
closely related to patients daily life but with strong correlation to typical early
stage symptoms and pathogenesis of rare diseases. We streamlined and optimized
the amount of questions, aiming to find questions that are representative for
some specific disease symptoms. After distributing these questionnaires to rele-
vant organizations and cooperating partners in Germany, we have collected more
than 1,000 valid records from different categories of diseases and the responses
are continuously increasing.

To discover implied knowledge on rare diseases, the main emphasis is to
identify patients’ early symptoms and potential issues by analysing the collected
data and recognizing the answer patterns of different disease groups. We are also
interested to figure out which questions are most useful to distinguish between
different diseases to better understand the characteristics of the diseases and the
predictions made by the classifier. The designed pattern recognition system and
related methodology are introduced in the following sections.

2 Machine Learning Background

Jain et al. [4] discussed pattern recognition systems in detail and summarized
some well-known machine learning algorithms and the way to select appropriate
classifiers. Ho et al. [3] approved that because of the complementary recognition
methods and flexibility in dynamic adaptation, a suitable combination of differ-
ent classifiers makes the performance of multiple classifier systems more robust
and accurate than individual classifiers.

Since the data we collected are all subordinate to their predefined disease
groups, a supervised classification task with an ensemble of classifiers has been
established. Support vector machines (SVM) have a good out-of-sample gener-
alization performance. As a non-linear, non-parametric classification technique,
SVM can work flexible with an appropriate kernel and can theoretically avoid
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over-fitting [2]. Linear discriminant analysis (LDA) attempts to discover the
inherent structure in the data based on the assumption of normally distrib-
uted explanatory variables. Predictions are mainly related to estimate the mean
and variance of training data. Logistic regression (LR) has no assumptions on
the distribution of the features but requests classes are linearly separable. As
a widely used classifier, LR is relatively robust, and the output of LR directly
yields a probability for each category [7]. Random forests (RF), as a fast and
non-parametric ensemble algorithm, are based on a set of decision trees using
different (random) subsets of the data and features. Therefore RF are less prone
to over-fitting than ordinary decision trees [5].

Multiple classifier systems have proven to often outperform single classifiers
and have been widely used in medical studies. For instance, Sboner et al. [8] use
multiple classifier systems to diagnose skin cancer and Ma et al. [6] use a fusion
method to find signs for lung diseases in CT images.

3 The Process of Building the Diagnosis Support System

Figure 1 illustrates the process for the evaluation of our fusion classifier. The
designed system operates in two modes: training (learning) mode and testing
(classification) mode.

Assume a questionnaire that contains d types of diagnoses (d classes), each
question is designed to represent a symptom or feature of the diseases. Thus if
we have k questions in a diagnostic questionnaire, there will be k features or
measurements for each diagnosis pattern, which corresponds to a k-dimensional
feature vector.

The input to the recognition system is a set of raw data that includes n
samples. Under the leave-one-out cross-validation (LOOCV), the data set is
split into two parts. LOOCV removes one questionnaire sample from the data
set and sets it as testing data. The remaining (n− 1) samples are then used for

Fig. 1. Evaluation of the fusion classifier
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training different models which then predict the class (diagnosis) for the sample
that was left out. The role of LOOCV is to evaluate how well a corresponding
model would perform on new data [1]. For training the classification model, it
will have n different combinations of (n − 1) sample partitions and the model
will be tested on each sample that has been left out. In this way, one obtains
predictions of the classifiers for each sample where the sample for which the
prediction is made was not involved in the training process.

In the training mode, we apply four classifiers SVM, LDA, RF and LR as
the basis of the ensemble of classifiers to propose diagnoses based on the answer
patterns in questionnaires. Each classifier has been trained independently with
the same training set, and generates its own diagnosis prediction based on its
learning results.

In the testing mode, the trained classifiers assign their classification pattern
to the testing data. When we use K classifiers Ci (i = 1, 2, ...,K; K = 4 in our
case), Eq. (1) calculates the average of classifiers’ probabilities Paverage of each
diagnosis group d (the values are in the range of [0, 1]).

Paverage(Ci) =
1
K

K∑

i=1

Pi(Ci) (1)

Thus, each diagnosis d will obtain the value of P
(d)
average as an indicator.

We then choose the diagnosis with highest Paverage as final diagnostic result of
the testing sample. By evaluating the compatibility and accuracy of individual
classifiers, the fusion method takes advantages of each classifier. If a classifier is
more certain about a diagnosis, it will gain a higher weight in the fusion process.

4 System Evaluation with Real-World Data

In order to test on a real-world problem, we applied the above mentioned app-
roach to a data set with 126 respondents from a questionnaire that only focuses
on primary immunodeficiency disease (PID). This case study has two groups:
disease group (Diagnose 1, with PID) includes 63 patients who suffered from
PID (diagnoses have already been confirmed), and control group (Diagnose 2,
no PID) includes 63 respondents that do not have PID. All possible answers of
such questions in the questionnaire are limited to a categorical or ordinal scale
for easier statistical analysis.

For evaluating the pattern recognition system, we sequentially extracted one
row of respondent questionnaire data as testing data, and used the remaining 125
respondents’ data for training the model. After running the test for 126 times,
Fig. 2 shows the system diagnostic results of each classifier compared with the
confirmed diagnoses in the rightmost column. Classifiers such as SVM and RF
already show a good capability to predict the correct diagnosis. Nevertheless,
the fusion method with an accuracy of 90.48% produces less errors than each
single classifier.
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Fig. 2. The performance of each classifier

5 Understanding the Importance of Single Questions

The single classifiers and even more the fusion classifier function as black boxes
and the predictions – although they are quite reliable – are not comprehensible
or traceable. Nevertheless, one is interested in which questions are more and
which questions are less important, perhaps even unnecessary for making the
prediction. For this purpose, we consider each patient, modify the answer for
each single question and check whether changing the answer leads to a different
prediction. A question for which changing the answer does not affect the pre-
dicted diagnosis for all patients is not essential for the classification. In contrast,
a question for which a modification of the answer changes the prediction for all
or most of the patients is crucial for the diagnosis. Figure 3(1) shows a patient of



384 X. Kortum et al.

Fig. 3. Influence of a single question to the predicted diagnosis

whom there are three question where a modification of the answer would result
in a different prediction of the diagnosis. The last column “Jumps” indicates how
much the answer of the corresponding question needs to be modified in order to
change the predicted diagnosis. The answers of most questions are on a scale of
1 to 4. So “Jump” equals to 3 means that the answer must be changed from one
end of the scale to the other.

By applying this to all patients in the PID data set, the influences on the
predicted diagnosis for each question is visualised in Fig. 3(2). The colored (or
grey) boxes indicate where the change of the answer to a single question of the
corresponding patient alters the predicted diagnosis. In the vertical direction, it
can be seen that Question 32 is extremely sensitive, only one jump modification
of the answers on this question leads to a change of the predicted diagnosis for
most patients (85.7%). The columns with entire white mean no matter how the
single question changes its answer, it will not harm the final system diagnosis
(Question 4, Question 19 etc.), which we call insensitive questions. In the hori-
zontal direction, it can be observed that a lot of question boxes in several rows
are colored. This means that the predicted diagnosis of such patients could easily
change if one answer would be altered.

6 Conclusions and Future Work

Our approach to visualise when a change of an answer to a question leads to a
different predicted diagnosis, helps MDs to better understand the importance of
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a single question in the questionnaire and also to see for which patients the clas-
sifier’s diagnosis is robust against or sensitive to alterations of question answers.

In the future, our method will be trained and advanced with more question-
naire data according to rare disease categories. Meanwhile we will focus on the
orientation of diseases by significant combination of symptom groups. We hope
our research can provide modeling and reference methods for further research
that focuses on rare diseases, promote rare diseases research and improve the
level of diagnoses and treatment for patients.
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Abstract. Multi-view discriminant analysis (MvDA) is a powerful method for
dimensionality reduction. However, intraclass and interclass sample scatter
matrices in MvDA will deviate from true ones due to noise or limited training
samples. To reduce the negative effect of the bias, in this paper we propose a
novel method for learning multi-view low-dimensional representations, called
fractional-order multi-view discriminant analysis (FMDA), which is based on
fractional-order dispersion matrices built by sample spectrum reconstruction.
Moreover, MvDA can be viewed as a special case of FMDA. A series of
experiments show FMDA is effective and overall outperforms the state-of-the-art
method MvDA.

Keywords: Image recognition � Multi-view discriminant analysis �
Discriminative learning � Multi-view dimensionality reduction

1 Introduction

Linear discriminant analysis (LDA) [1] is a classical but effective statistical method for
dimensionality reduction and feature extraction. LDA is essentially a supervised learning
algorithm, which aims to search for the optimal linear transformation such that the
within-class scatter of samples is minimized and simultaneously, the between-class
scatter is maximized in the transformed low-dimensional space, thus achieving maxi-
mum discrimination. The optimal transformation can be obtained by maximizing the
ratio of between-class scatter to within-class scatter, which leads to a generalized
eigenvalue problem for solution. LDA has been successfully applied to many real-world
applications such as face recognition [1, 2], document classification [3], image retrieval
[4], and so on.
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In many practical classification applications, the same objects are usually depicted
at multiple different viewpoints. Such data are often referred to as multiple view data
[5], which are informatively complementary to each other, thus helpful to improve the
performance of feature extraction and dimensionality reduction methods. Since LDA is
a single view based dimensionality reduction method in essence, it is not suitable to
learn discriminative low-dimensional features from multi-view high-dimensional data.
More recently, to solve this issue, Kan et al. [6, 7] proposed a multi-view discriminant
analysis (MvDA) approach, where a discriminant common space is found in a
non-pairwise manner by maximizing interclass variations and at the same time mini-
mizing intraclass variations from both within-view and between-view. Experimental
results on various face recognition show MvDA is more powerful compared with
existing feature learning methods.

However, there is an important issue that the state-of-the-art method MvDA must
face. That is, when training samples are small-scale or noisy, the within-class and
between-class scatter matrices in MvDAwill deviate from the true ones. This means that
it is difficult for MvDA to generate a good projection suitable for classification in this
situation. Concerning the deviation problem, Yuan et al. [8, 9] have already noticed it in
canonical correlation based methods and proposed a fractional-order embedding strategy
to correct the spectrums of sample covariance matrices, which has been proved to be
effective for canonical correlation learning methods.

Motivated by recent progress in the aforementioned research [6–9], in this paper we
propose a novel multi-view dimensionality reduction or feature extraction algorithm,
called fractional-order multi-view discriminant analysis (FMDA), which is based on
fractional-order dispersion matrices built by spectrum reconstruction. In addition, our
FMDA can subsume MvDA as a special case. Also, we give an important property of
MvDA. The proposed FMDA method is applied to handwritten digit recognition.
Extensive experiments on different view combinations show FMDA is very effective
for multi-view low-dimensional representations and overall outperforms the up-to-date
state-of-the-art method MvDA.

2 Review on MvDA

Let XðiÞ ¼ fxðiÞlk jl ¼ 1; 2; � � � ; c; k ¼ 1; 2; � � � ; nðiÞl g be the sample set from the i-th view,

i ¼ 1; 2; � � � ;m, where xðiÞlk 2 <di is the k-th sample of the l-th class in i-th view, di is the

dimensionality of samples, c is the number of classes, nðiÞl is the number of samples of
the l-th class in i-th view, and m is the number of views. MvDA aims to search for
m linear transformations, i.e., W1;W2; � � � ;Wm, such that the trace ratio defined as

JðW1;W2; � � � ;WmÞ ¼ TrðWTDWÞ
TrðWTSWÞ ; ð1Þ
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is maximized, where Trð�Þ denotes the matrix trace, WT ¼ ½WT
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Due to the difficulty of maximizing the trace ratio in (1), the criterion used by

MvDA is relaxed into the following form of ratio trace:

ðW�1 ;W�2 ; � � � ;W�mÞ ¼ arg max
W1;W2;���;Wm

Tr
WTDW
WTSW

� �
; ð2Þ

which can be solved analytically by generalized eigenvalue decomposition.

3 Approach

In this section, we first build fractional-order dispersion matrices of D and S through
spectrum reconstruction, and then propose a new multi-view dimensionality reduction
method for recognition purpose.

3.1 Characterize Fractional-Order Matrix

Let A represent one of matrices D and S. According to singular value decomposition
(SVD) [10], it is easy that A can be decomposed as

A ¼ UKVT ; K ¼ diagðr1; r2; � � � ; rrÞ ð3Þ

where U and V are two rotating matrices of matrix A such that UTU ¼ VTV ¼ Ir,
Ir 2 <r�r is the identity matrix, r1� r2� � � � � rr [ 0 are the singular values in
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descending order, and r ¼ rankðAÞ. Now, let us define fractional-order dispersion
matrix of A based on (3), as follows:

Ag ¼ UKgVT ; Kg ¼ diagðrg1; rg2; � � � ; rgr Þ ð4Þ

where g 2 fa; bg and a and b are two fractions satisfying 0� a; b� 1. Note that when
A ¼ D, g ¼ a and when A ¼ S, g ¼ b.

Clearly, the fractional-order decomposition of matrix A in (4) can subsume its SVD
in (3) as a special case. This implies that the decomposition in (4) is a more general
case, in contrast to traditional SVD. As shown in [8], the fractional-order technique is
very effective to reduce the bias between sample and true dispersion matrices. Moti-
vated by that, in this paper we introduce this idea and thus build an improved version of
MvDA for multi-view dimensionality reduction and classification tasks.

3.2 Formulation with Fractional Order

With the fractional-order dispersion matrices Da and Sb as described in (4), our FMDA
method aims to seek for a set of optimal projection matrices W1;W2; � � � ;Wm which
maximize the following generalized Rayleigh quotient:

Jf ðW1;W2; � � � ;WmÞ ¼ TrðWTDaWÞ
TrðWTSbWÞ : ð5Þ

It is obvious the criterion in (5) can reduce to the one in (1) when a ¼ b ¼ 1. This
means that the MvDA method can be incorporated into our FMDA method.

Since the objective in (5) is in the form of trace ratio, which suggests there is no
existence of a closed-form solution according to [11], we relax it into the following
form of ratio trace:

W� ¼ arg max
W1;W2;���;Wm

Tr WTSbW
� ��1

WTDaW
� �

; ð6Þ

which can be directly solved with the generalized eigenvalue decomposition method:

DaW ¼ SbWD; ð7Þ

where D 2 <d�d is the diagonal matrix of the first d largest eigenvalues of Da w.r.t Sb,

and W 2 <~d�d consists of the corresponding d generalized eigenvectors, d� rankðDaÞ.
In addition, for fractional-order dispersion matrix Da, there is an important proposition,
as follows:

Proposition 1. The rank of Da is at most c� 1.

Proof. According to (3) and (4), it is easy to get rankðDaÞ ¼ rankðDÞ. Let us set

lTl ¼ ½nð1Þl lð1ÞTl ; nð2Þl lð2ÞTl ; � � � ; nðmÞl lðmÞTl � 2 <~d . Then, it follows that
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Pc
k¼1

lk, l ¼ 1; 2; � � � ; c,

and B ¼ ½l1; l2; � � � ; lc� 2 <~d�c. Note that c	 ~d holds in practical applications. Thus,
we have

rankðDÞ ¼ rankðB~BTÞ�minfrankðBÞ; rankð~BÞg:

Since columns ~l1; ~l2; � � � ; ~lc of ~B are linearly dependent, it is straightforward to
show rankð~BÞ� c� 1. Together with rankðBÞ� c, we get:

rankðDaÞ ¼ rankðDÞ� c� 1:

As a result, Proposition 1 is true. □

Corollary 1. The rank of D in MvDA is at most c� 1.

It is obvious that Corollary 1 is true according to the foregoing Proof. From
Proposition 1 and Corollary 1, we can see that both D and Da have at most c� 1
nonzero generalized eigenvalues w.r.t S and Sb, respectively. This means MvDA and
FMDA can obtain at most c� 1 projection directions for each view. It should be
pointed out that, to the best of our knowledge, this conclusion for MvDA is new.

4 Experiments

To test the performance of our proposed FMDA, a series of experiments are carried out
using the famous multiple feature dataset (MFD)1 [12] in UCI. To reveal effectiveness,
we compare our FMDA with the state-of-the-art method MvDA2. In all the experi-
ments, fractional-order parameters a and b in FMDA are, respectively, selected from
f0:1; 0:2; � � � ; 1g. Moreover, the classification is performed by the nearest neighbor
(NN) classifier with cosine distance measure in all the experiments. Note that, for

1 http://archive.ics.uci.edu/ml/datasets/Multiple+Features.
2 Matlab code available at http://vipl.ict.ac.cn/resources/codes.
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MvDA and FMDA, if S and Sb are singular, we use the following strategy to regularize
them:

S Sþ jI and Sb  Sbþ jI;

where I is the identity matrix and j ¼ 0:001 in this paper.

4.1 Multiple Feature Dataset

The multiple feature dataset (MFD), which is widely used to test multi-view learning
methods, is employed in our experiment. The digit dataset includes 10 classes of
handwritten numerals (i.e., “0”–“9”) extracted from a collection of Dutch utility
maps. 200 samples per class (2,000 samples in total) are available in the form of
30 × 48 binary images. These numerals are represented in terms of six feature sets
(views), as shown in Table 1.

4.2 Experiment Using Two-View Features

In this test, we choose any two different feature sets as two views. Thus, there are 15
different feature combinations in total. For each, the first 10 samples per class are
chosen for training, while the remaining 190 samples are used for testing. Thus, the
number of training and testing samples is 100 and 1900, respectively. Table 2 lists the
recognition results of MvDA and FMDA under cosine NN classifier. As seen, FMDA
performs better than state-of-the-art MvDA on 14 cases, while MvDA outperforms

Table 1. Six feature sets of handwritten numerals in MFD

Pix: 240-dimension pixel averages feature in 2 × 3 windows;
Fac: 216-dimension profile correlations feature;
Fou: 76-dimension Fourier coefficients of the character shapes feature;
Kar: 64-dimension Karhunen-Loève coefficients feature;
Zer: 47-dimension Zernike moments feature;
Mor: 6-dimension morphological feature.

Table 2. Recognition accuracy (%) of MvDA and FMDA with two-view features on MFD.

Views Pix-Fac Pix-Fou Pix-Kar Pix-Zer Pix-Mor

MvDA 91.21 69.37 83.58 82.90 70.53
FMDA 91.84 92.63 89.32 90.21 85.90
Views Fac-Fou Fac-Kar Fac-Zer Fac-Mor Fou-Kar

MvDA 76.95 90.11 91.47 91.84 65.47
FMDA 88.79 91.74 91.63 87.68 92.79
Views Fou-Zer Fou-Mor Kar-Zer Kar-Mor Zer-Mor

MvDA 57.47 48.90 79.47 68.32 72.79
FMDA 80.42 74.00 90.84 87.53 74.74
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FMDA only on one case. Also, MvDA performs much worse than FMDA on many
cases such as Pix-Fou, Pix-Mor, Fou-Zer, and so on. Thus, on the whole, our FMDA
method is more discriminative in contrast with MvDA.

4.3 Experiment Using Three-View Features

In this test, we select arbitrary three different feature sets as three views. Thus, there are
a total of 20 feature combinations. For each combination, the first 10 samples per class
are chosen for training, while the remaining 190 samples are used for testing. Table 3
summarizes the recognition results of MvDA and FMDA with cosine NN classifier. As
can be seen, our FMDA performs better than state-of-the-art MvDA on 17 cases, while
MvDA outperforms FMDA only on three cases.

4.4 Experiment Using Four-View Features

In this test, we select any four different feature sets as four views. Thus, there are a total
of 15 different feature combinations. Each combination uses the first 10 samples per
class for training and the remaining 190 samples for testing. Table 4 shows the
recognition results of MvDA and FMDA under cosine NN classifier. As we can see, our
proposed FMDA method outperforms the state-of-the-art method MvDA again on most
cases. In addition, although MvDA performs better than FMDA on Pix-Fac-Zer-Mor
and Fac-Kar-Zer-Mor combinations, FMDA achieves comparable results with MvDA.
These conclusions are overall consistent with those drawn from the first two
experiments.

In addition, from Tables 2 and 4, we can find that using more feature sets (views) is
not of necessity to yield better recognition results. For instance, MvDA and FMDA
respectively achieve better results on Pix-Fac combination than those on Pix-Fac-Kar
and Pix-Fac-Kar-Mor combinations. This implies that not all of features can be used for
multi-view feature learning and recognition tasks.

Table 3. Recognition accuracy (%) of MvDA and FMDA with three-view features on MFD.

Views Pix-Fac-Fou Pix-Fac-Kar Pix-Fac-Zer Pix-Fac-Mor Pix-Fou-Kar

MvDA 82.90 89.68 92.05 91.05 81.42
FMDA 93.95 91.32 92.79 87.42 92.00
Views Pix-Fou-Zer Pix-Fou-Mor Pix-Kar-Zer Pix-Kar-Mor Pix-Zer-Mor

MvDA 78.84 66.32 83.68 72.74 83.74
FMDA 93.32 90.84 90.95 88.37 86.16
Views Fac-Fou-Kar Fac-Fou-Zer Fac-Fou-Mor Fac-Kar-Zer Fac-Kar-Mor

MvDA 85.37 82.84 74.95 91.42 90.16
FMDA 93.58 89.79 87.42 93.00 89.42
Views Fac-Zer-Mor Fou-Kar-Zer Fou-Kar-Mor Fou-Zer-Mor Kar-Zer-Mor

MvDA 90.90 73.84 61.74 67.16 80.84
FMDA 86.95 93.11 90.42 77.53 87.26
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5 Conclusion

In this paper, we propose a novel multi-view learning method called FMDA for
multi-view dimensionality reduction and classification tasks. FMDA is based on
fractional-order dispersion matrices that are built by fractional spectrum modeling.
Our FMDA method has many good properties. For example, it is a more general
method due to MvDA being a special case, and it can obtain more discriminative
low-dimensional projections than the state-of-the-art MvDA, which is demonstrated by
a series of experiments on visual recognition. Moreover, our experimental results show
that using more features does not necessarily yield better recognition performance.
Thus, we should make a feature selection before multi-view learning, which will be our
next work in future.
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Abstract. Feature fusion is proved to be very effective in the problem
of person re-identification. Commonly the fusion feature can performs
better than single features. In this paper, we address how to take advan-
tages of different ranking results yield by using different features. We
propose a cascade filter framework to alleviate the influence of the error
determination when the ranking results of different features are not con-
sistent. This method can make full use of the information provided by
features. Extensive experiments on publicly available datasets show that
the proposed method achieve favorable performance in terms of accuracy
and efficiency.

Keywords: Person re-identification · Feature fusion · Cascade filter

1 Introduction

In the field of video surveillance, person re-identification is a very important issue.
The aim of person re-identification is to identify the same pedestrian from different
cameras by computing the similarity of two images. Although many researchers
have devoted great effort to person re-identification, it still remains a challenging
issue due to large variations of view, illumination, occlusion, and etc.

In order to solve these challenging problems, researchers have make effort on
two aspects. One is to design a more reliable feature to represent images and
another is metric learning. Our work focus on the former one by proposing a
framework to better carry out feature fusion.

Many methods adopt feature fusion to form a reliable representation. For
example, SDALF [1] achieved satisfactory results by forming a new represen-
tation with MSCR [2], WCH and RHSP. eBiCov [3] method combined wHSV,
MSCR, as well as BiCov [3], which also achieved good performance. Other meth-
ods that evaluate the effectiveness of features are also proposed to improve the
performance of re-identification. In these methods, an effective feature will be
given a high weight when fusion with other features and the feature that is not
effective enough will be given a low weight. Chunxiao Liu et al. [4] proposed
a method to adjust the global weight of different features, by using a random
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forest based method to evaluate the effectiveness of different features. And this
method also improved the accuracy of re-identification. Liang Zheng et al. [5]
used a non supervised method to measure the effectiveness of the features based
on the attenuation of the score curve, and achieved better results.

The aim of feature fusion is to get a more discriminative representation by
relying on the characteristics of different features. The method based on a single
feature usually can not achieve a very satisfactory performance. For example,
the method use texture feature can recognizes part of the pedestrian images well,
but for other pedestrian images, texture feature may can not help us to find the
right person. The method using color feature will face the same problem. So it is
not very reliable to rely on a simple feature for person re-identification. However,
using the method of feature fusion, we can get more accurate recognition accu-
racy by relying on several features. But if a feature has a very bad performance,
it will reduce the accuracy when fusion with other features [4].

How to effectively fuse different features to achieve a satisfactory performance
for re-identification is what we discussed in this paper. Given a query image.
When two features are used to search for the similar pedestrian images in a
database, these two features will yield different ranking results. Generally, there
are two cases. The first one is the two features have the same ranking for an
image in dataset. In this case, these two features will confirm each other’s results
and there is a great possibility the ranking for this image is reasonable. The
second case is the two features have a great different ranking for an image. In
this case, the judgment of one feature is correct and another is wrong. If the
traditional fusion method is used, the correct judgment of one feature may be
lost, which can decrease the accuracy of the method. However, we find that the
correct gallery image will hardly be the last in the ranking queue when using
a reasonable feature. So if a image from the dataset is ranked at the end by a
feature, there is a great probability that this image is not the matched image of
the query. Based on above observation, we design a re-identification framework
with a cascade filter, which can perform well not only on the accuracy but also
on the efficiency.

The contributions of this work are summarized as follows:

– We propose a re-identification framework with a cascade filter. When perform
feature fusion and the features have great different performances, the feature
that judge an image to be a wrong matched image will be trusted, which will
alleviate the influence of the error determination when the performances of
different features are not consistent.

– We use a cascade filter framework and this filter framework can improve the
efficiency of re-identification.

The rest of the paper is organized as follows. In Sect. 2, the details of the
proposed framework with cascade filter is described. Section 3 introduces the
features that are used in the algorithm. Section 4 shows the experimental results
of proposed method and gives analysis and comparison with existing algorithms.
Finally, the conclusions are summarized in Sect. 5.
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2 Person Re-identificaton Framework Using Cascade
Filter

When evaluating the similarity between a probe pedestrian image and images
in the gallery dataset, different kinds of features often give different similarity
ranking results. In general, there are two possible situations using two kinds of
features. One is that both features give the consistent ranking result for an image
in the gallery dataset, which indicates there is a great possibility that the ranking
result is reasonable. The other situation is the two features give a great different
ranking for an image. One feature gives this image a high ranking, while another
gives it a low ranking. There is always a correct judgement between these two
rankings. In this case, we need to decide which ranking result is more credible.
Traditional feature fusion methods try to make a trade off between different
ranking results, which often lead to an averaged ranking score. It may lead to
that the correct judgment of one feature may be lost.

However, we find that if a gallery image is given a very low ranking by one
feature, there is a great probability that this image is not the right-matched
image of the query. We choose 316 pairs of pedestrian images in VIPeR dataset.
Three features SDC [1], CH [6], MSCR [7] are used for similarity ranking of 316
pairs of pedestrian images respectively. When comparing the similarity between
a probe pedestrian image and images in the gallery, a rank list can be gotten. We
calculate the proportion of the targets’ right-matched images that distribute in
different rankings and plot it in the Fig. 2. The horizontal coordinate indicates
different rankings and the longitudinal coordinate shows the proportion.

According to Fig. 2, we find that the curves show a ‘L’ shape and the propor-
tion will drop sharply when the ranking is low, which means that there is a large
probability that the pedestrian image with a very low ranking is not the cor-
rect matching of target. Based on this observation, we design a re-identification
framework with a cascade filter. By filtering the pedestrian images that with
a very low ranking from gallery dataset, we can alleviate the influence of error
determination when the performances of different features are not consistent.
Figure 3 shows an example that the candidate images are given a very low rank-
ing by the SDC are identified as the most similar images of the probe pedestrian
image by MSCR. In this case, if we use the traditional method to make a trade
off between different ranking results, we may lose the right ranking result of
SDC. Our method can reduce the error decision caused by this situation. In
addition, this filtering mechanism can also improve the efficiency of the method
by reducing the computation cost. Because we decrease the number of the image
samples, which can reduce the computation of feature extraction and matching.

Figure 1 is the person re-identificaton framework with cascade filter. In this
framework, we used three features, SDC [1], CH [6], MSCR [7]. When construct-
ing the framework, we always choose the feature that perform better to filter
firstly. This is because if a feature performs better, the probability that pedes-
trian image with a very low ranking is not the right-matched image of a probe will
be larger. This can been seen in Fig. 2. But if the performances of two features
are equivalent, we should firstly use the feature which need less computation.
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Fig. 1. Person re-identificaton framework with cascade filter.
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Fig. 2. The proportion of the targets’ right-matched images that distribute in different
rankings in VIPeR. (a) SDC, (b) CH, (c) MSCR.
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Fig. 3. Different ranking results yield by using different features.

This is because putting the feature with more computation in next layer will
reduce the complexity of our method, since the image samples will be less in
next layer. When filtering, we remove the images with low ranking from the
gallery dataset. At the first layer, we firstly use the most effective feature to
get a rank, then we remove k percent of pedestrian images from gallery dataset
that appear at the end of the rank list. The rest of the pedestrian images in
gallery dataset are sent into the next layer for feature extraction and recognition
of pedestrians. In the second layer, the first feature and second feature are com-
bined with the same weight to get a fusion representation and get a rank, then
we also remove k percent of pedestrians images with very low ranking from the
gallery dataset. The choice of k relates to the accuracy and complexity of the
algorithm. The computation is less when k is larger. But when k is larger, the
probability that the pedestrian image appears at last k being the unright one of
the probe pedestrian is lower, which will reduce the accuracy of the algorithm.
Considering the accuracy and complexity, we choose k = 10 here. And then we
use the third feature to compare the similarity of images. These three feature
are weighted equally when fused together to get the final ranking.

3 Feature Extraction

Due to the function of single feature can not be strong enough to distinguish
every subtle differences of pedestrian images, fusing different type of features can
improve the reliability of the feature. The fusion feature can better distinguish
pedestrian images. In this paper, we use the SDC feature which is based on local
texture and feature MSCR based on stable color region. We also use the color
feature CH, based on Bag-of-Words (BoW) model. Compared to other features,
color feature is not sensitive to view changes and pose changes. However, the
accuracy rate of the color feature will be affected by the illumination changes.
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Texture features are not sensitive to illumination changes, but the view changes
and pose changes will cause some problems to it. Here we combine SDC, MSCR
and CH to form a more reliable fusion feature.

SDC. SDC is a method based on local texture features proposed by RuiZhao
et al. The image is divided into several blocks, and then the SIFT [8] feature is
extracted from the blocks, and the LAB [9] features are extracted to combined
with SIFT to form a more reliable feature. To improve the performance of per-
son re-identification, human salience is incorporated in patch matching to find
reliable and discriminative matched patches in this method. Here in our paper
we use SVM salience detection methods. Just as the method used in [1], we get
the ScoreSDC (pi, qj) represents the similarity between the two images. pi is an
image from P and P is image set from camera A. qj is an image from Q and Q
is image set from camera B.

CH. CH feature describes the color characteristics. Color histogram is widely
used in person re-identification. The color histogram has strong robustness for
pose changes and view changes, while the color histogram is very sensitive to
changes of illumination. In order to reduce the influence of illumination changes,
this paper uses the HS feature. We also employ the Bag-of-Words representation.
The codebook size is set to 350. Local features are extracted by dense sampling:
44 image patches with step of 4. The final descriptor is 5600-dim for each image.
HS histogram is used for each image patch. The similarity between the two
images is represented by ScoreCH (pi, qj).

MSCR. The MSCR detects a set of blob regions. The MSCR operator detects
a set of blob regions by looking at successive steps of an agglomerative clustering
of image pixels. The detected regions are then described by their area, centroid,
second moment matrix and average RGB color, forming 9-dimensional patterns.
As mentioned in [2], we get the dMSCR (pi, qj), which represents the distance
between the two vectors. We transform the distance to similarity by using Eq. (1):

ScoreMSCR (pi, qj) = minpi⊂P,qj⊂Q, (dMSCR (pi, qj)) /dMSCR (pi, qj) . (1)

4 Experiments

This experiment is conducted on the Window7 platform, Intel i7, 3.4 GHz, 8 GB
RAM. We evaluate our approach on the public VIPeR dataset and ETHZ1
dataset. The experimental results are shown in the form of CMC curve. The
matching rate in the table is defined as Eq. (2). In the equation, pi is an image
from P and P = {pi|1 ≤ i ≤ N} is image set from camera A. qi is an image
from Q and Q = {qi|1 ≤ i ≤ N} is image set from camera B. {pi, qi} represents
pedestrian image pair. The rank represents the ranking of image similarity. The
ε represents unit step function, defined as equation Eq. (3).

η =
∑

piεP,1≤i≤N ε(r−rank(qi)))

N × 100% (2)



Person Re-identification Using Cascade Filter 401

ε (t) =
{

1 t ≥ 0
0 t < 0 (3)

Dataset. The VIPeR dataset consists of images of pedestrians from two dif-
ferent camera views. This dataset contains 632 pairs of pedestrian images. The
VIPeR dataset includes images with both view and illumination changes. These
images are cropped and scaled to 128× 48 pixels. This is one of the most chal-
lenging datasets for re-identification. The ETHZ1 dataset for appearance-based
modeling was captured from moving cameras. It contains 83 people and the sizes
the person images of are from 13*30 to 72*144. This camera setup provides a
range of variations in people appearance with significant changes in pose, scale,
occlusion and illumination. Figure 4 shows some examples of these two datasets.

(a) VIPeR dataset 

(b) ETHZ1 Dateset 

Fig. 4. Example images of different datasets used in our evaluation. The columns
denote image pairs examples of the same person. (a) VIPeR, (b) ETHZ1.
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In this paper, three kinds of features are used to conduct re-identification and
experiments in the VIPeR dataset and ETHZ1 dataset are done. When conduct-
ing experiments in VIPeR dataset, we randomly select 316 pairs of pedestrian
images from the dataset. When conducting experiments in ETHZ1 dataset, we
evaluate our method in the single-shot case. Experimental results are shown in
Tables 1, 2 and Fig. 5. From the experimental results, we can conclude that the
fusion feature significantly improves the accuracy of the re-identification, proving
the effectiveness of feature fusion. At the same time, we compare the accuracy
of the framework with the cascade filter and framework with non-filtering, and
the framework with non-filtering which can be considered as a special case of
our method where k = 0. We can see that the accuracy rate has been improved
after the cascade filter. This is because we eliminate situation showed in Fig. 3,
which will contributes to the performance.

Table 1. Matching rate (%) of different methods on VIPeR dataset.

VIPeR dataset

Methods r = 1 r = 5 r = 10 r = 20

CPS [10] 21.84 44.00 57.21 71.00

eLDFV [11] 22.34 47.00 60.04 71.00

eSDC ocsvm [1] 26.74 50.70 62.37 76.36

SDALF [2] 19.87 38.89 49.37 65.73

eBiCov [3] 20.66 20.66 56.18 68.00

Query-Adaptive Late Fusion [5] 30.17 51.60 62.44 73.81

Ours (without cascade filter) 31.32 55.03 66.96 78.64

Ours (with cascade filter) 30.22 55.16 67.31 79.24

Table 2. Matching rate (%) of different methods on ETHZ1 dataset.

ETHZ1 dataset

Methods r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r=7

eSDC ocsvm [1] 80 85 88 90 91 92 93

eLDFV [11] 83 87 90 91 92 93 94

eBiCov [3] 74 80 83 85 87 88 89

Ours (without cascade filter) 80 87 90 91 93 94 94

Ours (with cascade filter) 81 87 90 92 94 94 95

We also conduct a experiment to evaluate the efficiency of the proposed
strategy. In this experiment, the two cases of our method that with cascade
filter and without cascade filter are conducted on 83 pairwise people images
from ETHZ1 dataset. From Table 3 we find our method with cascade filter can
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Fig. 5. Matching rate (%) of different methods on VIPeR dataset and ETHZ1 dataset.

Table 3. Time cost results of comparing framework with cascade filter and framework
with non-filtering.

Methods Our method (with cascade filter) Our method (without cascade filter)

Cost time (ms) 760735 836006

increase computation efficiency. The efficiency improvement is mainly caused by
the reduce the number of image samples, which will lead to the time consumption
of feature extraction and similarity calculation be reduced.

5 Conclusions

In the field of video surveillance, person re-identification is a very important
issue. In this paper, we propose a cascade filter framework to alleviate the influ-
ence of the error determination when the ranking results of different features
are not consistent. This method can make full use of the information provided
by features. This method can both improve the accuracy and efficiency. The
experimental results demonstrate the effectiveness of our approach.
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Abstract. Given an ordering constraint of n random variables and the maxi-
mum in-degree u for any variable, the search space of Bayesian network

structure reduces from n!2
n n�1ð Þ

2 to the 2
n n�1ð Þ

2 . Even so, with the increase of the
number of variables, the requirement of time cannot be tolerated. In this paper,
we present a parallel Bayesian network structure learning algorithm based on
variable ordering. The algorithm includes three components: 1. variable
grouping: it completes variable partition; 2. group learning: it completes inde-
pendently construct of sub-Bayesian network; 3. Between the groups learning: it
asynchronously combines sub-Bayesian network in order to get the full Baye-
sian networks. We theoretically analyzed that time complexity of our algorithm
is O mu2nrð Þ, where u that is number of parent, In the worst case, u = n,
complexity of the algorithm is O mn3rð Þ. The empirical results present in term of
time complexity grouping parallel algorithm has significance compared with the
traditional algorithm.

Keywords: Bayesian network � Structure learning � Parallel learning

1 Introduction

Bayesian network learning is the obtained process of Bayesian network by analyzing
the data, which includes the parameter learning and structure learning. Structure
learning is primarily considered. Score-based learning, constraint-based learning, and
hybrid methods are the top three main forms of learning problem. Scoring function was
used in Score-based learning methods to assess quality of the Bayesian network
structure and the one with highest score was likely to have high priority [7, 12]. If the
dataset is limited in size and variables, score-based learning methods may be quiet
suitable for problem solving because it’s mainly considering the procedure as com-
binatorial optimization. However, this model may encounter a bottleneck with large
datasets. Further details of this model will be discussed in the next section. Statistical
analysis is used in constraint-based learning methods to construct a Bayesian network
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with the best interpretation of independence relations through conditional indepen-
dence relation identify [4, 10, 22]. As it model averaging methods are, constraint-based
methods are applicable with large datasets. Meanwhile, lacking of accuracy, insuffi-
cient data and noisy data will be greatly affect the result. So, it may not as precisely as
score-based learning methods dealing with small sets of data. There were both
advantages and limitations for the former two methods, while Hybrid methods were
evolved from the convergence of the integration and mix used of those two methods.
A very instructive action is firstly to construct a skeleton graph (use constraint-based
learning), then draw a subgraph of the skeleton (use score-based learning) [19, 21].
Bayesian model averaging methods are beyond our preference for we are concentrating
on the feature of model selection rather than edges [9, 11, 12].

Score-based structure learning will be further discussed here. 2
n n�1ð Þ

2 directed acyclic
graphs (DAGs) will be listed as for n variables, when the number of variable grows, the
size of the solution space will be enlarged exponentially. This might help us to
understand why score-based structure learning has been considered to be NP-hard [6].
Even though we tried to reduce the search space by constrains like setting of variable
orderings and in-degree, hardness still bothered us.

Given variable ordering, there are 2
n n�1ð Þ

2 directed acyclic graphs that are consistent
with it. Obviously, with the increase of the number of variables, it makes sense to find
the optimal structure for time reasonable. In this paper, we proposed grouping method
which partition variable in dependency between variables, based on the fact that given
a variable ordering, the parent node of any variable must be the predecessors of it in the
order. After partition, we proposed algorithm that all grouping independently and in
parallel generate sub-Bayesian network and every group directly combination to
generate full Bayesian network. Given u as the number of parent, we theoretically
analyzed the time complexity of the algorithm is O mu2nrð Þ. In the worst case, u = n,
complexity of the algorithm is O mn3rð Þ. The empirical results present in term of time
complexity grouping parallel algorithm has significance.

The remainder of the paper is structured as follows. Section 2 reviews the problem
of learning optimal Bayesian networks and other related work. Section 3 introduces the
grouping parallel algorithm. Section 4 theoretically analyzes that time complexity of
our method (algorithm) and presents empirical results for evaluating our algorithm
against existing approaches. Finally, Sect. 5 offers a conclusion.

2 Preliminary Knowledge

In this paper, suppose another set of variables of X, values over X was represented by a
vector noted as Di, each data point consists a new dataset D ¼ D1;D2. . .;DMf g. When
we talk about leaning a Bayesian network under this situation, we are actually talking
about finding the fittest structure for D. In order to achieve that we have to assume that
there is a finite number of possible values for each variable and no missing values for
any data point.
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2.1 Score-Based Learning

The score-based learning method has two major elements a scoring function Score(.) and a
search strategy. The former is used as quality accessing towards the network structure; the
latter is developed to find the optimal strategy. In order to find the optimal network
effectively, researchers are making scoring functions satisfy local decomposability:

Score Gð Þ ¼
X

xi2X Score xi; Pa xið Þð Þ ð1Þ

In general, the scoring functions can assign a very high probability to the network
that best fits the data. Finally, the optimization criterion can find the optimal network
that represents observation. In this paper, we use BD scoring function to find a
Bayesian network with maximum BD score. Let n denotes the number of variable, qi
denotes case numbers of parent, ri denotes numbers of states of variable. Nijk be xi ¼ k,

case of the parent node is the number of the jth case. Let Nij ¼
Pri
k¼1

Nijk. BD is defined as

follows [7].

maxBs Bs;Dð Þ½ � ¼ C
Yn

i¼1
max

Yqi

j¼1

ri � 1ð Þ!
Nij þ ri � 1
� �

!

Yri

k¼1
Nijk!

" #
ð2Þ

Approximate Search Strategies. A major difficulty of BN structure learning is
super-exponential number of search space in the large number of variables. Given n

variables, there are n! Orderings and 2
n n�1ð Þ

2 structures under each ordering. So, early
studies focused on the approximate algorithm [3, 12]. At present, the most commonly
used methods are K2 algorithm, greedy hill climbing, stochastic search, etc.

K2 algorithm used a variable ordering q and a positive integer u to restrict search
space [7]. It begins with an edgeless graph which only includes all nodes. According to
variable orderings, K2 investigated individually variable in q to determine its parent
nodes, then added relevant edge to networks. Its time complexity is O mu2nrð Þ, in the
worst case, u = n, is O mn4rð Þ. Obvious, with the increase in the number of variables,
the requirements of time cannot be tolerated.

A well-known disadvantage of Hill climbing method is that it is easy to fall into
local optimum without finding global optimum. Extensions to this approach include
random restart hill climbing. In addition, the other heuristic search in combination
optimize can also be used. Such as tabu search with random restarts [13], simulated
annealing [2], genetic algorithm [14, 15] etc. Of course, these methods also restrict a
positive integer u as number of node of parent.

Exact Search Strategies. Based on a fact that Bayesian networks have at least one
leaf node, researchers proposed a number of exact learning methods that are able to find
the global optimum. More representatives, that is the introduction of dynamic pro-
gramming to learn Bayesian network structure. Dynamic programming algorithm
works as follows: first, it finds optimal structure for every variable; then, it selects a
node from remainder n-1 variable as current sub-structure optimal leaf which
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guarantees that sub-structure score is max after added leaf. This process is repeated
until an optimal network is found for X. Its time complexity is O n2nð Þ and space
complexity is O n2nð Þ [18, 20]. In order to solve the problem of time and space
complexity of the algorithm, researchers have proposed a parallel algorithm based on
the algorithm.

Tamada et al.’s [16] show a parallel algorithm for globally optimal structure
learning based on Ott et al.’s sequential algorithm. Its idea is to use superset to compute
the optimal orderings for all subsets of the same size in parallel. Due to a large number
of redundant computations, time complexity and space complexity of the algorithm are
O nrþ 12nð Þ. Olga et al.’s [5, 17] presented a different parallel algorithm. Firstly, the
algorithm decompose n-dimensional (n − D) hypercube into 2n�k k − D hypercube.
Then it assigns 2k processor to k − D hypercube. Finally, it used pipeline to manage
the execution of k − D hypercube. Its time complexity is O n22n�k

� �
.

In addition, there are other exact algorithms such as A* search [24], Integer linear
programming [1, 8] branch and bound algorithm. The methods are suitable for small
datasets, in other words, up to deal with dozens of variables. It will be unable to find
solutions when encountering a large number of variables. Due to time or space running
out, there may be no solutions.

The approximation algorithm can be extended to large datasets but the quality of
the solution is unpredictable. On the contrary, exact algorithm is able to find the global
optimum but can’t extend to large datasets. So, a compromise approach is meaningful.
K2 algorithm complies with this requirement. Given variable ordering, K2 algorithm
guarantees to find that the optimal structure is consistent with given ordering. So, it is
meaningful for us to promote the performance of the K2 algorithm when the orderings
of variable is given.

3 Parallel Learning Bayesian Networks

3.1 Grouping Conditions

This paper proposes a method different from the above. Our search space is not 2n

unordered subsets of X but is 2
n n�1ð Þ

2 structure space. We Propose the idea of grouping
parallelism to complete BN structure learning. The main idea is that variables are
grouped in domain and the size of group is mutative. Then we assign processor to each
group. These processors independently and in parallel to generate optimal sub-Bayesian
Networks for group. So, the algorithm must satisfy the following conditions:

(1) The group is complete. The relationship between variables is not destroyed by
group. In simple terms, itself exists dependence of two variables, since there is no
assigned to the same group result in this dependence relationship has not been
found.

(2) The cycle can’t appear when a combination of computing results for each
group. There are two cases. The first case is acyclic, and this is what we want.
The other one is cycle. We can’t simply refer addition, deletion, and reversal to
remove cycle. To do so, the final Bayesian network may be not optimal.
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For this purpose, we first present grouping parallel Bayesian network structure
learning algorithm based on variable ordering. The advantage of the method is that the
parent’s choice of each variable is independently done in parallel; it means that n
optimal sub-Bayesian network was generated. Finally, we need not to detect cycle when
combining sub-Bayesian network directly in order to get the full Bayesian Networks.

3.2 Grouping Parallel Learning Method

Definition 1: We say that X is ordering set, when 8xi 2 X; xj 2 Paxi�X and 8xj
precede xi, where Paxi denotes the parent of variable xi.

We found a good property from Definition 1. Given variable ordering, parent of any
variable is ahead of it. This property ensures that our grouping parallel algorithm
satisfies the above two conditions. Our method (Grp algorithm) consists of two main
elements: variable group and parallel Learning. First, we introduce variable
group. Given an ordering set order Xð Þ ¼ xiþ 1; xi�2; . . .; xi; . . .xn, P xið Þ denotes index
of variable xi in order Xð Þ. According to the ordered set, we grouped variables.

Groupi ¼ xjjP xj
� ��P xj

� �� � ð3Þ

Proposition 1: P xið Þ ¼ 1 and Pa xið Þ ¼ ;, when jGroupij ¼ 0.

The proposition implies that xi is first element in order Xð Þ. The parent of remaining
variables may include xi. Be further, the optimal Bayesian Networks on Groupi is a
single variable xi.

Proposition 2: Group is complete based on variable ordering.

Proof: By the formula (3) indicates a set of variables X been divided into n groups,
where xi 2 order Xð Þ and Groupi ¼ fxiþ 1; xi�2; . . .; xig. In other words, each group
contains only the variable and its preceding element in order Xð Þ. According to the fact
that the parent node of each variable is located in front of the variable given order, the
group is complete based on variable ordering.

Proposition 3: The group parallelization BN structure learning based on the variable
ordering ensures that sub-BN structure combinations learning between groups will be
acyclic.

Proof: Let xi 2 Groupi, j 2 iþ 1; k½ �; xj 2 Groupk, i; j denotes index of variable in
ordering. By the Eq. (3), Groupi � Groupk , By Proposition 2, 8xi is x0j nodes of parent,
on the contrary, it is not true. Therefore, learning between groups will be acyclic.

The grouping in our algorithm is used to group the variables into groups according
to the ordered set in Eq. (3), and the sound is guaranteed by Proposition 2. Specifically,
we use an array order½� to store the prior order of X. Supposing variable xi;xj 2 order½�.

Grouping Parallel Bayesian Network Structure Learning Algorithm 409



i and j denote the indies of xi;xj, respectively. For each index i, if j\i, then variables
xi;xj are grouped into an identical group. Finally, the pseudo-code of grouping is
presented in Algorithm 1.

For parallel learning, our work includes group learning and learning between
groups. Firstly, we introduce group learning. The main idea is that assigns a processor to
each group and the processor’s task is to search for the optimal parent of variable.
Specifically, within each group, we use Eq. (2) to examine each variable in group for
determining parent nodes of variable xi, and then add the parent node which has high
score to Pa xið Þ. The number of parent of variable xi at most is jGroupin xið Þj. So, in worst
case, this score function is called at most jGroupin xið Þj. We give formal description that
search parent of variable xi and pseudo-code of group learning in Algorithm 2.

Pa xið Þxi2X¼ maxPa xið Þ�groupðiÞn xif gScore xi; Pa xið Þð Þ ð4Þ
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The main task of the group is to find optimal parent of all the variables. In other
words, it finds the optimal Bayesian network structure for each group. Learning
between groups is used to find full Bayesian network structure for X. We use an
adjacent matrix A[i,j] to store dependence between variable xi and parent node xj. If
xj 2 Pa xið Þ, then set A[i,j] = 1, until Pa xið Þ ¼ /. Its pseudo-code as follows.

4 Complexity Analysis and Experimental Results

Now we analyze the time complexity of our algorithm. Time complexity of grouping
algorithm is mainly due to two “for” statements namely O n2ð Þ. Time complexity of
group learning: because variable xi has at most n-1predecessors in ordering, execution of
line 5 is at most n-1 time. The “while” statement requires time O uð Þ, requirements of
time of formula Eq. (2) is O murð Þ. The execution of line 5 requires time O munrð Þ.
Combining these results, the overall complexity of the group learning is O munrð Þ
O uð Þ ¼ O mu2nrð Þ. In the worst case, u = n, and complexity of the group learning is
O mn3rð Þ. Complexity of the learning between groups consists of two parts: the while
statement requires time OðjPa xið Þj) and the “for” statement requires time O nð Þ. The
overall complexity of the learning between groups is O njPa xið Þjð Þ. So, the overall
complexity of our algorithm is O mn3rð ÞþO n2ð ÞþO njPa xið Þjð Þ ¼ O mn3rð Þ. Fig. (1)

This section shows the experimental evaluation of the proposed algorithm. In the
experiment, along with changes of the number of nodes and samples in the domain,
respectively, from the large sample size, a small number of nodes; small sample size,
the nodes of appropriate scale; large sample size, large-scale nodes estimated perfor-
mance of the algorithm. For the experiments, we used the [7] proposed discrete model
scoring functions BD meanwhile using artificial datasets and uci datasets. Eventually,
through comparison with classic algorithms, this paper shows the algorithm can scale
well to handle large-scale problems. (Fig. 2)
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Experiments above show that our algorithm exceeds to the classic K2 algorithm
regardless of the degree of the nodes whether are given for any datasets. Mainly due to
the overall complexity of K2 is O mn2u2rð Þ when in-degree of variable is u, but the
overall complexity of our algorithm is O mu2nrð Þ. In the worst case, u = n, the overall
complexity of K2 is O mn4rð Þ, but the overall complexity of our algorithm (Grp) is
O mn3rð Þ. It is noteworthy that in the worst case, the time complexity of our algorithm
(Grp) is less than in the best case, the time complexity of the K2, when u[

ffiffiffiffiffiffiffiffiffiffiffi
n� 1

p
.

This is confirmed why the algorithm requires less time, when u = n-1 than the K2 when
u = 6. (Fig. 3)

In our experiment, we only made the comparison with the K2 algorithm because
the quality of the solution of approximation algorithm is unknown and exact algorithm
is of poor scalability. But, given priori ordering, faced with any size of datasets, K2 is
able to find optimal solution. (Fig. 4)

(a)K2 algorithm                                                         (b)Grp algorithm 

Fig. 1. Shows require time for both algorithm to calculate the parent of variables when dataset
with 3000 samples, 10 nodes, and in-degree of variable is u = 4.

(a)K2 algorithm                                                       (b)Grp algorithm 

Fig. 2. Shows requirements time for both algorithm to calculate the parent of variables and
when dataset with194 samples, 30 nodes, in-degree of variable is u = 6 and u = n−1.
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5 Conclusion

Based on the fact that we are able to find the optimal Bayesian Network that is
consistent with given ordering, we proposed grouping parallel Bayesian network
structure learning algorithm. According to the orderings, all variables are divided into
different groups; each assigned a compute node, compute nodes simultaneously cal-
culating the optimal parent of the corresponding variable in each group. The produce of
optimal parent of corresponding variables also means that the optimal Bayesian Net-
works of every group is generated. Finally, learning between groups is used to find full
Bayesian network structure for X. the comparison experiment shows the effectiveness
of the algorithm. Validity and efficiency is theoretically analyzed. The problem is the
strict precondition that group must based on variable ordering. An opening assumption
of a priori ordering is under our future consideration.

(a)K2 algorithm                                                          (b)Grp algorithm 

Fig. 3. Shows requirements time for both algorithm to calculate the parent of variables and
when dataset with194 samples, 30 nodes, in-degree of variable is u = n−1.

(a)K2 algorithm                                                         (b)Grp algorithm 

Fig. 4. Shows requirement time for both algorithm to calculate the parent of variables, when
dataset with 6000 samples, 128 nodes and in-degree of variable is u = 1.
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Abstract. In this paper we discuss an applied problem of continuous
user authentication based on keystroke dynamics. It is important for a
user model to discover new intruders. That means we don’t have the key-
stroke samples of such intruders on the training phase. It leads us to the
necessity of using one-class models. In the paper we review some popular
feature extraction, preprocessing and one-class classification methods for
this problem. We propose a new approach to reduce dimensionality of a
feature space based on two-sample Kolmogorov-Smirnov test and inves-
tigate how the quantile-based discretization technique can improve the
one-class models’ performance. We present two algorithms, which have
not been used for keystroke dynamics before: Fuzzy kernel-based classi-
fier and Random Forest Regression classifier. We conduct experimental
evaluation of the proposed approach.

Keywords: Keystroke dynamics · User authentication · Kolmogorov-
Smirnov test · Quantile discretization · Fuzzy classification · Random
forest regression classification

1 Introduction

Nowadays computer systems play a very important role in people’s life. These
systems are used to store, search and process information. Therefore, it is essen-
tial to employ a high level of protection against unauthorized access on these
systems.

One of the best known security mechanisms is authentication. It allows a
system to confirm that the user is who he claims to be. The reliability of this
process depends on the information used for user authentication. Authentica-
tion employs several factors, which are usually one of the following: knowledge,
ownership, physiological biometrics and behavioral biometrics. Using the knowl-
edge and the ownership factors for authentication has a major drawback, that
information can be lost, stolen or divulged.

Physiological biometric images, such as fingerprints, retina, the geometry of
the face and hands, are given to people by birth and can not be changed by
c© Springer International Publishing AG 2016
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the will of its owner. Their use for authentication features are highly reliable,
but they need additional equipment, and the theft of data samples can cause
irreparable damage to the security.

Behavioral biometric samples include those human characteristics and traits
that appear when the user performs a certain set of actions. Such data systems
include voice, handwriting and gait authentication. Behavioral characteristics
can be easily changed by the will of the owner, and it is almost impossible to
betray your secret behavioral pattern. Today these systems are widely developed,
but their quality is inferior to other authentication systems.

Use of continuous authentication systems allows us to detect intruders when
they try to interact with a machine. It’s possible that an intruder isn’t known,
so the construction of a multi-class model, that recognizes a specific user from a
closed set, can cause an impostor to remain undetected. Therefore, it is necessary
to research the methods that build one-class models for each legitimate user.
When performing continuous authentication, model of the legitimate user is
compared to the behavior of the current user. Legitimacy of the current user is
determined based on this comparison.

This paper features an applied problem of continuous user authentication
based on keystroke dynamics, given an assumption of inavailability of illegiti-
mate users’ data. This paper is structured into the following sections. Section 2
describes existing keystroke dynamics research. Section 3 describes our approach
to enhance keystroke dynamics with better accuracy. Section 4 includes experi-
ments. Section 5 ends this paper with final conclusions on keystroke dynamics.

2 Survey

User’s keyboard interaction can be described as key press and release timing
information. To collect this data OS tools [6,11–13,15] and web browser tools
[1,4] can be used.

Collected data is split into windows, which contain events to be processed
into a single feature vector. We have determined several events, which force a
new window to be created: exceeding the maximum size of a window or the
maximum pause between windows, active process change. In [15] the authors
suggest to ignore windows with the number of events below the threshold.

Existing feature extraction approaches include analysis of single key presses
and consecutive key presses, called n-graphs. The most frequently used n-graphs
are digraphs (n = 2) and trigraphs (n = 3).

Hold time (tup
i − tdown

i ) and latency (tdown
i+1 − tup

i ) are calculated for every key
(Fig. 1). For n-graphs a subset of the following features is used: {(tup

k+n−1−tdown
k ),

(tdown
k+n−1 − tup

k ), (tdown
k+n−1 − tdown

k ), (tup
k+n−1 − tup

k )}, here k is an index of n-graph
in the current window [2–5,11–13,15,16].

Each key and each n-graph produces one or more features in the feature
vector, which are equal to the mean or variance of the corresponding statistic
(hold time, latency time). Features of keys and key sequences, which are not
present in a window, are filled with zeros.
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Fig. 1. Key presses and releases

The constructed feature space is high-dimensional, but not all of the extracted
features have a significant impact on the classification results. The most common
techniques for dimensionality reduction used in related problems are principal
component analysis (PCA) [3] and random search approaches such as genetic algo-
rithm (GA) [6,13], particle swarm optimization (PSO) [6,13] and gravitational
search algorithm (GSA) [5]. However, our experiments showed that the use of
PCA in most cases causes even worse accuracy of the classification, which can be
explained by the presence of non-linear correlation between variables. Random
search feature selection algorithms are rather computationally difficult.

Some classification algorithms might work considerably better, if features
are standardized. This is done by subtracting feature’s expected value Ex and
dividing the difference by its standard deviation

√
Dx. Both expected value and

standard deviation are determined on the training set.
The most commonly used classification algorithms in the field of arbitrary

text keystroke dynamics are: metric (one-class KNN [16]) and probabilistic (one-
class SVM [1,16], Gaussian mixture models [4], Bayes networks [2]) methods. The
best results are achieved in the reviewed papers by using the one-class KNN and
one-class SVM classifiers.

3 Proposed Approach

Our approach uses the most popular methods to define a feature space, suggests
some new ways of feature selection and preprocessing, and introduces several
new classifiers, which have not been used in this task before.

3.1 Feature Space

To construct a feature space, which will describe user’s interaction with the
keyboard, we propose to combine the analysis of single keys and digraphs. The
sequence of collected events is split into windows. Window size is required to be
between the fixed minimum and maximum size. If a user is inactive for a specified
maximum pause between sequential events, then a window split is forced. These
parameters are chosen experimentally.

In order to reduce the dimension of the feature space, we propose to keep
only the most frequent digraphs and keys, where frequencies are determined on
the training set.

For each of the remaining keys we propose to calculate hold time; for each
of the remaining digraphs — the up-up and down-up latency. Also, we divide
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Fig. 2. The proposed 12 key groups

keys into 12 groups (Fig. 2), for each of them hold times are calculated. Some
special features, used in this work, are frequency of key presses, and the ratio
of the number of left Shift key presses to the number of combined left and right
Shift key presses.

3.2 Feature Preprocessing

After feature extraction we examine several feature preprocessing methods:
dimensionality reduction of the feature space through selection of the most stable
features, and quantile-based feature discretization. To reduce dimensionality of
the extracted feature space we select only those features, which have insignificant
variance over time. To achieve this we propose two-sample Kolmogorov-Smirnov
test. It is used to evaluate a hypothesis, that two samples have the same dis-
tribution. The first sample contains unaveraged feature values for each window
and the second sample contains congregated unaveraged values for all windows
in the training set.

Let F1,n be the distribution function of a feature in the current window,
where n is the number of occurrences of the feature in the current window. Let
F2,m be the distribution function of the feature for all windows in the training
set, where m is the number of occurrences of the feature in the training set. The
main goal is to find such λ, that the following inequality is true:

√
nm

n + m
Dn,m ≥ λ, (1)

where Dn,m = supx |F1,n(x) − F2,m(x)|.
Next we use the quantile table of the Kolmogorov distribution to find a p-

value, that corresponds to λ. This p-value represents the probability of rejecting
the hypothesis, that these two samples have the same distribution.

To accumulate p-values across all windows we suggest Fisher’s method, which
combines all p-values into single test statistic:

χ2k
2 ≈ −2

k∑

i=1

ln(pi), (2)

where k — number of p-values, pi — i-th p-value.
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Fig. 3. Quantile-based discretization on 4 intervals

Subsequently the chi-squared distribution table is used to find a correspond-
ing p-value with 2k degrees of freedom. The resulting p-value may be used to
perform feature selection. We have studied selection of N features with the high-
est p-values and selection of all features, which exceed threshold p-value. After
performing feature selection all unaveraged features are substituted with their
mean value.

One of the most popular feature preprocessing techniques used for multi-
modal distributions is the quantile discretization. This approach has not been
applied to the keystroke data before. For each feature in the training set we
calculate k quantiles of order 1

k , 2
k , ..., k−1

k , which form several intervals (bins):
(−∞, 1

k ), ( 1
k , 2

k ), . . . , (k−1
k ,+∞). Then each feature value is replaced with the

corresponding bin index, which it falls into.
Unlike the approach in [11], where it is stated, that digraph hold time has

normal distribution, we assume most of the features, associated with key presses
have multimodal distribution (Fig. 3). Quantile discretization method takes this
into account, and subsequent experiments confirm our hypothesis.

3.3 Building User Model

As mentioned before, we consider only one-class classification methods. Fuzzy
Kernel-based Method for Outliers Detection and feature values estimator based
on Random Forest Regression were introduced for our problem.

We have developed Fuzzy kernel-based method [14] earlier for the task of
outliers mining for intrusion detection. It inherits the ideas of SVM, but instead
of looking for a crisp sphere in the RKHS feature space, we suggest to search
for a fuzzy sphere including all RKHS data images. This problem can be viewed
as calculating single fuzzy cluster in the RKHS feature space using possibilistic
fuzzy clustering approach. In this case the fuzzy membership can be described as
a measure of “typicalness” of data instances. Keystrokes with low “typicalness”
are considered outliers. Changing the threshold does not lead to the recalculation
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of the models, as it was done for SVM and kernelized distance-based algorithms.
Mathematically, the problem is to find min

U,a,η
J(U, a, η):

J(U, a, η) =
N∑

i=1

um
i (φ(xi) − a)2 − η

N∑

i=1

(1 − ui)m, (3)

where a is a center of the fuzzy cluster in the RKHS feature space; N is a
number of instances in the initial feature space X; U is a membership vector,
where ui ∈ [0, 1] is membership of the image φ(xi) and besides the “typicalness”
of datum xi; m is fuzzyfier and η – parameter, that controls the size of cluster.

After the minimization of the functional, for each training sample xi ∈ X
the measure of its “typicalness” ui is calculated. The calculation of this value
for a new item x is done as follows:

u(x) =

⎡

⎢⎢⎢⎢⎢⎢⎣
1 +

⎛

⎜⎜⎜⎜⎜⎝

N∑

j=1

um
j

N∑

i=1

um
i K(xi, xj)

η

⎛
⎜⎜⎝

N∑

i=1

um
i

⎞
⎟⎟⎠

2 − 2

N∑

i=1

um
i K(x, xi)

η

N∑

i=1

um
i

+ K(x,x)
η

⎞

⎟⎟⎟⎟⎟⎠

1
m−1

⎤

⎥⎥⎥⎥⎥⎥⎦

−1

, (4)

where N is a number of records in training set, K(x, y) is a kernel for x and y.
Another algorithm that we have developed is a one-class classifier, based

on the Random Forest Regression [8] used for the approximation of values of
all features. The degree of normality of the data is calculated in accordance to
how well it was approximated by the model. The idea is similar to Replicator
Neural Networks [9], but instead of neural nets the Random Forest is used as
an approximator. Regression trees are built as follows. Suppose, that we have p
inputs and N observations with response (xi, yi);xi = (xi1, . . . , xip); i = 1, N .
The algorithm chooses splitting variables, split points and trees topology and
we get M regions R1, . . . , RM . We model a response (where cm is a constant in
each region, its best approximation is ĉm = average(yi | xi ∈ Rm)):

f(x) =
M∑

m=1

cmI(x ∈ Rm). (5)

When we use Random Forest for regression, we build an ensemble of trees
{T (x; θb)}B

1 , using the subset of the training data by recursively splitting the
nodes on the best split-point among a subset of m random features until the
minimum node size is reached. θB characterizes the b-th tree in terms of split
variables, cutpoints at each node and terminal-node values. After this step, the
random forest predictor is:

f̂B
rf (x) =

1
B

B∑

b=1

T (x; θb). (6)
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A one-class classifier can be built by creating a set of p regressors, each for a
separate variable, where other variables are used as predictor values:

f̂B
xi

(x) =
1
B

B∑

b=1

T (x1, . . . , xi−1, xi+1, . . . , xp; θb). (7)

When we get a new observation, it can be estimated using the built predictors:

(x1, . . . , xp) → (f̂B
x1

, . . . , f̂B
xp

). (8)

The resulting decision function is defined as a reconstruction error:

DF (x) =
1
n

n∑

i=1

(xi − f̂B
xi

)2. (9)

Note that all features must be standardized. The main advantage of this
algorithm is the ability to detect non-linear correlation between features and to
ignore irrelevant features.

4 Experiments

The most suitable dataset we have found is the Villani keystroke public dataset
[12,15], which consists of 144 users, who were instructed to respond to open-
ended essay questions and produced 1345 samples overall. The following data
was collected for each user: platform (desktop or laptop), gender, age group,
handedness and awareness of data collection. In our work only the following
data was used: keycode, keystroke press and release times. We only use 53 of 144
users because they provide 20 or more feature vectors when using parameters
discussed below. For each of the 53 users half of their data was used as the
training set and other half of the data was combined with the data of all the
remaining users to be the test set.

Area under the ROC-curve (AUC) was used to evaluate classification results.
The AUC is equal to the probability that a classifier will rank a randomly chosen
positive instance higher than a randomly chosen negative one [7]. The distin-
guishing feature of the AUC is the invariance with respect to the proportion of
positive and negative samples in the test set. We have used average AUC among
all users to evaluate final results.

The essential part of conducting experiments is to select optimized para-
meters for the feature extraction, feature preprocessing and classification algo-
rithms. We have conducted preliminary experiments on a dataset collected by
ourselves to choose some hyperparameters. 20 users had been working for 10 days,
1 h per day, on 3 different configurations of computers doing their usual work:
programming, text and presentation preparation, Internet browsing. For feature
extraction algorithms optimal parameters were: minimum window size — 300
events; maximum window size — 500 events; maximum pause between events
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— 40 s; amount of the most popular keys — 50; amount of the most popular
digraphs — 100. Next we have chosen optimal parameters for the feature pre-
processing algorithms. Feature selection based on stability depends either on the
amount of the most stable features or on the threshold level of significance. Best
results in our experiments were achieved by using the level of significance more
than 0.1. Quantiles discretization has only one parameter: number of quantiles,
which has the default value of 10.

Subsequent task is to choose optimal parameters for classification algorithms,
which we have done for each of the following classifiers:

1. One-class KNN [16] is based on evaluating distances between samples in the
training set. Threshold distance, which determines the maximum distance of
an original class element, is chosen as the distance to the neighbor with index
�p ∗ N
 in the sorted array of k neighbors, where p ∈ [0, 1].

2. One-class SVM classifier [1,16] is based on the construction of a hypersphere,
which encompasses most of the user’s data. In the course of classification
elements, which fall inside this hypersphere are considered to belong to the
original class. The parameters of the algorithm are: kernel type, kernel coeffi-
cient γ, an upper bound on the fraction of training errors and a lower bound
of the fraction of support vectors ν.

3. Kernel principal component analysis (KPCA) [10] extends standard PCA to
non-linear data distributions, which can also be used for one-class classifica-
tion. The parameters of the algorithm are: kernel type, kernel coefficient γ,
number of principal components n.

4. Replicator Neural Network (RNN) [9] is a forward propagation neural net-
work with the same number of input and output neurons, which reconstructs

Table 1. Optimal values for the classification algorithms

Parameter Standardization Selection using stability Quantile discretization

KNN k 4

SVM kernel radial basis function (RBF)

γ 1/Nfeatures

ν 0.1

KPCA kernel radial basis function (RBF)

γ 1/max‖xi − xj‖, where xi, xj are in training set, i �= j

n 10 10 5

RNN hidden three hidden layers (16 – 4 – 16)

iterations 500

Fuzzy kernel radial basis function (RBF)

γ 1/max‖xi − xj‖, where xi, xj are in training set, i �= j

m 1.5

RFR nTrees 3 3 20

minSize 3 10 10
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Table 2. Results on the Villani dataset

Standardization Selection using stability Quantile discretization

KNN 0,5392 0,5596 0,6656

SVM 0,7665 0,7933 0,8861

KPCA 0,7770 0,7898 0,9081

RNN 0,7641 0,7918 0,8833

Fuzzy 0,7737 0,7888 0,9122

RFR 0,7805 0,7898 0,8991

original class elements better than outliers. The parameters of the algorithm
are: a number of hidden layers of the neural network, a number of neurons
on hidden layers, a number of iterations.

5. Fuzzy classification method is described in the previous section. The parame-
ters of the algorithm are: kernel type, kernel coefficient γ, affiliation level’s
decrease rate m based on the distance to the center of the cluster.

6. Random Forest Regressor (RFR) classification method is described in the pre-
vious section. The parameters of the algorithm are: number of trees (nTrees)
and minimum tree’s leaf size (minSize).

Optimal parameters were selected on our dataset (Table 1), and then each
of the classification algorithms with obtained hyperparameters was applied to
Villani dataset (Table 2).

5 Conclusion

In this paper, the task of continuous user authentication using keystroke dynam-
ics was considered. We have proposed a method to reduce dimensionality of a
feature space based on two-sample Kolmogorov-Smirnov test and a quantile-
based discretization technique to preprocess features with multimodal distribu-
tion. We have introduced two one-class classifiers, which haven’t been applied to
this problem before. We have conducted experiments on a benchmark dataset,
which have confirmed that stability-based feature selection improves quality of
authentication when using SVM, KNN, Fuzzy, KPCA and RNN classifiers, but
almost no effect on RFR classifier. Furthermore, quantile-based discretization
improves the results of all classifiers.
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Abstract. Along with the information increase on the Internet, there is a
pressing need for online and real-time recommendation in commercial appli-
cations. This kind of recommendation attains results by combining both users’
historical data and their current behaviors. Traditional recommendation algo-
rithms have high computational complexity and thus their reactions are usually
delayed when dealing with large historical data. In this paper, we investigate the
essential need of online and real-time processing in modern applications. In
particular, to provide users with better online experience, this paper proposes an
incremental recommendation algorithm to reduce the computational complexity
and reaction time. The proposed algorithm can be considered as an online
version of nonnegative matrix factorization. This paper uses matrix sketching
and k-means clustering to deal with cold-start users and existing users respec-
tively and experiments show that the proposed algorithm can outperform its
competitors.

Keywords: Recommender system � Incremental recommendation � Matrix
factorization � Matrix sketching � k-means clustering

1 Introduction

Conventional recommender systems are usually off-line, i.e., they train recommendation
models based on historical data and recommend items to users regardless of their current
behaviors [2]. Such offline recommendations may not be accurate enough in scenarios
where it is crucial to capture users’ real-time interests. For example, a user may enjoy
energetic music while running but prefer soft music before sleeping. It’s not a good
practice to recommend energetic music based on historical data while the user is actually
going to sleep. Therefore, online and real-time recommendation has recently attracted
much attention in both academia and industry [5, 7, 12]. While users are browsing the
web, such online recommenders should take users’ real-time behaviors into consider-
ation and update any underlying model to make recency-sensitive recommendations.

There have been extensive studies on recommender systems. To our understanding,
existing recommendation methods can be classified into three categories. The first
category includes content-based methods, which aim at modeling users with predefined
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features [12]. These methods need many predefined features to describe both users and
items, however in applications it is hard to get such sufficient content data. The second
category is collaborative filtering (CF), which uses known user ratings of items to
predict user preferences in item selection [4]. CF methods are usually based on a rating
matrix which consists of users’ ratings to items. Each row of the matrix stands for each
user and each column for each item. Every non-zero entry represents a preference of
some user over some item. In some applications the preferences can be explicit ratings
(e.g., 5 for “very like” and 1 for “very dislike”), and in some other applications the
preferences are numeric records of users’ behaviors (e.g., durations and frequencies of
visits). Matrix factorization (MF) is often applied for CF problems, which factorizes the
rating matrix into two smaller matrices describing user features and item features
respectively. Nonnegative matrix factorization (NMF) [13] is one MF method that
generates models with only nonnegative values, which makes values more explicable.
Finally, the third category is hybrid methods which combine multiple algorithms to get
the recommendation lists.

This paper comes up with a new method to perform incremental NMF. It is known
that NMF is a common recommendation method but it can only handle batch data and
takes a long time to train the model when there is a large amount of data. To do the
incremental update, we distinguish two different scenarios: The first scenario is about
cold-start users, i.e., when the incoming data are due to a user who has no history in the
system. In this case, we should insert a new row into the matrix; The second scenario is
about existing users, in which case we should modify the corresponding row of the
matrix. We propose two different incremental methods to deal with the two scenarios
respectively.

The rest of the paper is organized as follows. Section 2 introduces related work.
Section 3 summarizes our approach. Then, Sect. 4 describes our algorithm in detail.
After that, Sect. 5 introduces the experimental results and analyzes the performance of
our approach. Finally, Sect. 6 draws a conclusion for this paper.

2 Related Work

2.1 Recommender System

The existing recommendation methods are usually divided into three categories: con-
tent-based methods, CF, and hybrid methods.

Content-based methods use the personal preferences of a new user [8]. This kind of
methods models users with predefined features and calculates the similarity between
user preferences and item features, then it can recommend items that appeal to the
target user. These methods do not take other users’ preferences into consideration so
they need not to analyze relations among users. The key of content-based methods is to
define features for items, which also brings the problem that it’s hard to describe items’
features and get users’ preferences sometimes.

CF contains two main types of recommendation: one based on item and the other
based on user. Item-based CF recommends items that are similar to what the target user
is interested in. User-based CF recommends what users who share similar interests with
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the target user are interested in. The similarity between users or items usually can be
measured by Euclidean distance or cosine similarity. There are various matrix factor-
ization based techniques in CF. [13] proposes NMF which trains models with only
nonnegative features, and this method makes values more explicable.

Hybrid methods aim at combining multiple algorithms to get final results. These
methods can overcome some shortcomings of single algorithm, such as sparsity of
rating matrix. [9] classifies diverse combination types into several basic groups:
weighted hybrid which sets different weights for results generated by each algorithm;
switching hybrid which chooses distinct algorithms for different application scenarios;
mixed hybrid which mixes results of several algorithms and presents to the users;
cascade hybrid which uses one algorithm to generate recommendation candidates and
another to determine items’ order.

2.2 Incremental Recommendation

MF has been widely used in recommender systems and numerous different MF variants
have been already published. Most of the methods can only handle stationary data and
take a long time to train the model when the number of users and items grows up to a
high order of magnitude. However, in practical application scenarios, data usually
reaches the system in the form of stream which means the rating matrix is dynamic. If
we retrain the model every time when new data reaches, it will take high computational
complexity and time complexity.

Recently, several works come up with methods to update model in an incremental
way. Some works modify a small part of feature matrix at a time, for example, [10] just
updates one feature matrix while keeping the other invariant. These methods usually
ignore the influence of data on one matrix and focus on the other matrix to speed up
updating. [1] proposes a method via feature space re-learning strategy, it re-learns the
feature space via auxiliary feature learning and matrix sketching strategies. Our
approach for cold-start users is based on the method in [1], but we introduce the
threshold of feature size and update both matrices to further accelerate updating.

3 Our Approach

3.1 Scheme

Our approach is based on NMF. We use NMF to deal with original rating matrix, then
we use different incremental methods to deal with new data records from cold-start
users and existing users separately. As shown in Fig. 1, the rating matrix consists of
users’ ratings on items. In some applications, users don’t rate on items directly
according to their preferences and the website can only get records of user visit. In this
case, systems usually set ratings based on numeric records of users’ behaviors (e.g.,
durations or frequencies of visits). In our experiment, we set the rating matrix as binary
matrix, 1 for that the user has visited the web page of the item and 0 for that the user
has not visited the web page of the item.

428 C. Zhang et al.



For data records from cold-start users, we use auxiliary features to refine the
original model. The auxiliary features help better model new users’ preferences but also
bring the problem that the feature size will increase infinitely. To solve this problem,
we set a threshold for the feature size and use matrix sketching on item feature matrix
to reduce the feature size when it reaches the threshold. Matrix sketching can help
shrink the matrix to a smaller size and retain the similarity between items.

For data records from existing users, we use k-means clustering to find the user set
in which users share similar interests with the target user, then we just need to refresh
the sub-matrix consisting of the user set. K-means is one of the most popular and
efficient method for clustering. We can use it to locate similar user sets in a rapid and
robust way [11]. This method will dramatically enhance the efficiency of factorization.

3.2 Problem Definition

In recommender systems, we use rating matrix R0 2 Rn�m to represent original his-
torical data. n represents the number of users and m represents the number of items.
Usually we train model on R0 to get original decomposing matrix P0 and Q0. Here
P0 2 Rn�k represents the user feature matrix and Q0 2 Rk�m represents the item feature
matrix, k represents the feature size. We can predict the rate for user u on item i by
using puqi, where pu represents the row of user u in P and qi represents the column of
item i in Q.

For new data belonging to a cold-start user, we should insert a new row into the
rating matrix. In this paper, we use R1 2 Rc�m to represent the matrix that contains
these new rows. Here, we use c to represent the number of cold-start users. For new
data belonging to existing users, we should modify the corresponding rows of the
rating matrix. In this paper, we use R2 2 Rd�m to represent the matrix that contains
these rows of target users.

The goal of this paper is to update the model on the matrix which includes both
original historical data and new data in an efficient way.

Fig. 1. Rating matrix
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4 Specific Algorithm

4.1 Nonnegative Matrix Factorization

The goal of NMF is to get matrix P and Q so that R � PQ and we can get the prediction
for those items that has not be rated yet. We try to minimize the difference between the
estimated value and the real one. Besides, we use regular terms to avoid over-fitting [4].
So the ultimate convergence condition is expressed as follow:

L ¼
X

ðu;iÞ2V ðpuqi � ruiÞ2 þ kðk pu k2 þ k qi k2ÞÞ ð1Þ

ðP�;Q�Þ ¼ argminðP;QÞðLÞ ð2Þ

Here V is the set of tuples that user u has rated on item i.
We use stochastic gradient descent to get the optimum solutions. The update for-

mulas are as follow:

p0u ¼ maxðpu þ a � ð
X

u;ið Þ2V 2 puqi � ruið Þqi � 2k k pu kÞ; 0Þ ð3Þ

q0i ¼ maxðqi þ a � ð
X

ðu;iÞ2V 2 puqi � ruið Þpu � 2k k qi kÞ; 0Þ ð4Þ

In addition, the rating matrix is very large in practice and the minimum value of
convergence condition is hard to reach, we usually define threshold b of the difference
of value between two updates to terminate the update.
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4.2 Incremental Algorithm for Cold-Start Users

A cold-start user is a user who has never had any historical data. So when a cold-start
user comes, it equals to adding a row to the original matrix. If we train the model based
on all data, it will take high computational complexity and long processing time. So we
consider about using auxiliary features to update the model.

Similar to [1, 6], the residual error of new data is normalized and added to the
existing factorized matrices as auxiliary features. As mentioned in Sect. 2.1, we use
R1 2 Rc�m to represent rating matrix from cold-start users, then the model can be
updated as follow:

R0

R1

� �
¼ P0 0

R1Q�1
0 k err k

� �
Q0
err

kerrk

� �
ð5Þ

We can easily get that err ¼ R1 � R1Q�1
0 Q0. Q�1

0 is the pseudo-inverse of Q0,
k err k is vector norm of err.

As [1] mentioned, this method of update is quick but also brings some problems
that the feature size will increase infinitely with the new coming data and some
over-fitting will occur. The precondition of matrix factorization is that feature size
should be much smaller than the size of rating matrix. The feature size’s increasing
without restriction must broke the precondition. So we should set a point when the
decomposing matrix should be shrinked. Here, this paper sets it when k'� 2k (k is the
initial size of feature).

When the feature size reaches 2k, we use matrix sketching to shrink the size of Q
which does not change the similar relation between items. We use method in [2, 3] to
guarantee that the item feature matrix after sketching Q̂1 satisfies Q̂T

1 Q̂1 � QT
1Q1,

which means:

Q̂T
1 Q̂1\QT

1Q1 and k QT
1Q1 � Q̂T

1 Q̂1 k � 2 k Q1 k2f =l ð6Þ

The specific algorithm is as follow:

The propose of Algorithm 2 is to sketch Q1 to Q̂1 and ensure that Q̂T
1 Q̂1 � QT

1Q1.
First, copy the first (2k−1) row of Q1 to Qtemp. Second, use SVD on Qtemp to make its
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columns are orthogonal and in descending magnitude order. S is a nonnegative diag-
onal matrix and S ¼ diag r1; . . .; r2k�1½ 	ð Þ, r1 � r2. . .. . .� r2k�1. Third, set d ¼ r2k . As
σ is set in decreasing order, we can make sure that Š has at least k all-zero rows. In the
end, the feature size of Q̂1 can be shrinked to k.

So the incremental algorithm for cold-start users is as follow:

4.3 Incremental Algorithm for Existing Users

An existing user is a user who has ever visited the website and had historical data,
which means it corresponds to one row in the original matrix.

The simplest way is just to change the row of the user in P and the column of the
item that the user rates in Q. When a new tuple ðu; i; ruiÞ comes, this method just needs
to update the row pu in P and the column qi in Q to get local optimum. But this way
ignores influence between users and items and may cause over-fitting.

To solve this problem, we consider about the part that new ratings affect. The new
ratings will affect the target user and the user set in which users share similar interests
with the target user but have no influence on the users that has no similar interests with
the target user.

This paper uses K-means to cluster the users and get similar user sets. The key
points of K-means are as follow:

(1) The value of K: The value of K directly affects the cluster results. If K is too
small, data in the same cluster is not similar. If K is too big, the distribution of
data is too dispersive and does not get the goal of clustering.

(2) Measure of distance: different measures of distance also affect the cluster results.
Due to the sparsity of data, we finally decided to use cosine similarity as criterion.
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After user clustering, it’s easy to deal with incremental problem of existing users.
For each target user, we find the cluster that the target user belongs to, extract
sub-matrix of the cluster from original matrix, use NMF to update the sub-matrix and
fill it in the original matrix.

4.4 Theoretical Analysis of Performance

First, incremental algorithm for cold-start users. We get this algorithm by improving
the method proposed in [1]. We set sketching point instead of continuous sketching.
Our method does not influence the decomposing accuracy but does speed up the
dealing time. Also, we can avoid making the feature size too small by setting the point.
In addition, we use both P and Q in step 10 in Algorithm 3 and update them so that we
can get global optimization as well as accelerate the rate of convergence.

Second, incremental algorithm for existing users. Our approach update the
sub-matrix of user set in which users share similar interests with the target user. We try
to get local optimization and avoid over-fitting by using this method. In addition, our
approach reduce the size of matrix that need to be updated, as the part of matrix of users
who are not similar to the target user does not need to be updated. However, one
limitation of our approach is that it’s efficient to deal with sparse matrix but inefficient
to deal with dense matrix.

5 Experiment

5.1 Dataset

In this paper, we use data from a real house recommender website. By using the data,
we construct the original rating matrix to train the original model and incremental
rating matrix to test our incremental algorithm. The rating matrix is constructed based
on user behavior and is a sparse binary matrix. If one user has ever visited the web page
of one item, then the rating is 1; otherwise, the rating is 0. The original matrix contains
3000 users and 1783 items.

5.2 Parameter Setting and Experiment Environment

In this paper, we set original feature size k ¼ 60, learning rate a ¼ 0:0002, k ¼ 0:02.
All the experiments were run on machines with the same hardware (an Intel Core i5
CPU and 4 GB RAM, WIN7 64 OS). The development environment is matlab and
NMF is written with C++ and transferred to mex used in matlab.

5.3 Analysis of Incremental Algorithm for Cold-Start Users

This paper set the point to do matrix sketching when k'� 2k. So we use matrix of
60� 1783 to test algorithm performance.
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As shown in Fig. 2(a), we set convergence condition b ¼ 0:1. The figure is plotted
from the 10th iteration. As we can see, the value of L for incremental algorithm starts
from a smaller value than the original factorization and it keeps smaller than the
original one consistently with the iteration going on. As shown in Table 1, for the
original matrix, it takes 165.58 s to do once matrix factorization. While for incremental
matrix, it only takes 68.58 s to update the whole model, that is to say it’s only takes
1.14 s on average for each user to update the model.

As shown in Fig. 2(b), we set convergence condition b ¼ 0:2, which is relatively
loose compared to Fig. 2(a). It is obvious that the number of iteration needed is smaller
and the running time is shorter. Also we can see in Table 1 that it takes only 0.62 s on
average for each new user.

5.4 Analysis of Incremental Algorithm for Existing Users

We change some ratings in original matrix to 0 to train the original model, and use
these ratings to simulate the new ratings from existing users and test the performance of
our algorithm. In the experiment, we find that it just needs a few iterations and updates
to get local optimization and this method can get similar results to global update.

(a) (b) 

Fig. 2. The value of log(L) changing with the number of iteration. We set convergence
condition b ¼ 0:1 and b ¼ 0:2 for (a) and (b) respectively.

Table 1. The number of iteration and running time for original NMF method and our
incremental method in different convergence conditions.

b ¼ 0:1 b ¼ 0:2
NMF Incremental NMF NMF Incremental NMF

Number of iteration 4285 1705 2424 899
Running time (s) 165.57 68.58 95.30 37.49
Running time per user
on average (s)

– 1.14 – 0.62

434 C. Zhang et al.



6 Conclusion

In this paper, we propose an efficient method to solve incremental problem for both
cold-start users and existing users in recommender systems. This method can solve
problem in short time and give feedback in real-time.
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Abstract. With the development of the medical insurance industry in China,
medical insurance data with complex, multidimensional and interdisciplinary
feature are extremely increasing. How to mine the potential value from the vast
amounts of data and improve the efficiency of data analysis are topical issues in
the study of data mining. This paper presents an improved LOF Outlier
Detection Algorithm — GdiLOF, an algorithm which reduces dataset by
removing the normal data and introduces information entropy to improve
the accuracy of the LOF algorithm. Platform adaptability is analyzed by
running it on Hadoop platform. The experimental results show that GdiLOF
algorithm has high efficiency and the accuracy is 6 percentage points higher
than LOF algorithm. And it also run better in the Hadoop distributed platforms,
as well as having obvious advantages in processing huge amounts of data.

Keywords: LOF � Outlier detection � Information entropy � Medical insurance

1 Introduction

In recent years, with the development of the medical insurance, medical insurance data
are increasing in China. According to the notice [1] in [2016] 26 of the country
documents, all of the citizens will access to basic medical and health services by 2020
which means more people will have insurance making the medical insurance data more
and more complex. In this scenario, data mining techniques [2] provide the technical
support to discovery the potential value among the huge amounts of data. Meanwhile
we believe that data mining and knowledge discovery techniques face two major
challenges. First, the efficiency of data mining technique is more vulnerable. Second,
more and more complex medical insurance data give rise to low accuracy of knowledge
discovery. In this paper, we focus one of the most important data mining problems,
outlier detection, such as medical reimbursement of patients are once a month gener-
ally. But few patients reimburse it many times a month. It is one of abnormal medical
insurance data, which provides a great assistance to our further analysis of medical
insurance data [3]. We presented an improved LOF outlier detection algorithm —
GdiLOF. Based on the research works of Li [4], we introduced information entropy
[5, 8, 9] to improve algorithm accuracy. We carried out experiments, whose results
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prove that GdiLOF algorithm has high efficiency and better accuracy. Results indicate
that GdiLOF algorithm has obvious advantages in processing huge amounts of data.

2 Related Work

Wang [6] and other researchers have carried out the basic principles, related algorithms
and evaluation methods of data cleaning. They also provide the direction of analysis
and algorithm evaluation for the field of outlier detection. At present, outlier detection
is roughly divided into four kinds: statistical outlier detection, clustering-based outlier
detection, distance-based outlier detection, density-based outlier detection [7]. With the
development of the medical insurance in our country, some researchers have oriented
medical field of serious illness insurance influencing factors and frequent referral
problem analysis, providing some ideas for forecasting the medical expenses and
medical insurance fraud. But there are still not solutions on outlier detection of medical
insurance data [3].

It is Breunig [10] who presented LOF outliers detection algorithm for the first time
and gave a characterization of the degree of abnormality of local outlier factor LOF for
each object. Compared to the previous judgment of outliers, the algorithm has a better
characterization of the effect and general applicability. However the algorithm has to
search and rank all objects resulting in a large amount of calculation and inefficient
operation. Moreover the algorithm calculates the distance between objects without
considering the different attributes with differences, so it is also low accuracy.

Awaring the shortcomings of the original LOF algorithm, many domestic and
foreign researchers have made a lot of researches based on the LOF algorithm. In
reducing the LOF algorithm computation, Chen and other researchers carried on the
research and improvement of LOF outlier detection algorithm based on grid [11, 12].
Their algorithm removes dense unit [4] of data set by using the grid partition and only
calculates the reduced data in LOF computation outlier factor, greatly reducing the
computation of the LOF algorithm. Tang [13] proposed a connection-based outlier
factor algorithm (COF) through the average distance of a data object and the area ratio
as the outlier factor in order to determine whether the data for outliers. Above algo-
rithms solve the LOF computation of large amount of problems, improve the efficiency
in a large extent. But operation efficiency remains to be improved with the growing
data. Also algorithms applied to fields are less discussed. At the same time, those
algorithms do not reflect different contributions of different data attributes to outliers.

3 LOF Algorithm

LOF is a kind of outlier detection algorithm based on local densities. The algorithm no
longer considers abnormalities as a two elements (false or true), but characterizes the
degree of abnormalities by the local outlier factor (LOF). The larger the local outlier
factor, the greater the probability that the object is an outlier, and the smaller vice versa.
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The basic steps of LOF algorithm are listed as follows [10]:

Step1: Calculate the k-distance of object p. Assumes that object p, o are the two data
objects of data set. For any positive integer k, the k-distance of object p is defined as the
distance d p; oð Þ between p and an object o 2 D, denoted as k-distance (p). The object
o should meet the following conditions:

(1) for at least k data objects o0 2 D� fpg it holds that d p; o0ð Þ � d p; oð Þ;
(2) for at most k−1 data objects o0 2 D� fpg it holds that d p; o0ð Þ\d p; oð Þ:

Among them, the formula of d p; oð Þ is:

d p; oð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

j¼1
f pj
� �� f oj

� �� �2r
ð1Þ

Where m is the dimension of set, f pj
� �

and f oj
� �

are the jthðj ¼ 1; 2; 3. . .dÞ dimension
attribute value of D.

Step 2: Calculate k-distance neighborhood of an object p, denoted as Nk�distance pð Þ.
The k-distance neighborhood of p is the set whose distance from the p is not more than
the k-distance. That is, the data set:

Nk�distance pð Þ ¼ qjd p; qð Þ� k� distance pð Þf g ð2Þ

Where Nk�distance pð Þ is abbreviated as Nk pð Þ.
Step 3: Calculate the reachability distance of an object p with respect to object o. The
reachability distance of p with respect to o is defined as:

reach� distkðp; oÞ ¼ max k� distance oð Þ; d p; oð Þf g: ð3Þ

Figure 1 [10] illustrates the concept of reachability distance. Intuitively, if an object
is far away from o (such as p2), then the distance between the two is only the actual
distance. However, if an object is in k-distance neighborhood of o (for example p1), the
actual distance is replaced by the k-distance of o.

Fig. 1. reach� distkðp1; oÞ and reach� distkðp2; oÞ; for k = 4
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Step 4: Calculate the local reachability density of an object p, denoted as lrdkðpÞ. The
local reachability density of p is defined as

lrdk pð Þ ¼ 1P
reach� dist p; oð Þ=jNkðpÞj ð4Þ

Step 5: Calculate the local outlier factor (LOF) of p, denoted as LOFkðpÞ.

LOFk pð Þ ¼
P

ojNkðpÞ lrdkðoÞ=lrdkðpÞ
jNk pð Þj ð5Þ

4 Improved LOF Algorithm

Based on the LOF algorithm, in view of large amount of calculation and without the
consideration of the attribute values of abnormalities of LOF algorithm, this paper
improves the LOF algorithm orienting medical insurance field, which can adapt to the
massive data. This section will introduce the improved LOF.

4.1 Non Outliers Based on Adjacent Grid Density Factor Algorithm

GridOF algorithm proved [4] that the points of the clustering data cannot become
outliers. And the GridLOF algorithm presented methods to determine interval length of
girds [11]. They reduced data, which greatly reduced the amount of computation. Here
is a brief description of steps of the improved GridLOF algorithm:

• Read the source data and distribute data space;
• Determine each dimension interval division length and the number. The dth

dimension is divided Nad�1
parts equally. Then according to N1þ aþ ...þ ad�1 ¼ N2d,

to determine the value of a. Then according to the dimension data maximum
(max) and minimum (min) in each dimension and the formula len ¼
max�minð Þ=Nai�1

, computes the interval length;
• In every dimension, by the corresponding interval length, calculate data point

corresponding mesh number and process boundary grid data. Then through the
dimension reduction, map the grid number of the different dimensions to the
one-dimensional space. In the map container with the label of the object count is
incremented. Thus every data point has only one-dimensional label, and each
dimension label correspond to a certain number of data points;

• For each grid, search the adjacent grid to determine whether it is a boundary grid;
• For the boundary grid, calculate the LOF value, and then accept the number of num

input by users. Order from big to small according to the LOF value. Take larger
values of the factor and label the data contained by it as outliers. Until the number
of outliers in is greater than or equal to the num.
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4.2 The Information Entropy Difference to Determine Weight of Data
Attributes

Information entropy theory gives an effective measure of the uncertainty of a given
system. Let a random variable B. Set U (B) is the interval of B. The formula calculating
information entropy of B is as follows [14]:

E Bð Þ ¼ �
Xm

i¼1

jBij
jUj log2

jBij
jUj ð6Þ

Where m indicates the number of variable B in U. The greater the E (B), the greater
the uncertainty of the random variable B.

For data setU, the data set Swhich contains more than one data object is a subset ofU.
Object x is a data object of Set S. The set S is divided into two parts: xf g and S� xf g,
denoted S0 ¼ S1; S2f g. The information entropy difference of S which is partitioned for
before and after is denoted as D x; Sð Þ. Its calculation formula can be expressed as [14]:

D x; Sð Þ ¼ E Sð Þ � E S0ð Þ ð7Þ

When set S is determined. D x; Sð Þ will be abbreviated as D xð Þ.
According to the concept above, D xð Þ denotes information entropy’s change before

and after the division, which is divided into before and after elimination of S in the
uncertainty [14]. For the data objects, the value of D xð Þ is bigger, whose ratio is smaller
in S. It is more likely to be an outlier. For an object, each of its properties contribute to
the abnormal is reflected in the property’s D xð Þ. That is to say, the D xð Þ of properties
can be used to measure the weight of attributes’ contribution to the abnormity.

When calculating the distance between objects in the LOF algorithm. D xið Þ on each
attribute is calculated as the weight when the object’s distance is calculated with other
objects. When the distance between two objects in data set D0 recalculated, the
weighted distance formula for the d dimension properties of p and q is:

d p; q;wj
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

j¼1
wjðf pj

� �� f ðqjÞÞ2
r

ð8Þ

Where p and q are the objects in the set D0. wj is the weight of the jth dimension
attribute of p. f pj

� �
and f ðqjÞ are the value of the jth dimension attribute. m is the

dimension of the data set.

4.3 Improved LOF Algorithm

In order to reduce the time complexity of the LOF algorithm, we reduce dataset by
removing the normal data with improved GridLOF algorithm [11]. In this way, the
clustering data with no outliers are removed. We just need to calculate the reduced
points of sparse data area, which reduces the amount of computation largely, can better
adapt to the data under the massive data outlier detection. Algorithm 1 illustrates the
procedure of data reduction.
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In order to improve the accuracy of LOF algorithm, information entropy is intro-
duced when calculating the distance between data objects. Based on information
entropy difference, its weight is used to measure anomalous contribution degree of data
attributes. Algorithm 2 illustrates the procedure of data reduction.
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5 Results and Analysis

In this paper, several groups of comparative experiments are designed to verify the time
efficiency and accuracy of the GdiLOF algorithm to medical insurance.

This experiment is carried out on the Hadoop cluster which is built on 4 sets of
identical PC units. Table 1 shows the environment configurations.

Experimental data are the data generated by Health Insurance Bureau of City in the
Sichuan Province in 2014. There are many types of abnormal data in medical insur-
ance, such as the amount of reimbursement, length of staying in hospital. In our
experiments, medical insurance data are preprocessed, which makes the outliers data
account for 2 % of the total data. We select three groups containing 1 million data,
2 million data, 3 million data, recorded as A, B, C respectively. We also select 20
attributes of medical insurance data to experiment. Some attributes of medical insur-
ance are shown in Fig. 2.

5.1 Running Efficiency

To verify GdiLOF algorithm has higher efficiency than LOF algorithm, we make the
two algorithms run the three groups data in the same experimental environment. The
result is shown in Fig. 3.

As shown in Fig. 3, the horizontal coordinate represents the three sets of different
sizes of data. The vertical coordinate represents the running time. From the experiment
data, we can draw the following conclusions: the GdiLOF algorithm has higher effi-
ciency than LOF, and the greater the amount of data, the more obvious this advantage
will be. The GdiLOF algorithm significantly decreases the amount of calculation
through reducing data, which save the time. Along with the sizes of data increasing, the
improved algorithm on the computing time in the interval length determined will

Table 1. Experimental environment configuration

OS CentOS

CPU Inter(R) Core(TM) i5-4460
Memory 16 g
Hadoop version 2.0

Fig. 2. Medical insurance data
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increase. But compared to LOF’s computing time in traversal search ranking, the run-
ning time of LOF increases faster than the improved algorithm. That is, the improved
can adapt to the massive data processing better. At the same time, the improved algo-
rithm can be paralleled to the Hadoop cluster, which further improves the efficiency of
outlier detection. Therefore, the GdiLOF algorithm significantly reduces the running
time and adapts to the outlier detection of massive data better.

5.2 The Influence of Nodes on Efficiency of GdiLOF Algorithm

To prove that the GdiLOF algorithm has more obvious efficiency with more nodes, we
implement experiment with different nodes. The result is shown in Fig. 4.

The running time is decreased with the increase of the node. Nodes can effectively
improve the running efficiency. From the trend of polylines, the line decreased more
rapidly with the amount of data. In other words, the polyline’s speedup is greater if the
data is in large quantity, which indicates that the GdiLOF algorithm has more
advantages in dealing with massive data.

5.3 Accuracy Analysis

The accuracy is also an important criteria to evaluate algorithms. The calculation
formula of accuracy is as follows:

Accuracy ¼ Number of outliers correctly found
Total number of outliers

ð9Þ

In this experiment, we compare the accuracy of GdiLOF algorithm with LOF’s.
With three groups experiment, we obtain results shown in Fig. 5.
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Fig. 3. The comparison of two algorithms’ runtime efficiency
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As shown in Fig. 5, the accuracy of GdiLOF algorithm is higher than the accuracy
of LOF algorithm. With three groups different sizes data, the accuracy of GdiLOF
algorithm is about 0.89 (error rate is less than 0.01 %, within the allowable error
range), but the accuracy of LOF algorithm is 0.83. It shows giving different weights to
different attributes can enhance the accuracy greatly. What’s more, to prove the
accuracy of GridLOF algorithm is also improved, we do a contrast experiments. The
experimental results show that GdiLOF also improves the accuracy of GridLOF
algorithm.
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6 Conclusion

Based on the LOF algorithm, we present an improved LOF outlier detection algorithm
to medical insurance. The algorithm improves efficiency by using grid to reduce data.
We also introduce information entropy to raise the accuracy. The experimental results
indicate that the algorithm has higher efficiency and better accuracy. Meanwhile the
improved algorithm can be better adapt to deal with the massive data. However, the
improved algorithm uses the number of data points to measure the density of the grid.
The density of the grid is used to determine whether the grid is the boundary grid,
which could not adapt to the different data sets having different distributions. How to
measure density of grids better will be the next step to research and improve.
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Abstract. Sustainable autonomous microgrid is an integrated power
ecosystem consisting of Distributed Generators (DGs), storage devices
and loads. Such microgrids are expected to become an integral part of the
future power system. Existence of intermittent renewable based sources,
loads with different priorities and limited generation capacity makes
power balancing in an autonomous microgrid a challenging task. Dur-
ing real-time implementation, desired reliability and stability is achieved
in such an infrastructure by utilizing a fast acting algorithm for prior-
ity based load management and network reconfiguration. Primary task
of the algorithm is to identify ON/OFF status of the load breakers
and the tie/sectionalizing breakers in the system. As the breaker sta-
tus is represented by ‘1’ or ‘0’, binary version of optimization techniques
need to be used to find the optimum solution. In this paper, the Binary
coded Genetic Algorithm (BGA) and Binary Particle Swarm Optimiza-
tion (BPSO) is used in the algorithm for real-time management of a sus-
tainable autonomous microgrid and their performances are compared.
The results show that BPSO has outperformed BGA in obtaining the
solution.

Keywords: Autonomous microgrid management · Binary optimiza-
tion · Genetic Algorithm · Swarm intelligence

1 Introduction

Technological developments in small capacity, environmental friendly distributed
generation technologies has increased the deployment possibilities of DGs in the
power system. Moreover, increased concern over reliability, efficiency and power
quality has provided a boost to the installation of DGs close to the load centers
in the network. With large penetration of DGs, the distribution system has
to encounter many technical challenges, mainly due to its transformation from
passive to active. To extract maximum benefits from such an active network,
the concept of a sustainable autonomous microgrid, with sufficient generation
and storage to meet the demand within it, has evolved. Major constraints in an
autonomous microgrid are limited availability of generation, increased number
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 446–456, 2016.
DOI: 10.1007/978-3-319-46257-8 48
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of renewable based sources with unpredictable power output and loads with
definite priority. Moreover, faults may result in the formation of non-sustainable
islands within the microgrid leading to a large mismatch between the generation
and demand. Hence, for the successful operation of a sustainable autonomous
microgrid, an efficient management strategy is inevitable.

Several studies on conventional distribution system reconfiguration, with the
objective of improving voltage profile and minimizing the system losses are being
carried out by researchers since past few decades [1]. However, as autonomous
microgrid exists in a small area with limited length feeders, loss minimization
is not the primary objective for reconfiguration. Moreover, load management to
improve reliability in distribution system is usually performed without consid-
ering load priorities. Hence, algorithms developed for conventional distribution
system management cannot be used for autonomous microgrid.

In the recent years, significant efforts have been put in the research on the
management of microgrid for improving its reliability, considering diverse crite-
ria [2–6]. These works do not consider load priorities and mainly focus on the
management of non-autonomous microgrid. Load shedding and reconfiguration
of isolated systems with prioritized loads are also considered for the investiga-
tion by researchers [7–9], where the objective function formulated is to minimize
the sum of product of load priorities and load magnitudes. In microgrid, there
may be loads with varying magnitudes and priorities. Hence, the optimization
of objective function will fail if the load priorities are allocated in chronological
order, which demands calculation of priority weights for each load separately.
This will lead to different priority weights even for the loads with the same
priority, preventing the identification of the load criticality. Moreover, in any
optimization technique, the dimension of search space increases with the num-
ber of variables for optimization. Hence, as the number of loads in microgrid
increases, the dimension of search space for optimization increases, resulting in
more computation time for obtaining optimum solution. In [10] an algorithm
is developed to address these challenges. However, the developed algorithm is
tested in a small system which averts the identification of its potential for real-
time implementations.

This paper aims to investigate the prospects of optimization techniques to
obtain a solution in minimum time, for the real-time management of sustainable
autonomous microgrid. The binary versions of genetic algorithm and particle
swarm optimization are adopted for comparing their effectiveness in the micro-
grid management algorithm. The case study is carried out on modified IEEE
33-bus test system, which is assumed to be operating in autonomous mode.

2 Objectives for the Management of Microgrid

Reliable and stable operation of an autonomous microgrid with prioritized loads
necessitates balancing of the generation and demand in minimum time, consid-
ering the load priorities. In order to serve maximum load in the system, load
management and/or network reconfiguration has to be done, which needs to be
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decoupled for obtaining the solution in minimum possible time. In the first stage,
the amount of load that needs to be switched ON/OFF to alleviate the power
mismatch is determined considering the load priority. The objective function for
the load management is defined as [10]:

Maximize f(x) =
NL∑

i=1

xLiLi (1)

Subject to
NG∑

j=1

xGiPGi ≥
NL∑

i=1

xLiLi (2)

where, NL is the number of loads, NG is the number of generators, xLi is the ith

load breaker status, Li is the magnitude of the ith load, xGj is the jth generator
breaker status and PGj is the real power generation of the jth generator.

When a fault occurs in the system, islands may be formed within the micro-
grid. In certain cases, these islands may have power deficiency, which can be mit-
igated by network reconfiguration. The constraint that needs to be adhered to
in network reconfiguration is the preservation of radial topology of the network,
with minimum number of tie/sectionalizing breaker operations. The objective
function for reconfiguration is defined as [10]:

Minimize f(x) =
NS∑

i=1

yi (3)

where, NS is the number of tie/sectionalizing breakers and yi is ‘1’ if the
tie/sectionalizing breaker status has changed and ‘0’ otherwise.

The variables in the objective functions in Eqs. (1) and (3) are ON/OFF
status of breakers, which are represented by ‘1’ and ‘0’. Hence, binary versions
of optimization techniques are used.

3 Optimization Techniques

The optimization techniques used in this study are BGA and BPSO. In BGA,
the chromosome (solution) can be coded in binary form and hence can be used
directly for implementation. However, in the basic Particle Swarm Optimization
(PSO), the search space is continuous and hence, some modifications are needed
to enable it to deal with the binary optimization problems.

3.1 Binary Coded Genetic Algorithm

Genetic Algorithm (GA) is considered as one of the most popular and successful
technique in the family of evolutionary algorithms, proposed by Holland in 1962
[11]. GA is a multipurpose optimization technique which can be used for solving
any linear or non-linear problem. GA is inspired by the principles of natural
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selection and genetic reproduction [11]. BGA uses the concept of chromosomes
coded in binary form and the operations of crossover and mutation.

BGA starts with randomly initializing a population. A chromosome is a can-
didate solution in the population. At each step, called generation, fitness of all
candidates are calculated. The candidate with minimum fitness is retained as
a solution in the current generation and is passed to the next generation. The
genetic operators, crossover and mutation, are used to form a new population of
the next generation. The fitness value of each candidate is evaluated again and
this process is continued until the terminating criteria are reached.

3.2 Binary Particle Swarm Optimization

PSO is a metaheuristic search technique proposed by Kennedy and Eberhart in
1995 [12]. PSO is inspired by the social behavior of bird flocking or fish schooling,
where each individual particle adjusts its location (solution) according to its own
experience and that of the swarm. In PSO each particle is associated with a
position vector x(k) and velocity vector v(k). These vectors are updated using
Eqs. (4) and (5) respectively.

vd
i (k + 1) = w(k) · vd

i (k) + c1 · r1(pdbesti − xd
i (k)) + c2 · r2(gdbesti − xd

i (k)) (4)

xd
i (k + 1) = xd

i (k) + vd
i (k + 1) (5)

where, w(k) is the inertia weight, pbest is the best solution of a particle, gbest
is the global best solution, c1, c2 represents the tendency of particle to move
towards pbest and gbest position respectively and r1, r2 are randomly generated
numbers ranging between 0 and 1.

In BPSO the position updating means a switching between ‘0’ and ‘1’. This
switching should be done based on the velocity of the particles. In [13], a link
between the velocity and position based on the probability of velocity is pro-
posed. A V-shaped transfer function S(vd

i ) which is bounded within the interval
[0,1] and increases with increase in vd

i is used in this work to transfer vd
i into a

probability function [14]. Further, the position vectors are updated based on the
velocity, using Eq. (7).

S(vd
i (k + 1)) =

∣∣∣∣
2
π

arctan
(π

2
vd
i (k + 1)

)∣∣∣∣ (6)

xd
i (k + 1) =

{
xd
i (k) if rand < S(vd

i (k + 1))
xd
i (k) if rand ≥ S(vd

i (k + 1))
(7)

where, xd
i (k) is the compliment of xd

i (k) and rand is a random number ranging
between 0 and 1.

4 Algorithm for the Microgrid Management

The algorithm for the management of an autonomous microgrid to maximize the
load served, is described in Algorithm1.1. The current status of the system is
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utilized by the algorithm for microgrid management. Inputs required for execu-
tion of the algorithm are the output of each generator, the demand of each load
in the network with its priority, zone connection data with the details of inter-
connection between zones through tie/sectionalizing breakers and zone-breaker
data with initial status of all the breakers. The breaker status may be ‘1’ or
‘0’, which indicates ON/close and OFF/open status of the breaker respectively.
When a power mismatch or change in breaker status is detected, the algorithm
will update the breaker status and identifies all the islands in the microgrid
using the zone connection data. Further, generation and load data is utilized
by the algorithm to identify Negative Power Islands (NPIs), where the demand
is more than generation. If a NPI is detected, it identifies all the islands that
can be interconnected through the tie/sectionalizing breakers and then checks
whether there is any power mismatch. If power mismatch exists, it will execute
the load management using Algorithm1.2, for that island combination. After
the load management, each island is again considered separately and checked for
the shortage of power. If no such island is detected, reconfiguration is not done.
Otherwise, the reconfiguration algorithm identifies the optimal combination of
breakers to be operated for interconnecting the islands.

The procedure for the priority based load management is given in
Algorithm 1.2. In this algorithm, loads with only a specific priority needs to

Algorithm 1.1 Management of autonomous microgrid
Input: Generation Data, Load Data, Zone Connection Data,Breaker Status
Output: Updated status of tie/sectionalizing breakers
1: No Islands, Island Zones ← Check No Islands(Zone Connection Data,

Breaker Status)

2: NPI ← Check Negative Power Island(No Islands, Island Zones
Generation Data, Load Data)

3: if (NPI �= 0) then
4: No Island Comb, Total Load To Be Shed ← Check Island Comb(

Zone Connection Data, Load Data, Breaker Status, Island Zones)

5: for ( k = 1 : No Island Comb) do
6: if (Total Load To Be Shed > 0) then
7: Priority Load Shedding(Total Load To Be Shed, Load Data)
8: NPI ← Check Negative Power Island(Zone Connection Data,

Breaker Status, Island Zones[k])

9: if (NPI �= 0) then
10: Tie Breaker Status ← Reconfigure Network(

Zone Connection Data, Island Zones[k])
11: end if
12: else
13: Tie Breaker Status ← Reconfigure Network(

Zone Connection Data, Island Zones[k])
14: end if
15: end for
16: end if
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Algorithm 1.2 Priority based load management
1: procedure Priority Load Management (Total Load To Be Shed, Load Data)
2: if (Total Load To Be Shed > 0) then
3: Prepare Load Aggregate Table (LAT) based on priority
4: Index ←(Index in LAT having aggregate ≤ Total Load To Be Shed)
5: if (Index exists) then
6: Aggregate ← (Aggregate in the LAT corresponding to Index)
7: if (Aggregate < Total Load To Be Shed) then
8: Index ← Index + 1
9: end if

10: else
11: Index ← 1
12: end if
13: Priority ← (Priority of the load corresponding to the Index from LAT)
14: if (Priority > 1) then
15: Shed the loads having priority > Priority
16: end if
17: No Priority Equal ← (Loads having priority = Priority)
18: if (No Priority Equal > 1) then
19: Use optimization technique to identify the optimum load to be shed
20: Shed the identified loads
21: else
22: Shed the load having priority = Priority
23: end if
24: else
25: Switch ON all the loads
26: end if
27: end procedure

be considered for optimization as compared to the conventional approach where
the entire load is considered. This will help in reducing the dimension of search
space drastically, leading to reduction in the time taken for obtaining the
optimum solution.

5 Results and Discussion

In the present study, modified IEEE 33 bus radial distribution system [15] with
33 buses, 3 laterals, 3 tie lines, total real power demand of 3.715 MW and reactive
power demand of 2.3 MVAr is used. The loads in this system are assigned the
priorities from ‘1’ to ‘12’ and are given in Table 1. The system is assumed to have
three DGs with capacities 789.40 kW, 1551.90 kW and 1390 kW at buses 13, 24
and 29 respectively. Test results in the event of four typical fault scenarios are
tabulated in Table 2 and are explained.

In test case 1, a fault in bus 2 will result in the formation of three islands
as listed in Table 2. Island 3 is having a shortage of generation and cannot be
interconnected with the active part of the network using tie line, which leads
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Table 1. Load Data for IEEE 33-bus test system

Load/bus number 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Magnitude (kW) 100 90 120 60 60 200 200 60 60 45 60 60 120 60 60 60

Priority 1 1 2 2 3 5 4 6 7 3 5 4 4 7 6 5

Load/bus number 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

Magnitude (kW) 90 90 90 90 90 90 420 420 60 60 60 120 200 150 210 60

Priority 1 8 9 10 11 12 1 9 5 5 12 10 9 1 3 5

Table 2. Results of the application of microgrid management algorithm

Test
Case

Faulty
Bus

Islands After
Fault

Negative
Power
Islands

Change in
Load Status

Change in
Breaker Status

Network
Reconfi-
guration

kW
Served

1 Bus2

Island1 : Z1,
Island2 : Z3 to Z18 &

Z23 to Z33,
Island3 : Z19 to Z22

Island3
D : L2
I : L19, L20, L21, L22

O : BK2, BK3, BK37,
BK54, BK55, BK56,
BK57

C : -

No 3255

2 Bus13
Island1 : Z1 to Z12 &

Z19 to Z33,
Island2 : Z14 to Z18

Island1,
Island2

D : L13
S : L20, L21, L22, L23,

L28, L29, L30

O : BK13, BK14, BK48,
BK55, BK56, BK57,
BK58, BK63, BK64,
BK65

C : BK36

Yes 2915

3
Bus2
&

Bus13

Island1 : Z1
Island2 : Z3 to Z12 &

Z23 to Z33,
Island3 : Z14 to Z18,
Island4 : Z19 to Z22

Island3,
Island4

D : L2, L13
S : L23, L28, L29
I : L19, L20, L21, L22

O : BK2, BK3, BK13,
BK14, BK37, BK48,
BK54, BK55, BK57,
BK56, BK58, BK63,
BK64, BK65

C : BK36

Yes 2925

4
Bus5
&

Bus14

Island1 : Z1 to Z4 &
Z19 to Z25,

Island2 : Z6 to Z13 &
Z26 to Z33,

Island3 : Z15 to Z18

Island1,
Island3

D : L5, L14
S : -

O : BK5, BK6, BK14,
BK15, BK40, BK49

C : BK34, BK36
Yes 3535

*D-Loads disconnected at faulty bus, S-Loads shed, I-Loads not supplied in islands, O-Breakers
opened, C-Breakers closed, Z-Zone

to shedding of loads in this island automatically. In addition, as island 1 does
not have any load or source, this island is not considered in the next step of
execution of the algorithm. Now, the only island that needs to be considered is
island 2, which does not have any shortage of generation. Hence, neither load
shedding nor reconfiguration is performed in this test case.

In test case 2, a fault in bus 13 results in disconnection of generator G1 and
the formation of two islands as given in Table 2. The algorithm identifies that
the two islands formed due to the fault are negative power islands and these
islands can be interconnected using tie lines. However, due to the disconnection
of generator G1, there is a shortage of 690.1 kW and hence, the algorithm exe-
cutes load shedding. The load shedding algorithm prepares the cumulative load
priority table. The first 10 rows of the cumulative load priority table are as given
in Table 3. The algorithm identifies the index corresponding to the cumulative
load less than or equal to 690.1 kW as ‘6’, having a cumulative load of 540 kW
and the corresponding priority as ‘9’. Since the cumulative load is less than the
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Table 3. Cumulative load priority table - Test case 2

Index Load number Load priority Load magnitude (kW) Cumulative load (kW)

1 23 12 60 60

2 28 12 90 150

3 22 11 90 240

4 21 10 90 330

5 29 10 120 450

6 20 9 90 540

7 25 9 420 960

8 30 9 200 1160

9 19 8 90 1250

10 10 7 60 1310

magnitude of load to be shed, the index is incremented by one, giving the new
index as ‘7’, where the cumulative load is 960. Next, all the loads with priority
less than ‘9’ are shed immediately. This results in the shedding of L21, L22, L23,
L28 and L29 totaling 450 kW. Further, as there are three loads with priority ‘9’
corresponding to the obtained index, the optimization technique identifies the
minimum load to be shed as L20 and L30 with a total magnitude of 290 kW.
This indicates that the algorithm sheds minimum load with the lowest prior-
ity, to bring the system back to normal. In the next step, the algorithm again
checks whether the formed islands have shortage of generation even after load
shedding and detect that island 2 continue to be a negative power island. Then,
reconfiguration algorithm is executed and it determines the solution as closing
of tie breaker BK36 to supply the loads in island 2. In this test case both load
shedding and reconfiguration is performed to restore the system.

In test case 3, simultaneous fault at bus 3 and bus 4 resulted in the formation
of four islands as listed in Table 2. The algorithm identifies island 3 and island 4
as negative power islands and that, even after reconfiguration there will be three
island groups, viz., group-1: island 1, group-2: Island 2, Island 3 and group-3:
island 4. However, island 4 cannot be interconnected with other part of the
network, as there is no tie line. This results in the disconnection of all the loads
in that island naturally. Island 1 does not have any loads and sources and hence,
will not be considered in the next step of execution. Next, the algorithm performs
load shedding in island group 2, followed by reconfiguration to restore the system.

In test case 4, simultaneous fault at bus 5 and bus 14 results in the forma-
tion of three islands as given in Table 2. Islands 1 and 3 are having shortage
of generation, and can be supplied by reconfiguration of the network. Hence,
reconfiguration is performed by the algorithm and tie breakers BK34 and BK36
are closed to supply the islands. In this test case, it can be noted that only
reconfiguration is done to restore the system.
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6 Performance Comparison of the Optimization
Techniques

Performance of the optimization technique incorporated in the algorithm for
management of autonomous microgrid plays a key role in determining the time
taken for obtaining the optimum solution. The binary adaptation of GA and
PSO were applied in the microgrid management algorithm to choose the ideal
one for its real time implementation. The need for comparison arises from the
fact that BGA can be directly implemented where as a transformation has to be
used in PSO for implementing in binary problems.

Fig. 1. Comparison of execution time taken by BGA and BPSO for load management
and reconfiguration

It is observed that the optimal solution obtained using both the techniques
are similar. However, as the time for obtaining the solution becomes apparent
for real time implementation, especially when the number of loads, priorities and
breakers increases, their computation times needs to be compared. The computa-
tion time required by BGA and BPSO for load management and reconfiguration
are computed and plotted in Fig. 1. In test case 1, load management or recon-
figuration is not necessary and hence, it is not done. In other test cases, based
on the requirement, load management and/or reconfiguration is performed.

From the results it is evident that BPSO outperforms BGA and gives the
optimum solution in the least time. Hence, BPSO is identified as the prospective
tool to be used in the microgrid management algorithm for the optimization,
with BGA following the suite.
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7 Conclusions

Time taken for restoration is a critical element in the management of an
autonomous microgrid. In this paper, the performance of two popular optimiza-
tion techniques, viz., BGA and BPSO for the real-time management of a sus-
tainable autonomous microgrid, are compared. It is found that, implementation
of the microgrid management algorithm with BPSO could achieve the solution
faster than that of with BGA. The results indicate that the algorithm presented
in this paper, supported by BPSO can be implemented in real-time for the man-
agement of a sustainable autonomous microgrid.
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Abstract. Evolutionary algorithms (EAs) are population-based
general-purpose optimization algorithms, and have been successfully
applied in real-world optimization tasks. However, previous theoretical
studies often employ EAs with only a parent or offspring population and
focus on specific problems. Furthermore, they often only show upper
bounds on the running time, while lower bounds are also necessary to
get a complete understanding of an algorithm. In this paper, we analyze
the running time of the (μ+λ)-EA (a general population-based EA with
mutation only) on the class of pseudo-Boolean functions with a unique
global optimum. By applying the recently proposed switch analysis app-
roach, we prove the lower bound Ω(n ln n + μ + λn ln ln n/ ln n) for the
first time. Particularly on the two widely-studied problems, OneMax and
LeadingOnes, the derived lower bound reveals that the (μ + λ)-EA will
be slower than the (1 + 1)-EA when the population size μ or λ is above
a moderate order. Our results imply that the increase of population size,
while usually desired in practice, bears the risk of increasing the lower
bound of the running time and thus should be carefully considered.

1 Introduction

Evolutionary algorithms (EAs) [2] are a kind of population-based heuristic opti-
mization algorithm. They have been widely applied in industrial optimization
problems. However, the theoretical analysis is difficult due to their complexity
and randomness. In the recent decade, there has been a significant rise on the
running time analysis (one essential theoretical aspect) of EAs [1,16]. For exam-
ple, Droste et al. [7] proved that the expected running time of the (1 + 1)-EA on
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linear pseudo-Boolean functions is Θ(n ln n); for the (μ + 1)-EA solving several
artificially designed functions, a large parent population size μ was shown to be
able to reduce the running time from exponential to polynomial [13,17,19,20];
for the (1+λ)-EA solving linear functions, the expected running time was proved
to be O(n ln n + λn) [6], and a tighter bound up to lower order terms was derived
on the specific linear function OneMax [10].

Previous running time analyses often consider EAs with only a parent or
offspring population, which do not fully reflect the population-based nature of
real EAs. When involving both parent and offspring populations, the running
time analysis gets more complex, and only a few results have been reported on
the (λ + λ)-EA (i.e., a specific version of the (μ + λ)-EA with μ = λ), which
maintains λ solutions and generates λ offspring solutions by only mutation in
each iteration. He and Yao [12] compared the expected running time of the
(1 + 1)-EA and the (λ + λ)-EA on two specific artificial problems, and proved
that the introduction of a population can reduce the running time exponentially.
On the contrary side, Chen et al. [5] found that a large population size is harmful
for the (λ+λ)-EA solving the TrapZeros problem. Chen et al. [4] also proved that
the expected running time of the (λ + λ)-EA on the OneMax and LeadingOnes
problems is O(λn ln lnn + n ln n) and O(λn ln n + n2), respectively. Later, a low
selection pressure was shown to be better for the (λ + λ)-EA solving a wide gap
problem [3], and a proper mutation-selection balance was proved to be necessary
for the effectiveness of the (λ + λ)-EA solving the SelPres problem [15].

The above-mentioned studies on the (λ + λ)-EA usually focus on specific
test functions, while EAs are general purpose optimization algorithms and can
be applied to all optimization problems where solutions can be represented and
evaluated. Thus, it is necessary to analyze EAs over large problem classes. Mean-
while, most previous running time analyses on population-based EAs only show
upper bounds. Although upper bounds are appealing for revealing the ability of
an algorithm, lower bounds which reveal the limitation are also necessary for a
complete understanding of the algorithm.

In this paper, we analyze the running time of the (μ+λ)-EA solving the class
of pseudo-Boolean functions with a unique global optimum, named UBoolean,
which covers many P and NP-hard combinatorial problems. By applying the
recently proposed approach switch analysis [21], we prove that the expected
running time is lower bounded by Ω(n ln n + μ + λn ln lnn/ ln n). Particularly,
when applying this lower bound to the two specific problems, OneMax and
LeadingOnes, we can have a more complete understanding of the impact of the
offspring population size λ. It was known that the (μ + λ)-EA is always not
asymptotically faster than the (1 + 1)-EA on these two problems [14,18]. But it
was left open that what is the range of λ where the (μ+λ)-EA is asymptotically
slower than the (1 + 1)-EA. Note that the expected running time of the (1 + 1)-
EA on OneMax and LeadingOnes is Θ(n ln n) and Θ(n2), respectively [7]. Thus,
we can easily get that the (μ + λ)-EA is asymptotically slower than the (1 + 1)-
EA when λ ∈ ω( (lnn)2

ln lnn ) on OneMax and λ ∈ ω( n lnn
ln lnn ) on LeadingOnes. For

the parent population size μ, we easily get obvious ranges ω(n ln n) and ω(n2)
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for the (μ + λ)-EA being asymptotically slower on OneMax and LeadingOnes,
respectively.

The rest of this paper is organized as follows. Section 2 introduces some
preliminaries. Section 3 introduces the employed analysis approach. The running
time analysis of the (μ + λ)-EA on UBoolean is presented in Sect. 4. Section 5
concludes the paper.

2 Preliminaries

In this section, we first introduce the (μ+λ)-EA and the pseudo-Boolean problem
class studied in this paper, respectively, then describe how to model EAs as
Markov chains.

2.1 (μ + λ)-EA

EAs [2] are used as general heuristic randomized optimization approaches. Start-
ing from an initial set of solutions (called a population), EAs try to improve the
population by a cycle of three stages: reproducing new solutions from the current
population, evaluating the newly generated solutions, and updating the popula-
tion by removing bad solutions. The (μ+λ)-EA as described in Algorithm 1 is a
general population-based EA with mutation only for optimizing pseudo-Boolean
problems over {0, 1}n. It maintains μ solutions. In each iteration, one solution
selected from the current population is used to generate an offspring solution by
bit-wise mutation (i.e., line 5); this process is repeated independently for λ times;
then μ solutions out of the parent and offspring solutions are selected to be the
next population. Note that the selection strategies for reproducing new solutions
and updating the population can be arbitrary. Thus, the considered (μ + λ)-EA
is quite general, and covers most population-based EAs with mutation only in
previous theoretical analyses, e.g., [5,12,15].

The running time of EAs is usually defined as the number of fitness eval-
uations until an optimal solution is found for the first time, since the fitness

Algorithm 1. (μ + λ)-EA
Given solution length n and objective function f , let every population, denoted
by variable ξ, contain μ solutions. The (μ + λ)-EA consists of the following
steps:

1: let t ← 0, and ξ0 ← μ solutions uniformly and randomly selected from {0, 1}n.
2: repeat until some criterion is met
3: for i = 1 to λ
4: select a solution s from ξt according to some selection mechanism.
5: create s′

i by flipping each bit of s with probability 1/n.
6: end for
7: ξt+1 := select μ solutions from ξt ∪ {s′

1, . . . , s
′
λ} according to some strategy.

8: let t ← t + 1.
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evaluation is the computational process with the highest cost of the algorithm
[11,22]. Note that running time analysis has been a leading theoretical aspect
for randomized search heuristics [1,16].

2.2 Pseudo-Boolean Function Problems

The pseudo-Boolean function class is a large function class which only requires
the solution space to be {0, 1}n and the objective space to be R. It covers many
typical P and NP-hard combinatorial problems such as minimum spanning tree
and minimum set cover. We consider a subclass named UBoolean as shown in
Definition 1, in which every function has a unique global optimum. Note that
maximization is considered since minimizing f is equivalent to maximizing −f .
For any function in UBoolean, we assume without loss of generality that the
optimal solution is 11 . . . 1 (briefly denoted as 1n). This is because EAs treat the
bits 0 and 1 symmetrically, and thus the 0-bits in an optimal solution can be
interpreted as 1-bits without affecting the behavior of EAs. The expected running
time of unbiased black-box algorithms and mutation-based EAs on UBoolean has
been proved to be Ω(n ln n) [14,18].

Definition 1 (UBoolean). A function f : {0, 1}n → R in UBoolean satisfies
that

∃s ∈ {0, 1}n,∀s′ ∈ {0, 1}n − {s}, f(s′) < f(s).

Diverse pseudo-Boolean problems in UBoolean have been used for analyzing
the running time of EAs, and then to disclose properties of EAs. Here, we intro-
duce the LeadingOnes problem, which will be used in this paper. As presented
in Definition 2, it is to maximize the number of consecutive 1-bits starting from
the left. It has been proved that the expected running time of the (1 + 1)-EA on
LeadingOnes is Θ(n2) [7].

Definition 2 (LeadingOnes). The LeadingOnes Problem of size n is to find
an n bits binary string s∗ such that, letting sj be the j-th bit of a solution
s ∈ {0, 1}n,

s∗ = arg maxs∈{0,1}n

(
f(s) =

∑n

i=1

∏i

j=1
sj

)
.

2.3 Markov Chain Modeling

EAs can be modeled and analyzed as Markov chains, e.g., in [11,22]. Let X
be the population space and X ∗ ⊆ X be the optimal population space. Note
that an optimal population in X ∗ contains at least one optimal solution. Let
ξt ∈ X be the population after t generations. Then, an EA can be described as a
random sequence {ξ0, ξ1, ξ2, . . .}. Since ξi+1 can often be decided from ξi and the
reproduction operator of the EA (i.e., P (ξi+1 | ξi, ξi−1, . . . , ξ0) = P (ξi+1 | ξi)),
the random sequence forms a Markov chain {ξt}+∞

t=0 with state space X , denoted
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as “ξ ∈ X” for simplicity. Note that all sets considered in this paper are multisets,
e.g., a population can contain several copies of the same solution.

The goal of EAs is to reach the optimal space X ∗ from an initial population
ξ0. Given a Markov chain ξ ∈ X modeling an EA and t0 ≥ 0, we define τ as a
random variable such that τ = min{t ≥ 0 | ξt0+t ∈ X ∗}. That is, τ is the number
of steps needed to reach the optimal space for the first time when starting from
time t0. The mathematical expectation of τ , E[[τ | ξt0 = x]] =

∑∞
i=0 iP (τ = i),

is called the conditional first hitting time (CFHT) of the chain staring from
ξt0 = x. If ξt0 is drawn from a distribution πt0 , the expectation of the CFHT
over πt0 , E[[τ | ξt0 ∼ πt0 ]] =

∑
x∈X πt0(x)E[[τ | ξt0 = x]], is called the distribution-

CFHT (DCFHT) of the chain from ξt0 ∼ πt0 . Since the running time of EAs is
counted by the number of fitness evaluations, the cost of initialization and each
generation should be considered. For example, the expected running time of the
(μ + λ)-EA is μ + λ · E[[τ | ξ0 ∼ π0]].

A Markov chain ξ ∈ X is said to be absorbing, if ∀t ≥ 0 : P (ξt+1 ∈ X ∗ | ξt ∈
X ∗) = 1. Note that all Markov chains modeling EAs can be transformed to be
absorbing by making it unchanged once an optimal state has been found. This
transformation obviously does not affect its first hitting time.

3 The Switch Analysis Approach

To derive running time bounds of the (μ + λ)-EA on UBoolean, we first model
the EA process as a Markov chain, and then apply the switch analysis approach.

Switch analysis [21,23] as presented in Theorem 1 is a recently proposed
approach that compares the DCFHT of two Markov chains. Since the state spaces
of the two chains may be different, an aligned mapping function φ : X → Y as
shown in Definition 3 is employed. Note that φ−1(y) = {x ∈ X | φ(x) = y}.
Using switch analysis to derive running time bounds of a given chain ξ ∈ X (i.e.,
modeling a given EA running on a given problem), one needs to

1. construct a reference chain ξ′ ∈ Y for comparison and design an aligned
mapping function φ from X to Y;

2. analyze their one-step transition probabilities, i.e., P (ξt+1 | ξt) and P (ξ′
t+1 |

ξ′
t), the CFHT of the chain ξ′ ∈ Y, i.e., E[[τ ′ | ξ′

t]], and the state distribution
of the chain ξ ∈ X , i.e., πt;

3. examine Eq. (1) to get the difference ρt between each step of the two chains;
4. sum up ρt to get a running time gap ρ of the two chains, and then bounds

on E[[τ | ξ0]] can be derived by combining E[[τ ′ | ξ′
0]] with ρ.

Definition 3 (Aligned Mapping [21]). Given two spaces X and Y with target
subspaces X ∗ and Y∗, respectively, a function φ : X → Y is called

(a) a left-aligned mapping if ∀x ∈ X ∗ : φ(x) ∈ Y∗;
(b) a right-aligned mapping if ∀x ∈ X − X ∗ : φ(x) /∈ Y∗;
(c) an optimal-aligned mapping if it is both left-aligned and right-aligned.
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Theorem 1 (Switch Analysis [21]). Given two absorbing Markov chains ξ ∈
X and ξ′ ∈ Y, let τ and τ ′ denote the hitting events of ξ and ξ′, respectively, and
let πt denote the distribution of ξt. Given a series of values {ρt ∈ R}+∞

t=0 with
ρ =

∑+∞
t=0 ρt and a right (or left)-aligned mapping φ : X → Y, if E[[τ | ξ0 ∼ π0]]

is finite and

∀t :
∑

x∈X ,y∈Y
πt(x)P (ξt+1 ∈ φ−1(y) | ξt = x)E[[τ ′ | ξ′

0 = y]]

≤ (or ≥)
∑

u,y∈Y
πφ

t (u)P (ξ′
1 = y | ξ′

0 = u)E[[τ ′ | ξ′
1 = y]] + ρt,

(1)

where πφ
t (u) = πt(φ−1(u)) =

∑
x∈φ−1(u) πt(x), we have

E[[τ | ξ0 ∼ π0]] ≤ (or ≥)E[[τ ′ | ξ′
0 ∼ πφ

0 ]] + ρ.

The idea of switch analysis is to obtain the difference ρ on the DCFHT of
two chains by summing up all the one-step differences ρt. Using Theorem 1 to
compare two chains, we can waive the long-term behavior of one chain, since
Eq. (1) does not involve the term E[[τ | ξt]]. Therefore, the theorem can simplify
the analysis of an EA process by comparing it with an easy-to-analyze one.

4 Running Time Analysis

In this section, we prove a lower bound on the expected running time of the
(μ + λ)-EA solving UBoolean, as shown in Theorem 2. Our proof is accom-
plished by using switch analysis (i.e., Theorem1). The target EA process we
are to analyze is the (μ+λ)-EA running on any function in UBoolean. The con-
structed reference process for comparison is the RLS �= algorithm running on the
LeadingOnes problem. RLS�= is a modification of the randomized local search
algorithm. It maintains only one solution s. In each iteration, a new solution s′

is generated by flipping a randomly chosen bit of s, and s′ is accepted only if
f(s′) > f(s). That is, RLS�= searches locally and only accepts a better offspring
solution.

Theorem 2. The expected running time of the (μ + λ)-EA on UBoolean is
Ω(n ln n+μ+λn ln lnn/ ln n), when μ and λ are upper bounded by a polynomial
in n.

We first give some lemmas that will be used in the proof of Theorem 2.
Lemma 1 characterizes the one-step transition behavior of a Markov chain via
CFHT. Lemma 2 gives the CFHT E[[τ ′ | ξ′

t = y]] of the reference chain ξ′ (i.e.,
RLS�= running on LeadingOnes). In the following analysis, we will use Erls(j) to
denote E[[τ ′ | ξ′

t = y]] with |y|0 = j, i.e., Erls(j) = nj.

Lemma 1 ([9]). Given a Markov chain ξ ∈ X and a target subspace X ∗ ⊂ X ,
we have, for CFHT, ∀x ∈ X ∗ : E[[τ | ξt = x]] = 0,

∀x /∈ X ∗ : E[[τ | ξt = x]] = 1 +
∑

x′∈X P (ξt+1 = x′ | ξt = x)E[[τ | ξt+1 = x′]].
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Lemma 2 ([21]). For the chain ξ′ ∈ Y modeling RLS �= running on the Leadin-
gOnes problem, the CFHT satisfies that ∀y ∈ Y = {0, 1}n : E[[τ ′ | ξ′

t = y]] =
n · |y|0, where |y|0 denotes the number of 0-bits of y.

Lemma 3. For m ≥ i ≥ 0,
∑i

k=0

(
m
k

)
( 1

n )k(1 − 1
n )m−k decreases with m.

Proof. Let f(m) =
∑i

k=0

(
m
k

)
( 1

n )k(1 − 1
n )m−k. The goal is to show that f(m +

1) ≤ f(m) for m ≥ i. Denote X1, . . . , Xm+1 as independent random variables,
where Xj satisfies that P (Xj = 1) = 1

n and P (Xj = 0) = 1 − 1
n . Then we

can express f(m) and f(m + 1) as f(m) = P (
∑m

j=1 Xj ≤ i) and f(m + 1) =
P (

∑m+1
j=1 Xj ≤ i). Thus,

f(m + 1) = P (
∑m

j=1
Xj < i) + P (

∑m

j=1
Xj = i)P (Xm+1 = 0)

= P (
∑m

j=1
Xj < i) + P (

∑m

j=1
Xj = i)(1 − 1

n
) ≤ f(m).

��

Lemma 4. For λ ≤ nc where c is a positive constant, it holds that

n−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k

)λ

≥ n −
⌈

e(c + 1) ln n

ln lnn

⌉
.

Proof. Let m =  e(c+1) lnn
ln lnn �. Denote X1, ...,Xn as independent random vari-

ables, where P (Xj = 1) = 1
n and P (Xj = 0) = 1 − 1

n . Let X =
∑n

j=1 Xj , then
its expectation E[[X]] = 1. We thus have

∀i ≥ m,
n∑

k=i

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k = P (X ≥ i) ≤ e(i−1)/ii, (2)

where the inequality is by Chernoff bound. Then, we have

n−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ ≥
n−1∑

i=m−1

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ

=
n−1∑

i=m−1

(1 −
n∑

k=i+1

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ

≥
n−1∑

i=m−1

(1 − ei/(i + 1)(i+1))λ ≥
n−1∑

i=m−1

(1 − em−1/mm)λ,

where the second inequality is by Eq. (2), and the last inequality can be easily
derived because ei/(i + 1)(i+1) decreases with i when i ≥ m − 1.
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Then, we evaluate em−1/mm by taking logarithm to its reciprocal.

ln(mm/em−1) = m(ln m − 1) + 1

≥ e(c + 1) ln n

ln lnn
(1 + ln(c + 1) + ln lnn − ln ln lnn − 1) + 1

≥ e(c + 1) ln n

ln lnn

1
e

ln lnn = (c + 1) ln n ≥ ln λn. (byλ ≤ nc)

This implies that em−1/mm ≤ 1
λn . Thus, we have

n−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ ≥
n−1∑

i=m−1

(1 − 1
λn

)λ

≥
n−1∑

i=m−1

(1 − 1
n

) ≥ n − m = n − e(c + 1) ln n

ln lnn
�,

where the second inequality is by ∀0 ≤ xy ≤ 1, y ≥ 1 : (1 − x)y ≥ 1 − xy. ��

Lemma 5 ([8]). Let H(ε) = −ε log ε − (1 − ε) log(1 − ε). It holds that

∀n ≥ 1, 0 < ε <
1
2

:
�εn	∑

k=0

(
n

k

)
≤ 2H(ε)n.

Proof of Theorem 2. We use switch analysis (i.e., Theorem 1) to prove it.
Let ξ ∈ X model the analyzed EA process (i.e., the (μ + λ)-EA running on any
function in UBoolean). We use RLS �= running on the LeadingOnes problem as the
reference process modeled by ξ′ ∈ Y. Then, Y = {0, 1}n, X = {{y1, y2, . . . , yμ} |
yi ∈ {0, 1}n}, Y∗ = {1n} and X ∗ = {x ∈ X | maxy∈x |y|1 = n}, where |y|1
denotes the number of 1-bits of a solution y ∈ {0, 1}n. We construct a mapping
φ : X → Y as that ∀x ∈ X : φ(x) = arg maxy∈x |y|1. It is easy to see that the
mapping is an optimality-aligned mapping, because φ(x) ∈ Y∗ iff x ∈ X ∗.

We investigate the condition Eq. (1) of switch analysis. For any x /∈ X ∗,
suppose that min{|y|0 | y ∈ x} = j > 0. Then, |φ(x)|0 = j. By Lemmas 1 and 2,
we have

∑
y∈Y P (ξ′

1 = y | ξ′
0 = φ(x))E[[τ ′ | ξ′

1 = y]] = Erls(j) − 1 = nj − 1. (3)

For the reproduction of the (μ + λ)-EA (i.e., the chain ξ ∈ X ) on the pop-
ulation x, assume that the λ selected solutions from x for reproduction have
the number of 0-bits j1, j2, ..., jλ, respectively, where j ≤ j1 ≤ j2 ≤ ... ≤
jλ ≤ n. If there are at most i (0 ≤ i ≤ j1) number of 0-bits mutat-
ing to 1-bits for each selected solution and there exists at least one selected
solution which flips exactly i number of 0-bits, which happens with prob-
ability

∏λ
p=1(

∑i
k=0

(
jp
k

)
( 1

n )k(1 − 1
n )jp−k) −

∏λ
p=1(

∑i−1
k=0

(
jp
k

)
( 1

n )k(1 − 1
n )jp−k)

(denoted by p(i)), the next population x′ satisfies that |φ(x′)|0 ≥ j1 − i.
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Furthermore, Erls(i) = ni increases with i. Thus, we have

∑

y∈Y
P (ξt+1 ∈ φ−1(y) | ξt = x)E[[τ ′ | ξ′

0 = y]] ≥
j1∑

i=0

p(i) · Erls(j1 − i)

≥
j∑

i=0

p(i) · Erls(j − i) = n

j−1∑

i=0

(
λ∏

p=1

(
i∑

k=0

(
jp

k

)
(
1
n

)k(1 − 1
n

)jp−k)).

(4)

By comparing Eq. (3) with Eq. (4), we have ∀x /∈ X ∗,
∑

y∈Y
P (ξt+1∈φ−1(y) | ξt =x)E[[τ ′|ξ′

0=y]] −
∑

y∈Y
P (ξ′

1=y | ξ′
0=φ(x))E[[τ ′|ξ′

1=y]]

≥ n(
j−1∑

i=0

(
λ∏

p=1

(
i∑

k=0

(
jp

k

)
(
1
n

)k(1 − 1
n

)jp−k)) − j) + 1

≥ n(
j−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ − j) + 1

≥ n(
n−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ − n) + 1,

where the 2nd ‘≥’ is because from Lemma 3,
∑i

k=0

(
m
k

)
( 1

n )k(1 − 1
n )m−k reaches

the minimum when m = n, and the last ‘≥’ is by (
∑i

k=0

(
n
k

)
( 1

n )k(1− 1
n )n−k)λ ≤ 1.

When x ∈ X ∗, both Eqs. (3) and (4) equal 0, because both chains are absorb-
ing and the mapping φ is optimality-aligned. Thus, Eq. (1) in Theorem 1 holds
with ρt = (n(

∑n−1
i=0 (

∑i
k=0

(
n
k

)
( 1

n )k(1− 1
n )n−k)λ −n)+1)(1−πt(X ∗)). By switch

analysis,

E[[τ |ξ0 ∼ π0]] ≥E[[τ ′|ξ′
0 ∼ πφ

0 ]]

+ (n(
n−1∑

i=0

(
i∑

k=0

(
n

k

)
(
1
n

)k(1 − 1
n

)n−k)λ − n) + 1)
+∞∑

t=0

(1 − πt(X ∗)).

Since
∑+∞

t=0 (1 − πt(X ∗)) = E[[τ |ξ0 ∼ π0]], we have

E[[τ |ξ0 ∼ π0]] ≥ E[[τ ′|ξ′
0 ∼ πφ

0 ]]

n(n −
n−1∑
i=0

(
i∑

k=0

(
n
k

)
( 1

n )k(1 − 1
n )n−k)λ)

≥ E[[τ ′|ξ′
0 ∼ πφ

0 ]]

n e(c+1) lnn
ln lnn �

,
(5)

where the last inequality is by Lemma 4, since λ ≤ nc for some constant c.
We then investigate E[[τ ′|ξ′

0 ∼ πφ
0 ]]. Since each of the μ solutions in the initial

population is selected uniformly and randomly from {0, 1}n, we have

∀0 ≤ j ≤ n : πφ
0 ({y ∈ Y | |y|0 = j}) = π0({x ∈ X | min

y∈x
|y|0 = j})

=
(
∑n

k=j

(
n
k

)
)μ − (

∑n
k=j+1

(
n
k

)
)μ

2nμ
,
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where
∑n

k=j

(
n
k

)
is the number of solutions with not less than j number of 0-bits.

Then,

E[[τ ′|ξ′
0 ∼ πφ

0 ]] =
∑n

j=0
πφ
0 ({y ∈ Y | |y|0 = j})Erls(j)

=
1

2nμ

n∑

j=1

((
n∑

k=j

(
n

k

)
)μ − (

n∑

k=j+1

(
n

k

)
)μ)nj =

n

2nμ

n∑

j=1

(
n∑

k=j

(
n

k

)
)μ

> n

�n
4 	+1∑

j=1

(
n∑

k=j

(
n

k

)
/2n)μ >

n2

4
(

n∑

k=�n
4 	+1

(
n

k

)
/2n)μ =

n2

4
(1 −

�n
4 	∑

k=0

(
n

k

)
/2n)μ

≥ n2

4
(1 − 2H( 1

4 )n−n)μ ≥ n2

4
e

− µ

2
(1−H( 1

4 ))n−1 >
n2

4
e− µ

1.13n−1 ,

where the third inequality is by Lemma5, the fourth inequality is by ∀0 < x <
1 : (1 − x)y ≥ e− xy

1−x , and the last inequality is by 21−H( 1
4 ) > 1.13.

Applying the above lower bound on E[[τ ′|ξ′
0 ∼ πφ

0 ]] to Eq. (5), we get, noting
that μ is upper bounded by a polynomial in n,

E[[τ |ξ0 ∼ π0]] ≥ n

4 e(c+1) lnn
ln lnn �

e− µ
1.13n−1 , i.e., Ω(

n ln lnn

ln n
).

Considering the μ number of fitness evaluations for the initial population and the
λ number of fitness evaluations in each generation, the expected running time of
the (μ + λ)-EA on UBoolean is lower bounded by Ω(μ + λn ln lnn

lnn ). Because the
(μ+λ)-EA belongs to mutation-based EAs, we can also directly use the general
lower bound Ω(n ln n) [18]. Thus, the theorem holds. �

5 Conclusion

This paper analyzes the expected running time of the (μ + λ)-EA for solving
a general problem class consisting of pseudo-Boolean functions with a unique
global optimum. We derive the lower bound Ω(n ln n + μ + λn ln lnn/ ln n) by
applying the recently proposed approach switch analysis. The results partially
complete the running time comparison between the (μ + λ)-EA and the (1 + 1)-
EA on the two well-studied pseudo-Boolean problems, OneMax and Leadin-
gOnes. We can now conclude that when μ or λ is slightly large, the (μ + λ)-EA
has a worse expected running time. The investigated (μ+λ)-EA only uses muta-
tion, while crossover is a characterizing feature of EAs. Therefore, we will try to
analyze the running time of population-based EAs with crossover operators in
the future.
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Birkhäuser, Basel (1996)
10. Gießen, C., Witt, C.: Population size vs. mutation strength for the (1+λ) EA on

OneMax. In: Proceedings of GECCO 2015, Madrid, Spain, pp. 1439–1446 (2015)
11. He, J., Yao, X.: Drift analysis and average time complexity of evolutionary algo-

rithms. Artif. Intell. 127(1), 57–85 (2001)
12. He, J., Yao, X.: From an individual to a population: an analysis of the first hitting

time of population-based evolutionary algorithms. IEEE Trans. Evol. Comput.
6(5), 495–511 (2002)

13. Jansen, T., Wegener, I.: On the utility of populations in evolutionary algorithms.
In: Proceedings of GECCO 2001, San Francisco, CA, pp. 1034–1041 (2001)

14. Lehre, P.K., Witt, C.: Black-box search by unbiased variation. Algorithmica 64(4),
623–642 (2012)

15. Lehre, P.K., Yao, X.: On the impact of mutation-selection balance on the runtime
of evolutionary algorithms. IEEE Trans. Evol. Comput. 16(2), 225–241 (2012)

16. Neumann, F., Witt, C.: Bioinspired Computation in Combinatorial Optimization:
Algorithms and Their Computational Complexity. Springer, Berlin (2010)

17. Storch, T.: On the choice of the parent population size. Evol. Comput. 16(4),
557–578 (2008)

18. Sudholt, D.: A new method for lower bounds on the running time of evolutionary
algorithms. IEEE Trans. Evol. Comput. 17(3), 418–435 (2013)

19. Witt, C.: Runtime analysis of the (μ+1) EA on simple pseudo-Boolean functions.
Evol. Comput. 14(1), 65–86 (2006)

20. Witt, C.: Population size versus runtime of a simple evolutionary algorithm. Theor.
Comput. Sci. 403(1), 104–120 (2008)

21. Yu, Y., Qian, C., Zhou, Z.H.: Switch analysis for running time analysis of evolu-
tionary algorithms. IEEE Trans. Evol. Comput. 19(6), 777–792 (2015)

22. Yu, Y., Zhou, Z.H.: A new approach to estimating the expected first hitting time
of evolutionary algorithms. Artif. Intell. 172(15), 1809–1832 (2008)

23. Yu, Y., Qian, C.: Running time analysis: convergence-based analysis reduces to
switch analysis. In: Proceedings of CEC 2015, Sendai, Japan, pp. 2603–2610 (2015)



Hybrid Crossover Based Clonal Selection
Algorithm and Its Applications

Hongwei Dai(B), Yu Yang, and Cunhua Li

School of Computer Engineering, Huaihai Institute of Technology,
Lianyungang 222005, Jiangsu, China

hwdai@hhit.edu.cn

Abstract. Hybridization is confirmed as an effective way of combining
the best properties of different algorithms and achieving better perfor-
mances. A framework of hybrid crossover is constructed and combined
with clonal selection algorithm (CSA). The new crossover solutions are
generated by the mutual influence of both high affinity and low affinity
solutions. Simulation results based on the traveling salesman problems
demonstrate the effectiveness of the hybridization.

Keywords: Hybrid crossover · Clonal Selection Algorithm · Traveling
salesman problem · Simulation

1 Introduction

During the last few decades, numerous nature-inspired methods, such as Genetic
Algorithm (GA) [13], Evolutionary Algorithm (EA) [12], Artificial Bee Colony
(ABC) [14], and Ant Colony Optimization (ACO) [3], have been proposed to
solve optimization problems. Unlike the traditional techniques which have to
face many difficulties such as multi-modality, dimensionality and differentiability
associated with the optimization problems [11], the nature-inspired algorithms
have better convergence speeds to the optimal or near optimal results in reason-
able time.

More recently, however, one of the nature-inspired algorithms named Artifi-
cial Immune System (AIS) has received a rapid increasing interest [7]. Different
algorithms such as Danger Theory (DT) models [1,2], Negative Selection Algo-
rithms [4], Immune Network Theory-based model [8] have been proposed and
successfully applied to a wide range of problems. In addition, Clonal selection
algorithm (CSA), one of the most studied and used AISs, has received a rapidly
increasing interest and has been verified as having a great number of useful
mechanisms from the viewpoint of immune programming [10], controlling [15],
optimization [9] and so on.

Although CSA has made a success triumph in solving various numerical and
combinatorial optimization problems, there are still some inherent disadvantages
such as no information exchanging during different antibodies. To solve this
problem, a hybrid crossover is constructed and combined with CSA for solving
optimization problems.
c© Springer International Publishing AG 2016
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2 Hybrid Crossover and Novel Clonal Selection
Algorithm

In our previous works, different crossovers are introduced into the CSA to
improve the performance. However, these quantum crossovers are single direc-
tion. In this novel algorithm, new crossover antibodies are generated by the
mutual influence of both high affinity and low affinity antibodies. The influence
of high affinity antibodies on low affinity antibodies accelerate the convergence
process in the first half evolution process. Then the disturbance effect of low
affinity antibodies on high affinity antibodies improve the algorithm escaping
from local optimum in the last half evolution process.

2.1 Hybrid Crossover Introduction

In the case of n cities traveling salesman problem, a closed tour that visits each
of the n cities exactly once is needed. Let us consider the following antibody

gene sequence (solution for 6 cities TSP): a1 a2 a3 a4 a5 a6 . This represents the
following visiting tour: a1 → a2 → a3 → a4 → a5 → a6 → a1.

Without loss of generality, the population size is set to equal to the number
of city in TSPs. For a 6 cities TSP, 6 solutions A1, A2, A3, A4, A5, A6 are sorted
by their affinity in descending order shown in Table 1.

Table 1. Example population includes six antibodies

A1 : a1 a2 a3 a4 a5 a6

A2 : a3 a5 a1 a2 a6 a4

A3 : a2 a6 a4 a3 a1 a5

A4 : a1 a3 a5 a6 a4 a2

A5 : a2 a4 a6 a5 a3 a1

A6 : a6 a2 a1 a3 a5 a4

The crossover θ(H2L) can be presented as follows:
Step 1: Select a city in solution 1 (A1) randomly, for example the first city

a1. Because this is the first city generated by crossover, we put it in crossover
antibody A

′
1 directly. The following city will be selected from solution A2. The

left and right cities of a1 in solution A2 can be obtained easily. Compare two
edges a1a2 and a1a5. City a5 will be selected if dis(a1,a5) < dis(a1,a2). Then a5

is put in the crossover antibody A
′
1. Here dis(x, y) is a function used to calculate

the distance between two cities x and y.
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Step 2: City a5 is the current city now. The following city will be selected in solu-
tion A3. The left and right cities of a5 in solution A3 can be determined easily. Com-
pare two edges a5a1 and a5a2. City a2 will be selected if dis(a5,a2) < dis(a5,a1).
Then a2 is put in the crossover antibody A

′
1.

Step 3: City a2 is the current city now. The left and right cities of a2 in
solution A4 can be determined similarly. Compare two edges a2a4 and a2a1.
City a4 will be selected if dis(a2,a4) < dis(a2,a1). Then a4 is pushed onto the
crossover antibody A

′
1.

The same way, after five steps, a new crossover solution which contains infor-
mation from different antibodies in the solution population can be constructed.

The crossover θ(L2H) can be presented as follows:
Step 1: Select the 1st city a3 in A2. Then adjacent cities of a3 in A3 can be

get easily. Obviously, a4 is the left-city and a1 is the right-city according to their
positions. Then two possible inversion comparing I1 and I2 are performed by
swapping the sub-segment a5 − a1 − a2 − a6 − a4 and a5 − a1 in A2 which start
with the right adjacent city of a3 in A2 and end with the left or right city. Similar
to the operation in above quantum crossover, there are no inversion operation
occurs in A2, it is just a comparison for finding shorter tour. a1 will be selected
if inversion I2 generates shorter visiting tour. Then we can get the sub-segment
of the new crossover tour A

′
2, that is, A

′
2 : a3, a1.

Step 2: Select the 2nd city a1 in A
′
2. Then adjacent cities of a1 in A4 can be

obtained. Clearly, a2 is the left-city and a3 is the right-city. Then two possible
inversion comparing I1 and I2 are performed by swapping the sub-segment a2−a2

and a5 − a3 in A2 which start with the adjacent city of a1 in A2 and end with
the left or right city. It should be noticed that the right-city a3 of a1 in A4 is
located at the left of city a1 in A2. As a result, city a5 is selected as the start
point to generate a sub-segment a5 − a3 for inversion comparison. If I2 can not
generate a shorter tour, city a2 will be selected to renew the crossover tour A

′
2.

That is, A
′
2 : a3, a1, a2.

The same way, a new crossover tour A
′
2 : a3, a1, a2, a4, a5, a6, a3 is con-

structed.

2.2 Hybrid Crossover Based Clonal Selection Algorithm (HCCSA)

The general steps of FQCCSA are illustrated in the following.

Step 1. Generate an initial population A including m antibodies randomly.

Step 2. Compute all antibodies’ affinity and sort them in a descending order.

Step 3. Select n (n ≤ m) elite (fittest) antibodies based on their affinities from
the m original cells.

Step 4. Place each of the n selected elites in n separate and distinct elite pools
(EP1, EP2, ..., EPn).
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Step 5. Clone the elites in each elite pool with a rate proportional to its fitness.
The amount of clone generated for these antibodies is given by Eq. (1):

pi = round(
(n − i)

n
× M) (1)

where i is the ordinal number of the elite pools, M is a multiplying factor which
determines the scope of the clone and round(.) is the operator that rounds its
argument towards the closest integer.

Step 6. Subject the clones in each pool through either random point mutation
or receptor editing processes. The mutation number (Phm and Pre for random
point mutation and receptor editing, respectively) are defined as follows:

Phm = λ · pi (2)

Pre = (1 − λ) · pi (3)

where λ is a user-defined parameter which determines the complementary inten-
sity between the random point mutation and receptor editing.

Step 7. Subject n elite solutions (A1, A2, ..., An) through hybrid crossover oper-
ation. QJP is a control parameter to proportion the θ(H2L) operator to θ(L2H)
ones.

Step 8. Select the fittest antibody from each elite pool and new generated
crossover antibodies.

Step 9. Update the parent cells in each elite pool with the fittest antibodies
selected in Step 8.

The process will be terminated when the generation number matches a pre-
specified maximal generation number Gmax. Otherwise, it returns to Step 3.

3 Simulation

In this section, series of tests aimed to demonstrate the performance of HCCSA
are described. The algorithm is implemented with C++ and all results of each
instance are replicated for 10 times. Table 2 gives the information of the TSP
instances in the experiments.

The meaning of the parameters used in the proposed algorithm and their
values are illustrated in Table 3.

In order to evaluate the effectiveness of HCCSA (RECSA+θ(H2L)+
θ(L2H)), we apply our algorithm to TSPs from eil51 to kroA200 and also com-
pare our method with RECSA, RECSA+θ(H2L), and RECSA+θ(L2H).

Figure 1 demonstrates the convergence process of three different crossovers
based CSAs for solving eil51 problem. The proposed HCCSA has a better conver-
gence performance than other algorithms. The same conclusion on convergence
ability can be observed on lin105 instance as shown in Fig. 2.
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Table 2. TSP instances in simulation

Problem City number Optimum Gmax

eil51 51 426 1000

st70 70 675 1000

eil76 76 538 1000

rd100 100 7910 1000

eil101 101 629 1000

lin105 105 14379 1000

pr107 107 44303 1000

pr124 124 59030 1000

bier127 127 118282 2000

pr136 136 96772 2000

pr152 152 73682 2000

rat195 195 2323 2000

kroA200 200 29368 5000

lin318 318 42029 10000

Table 3. The meaning of the user-defined parameters and their values

Parameter Meaning Values

N city number 51∼200

m number of initial antibodies N

n number of elite pools N

M proliferation rate 50

λ complementary intensity between
hypermutation and receptor editing

0.5

QJP θ(H2L) and θ(L2H) proportion adjusting
parameter

0.0∼1.0

Gmax maximum number of generation *

*:see Table 2
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Fig. 1. (a) Convergence process of Three algorithms for eil51 and (b) the enlarged
figure from 100 to 1000 generation
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Fig. 2. (a) Convergence process of Three algorithms for lin105 and (b) the enlarged
figure from 500 to 1000 generation

Table 4 shows the experimental results of the TSPs. In Table 4, parameters
PDM and PDB indicate the percentage deviation from the optimal tour length
Dopt of the mean distance Dm and the best distance Db respectively. From this
table, it can be confirmed that the hybridization is an effective way of improving
performance of algorithms.
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Table 4. Simulation results of different algorithms for TSP instances from eil51 to
KroA200

Instance optimum RECSA RECSA+θ(H2L) [5] RECSA+θ(L2H) [6] HCCSA

PDB PDM PDB PDM PDB PDM PDB PDM

eil51 426 1.41 2.63 1.17 2.16 0.94 1.78 0.47 1.48

st70 675 0.30 2.39 0.44 1.10 0.30 1.23 0.59 1.45

eil76 538 3.35 4.54 1.86 3.09 3.16 3.92 2.60 3.88

rd100 7910 4.55 5.85 2.40 3.30 1.72 3.13 1.33 3.52

eil101 629 5.25 6.60 3.82 4.90 3.81 5.45 3.50 5.29

lin105 14379 2.48 5.39 1.68 2.32 1.53 2.81 1.00 2.31

pr107 44303 2.11 3.40 2.44 2.77 2.23 2.91 1.53 1.99

pr124 59030 1.65 4.42 0.64 1.64 0.64 1.51 0.65 1.16

bier127 118282 1.55 4.41 1.51 2.00 2.76 3.59 2.01 2.90

pr136 96772 4.39 6.28 5.13 6.80 2.60 4.93 3.36 4.63

pr152 73682 2.82 3.50 1.21 1.87 0.34 1.45 0.18 1.39

rat195 2323 10.55 13.12 2.54 3.15 7.28 9.04 7.62 8.30

kroA200 29368 4.46 6.59 1.17 1.77 3.48 4.41 3.06 3.77

average − 3.45 5.32 2.00 2.84 2.37 3.55 2.15 3.24

4 Conclusion

In this paper, a hybrid crossover based clonal selection algorithm (HCCSA) is
proposed. The new crossover antibodies are generated by the mutual influence of
both high affinity and low affinity antibodies. The influence of high affinity anti-
bodies on low affinity antibodies accelerate the convergence process in the first
half evolution process. Then the disturbance effect of low affinity antibodies on
high affinity antibodies improve the algorithm escaping from local optimum in
the last half evolution process. Several experiments on combinatorial optimiza-
tion problem TSP are performed to assess the performance of HCCSA. Simu-
lation results demonstrated that hybridization is an effective way of improving
performance of algorithms.
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Abstract. In wireless sensor networks (WSNs), one attractive and
challenging issue is how to allocate tasks efficiently. Most existing stud-
ies focused on mapping and scheduling tasks to multiple sensors to
ensure the task can be completed before deadline. Nevertheless, one vital
aspect is neglected, that is, self-organization of WSN in task allocation.
In this paper, we consider the problem of complex task allocation in
which a task requires different resources for execution. A task-oriented
self-organization mechanism is proposed to guarantee real time in task
assignment. Toward this end, the frequently accessed sensors in previous
task allocation will modify their structural links that can achieve a better
allocation of tasks in the future. Simulation results illustrate significant
performance improvements with our proposed mechanism.

Keywords: Wireless Sensor Networks · Task allocation · Self-
organization mechanism

1 Introduction

Wireless Sensor Networks (WSNs) have emerged with significant development of
the technology in tiny, low-cost sensing devices and advances of the technology
in wireless communication and networks [1–3]. In general, a WSN is composed of
hundreds or thousands of nodes that are deployed in an ad hoc fashion in order
to sense, collect and integrate information of the target environment. Recently,
the research on WSN has become a hot field due to its wide range of applications.
Ranging from the military objective tracking [4], environment monitoring [5], to
health related applications [6], disaster response [7], and so on.

A WSN is essentially designed for completing a specific task. As a simple
individual, a sensor node has very restricted capacity and resource. Thus, nodes
need to collaborate with each other for satisfying complex tasks. Following this
idea, numerous studies have been conducted in task allocation and scheduling in
WSN [8,9]. Most of these works focus on developing an efficient scheme with the
purpose of minimizing the task execution time and reducing energy consumption.
In fact, the performance, especially from the perspective of reducing completion
time, to a task is affected by two main factors, one is the mechanism for allocating
c© Springer International Publishing AG 2016
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tasks to sensor nodes, the other is the structural links among nodes, which is
usually neglected.

With this motivation, in this paper we consider the task-oriented WSN in
which complex tasks are to be performed. In order to guarantee the task is
accomplished before deadline, nodes associated with suitable resources should
be detected as quickly as possible. For this purpose, a novel self-organization
algorithm is presented. By taking the previous interaction and collaboration
with other nodes into account, each sensor can decide on when and with whom
to adapt its structural links autonomously in a decentralized manner. In so doing,
when new task arrives, sensors with required resources can be easily positioned
and the task can be accomplished in time.

2 Related Work

Recently, a variety of works have been done on task allocation in WSN. Abdelhak
et al. [10] proposed an energy-balancing task scheduling and allocation heuristic
(EBSEL) whose aim is to extend the network’s lifetime. The strategy tried to
minimize the communication cost without sacrificing parallelism, and employed
a thresholding technique to avoid the early death of the nodes. Jin et al. [11] pro-
posed an adaptive intelligent task mapping and scheduling scheme, they designed
a hybrid function which contains cost for processing a task and cost for commu-
nication, and Genetic Algorithm is adopted to optimize the function. Yang et al.
[12] integrated various metrics, including execution time, energy consumption,
and network lifetime, into a hybrid function. Based on this, a modified version of
binary particle swarm optimization (MBPSO), which adopts a different transfer
function and a new position updating procedure with mutation, is proposed for
the task allocation problem to obtain the best solution. Building on this work,
Guo et al. [13] developed a soft real-time fault-tolerant task allocation algorithm
for WSNs, an improved discrete swarm optimization algorithm is utilized for
minimizing task execution time, saving energy cost and balancing network load.
Meanwhile, a popular fault-tolerant mechanism, namely the primary/backup
(P/B) technology, is employed to improve success ratio of task execution. From
aforementioned literatures, we can find that most of existing works on task allo-
cation in WSN focus on allocating and scheduling tasks among multiple nodes
while they neglect the influence of structural links on task execution.

3 Problem Formulation

Since we consider self-organization from a distinct way, some new models and
definitions are presented in this section. Here, we concentrate on problem-solving
WSN which means that the vital features of WSN is to satisfy specific tasks.
Moreover, the task to be solved is complicated, specifically, various resources
are required for accomplishing a task. Accordingly, we assume sensors in WSN
are heterogeneous types that mainly refers to different resources possessed by
each node, such as computation capacity, storage size and so on, while the radio
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characteristics are considered to be identical. It should be noted that the roles of
sensors in our model is quite different from the ones in other related works, which
usually suppose nodes are homogeneous, that is, the sensors can only perform
similar actions. In our model, each sensor node has a certain type of resource
under its disposal which represents its capability for performing a specific action.
By combination of various resources, a task can be fulfilled. Another key point
that is worth noting is that although our goal looks similar to previous works, i.e.,
distributing tasks among sensors to reduce time delay for task execution, they
are distinct. Existing works normally assume that execution time of a task on a
node is known in advance, which is mainly determined by the processing speed
of the node. In contrast, to our model, the core factor for task execution time is
how to obtain required resources, once the resource requirement is satisfied, the
task can be accomplished. Thus, the key question is locating nodes with proper
resources.

4 Proposed Algorithm

4.1 Resource-Oriented Task Allocation Strategy

Task allocation is the basis for self-organization. For a WSN, a large number of
sensor nodes are deployed randomly and once being disposed, they can hardly
change their places. In the starting time, sensors connect with each other by
some routine protocol. Through the connection, they send and receive data and
implement task allocation, as they have no information about resource distribu-
tion in WSN. A task enters WSN from outside, e.g., from a satellite or external
Internet, then the sink node assigns a specific sensor, namely the manager node
smag, for allocating the task. As mentioned before, a complex task demands mul-
tiple resources and as a sensor only has one kind of resource, various sensors need
to cooperate for task execution. For the manager node, task allocation means
finding nodes with proper resources such that the combination of resources of
these nodes can cover the resource demands of the task. Here, we develop a
task allocation algorithm in which the manager node communicates with other
nodes from nearby to far-away in the network untill all requested resources are
satisfied. This process is detailed in Algorithm 1.

4.2 Candidate Sensor Selection

After performing a number of tasks, the manager node should decide on which
nodes to select for initiating reorganization procedures. As in our case, the main
purpose of a WSN is to execute a task in real time which is significantly influ-
enced by locating sensors with proper resources. Meanwhile, a WSN is usually
designed for a kind of issues which implies that the demanded resources are sim-
ilar. Therefore, to a manager node, it prefers to construct a new structural link
with those sensors that can provide resources frequently used in previous tasks.

In more detail, the manager node maintains a list that records preceding suc-
cessfully allocated tasks as well as the corresponding sensors. When the records



A Task-Oriented Self-organization Mechanism in Wireless Sensor Networks 479

Algorithm 1. Resource-oriented task allocation algorithm
1: Rtj = Rtj − Rmag

2: while Rtj ! = {} do

3: Sensor node si sends resource request message q = {mag,Rtj , TTL} to its
neighbor nodes sequentially

4: for each neighbor node sk do
5: Match the resource it possesses Rk with Rtj

6: if Rk ∩ Rtj ! = {} then

7: Send node ID k to manager node, Rtj = Rtj − Rk

8: end if
9: TTL = TTL − 1

10: end for
11: Repeat the process from sk
12: end while

exceed a certain count, the manager node checks how many times for each node
to join the previous tasks, if the number is over a predefined threshold, this node
will be added to the candidate set. This can be explained by the fact that if a
sensor’s resource is frequently requested by previous tasks, it can be predicted
that it will join other tasks in the future with high possibility. It should be
noted that the manager node can determine the candidate sensors only through
its local information and no global information is required.

5 Mechanism for Self-organization

Before describing the self-organization mechanism, we first differentiate two dis-
tinct concepts: routing path vs. task allocation path. For a general WSN, once it
is deployed, a specific routing protocol will be operated automatically which is
primarily responsible for effective data transmission. As a power-constrained net-
work, the routing protocol in WSN is mainly concerned with how to save energy
of individual node and prolong the lifetime of the whole network. In compari-
son, the major role for a task allocation path is assigning tasks to appropriate
nodes that can cooperatively perform the task. The principal consideration is
constructing an efficient path between the manager node and the target nodes,
and following it, the nodes with required resources can be reached as soon as
possible.

Based on the principle mentioned above, in this paper, we consider a multi-
hop WSN with flat topology. In such an infrastructure, each node typically plays
the same role in routes, i.e., one sensor can communicate with other sensors
through intermediate nodes. For energy restriction, each sensor node has limited
communication distance, other nodes within this range can send and receive
information with it. On the other side, it will incur high cost to a node if it
maintains too many connections with other nodes, thus, a node should constrain
the maximum connectivity. In summary, in our case, one sensor node connects
only with limited number of other nodes which are closest to it and within its
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communication scope. While for task allocation, a sensor node can view all the
nodes within its communication scope as a relay node to pass through task query
information.

So far, we can demonstrate the self-organization mechanism in WSN. This
problem can be boiled down to the following: after completing a certain amount
of tasks, the manager node will adjust the task allocation paths and establishes
new paths with the candidate sensor nodes with the purpose of minimizing
allocation time for future tasks. In order to achieve this goal, a shortest path
from the manager node to the target node will be built up in the sense of task
allocation path. As the sensor nodes communicate with each other in multi-hop
mode and the message transmission delay due to distance can be ignored, this
issue is equal to find a minimum hop path between the two nodes. We can map
this problem to the traditional problem of searching shortest paths in graph
theory by regarding manager node as the source node, and setting the weight of
each edge to be identical. Obviously, there exists a few algorithms that can be
adopted to solve this question, such as Dijkstra Algorithm, which is simple and
efficient.

6 Simulation Results and Analysis

6.1 Experimental Setup

In order to empirically evaluate the performance of the proposed mechanism, we
conduct a simulated experiment. On the one hand, the current related model of
task allocation in WSN is quite different from ours, on the other hand, to the
best of our knowledge, there does not exist a self-organization mechanism for
task allocation in WSN. Therefore, to reveal the performance improvements for
task allocation gained by the presented self-organization strategy, we compare
it with that without self-organization.

Generally, in our experiment, 200 sensor nodes are deployed uniformly in
a rectangle area of 200 m by 200 m. There are totally 12 kinds of resources in
WSN, for an individual sensor node, its resource is generated randomly, while
a task is endowed with 8 different types of resources which follows a random
distribution. A task can be executed if and only if all the required resources are
provided by sensor nodes. And the communication range of a sensor is set to
20 m. We use matlab7 as the simulation tool, and the experimental results are
obtained by averaging 10 runs.

6.2 Results and Analysis

In the first experiment, we compare the hop for task allocation under various
mechanisms. The hop is the sum of steps from the manager node to the nodes
until all the resources of the task are satisfied. To the proposed mechanism,
i.e., hop with self-organization, two cases with distinct number of tasks before
self-organization are considered, that is, h = 2 and h = 10. The results are illus-
trated in Fig. 1. From the Fig, we can find that the hop for task allocation with
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Fig. 1. Hop with the number of tasks

self-organization mechanism is much less than that without self-organization
mechanism. The main reason is that by adopting self-organization mechanism,
the initial routing path for data transmission is adjusted to task allocation path
which focuses on constructing links between manager node and nodes that pro-
vide the needed resources for task execution. Thus, when new tasks arrive, the
manager node can allocate it through appropriate path and the hop is remark-
ably reduced.

Furthermore, comparing two self-organization mechanisms with different
parameters h = 2 and h = 10, we can see that the strategy with more allocated
tasks before self-organization has superior performance than that with few allo-
cated tasks. This can be ascribed to the fact that the self-organization strategy is
based on the information of previous task assignment. If too limited tasks, e.g.,
h=2, are taken into account, the manager node can not construct sufficient links
with proper nodes. Therefore, when new tasks arrive, some required resources
may not be owned by the nodes through the established task allocation paths.
In such cases, the manager node has to re-find the appropriate nodes which will
obviously increase the hop for task allocation. Based on the observation, in the
following experiment, we fix the number of tasks before self-organization to 10.

Figure 2 demonstrates the ratio of successful task allocation of the strate-
gies with and without self-organization mechanism. A task is considered to be
successfully allocated if and only if all its required resources are satisfied before
TTL reduces to 0, otherwise, it is failed. From Fig. 2, we can see that when
TTL drops from 40 to 30, the corresponding successful task allocation ratio of
both methods decreases sharply. Nevertheless, task allocation strategy with self-
organization mechanism performs consistently much better than that without
self-organization mechanism in all situations. This trend can be explained by
the fact that without self-organization mechanism, the manager node can only
propagate the query via routing path which do not contain any resource infor-
mation of nodes, and a great number of nodes need to be tried before obtaining
the demanded resources. In comparison, to the proposed mechanism, manager
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Fig. 2. Ratio of successful task allocation with the number of tasks

node records resources of nodes through previous task allocation, and when fac-
ing with new tasks, it can assign the subtask directly to the appropriate node
and the times for spreading the query can be significantly saved.

7 Conclusion

In WSNs, the latency is a significant indicator to be investigated in allocating
tasks, especially in emergent applications. This paper presents a task alloca-
tion strategy which integrates a novel self-organization mechanism. The pro-
posed mechanism deals with complex tasks where multiple different resources
are needed for execution. By utilizing resource information of sensors during
previous task allocation, the structural links among sensors are self-adjusted. In
so doing, shortest task allocation paths to the destination sensors can be estab-
lished. When new tasks arrive, the sensors with appropriate resources can be
quickly located and therefore, the latency of task allocation will be remarkably
decreased. Simulation experiments show that the proposed mechanism is effec-
tive. In this paper, we are mainly concerned with allocating tasks with real-time
constraint, whereas the energy consumption is ignored, thus the future work will
concentrate on designing a mechanism that can strike a balance between latency
and power consumption in task allocation.
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Abstract. Smart water resource is the advanced stage of the development of
water resources informatization. The following construction conceptions of it
can meet the development requirements of water resources informatization
under the new situation well, such as resource sharing, business collaboration,
intelligent applications, etc. The emergence of Internet of Things, Big Data and
Cloud Computing has profoundly changed the technical environment of water
resources informatization, and brings new challenges in security assurance. On
the basis of analysing the current situation and existing problems of water
resource informatization and its security assurance system construction, the
conception of smart water resource is defined exactly, the overall architecture
design scheme of smart water resource is proposed, the main security threats to
smart water resource are analyzed in detail, the security architecture of smart
water resource is put forward, and also the key technologies of security assur-
ance under the new situation are discussed.

Keywords: Smart water resource � Security architecture � Internet of Things �
Cloud Computing � Big Data

1 The Content of Smart Water Resource

Water resources informatization is an important means to serve and support the trinity
and mutual coordination concept of “water security, water resources and water envi-
ronment” [1]. With the appearance of Internet of Things, Big Data and Cloud Com-
puting, the informatization and modernization of water resources also get an
opportunity. In the context of constructing smart city, the idea of smart water resource
emerged [2].

Smart water resource uses the latest information and communication technologies
to trace and monitor the whole process of water circulation and water utilization,
realizing the application decision system for more comprehensive sensing, more
integrated resources, more intelligent decision and more security protection in
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following links: raw water, production, transportation, emission, processing, utilization,
protection, customer service, etc. Smart water resource covers flood control and
drought relief, water resource management, soil and water conservation, irrigation,
construction of water conservancy and hydropower project, urban and rural water
supply, water using, water draining, wastewater treatment and recycling, farmland
irrigation and water conservancy, rural hydropower, e-government of water conser-
vancy, water policy supervising, etc. Smart water resource is aimed at improving the
water use efficiency, water conservancy project benefit and the working efficiency of
water sector, protecting water resources and water environment, preventing disasters
and reducing damages, realizing harmony between human and water.

2 The Background and Significance of Security Architecture
Research of Smart Water Resource

Water resources informatization brings many security problems as well as openness
and convenience. At the initial stage of water conservancy informatization construc-
tion, the main target is to realize business function, but the construction of information
security assurance system has been ignored, and the water conservancy information
system is in danger of information tampering, data stealing, illegal entering all the time.

In March 2010, China’s Ministry of Water Resources issued “The basic technical
requirements of the Internet of Water and Information Security system”. The architec-
ture of the Internet of Water and information security system which is called “2 net-
works, 3 areas, 4 stages” was proposed as well as the security strategy of domain
protection according to the classification protection requirements of national informa-
tion system, and combining the reality of water resources informatization. The security
factors of each security area and the related strategy to realize the security factors with
high maneuverability were also put forward [3]. The water resources informatization
security system is developing and improving gradually. Physical security, network
security, system security, application security, data security and management security
have been enhanced in a certain extent, but many problems still left, such as the
unbalance of security construction, the incomprehensive of security technology mea-
sures and the unsound of security management system. Besides, with the introduction of
Internet of Things, Cloud Computing, Big Data, etc., many new security risks have been
brought to smart water resource.

In order to implement the security assurance work of smart water resource effi-
ciently, advanced and controllable information security technology should be intro-
duced actively based on the overall objectives of smart water resource development and
combined with the requirement of information security assurance and the development
tendency of information security technology to improve the ability of information
security protection. By means of analyzing various security threats faced by the smart
water resource, establishing effective running, more and more mature security assur-
ance system is the internal requirement of smart water resource development.

The Security Architecture and Key Technologies Research 485



3 The Overall Architecture Design of Smart Water Resource

There are many different views about the overall architecture design of smart water
resource [1, 2, 4]. Based on the Internet of Things and Cloud Computing technology,
referring to the three layers of Internet of Things [5], smart water resource can be
divided into four logic sublayers and two security systems. Following are the four
sublayers: sensing layer, transport layer, processing layer and application layer, and
two security systems: information security and standard specification security. The
overall architecture of smart water resource is shown in Fig. 1.

The sensing layer consists of sensing subsystem and control subsystem. By
arranging a large number of sensing, measuring and controlling equipments in target
areas, the status, parameters, locations and other information of monitoring targets are
collected fully and timely.

The transport layer transports the water data from the sensing layer over Internet,
mobile communication networks, the water private network and other networks.

The processing layer separates the network data processing technique, computing
technique, middleware technique and other network supporting techniques from the
three layers of Internet of Things, and then consolidates them into one layer. The
processing layer is divided into three parts: virtual resources management, data center
and service components library referring to the architecture of Cloud Computing [6].

The construction of the application layer is based on the requirement of the sectors
of water industry, which is a set of maintainable and extensible applications.

4 The Main Security Threats to Smart Water Resource

The main security threats the logic sublayers of smart water resource faces are shown in
Table 1.
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5 Security Architecture Design of Smart Water Resource

As a very important part of smart water resource, information security assurance
system is aimed at ensuring that the informatization platform and each application
system can work safely, reliably and effectively in aspects such as system, manage-
ment, technology, etc.

Table 1. The main security threats to smart water resource

Sublayers The main security threats

Sensing
Layer

① Sensing nodes (common nodes, gateway nodes) security threats: nodes
are controlled or captured by enemy; nodes are under attack from the DoS
of internet; threats that threaten the mark, recognition and identification of
nodes (e.g., nodes disguise, nodes fake or masquerader attack, unable to be
safety authentication, access authentication problems of a large number of
equipments in a short time); etc.

② Data transport security threats: interrupting, modification, faking, etc.
③ Data consistency security threats: data in sensing networks are transferred
in broadcasting or multicasting ways and the data integrity protection is
limited by the ability of nodes.

④ RFID security threats
⑤ Physical damage or human destruction

Transport
layer

① Security threats from the large size of Internet of Things: network
congestion, DoS attack, DDoS attack, etc.

② Security threats from the authentication for heterogeneous networks: the
transport layer connects different network architectures, and it may be
threatened by man-in-the-middle attacks, desynchronization attacks and
collusion attacks.

③ Intrinsical security threats of basic communication network
④ Security threats of data transmission, consistency and compatibility

Processing
layer

① The recognition and processing of mass data from a great deal of
terminals

② Incontrollable smart data processing
③ Illegal attack by human (i.e., internal attack)
④ Privacy problems of data: divulging of the data analysis and data
processing in a cloud platform.

⑤ Security problems from the virtualization management: if the data is not
encrypted or separated, other users will access illegally.

⑥ Identity impersonation
Application
layer

① Loss of equipment, especially mobile equipment
② Data privacy threats
③ Threats from a great deal of terminals and a variety of systems
④ Access permission threats
⑤ Information leakage
⑥ Software leakage
⑦ Identity impersonation
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Based on the overall architecture of smart water resource, aimed at the main
security threats the each logic sublayer of smart water service faces, and combined with
the requirements of smart water service security and the development tendency of
information security technology, the security architecture design scheme has been
proposed, as shown in Fig. 2.

6 The Key Technologies of Security Assurance of Smart
Water Resource

6.1 Light-Weight Security Technology

By constructing a automated and time-space sensing network, information about
rainfall, flood, soil moisture, object operation, water flow, water quality, pipeline
pressure, image, pump station operation, and so on is collected, and the basic sensing
ability is improved comprehensively.

The smart sensing network is consists of sensor nodes, routing nodes and gate-way
nodes, and the networks interconnecting them all. The networks could be short range
wireless network (e.g., Zigbee, wifi) and wide area wireless network (e.g., GPS).
Generally, sensor nodes include RFID labels, gate-way nodes include RFID
reader-writers, and wireless networks include protocols using by RFID.

Being limited by the storage space, computing ability and communication
resources, the requirement for security of Smart water sensing nodes is light-weight
relatively. But there are potential security risks without any security protection, so
light-weight security protections including light-weight cryptographic algorithm [7, 8]
and light-weight security protocol [9] are essential, as shown in Table 2.

6.2 Network Security Technology

The transport layer of smart water resource mainly consists of internet, mobile com-
munication network (e.g., GSM, 3G, LTE) and the private network for water sectors.
There are a variety of security technologies in internet, such as network monitoring,
firewall technique, network access control technique, anti-malware and anti-virus
technique, etc. And mobile communication network, telecommunication network and
other networks also have their own international standard, so it is not the research
emphasis of smart water resource security based on Internet of Things.

6.3 Cloud Computing Security Technology

The service-oriented computing model, dynamic virtualization management style and
multi-layer service pattern of Cloud Computing come up with new challenges. Cloud
Computing security technology consists of reliable access control, ciphertext retrieval
and processing, data existence and availability certification, data privacy protection,
virtual security technique, cloud resources access control, trustworthy Cloud Com-
puting, etc. [6, 10]. The key of Cloud Computing security assurance is to apply the
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aforementioned technologies to Cloud Computing environment, forming a key
technology system that supports the Cloud Computing security in the future.

Besides, Cloud Computing monitoring technique is needed to realize fast recog-
nition for Cloud Computing security attack, early warning and protecting, and the
monitoring of Cloud Computing content, recognizing and preventing from criminal
activities based on Cloud Computing, managing technology initiative, preventing from
being taken advantage of or being controlled by competitors.

6.4 Big Data Security Technology

After all kinds of water system and application have gathered a great deal of valuable
information, they will become targets inevitably. Although attacks aimed at big data of
water resource is not shown in papers, we can predict that this will happen
unavoidably.

The challenges the big data of water resources face include user privacy protection
in Big Data, verification of reliability of the content of Big Data and access control of
Big Data. Aimed at the above security challenges, we have some techniques that can be
used: anonymity protection technique for data release and SNS, digital watermark
technique, data provenance technique, access control for risk self-adaption [11, 12].

While Big Data brings smart water resource new security risks, it also provides new
opportunities for smart water resource security system. Big Data provides new possi-
bility for security analysis, it helps to describe the abnormal behavior better in smart
water resource for massive water data analysis, and to find the risk in data.

6.5 Privacy Protection Technology

In smart water resource that based on Internet of Things and Cloud Computing, privacy
protection technology contains cryptology technique and other technique, including
privacy protection for sensing nodes, mobile terminals, Big Data, etc.

Table 2. Key technologies of light-weight security

Light-weight Security
protections

Key technologies

Light-weight
cryptographic
algorithm

Design of ultra-lightweight cryptographic algorithm that apply to
RFID labels and sensor nodes with limited resource

Design of light-weight cryptographic algorithm that can be
parallelized with hardware

Design of light-weight cryptographic algorithm that can be
parallelized with software

Design of cryptographic algorithm using unbalanced public-key
Light-weight security
protocol

Light-weight security authentication protocol
Light-weight security authentication protocol and key agreement
protocol
Light-weight authenticated encryption protocol
Light-weight key management protocol
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The privacy protection for sensing nodes mainly contains data encryption and
storage technique, data access control technique and bidirectional authentication
technique. Privacy protection for RFID nodes is prominent, such as read access control,
label encryption and label authentication [13]. With limited resource, the design of
light-weight cryptographic algorithm is one of the most important methods in privacy
protection of the Internet of Water [14].

Mobile terminals including smartphone and wearable devices have abundant
sensing abilities such as camera, microphone, GPS, and kinds of sensors. It can be
online anytime in mobile internet environment, bringing enormous convenience for
water management, but also creating many new security problems at the same time.
The current mobile terminals have the continuous sensing ability for environment [15].
The equipment will turn on smart mode under default setting, while user interaction is
needed when turn off. This is a big challenge to traditional access control model [16].
Besides, the sensors in mobile terminals can obtain not only function data of targets but
also other environment data and sensitive data of equipments [17, 18].

When mobile terminals are missing, the value of water data that stored in the
equipment is likely to eclipse the value of the equipment themselves. However, when
the mobile terminals become the control terminals of smart water resource system, the
damage of missing the equipment may be far greater than missing the water data. As a
result, the privacy protection is an important technology challenge for mobile terminals.

Faced with such a stern fact of mobile terminal privacy protection, the monitoring
and protection of privacy leakage have attracted much attention in recent years. The
monitoring of privacy leakage experiences a development process of static analysis
[19, 20], dynamic analysis [21, 22], combing dynamic and static analysis [23]. The
mobile terminal system suppresses the unreasonable using by malware actively is an
important way to prevent malware in the protection of privacy leakage [24–26].

The privacy protection technology research under the big data of smart water
resource is also a problem that is worth to be in-depth discussed. A typical problem and
side-effect caused by overusing big data is the privacy leakage [27]. Under the tradi-
tional collection and analysis mode, many privacies come to light by the analysis
ability of big data, including the leakage of trade secrets and state secrets.

7 Conclusion

Smart water resource is a booster of improving the development of water industry,
which has a vast potential for future development. At the same time, the security
technology challenge it faces is unprecedented, so the researchers in water resources
domain and information security domain need to work together to find solutions. In this
paper, solutions for the security problems of smart water resource are explored from
technical angle, and the key technologies related to the security assurance of smart
water resource are discussed. In general, the research aimed at the security assurance of
smart water resource is insufficient, and only by both technological means and relevant
policies and rules, can the security problems of smart water resource be solved better.
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Abstract. Investors are often said to be driven by emotions, and studies
in sentiment analysis claim that there is a causal relationship between
negative affect in text and prices in financial markets. The text collec-
tions used in these studies tend to be of varying sizes and sources, with
little justification of their design criteria. This is a classic data engineer-
ing problem, which requires specification of the data sources and design
of the data repositories and retrieval facilities. In this paper, we explore
the statistical properties of negative affect expressed in various textual
corpora, differing in specification, size and provenance. The question we
ask is whether there are any stylized facts of negative affect that are uni-
versal across all texts. We observed two main findings: (1) The frequency
distribution of negative terms is generally stable across different corpus
sizes and (2) The frequency of negative terms accounts for a relatively
small proportion of the total terms in the corpus.

Keywords: Text analysis · Corpus linguistics · Linguistic properties ·
Stylized facts · Sentiment analysis

1 Introduction

Financial markets are often considered to follow a ‘random walk’, in the sense
that the markets deviate from expectations of ‘normality’ or quasi-random
behaviour. Yet despite the apparent random variation in financial instruments,
there appears to exist a set of universal statistical properties that are consis-
tent across instruments, markets and time periods. These stylized facts include
properties such as the lack of autocorrelation of asset returns, non-normal dis-
tributions of returns and volatility clustering [1,2].

Markets enable buyers and sellers to act in a degree of harmony for maintain-
ing market efficiency, by allowing both parties to discover the optimal price of
goods or services. Overpriced items will deter buyers, and underpriced items will
encourage sellers to seek the ‘correct’ price. However, scholars today (e.g. [3,4])
argue that the market is not always efficient and that at certain times behav-
ioural and psychological factors can affect investor decision making. This can
lead to economic bubbles and, in extreme situations, to boom or bust scenarios.
Sentiment analysis is about detecting these instances where financial markets
c© Springer International Publishing AG 2016
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deviate from the so-called ‘norm’. By detecting the behavioural and psycholog-
ical factors that affect investor decision making, it is believed that we can gain
insight into the investor thought process and discover how asset prices are likely
to be influenced.

One way of detecting investor sentiment is through the analysis of negative
affect in texts. It has been shown by scholars such as [4–6] that an increase in
negative affect in media texts has a downward pressure on market prices. In
other words, an increase in negative investor sentiment is typically followed by
a fall in asset prices and vice versa. The assumption here, of course, is that
investors read the texts that are typically used in these studies.

However, while studies of sentiment analysis have shown promising results,
researchers are often vague about the details and composition of their text col-
lections. Consequently, in this study, we explore the statistical properties of
language typically used in these text collections in an effort to discover any
underlying stylized facts of negative affect. We find that while the words used
to convey negative affect typically varies between text collections, overall the
negative affect is relatively stable across different corpus sizes.

2 Literature Review

The stylized facts of financial instruments have been extensively studied in the
economics literature. Typically, researchers have investigated the properties of
returns1 of an asset or index rather than the raw price, which allows instruments
of different sizes, markets and currencies to be easily compared. [1], for instance,
states that asset returns are non-normal and that this property is consistent
across a variety of instruments (commodities, companies, indices) and time peri-
ods. Specifically, it is claimed that returns are more peaked and exhibit heavier
tails than would be found in a normal distribution. [2] shows that returns exhibit
volatility clustering - periods in which high rises (falls) in asset prices are fol-
lowed by similarly high rises (falls), giving clustered periods of variation. He also
argues that returns are not autocorrelated, in the sense that returns at a given
time period are typically independent of returns at a preceding time period.

Although the phrase ‘stylized facts’ has almost exclusively been used in the
financial domain, there have also been some studies conducted on the universal
properties of language (typically referred to as ‘linguistic laws’). One of the most
well-known examples is Zipf’s law, which states that the frequency of a word in
any given corpus is inversely proportional to its rank. The implication of this is
that the total frequency of all words can be represented by only a small number
of unique word types2. The distribution of word counts has also been compared
to the distribution of market capitalization [8], where the majority of companies
are of a very small size, and only a few companies are of a very large size.
1 Returns denote the relative change in price of an asset between two different time

periods.
2 Typically, the first 100 words in a ranked frequency list are responsible for 50% of

the total words in the text collection [7].
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Other examples of textual linguistic laws include the facts that the frequency of
a word is inversely proportional to its number of meanings (i.e. more frequent
words tend to have a greater number of meanings) and word length is inversely
proportional to frequency (i.e. longer words are less frequent).

3 Methods and Data

3.1 Corpus Composition

To explore the distribution of negative affect terms we made use of six linguistic
corpora (as shown in Table 1). We distinguish between general language corpora,
meaning corpora that are representative of a language in general, and special
language corpora, meaning those that are designed to be representative of a
particular language variety (e.g. news, spoken texts, or texts about a particular
subject or discipline). We make this distinction on the basis that the distribution
of tokens in general language texts is different from the distribution of tokens in
special language texts, as we will show empirically later in this paper.

The general language corpora used in this study are the Corpus of Contem-
porary American English (COCA corpus) [9] and the British National Corpus
(BNC corpus) [10], which are composed of a variety of text types (e.g. academic,
fiction, newspaper, magazines) and are designed to be representative of Amer-
ican and British English respectively. The special language corpora consist of
four financial news corpora designed for use in sentiment analysis studies. The
AofM corpus corresponds to the Abreast of the Market opinion column from the
Wall Street Journal and represents financial news in the US market. The LEX
column corresponds to the LEX opinion column from the Financial Times news-
paper and represents news in the UK market. The Chinese and Danish corpora
correspond to financial news in their respective countries, which was translated

Table 1. Composition of the corpora used in this study. COCA and BNC denote the
Corpus of Contemporary American English and British National Corpus respectively.
AofM represents the Abreast of the Market opinion column from the Wall Street Jour-
nal (American English). LEX represents the LEX opinion column from the Financial
Times newspaper (British English). Danish and Chinese represent English-translated
financial news from Denmark and China (possibly American English).

Corpus type Name Size (Words) Dates Reference

General language COCA 450 million 1990–2012 [9]

BNC 100 million 1975–1993 [10]

Special language AofM 4.7 million 1984–1999 [4]

LEX 7.1 million 2004–2015 [11]

Danish 2.7 million 2002–2015 [12]

Chinese 17.4 million 2000–2015 [13]
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into English upon publication. In each case, the negative sentiment in the spe-
cial language corpora has been shown to have a significant impact (p < 0.05)
on the respective countries’ market returns at the aggregate (index) level (the
associated studies are shown in the reference column of Table 1).

3.2 Measuring Affect

In constructing our proxy of negative affect, we used a list of 2,291 negative
terms from the General Inquirer Harvard IV dictionary [14]. This dictionary has
been used in a number of sentiment analysis studies (e.g. [4,15–19]). To measure
affect, we use a content analysis program called Rocksteady, which tokenizes a
given text into words and, for each word, performs a dictionary look-up against
a pre-defined list of words - here, the negative terms. The output of Rocksteady
is a list of the frequency counts of the number of negative terms appearing in
each document. We subsequently normalise these frequencies by dividing them
by the total number of words in each document and multiplying them by 104.
The result of this normalisation gives counts of negative terms per 10,000 words
of text, allowing comparison between texts of varying sizes.

4 Results

4.1 Summary Statistics

Historically, studies on sentiment analysis have used corpora of varying sizes,
with little justification as to why this size was picked. In this section we explore
how increasing the size of the corpus affects the distribution of negative terms
using 27, 28, ..., 212 documents (corresponding to approximately 6 months, 1 year,
... , 16 years of trading days). The results of this analysis are shown in Table 2.

While the mean and standard deviations clearly differ between corpora, they
are relatively persistent within the corpora at different sizes. Increasing the size
of a given corpus thus has little impact on the mean frequency or variability of
negative terms. Overall, the mean number of negative words across all corpora
is around 2.14 %, with the LEX corpus showing a relatively high average term
frequency of near 3.6 %, and the Danish Corpus showing a relatively low fre-
quency of about 1.3 %. By comparison, the mean percentage of returns is almost
zero (around 1.45∗104). The standard deviation also shows substantial variation
between corpora, varying from around 0.61 in the BNC and AofM corpora to
around 1.61 in the LEX corpus.

Like financial returns, the distribution of negative terms is non-normal, gen-
erally showing higher skewness and kurtosis values than would be expected in a
normal distribution. Shapiro-Wilk tests for normality rejected the null hypoth-
esis of normality in all but two cases (p < 0.001)3.

3 The Shapiro-Wilk statistic for the AofM and COCA corpora at 128 documents was
not significant at p < 0.001.
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Table 2. Summary statistics for the relative frequency of negative terms across different
corpora of varying sizes. Corpus size represents the number of documents in each
corpus, ranging from 27, 28, ..., 212 documents, which corresponds to approximately
6 months, 1 year, ... , 16 years of trading days. The mean frequencies are multiplied by
104, to give the frequency of negative terms per 10,000 words. The standard deviation
units are multiplied by 102.

Summary statistics

Corpus type Corpus name Corpus size Mean ×104 St.Dev ×102 Skewness Kurtosis

General Language BNC 128 108 0.69 3.23 19.51

256 107 0.58 1.18 2.89

512 113 0.58 1.06 2.10

1024 110 0.59 1.13 3.18

2048 110 0.59 1.41 6.16

4096 110 0.60 1.41 5.07

COCA 128 247 1.05 0.97 2.06

256 280 1.11 0.57 1.38

512 247 1.11 0.81 1.10

1024 253 1.07 0.65 1.26

2048 255 1.06 0.58 1.04

4096 276 1.09 0.69 1.48

Special Language AofM 128 189 0.52 0.33 3.74

256 200 0.59 0.59 4.02

512 198 0.59 0.46 3.66

1024 200 0.66 0.62 3.98

2048 210 0.68 0.65 3.80

4096 211 0.68 0.58 3.68

LEX 128 396 1.78 0.87 3.31

256 378 1.62 0.71 3.63

512 358 1.51 0.61 3.84

1024 352 1.56 0.74 4.57

2048 352 1.61 0.78 4.63

4096 343 1.55 0.71 4.47

Danish 128 96 1.11 2.03 9.85

256 91 1.07 1.91 8.76

512 95 1.03 1.63 7.43

1024 99 1.01 1.32 5.52

2048 104 0.99 1.31 5.48

4096 115 1.11 1.54 6.62

Chinese 128 179 1.02 1.90 10.74

256 169 0.94 1.49 8.80

512 169 0.95 1.33 7.43

1024 177 0.96 1.08 6.14

2048 181 0.96 1.03 5.64

4096 189 1.04 1.05 5.19

Mean 214 1.12 1.04 5.43
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4.2 Word Frequencies

We have already shown that the mean distribution of negative terms differs
from corpus to corpus. In this section we explore these differences further, by
comparing the ranks of the top 15 most frequent negative words4. Table 3 shows
relative frequency correlations of the negative terms across the six corpora, and
Table 4 shows how the negative terms are distributed in each corpus.

Table 3. Relative frequency correlation matrix of the top 15 most frequent negative
terms across each corpus. Each corpus contains 212 (4096) documents, corresponding to
approximately 16 years of trading days. Relative frequency correlations are expressed
in percentage terms.

COCA BNC AofM LEX Danish Chinese

COCA 100.0

BNC 99.0 100.0

AofM −0.8 −3.2 100.0

LEX 10.3 12.0 −37.2 100.0

Danish 4.8 4.0 −11.3 19.9 100.0

Chinese 30.5 29.1 3.8 −10.4 0.3 100.0

From Table 3 we see that the relative frequencies of the negative terms in the
BNC and COCA corpora exhibit a strong correlation of 99 %. The AofM corpus
exhibits a negative correlation with all but the Chinese corpus, however the anti-
correlation of (−37.2 %) with the LEX corpus is particularly strong. This latter
finding is surprising, given that both the AofM and LEX corpora are comprised of
opinion columns. The Chinese corpus exhibits strong correlations with both the
COCA and BNC corpora, but no correlation with the Danish corpus, despite the
fact that both the Chinese and Danish corpora were constructed using a similar
methodology and by the same author. The Danish and LEX corpus exhibit a
relatively strong correlation, perhaps due to the fact that both news sources are
situated in Europe and thus likely to be reporting some similar events.

Table 4 shows that, overall, the negative terms are relatively infrequent across
the six corpora, accounting for less than 1 % of total words in all but the AofM
corpus. The table also shows that negative words are more frequent in the special
language corpora (i.e. the AofM, LEX, Danish and Chinese corpora) compared
to the general language corpora (i.e. the COCA and BNC corpora), as observed
by the first and fourth columns of the table. This could be due to the fact that
these special language corpora comprise solely of news texts, which often focus
on negative events and sensationalist stories. The high proportion of negative

4 Namely the terms ‘down’, ‘loss’, ‘close’, ‘drop’, ‘lose’, ‘against’, ‘crisis’, ‘decline’,
‘problem’, ‘concern’, ‘cut’, ‘risk’, ‘decline’, ‘inflation’ and ‘drop’. These words were
selected based on their common occurrence across all 6 corpora.
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Table 4. Rank information for the top 15 most frequent negative terms. Each corpus
contains 212 (4096) documents. The First and Last Neg. columns correspond to the
positions of the first and last negative terms in the ranked frequency list. The Most
Neg. column corresponds to the rank bin where the majority of negative terms are
located. The Percentage of Total column represents the proportion of negative terms
as a total of all words in the entire corpus.

First Neg. Last Neg. Most Neg. Percentage of total

COCA 186 741 300–400 0.3 %

BNC 168 834 600–700 0.3 %

AofM 60 493 100–200 1.5 %

LEX 125 430 200–300 0.6 %

Danish 85 567 300–400 0.9 %

Chinese 47 567 400–500 0.7 %

terms in the AofM corpus is also likely due to the pragmatic nature of the source:
the Abreast of the Market column is written as a post-mortem of the US stock
market on the previous day, describing the ‘winning’ and ‘losing’ stocks and
significant market events.

5 Conclusions

In this paper, we have found that the frequency distribution of negative affect
is not normal and exhibits positive skewness across corpora of varying sizes and
texts. We have also discovered that negative affect is relatively stable (in terms
of mean frequency and variance) across corpora of varying sizes, suggesting that
more data will not necessarily alter the distribution of negative terms. This is
important for computing the impact of negative terms especially when using
econometric statistics such as moving averages or rolling regression which may
rely upon smaller subsets of the entire data set. An additional implication of our
study is that documents appear to contain some ‘background’ negative affect that
is present in all documents, as observed by the non-zero mean for all corpora.
Finally, we discovered that negative terms are relatively infrequent, with the top
15 words in each corpus accounting for less than 1 % of total words. Future work
will consist of exploring alternative stylized facts of negative affect and relating
these back to market fundamentals. One such property we are keen to investigate
is that of autocorrelation, and we are interested to know whether there are certain
periods where sentiment clusters in the same manner that financial returns do.
The discoveries in this paper should also aid researchers in constructing corpora
for a particular domain (e.g. economics, politics and disaster corpora).
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Abstract. Influence maximization aims to find a subset of nodes in
social networks and make the propagation of their influence maximized.
Usually, greedy algorithms for LT model have long execution time. To
solve this problem, based on Three Degrees of Influence Rule (TDIR) we
proposed a heuristic algorithm TDIA. We used LT-A model and change
the formula of attitude weight in the model by considering the impact
of three degrees of influence on attitude. We conducted extensive exper-
iments on two real-world signed social network datasets and the exper-
iment results showed that TDIA has much shorter execution time than
LT-A Greedy algorithm and its positive influence spread is close to the
greedy algorithm.

Keywords: Positive Influence Maximization · Three Degrees of
Influence Rule · Heuristic algorithm · Signed social networks

1 Introduction

Influence Maximization (IM) problem is a hot topic in the field of social network.
The aim of influence maximization problem is to find several influential users
that will lead to the maximize propagation in social networks.

Kempe et al. first introduced the IM problem in [11]. They proposed Inde-
pendent Cascade(IC) model and Linear Threshold (LT) model for it. They also
proved that the influence spread function is monotonous and sub-modular and
the IM problem is NP-hard. Hence, it can be solved by using greedy algorithm
and can gain an approximate optimal solution with (1−1/e) ratio.

Although many works have been done on IM problem, they ignore the atti-
tude of the users. In [18], Wang considered this problem and put forward the
Positive Influence Maximization (PIM) problem in signed social networks. They
proposed LT-A model, they also proved the PIM problem is NP-hard and the
influence spread function is monotonous and sub-modular. To get the solution
to PIM, they presented the LT-A Greedy algorithm, but the time complexity
of the algorithm is high and the scalability is not good. It is not suitable for
large-scale social networks.
c© Springer International Publishing AG 2016
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To solve the problem of PIM, in this paper, we proposed a heuristic algorithm
TDIA. TDIA is based on Three Degrees of Influence Rule (TDIR), which is
proposed by Christakis [6] in 2009. It is an influence propagation rule in social
networks which states that in the social network the users will be affected by
others within three degrees of influence. By applying TDIR theory in signed
networks, in this paper, our contributions are showed as follows.

(1) We analyzed the TDIR in social networks and proposed a heuristic algo-
rithm, named Three Degrees of Influence heuristic Algorithm (TDIA) to
solve PIM problem.

(2) We modified the LT-A model with changing the formula of attitude weight
by as considering the impact of TDIR.

(3) We conducted experiments on two real-world signed social networks and
evaluate the experiment results.

The rest of this paper is organized in the following. In Sect. 2, we discussed
the related work. In Sect. 3, we proposed TDIA by the analysis of TDIR in
social networks. In Sect. 4, we defined the PIM problem and change the formula
of attitude weight in LT-A model. In Sect. 5, we presented our experiments and
analyze the experiment results. In Sect. 6, we gave the conclusion.

2 Related Work

Domimgos et al. [7] first investigated the IM problem and considered it as a
probability problem. Later, Kempe et al. [11] studied the problem as a discrete
optimization problem. They proposed two propagation models: IC model and
LT model, they use greedy algorithm to solve it with a ratio of (1−1/e) approx-
imation.

Traditional IC model and LT model ignored the user’s attitudes, if the neg-
ative attitude be ignored the influence in social network will be over-estimated,
while the positive influence is also very important in many cases such as viral
marketing. To better solve the influence maximization problem in social network,
both positive attitudes and negative attitude should be considered.

Chen et al. [3] first took the negative influence into account, they proposed IC-
N model by adding the quality factor parameter to reflect the attitude influence
between users. But they didn’t take trust relationship into account. Furthermore,
in IC-N model the user’s attitude couldn’t be changed.

In [19], the individual preference was taken into account, by regarding that
the users can have positive attitudes, negative attitudes and neutral attitudes
due to their preferences and that attitudes of users can be changed by influence
of their friends, Zhang et al. proposed a two-phase model named OC model. In
[14], by considering the influence is positive or negative based on the relationships
between users, Li et al. put forward a trust threshold parameter to determine
the relationships between users, and proposed the LT-IO model together with a
heuristic algorithm to solve the IM problem. However, they defined the equiva-
lent trust threshold for each edge in social networks, which is not the real case
in our everyday life.
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Later, as the signed social networks can obviously reflect the relationships
between users through the sign on edges, which can reduce the inaccuracy prob-
lem caused by parameters, in [18], Wang et al. introduced signed social networks
into PIM problem and proposed the LT-A model. In LT-A model, the influence
propagation function is monotonous and sub-modular and the PIM problem is
NP-hard under the model. They presented LT-A Greedy algorithm. But the
greedy algorithm has a long execution time and serious scalability problem,
which is not suitable to apply in large-scale social networks.

To improve the efficiency of the algorithm, many studies have been done
[8,12,20], among which some proposed efficient heuristic algorithms [4,5,9,10,
15,16], such as Degree Discount algorithm, PMIA and LDAG etc. Although
heuristic algorithms can overcome the inefficient shortcoming of greedy algo-
rithm, yet the accuracy is lower than that of greedy algorithms and they lack
sufficient guarantee in theory. Christakis et al. [6] proposed TDI theory in social
networks and a large number of experiments and analysis of data in social net-
works have demonstrated the TDI theory. For example, in 2011, Facebook and
Milano University studied the friend relationship in 7 million users, they found
that the average distance between users was 4.74 degrees, the average distance
will decrease and it will be close to three degrees with the increase of social
network scale. In [17], Qin et al. proposed to use TDI theory to solve the IM
problem. They proposed TSCM (Three Steps Cascade Model) and TL Greedy
algorithm. They proved the effectiveness of their algorithm, but they haven’t
mentioned the scalability problem. In this paper, we propose the Three Degrees
of Influence heuristic Algorithm (TDIA) based on TDI theory in LT-A model.
The algorithm can be used to solve the scalability problem and TDIA has much
shorter execution time than LT-A Greedy algorithm.

3 Three Degrees of Influence Heuristic Algorithm

3.1 Formulating TDIA

An unsigned social network is modeled as a directed graph G = (V,E,w), where
V is the set of nodes, and E is the set of directed edges. Nodes and edges respec-
tively represent users and relationships between users in the social networks. w
is a weight function on edges and it satisfies w ∈ [0, 1],w(u,v) means the influence
from u to v.

For each node in the graph G, N1(v) denotes an out-degree neighbors
set of node v, N2(v) denotes an out-degree neighbors set of set N1(v) and
N3(v) denotes an out-degree neighbors set of set N2(v). Therefore, the value of
INF1(v), INF2(v) and INF3(v) can be calculated by the following formulas.
INF1(v) means the first degree influence of node v, INF2(v) means the second
degree influence of node v and INF3(v) means the third degree influence of
node v.

INF1(v) = |N1(v)| (1)
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INF2(v) = |N2(v)| (2)

INF3(v) = |N3(v)| (3)

A signed social network is modeled as a directed and signed graph G =
(V,E,w, p), where p represents the sign of each edge, its value can be 1 or
−1,1 means the positive (trust or friend) relationship, −1 means the negative
(distrust or enemy) relationship. The meaning of V , E and w is the same as that
in unsigned social networks.

We give three definitions in the signed social networks as follows:

Definition 1. For each node v ∈ V in graph G = (V,E,w, p), DF1(v) denotes
the friend node set of v in set N1(v), DF2(v) denotes the friend node set of v in
set N2(v) and DF3(v) denotes the friend node set of v in set N3(v). Considering
the characteristics of the signed social networks, their values can be calculated
by the formula (4 − 6).

DF1(v) = {u|p(v,u) = 1, u ∈ N1(v)} (4)

DF2(v) = {u|p(v,u) = 1, u ∈ N2(v)} (5)

DF3(v) = {u|p(v,u) = 1, u ∈ N3(v)} (6)

As the negative relationships between nodes represent distrust or enemy rela-
tionships in signed social networks, the Definition 2 can be given as following:

Definition 2. For each node v ∈ V in graph G = (V,E,w, p), DE1(v) denotes
the enemy node set of v in set N1(v), DE2(v) denotes the enemy node set of
v in set N2(v) and DE3(v) denotes the enemy node set of v in set N3(v).
Considering the above description, their values can be calculated by the formula
(7 − 9).

DF1(v) = {u|p(v,u) = −1, u ∈ N1(v)} (7)

DF2(v) = {u|p(v,u) = −1, u ∈ N2(v)} (8)

DF3(v) = {u|p(v,u) = −1, u ∈ N3(v)} (9)

In signed social networks, the positive relationship can promote the influence
propagation, while the negative relationship can block the influence propagation.
Thus, the value of INF1(v) INF2(v) and INF3(v) in signed social networks
can be calculated by the following formulas.

INF1(v) = |DF1(v)| − |DE1(v)| (10)

INF2(v) = |DF1(v)| − |DE2(v)| (11)

INF3(v) = |DF1(v)| − |DE3(v)| (12)
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According to the TDI theory, one user can be influence his friends, friends
of his and friends of friends of his, we give the Definition 3 as following:

Definition 3. For any node v ∈ V in graph G = (V,E,w, p), the TDI value
of node v is defined as the sum of influence within three degrees, as shown in
formula (13).

TDI(v) = INF1(v) + INF2(v) + INF3(v) (13)

Based on the Definition 3,we can calculate the TDI value in unsigned social
networks by the formula (14).

TDI(v) = INF1(v) + INF2(v) + INF3(v)
= |D1(v)| + |D2(v)| + |D3(v)|

(14)

The TDI value in signed social networks can be calculated by the formula (15).

TDI(v) = INF1(v) + INF2(v) + INF3(v)
= |DF1(v)| − |DE1(v)| + |DF2(v)| − |DE2(v)|
+ |DF3(v)| − |DE3(v)|
=

∑

u∈N1(v)

p(v, u) +
∑

u∈N2(v)

p(v, u) +
∑

u∈N3(v)

p(v, u)

(15)

We give an example of to show how to calculate TDI value, it shows that
different type networks have different TDI values.

In Fig. 1, DF1(a) = 3 and DE1(a) = 1, so the first degree influence
INF1(a) = 3 − 1 = 2; as DF2(a) = 4 and DE2(a) = 2, the second degree
influence INF2(a) = 4 − 2 = 2; as DF3(a) = 1 and DE3(v) = 0, the
third degree influence INF3(a) = 1 − 0 = 1. According to the formula (15),
TDI(a) = 2 + 2 + 1 = 5. Thus, the TDI value of other nodes can be calculated
in accordance with the above calculating process.

Fig. 1. An example of signed social network including 12 nodes
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3.2 Three Degrees of Influence Heuristic Algorithm

In previous section, we have given the calculation method of TDI value. Accord-
ing to the TDI theory, the node has much more neighbors within three degrees,
it will have higher influence. Based on TDI, we give the Three Degrees of Influ-
ence heuristic Algorithm (TDIA) in which we first calculate the TDI value of
each node by the social network structure. Then we select the top-k nodes of
TDI value as seeds. The pseudo algorithm of TDIA is shown in Algorithm 1.

Algorithm 1. Three Degrees of Influence heuristic Algorithm
Input: Graph G = (V, E, w, p), k ∈ N, θ, η
Output: A seed set S of size k, v ∈ S, ηv > 0
1: Initialization S = ∅
2: for i = 1 to |V | do
3: for each node v ∈ V do
4: calculating the value of DF1, DF2, DF3 and the value of DE1, DE2, DE3
5: calculating the value of TDI for each node according to Definition 3
6: end for
7: sorting the value of TDI
8: adding the nodes of top-k TDI value into set S
9: end for

10: return S

4 Positive Influence Maximization

4.1 LT-A Model

In this paper, we use the LT-A model. In the model, each node has two parame-
ters: threshold and attitude weight, which respectively represents the ability to
be influenced and attitude; each edge has two parameters: influence weight and
relationship weight, which respectively represents the ability of influence and
relationships between nodes.

The propagation process of the LT-A model is in the following. At time t = 0,
the attitude weights of seeds are set to 1, and those of the others are set to 0.
At time t > 0, if one inactivated node u satisfies the formula

∑
u∈At

u

w(v, u) ≥ θu,

it will be activated. Then, its attitude weight will be changed by the influence
of its active neighbors. The process ends until no more activation happens.

The parameters of the model satisfy the following criteria.
Given v ∈ V , w(u, v) ∈ [0, 1], where

∑

v∈V/v

w(v, u) ≤ 1 (16)
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The value of p(u,v) is 1 or −1, p(u,v) = 1 indicates the positive relationship
between the two nodes and node v trust node u; p(u,v) = −1 indicates the
negative relationship between them and node v distrust node u. θv ∈ [0, 1] and
it denotes threshold. ηv ∈ [−1, 1] and it denotes the attitude weight.

In the propagation process, node can be activated if
∑

u∈At
u

w(v, u) ≥ θu. In

LT-A model, ηv > 0 means the attitude of node v is positive, ηv < 0 means the
attitude of node v is negative, if η = 0, we assume that the node holds negative
attitude through the negative dominance rule in social networks [62–65].

As three degrees of influence is applicable to the propagation of attitude,
emotion and behavior, the formula for attitude weight will be changed by tak-
ing three degrees of influence into account. The original formula of calculating
attitude weight in the LT-A model is as follows.

ηt
v =

∑

v∈At
v

ηu ∗ p(u,v) ∗ w(v, u) (17)

The formula denotes the attitude weight of a node is the sum of the product of
influence weight and relationship weight in its activated neighbors. Considering
the three degrees of influence, the attitude will be influenced by their friends
within three degrees. Thus, the new formula can be achieved as follows.

η1 =
∑

v∈At
v

ηu ∗ p(u,v) ∗ w(u, v) (18)

η2 = α1

∑

m∈AD2
v

ηm ∗ w(m,u) ∗ w(u, v) (19)

η3 = α2

∑

n∈At
D3

ηn ∗ w(n,m) ∗ w(m,u) ∗ w(u, v) (20)

ηt
v = η1 + η2 + η3 (21)

In the above formulas, At
D2 denotes a set of activated nodes in the second

degree neighbors of node v. At
D3 denotes a set of activated nodes in the third

degree neighbors of node v. In addition, η1 denotes the attitude weight value
of node v, which is influenced by its neighbors; η2 denotes the attitude weight
value of node v, which is influenced by its second degree neighbors; η3 denotes the
attitude weight value of node v, which is influenced by its third degree neighbors.
Thus, the final attitude weight of node v is the sum of η1, η2 and η3.

The parameters α1 and α2 denote decay factors of attitude influence, because
the propagation of influence in social networks like a stone threw in the lake and
it will vanish. The situation indicates the natural attenuation. Furthermore, the
parameters α1 and α2 satisfy the conditions: 0 < α2 < α1 < 1. In the model, the
attitude weight ηv ∈ [−1, 1], we assume that if ηv > 1 we set ηv to 1, if ηv < −1
we set it to −1.
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4.2 The Definition of PIM

The definition of the PIM problem in the LT-A model is as follows:

Definition 4. (PIM problem) Given a directed graph G = (V,E,w, p), in which
the state of each node can be active with positive attitude, active with negative
attitude and inactive, a positive integer k, k ≤ |V |, and a propagation model M .
PIM problem is to find a k-size set of seed nodes which can be used to maximize
the number of the influenced nodes with positive attitude based on the model M
in the given graph G.

The PIM problem is formalized as:

S = maxS∈V,|S|=kδ(S) (22)

In the formula, δ is the influence spread function. Given an initial node set
S, the value of δ(S) is the expected number of nodes which is activated with
positive attitude by S in the LT-A model.

The process of TDIA is in the following on the basis of the above description.
Firstly, we set the k-size seed with positive attitude and their attitude weights
are set to 1. Then the influence of seed spread in the propagation model, and the
attitude weights of other nodes can be calculated by the given formulas. Finally,
we achieve the number of nodes which is with the positive attitude in the end
of the propagation process.

5 Experiments

5.1 Datasets and Experiment Environment

Two real-world signed social network datasets are applied in the experiments,
which are Epinions and Slashdot. The datasets can be downloaded from Standard
Large Network Dataset Collection in [1,2]. The statistics of the two datasets is
showed in Table 1.

Table 1. Statistics of data set

Dataset Epinions Slashdot

Node 131828 77350

Edge 841372 516575

Average Out-degree 6.38 6.68

Epinions: a product review social network where users trust or distrust others
by their ratings and reviews of products.

Slashdot: a technology-related news network where users can submit their com-
ments of current news. The network has Friend and foe relationships between
users.
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Table 2. Statistics of the sever

Name Windows Sever 2008 R2

CPU Intel Xeon E5420

Cores 8

Frequency 2.50 GHz

RAM 16 GB

The experiments implement the algorithm in C++ language on Microsoft
Visual Studio 2012 platform, and they run on Windows Server 2008 R2. The
statistics of Server is showed in Table 2.

5.2 The Design of Experiments

The parameters in the experiments are set as follows. We assume that α1 = 0.4
and α2 = 0.1 because the value of decay factors will diminish with the increase
of distance and the influence will vanish in the end. For each node, the value of
θ can be achieved between 0 and 1 randomly, as stated in Sect. 3, the attitude
weight η of seed nodes is set to 1, and the attitude weights of other nodes
can be calculated by the formula (18–22). For each edge, the value of influence
weight w can be achieved between 0 and 1 randomly, which must be satisfied:∑
u∈V/v

w(v, u) ≤ 1. The value of relationship weight p can be achieved from the

real-world datasets. As large number of seed nodes can bring into long execution
time and previous work is always set k = 50, we set the number of seed nodes
k to be 50. Meanwhile, we make comparisons of the positive influence spread in
different sizes of seeds.

We conduct experiments on the above real-world datasets. Then we eval-
uate the experiment results in positive influence spread and running time of
algorithms. The compared algorithms are as follows.

LT-A Greedy algorithm: A greedy algorithm with CELF optimization based
on LT-A model [18].

Positive Out-Degree algorithm: A heuristic algorithm of selecting top-k
largest positive out-degree nodes as a seed set [13].

Random algorithm: A heuristic algorithm of selecting k nodes as a seed set
randomly [13].

TDIA: A heuristic algorithm proposed in this paper.

5.3 Experiment Results

At first, we compare the positive influence spread in different algorithms on both
datasets. Figure 2 respectively show the positive influence spread of different
algorithms in real-world datasets: Epinions and Slashdot. As expected, we can
achieve that the positive influence spread of LT-A Greedy algorithm is higher
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Fig. 2. Positive influence spread on Epinions and Slashdot

than the other compared algorithms. But the result of TDIA we proposed is
closed to that of greedy algorithm and it outperforms other heuristic algorithms.
In the first figure of Fig. 2, the positive influence spread of TDIA is about 5 %
lower than that of LT-A Greedy algorithm, the positive influence spread of other
algorithms is about 20 % lower than that of LT-A Greedy algorithm. As shown
in second figure of Fig. 2 the positive influence spread of TDIA is also closed to
that of LT-A Greedy algorithm and it significantly outperforms that of other
algorithms.

Fig. 3. Running time for selecting 50 seeds on Epinions and Slashdot
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Figure 3 show the running times of different algorithms. From the two fig-
ures, we can get that the LT-A Greedy algorithm has the longest execution time,
because the greedy algorithm has low efficiency. Moreover, the execution time of
TDIA is closed to that of Positive Out-degree algorithm. And the two figures show
the tendency obviously. Compared to the running time of the LT-A Greedy algo-
rithm and TDIA, it is obvious that the TDIA has higher efficiency than LT-A
Greedy algorithm. The other two heuristic algorithms have shorter execution time
than TDIA, but their positive influence spread is much lower than that of it.

The experiment results show that the execution time of TDIA is several
magnitudes faster than LT-A Greedy algorithm and its positive influence spread
is close to that of LT-A Greedy algorithm. Therefore, the TDIA can be applied
to solve PIM problem in large-scale social networks with high effectiveness and
efficiency.

6 Conclusions

In this paper, we study the algorithm to solve PIM problem in large-scale signed
social networks. We propose a new heuristic algorithm named Three Degree of
Influence heuristic Algorithm by analyzing the Three Degree of Influence Rule in
social networks. TDIR is proposed by Nicholas Christakis in 2009. Furthermore,
we study the PIM problem based on LT-A model, and change the formula of
attitude weight by considering the TDI theory. Then, we conduct experiments
on two real-world signed social network datasets and evaluate the experiment
results. Experiment results demonstrate that the accuracy of TDIA is closed to
greedy algorithm, and TDIA has high efficiency. Thus, TDIA can be used to
solve PIM problem in large-scale signed social networks.
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Abstract. Decision tree is one of the most commonly-used tools in
data mining. Most popular induction algorithms construct decision trees
in top-down manner. These algorithms generally select splitting feature
only with regard to current nodes’ data, while ignoring history informa-
tion. This kind of approaches need to search whole feature space during
splitting each node and will be quite time-consuming in high-dimensional
cases. To tackle this problem, we propose an impurity-based heuristic
schema (IBH) to utilize history information to accelerate existing top-
down induction algorithms. In details, when child node’s impurity is
smaller than parent node’s, IBH takes feature performance in parent
node as the pseudo upper bound of that in child node, to cut down
unpromising computation. The feature selection of IBH biases toward
the ones that perform better in parent nodes. Both mathematical analy-
sis and experimental results demonstrate the coherence between IBH
and original induction algorithms. Experiments show that IBH can sig-
nificantly reduce induction time without accuracy degradation in both
decision tree and related ensemble methods.

Keywords: Decision tree · Impurity-based heuristic · Feature selection

1 Introduction

Decision tree (DT) is one of the most commonly-used tools in data mining. The
various heuristic methods for constructing DT can roughly be divided into three
categories: bottom-up approaches, top-down approaches, hybrid approaches.
Among these methods, top-down approaches are the most popular ones. Most
top-down DT induction algorithms are quite time consuming in high-dimensional
cases. Because it involves iterating through all features’ split candidates to split
each non-leaf node.

In this paper, an impurity-based heuristic schema (IBH) is proposed to utilize
history information to cut down unpromising computation and accelerate exist-
ing top-down DT induction algorithms. IBH takes the performance of features
in parent nodes as the pseudo upper bound of that in smaller-impurity child
nodes, which avoids much computation to find the “best” split. More specifi-
cally, during splitting smaller-impurity child nodes, IBH ranks feature by their
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 515–522, 2016.
DOI: 10.1007/978-3-319-46257-8 55
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Algorithm 1. Generic Top-down DT Induction
Input: node t, data partition D, splitting criterion CL
Output: decision tree for D rooted at node t
BuildTree(Node t, partition D, splitting criterion CL)

1: Apply CL to D to calculate performance of splits
2: Let k be the number of children of t
3: if k > 0 then
4: Create k children n1, ..., nk of t
5: Use best split to partition D into D1, ..., Dk

6: for i = 1; i ≤ k; i + + do
7: BuildTree(ni, Di, CL)
8: end for
9: end if

performance in parent nodes, then update performance in current node from 1st
to the last feature, until one feature’s updated performance is better than that of
all updated ones and pseudo upper bound of other un-updated ones. At larger-
impurity child nodes, just calculate performance of all features as conventional
algorithms do. Here, impurity of node refers to variance or Shannon entropy
of samples in the node. Performance of features are measured by conventional
splitting criteria (like information gain (Quinlan 1986)). The feature selection of
IBH biases toward the ones that perform better in parent nodes. Mathematical
analysis and experimental results demonstrate the coherence between IBH and
conventional algorithms. Experimental results also show that in both single DT
and DT-based ensemble methods, IBH can accelerate top-down induction algo-
rithms significantly, such as C4.5, CART etc., without any accuracy degradation.

2 Background

The generic top-down induction framework and some popular splitting criteria
for classification and regression will be introduced in this section, which will be
used in mathematical analysis and experiments.

The formal description of generic top-down DT induction is Algorithm 1
proposed in (Gehrke et al. 1998).

2.1 Splitting Criteria

Shannon Entropy-based information gain is used as splitting criterion in ID3
algorithm (Quinlan 1986).

Gini Index is used as the splitting criterion in CART (Breiman et al. 1984):

Gini(D) =
∑

I

p(I) × (1 − p(I)), (1)

where p(I) is the proportion in D which belongs to class I.
The information gain of splitting D into Dv with splits s is:

Gaing(D, s) = Gini(D) −
∑

Dv

(
|Dv|
|D| × Gini(Dv)), (2)
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CART (Breiman et al. 1984) introduces a variance-based information gain:

V ar(D) =
1

|D|
∑

yi∈D

(yi − ȳ)2, (3)

Gainv(D, s) = V ar(D) −
∑

Dv

(
|Dv|
|D| × V ar(Dv)), (4)

Friedman proposed the least-squares based criterion (Friedman 2001) to han-
dle regression problem with binary DT.

3 Impurity-Based Heuristic Schema

Since constructing optimal DT is NP-complete (Hyafil and Rivest 1976), existing
methods are heuristic in essence. Thus it seems unnecessary to search whole
feature space rigorously for the “best” in terms of heuristic splitting criteria. It
is natural to take advantage of history performance to cut down the number of
features that need to compute performance.

3.1 Impurity-Based Heuristic DT Induction

Before introducing IBH, some mathematical analysis is needed to present.
Lemma 1 demonstrates that impurity of parent node in DT is not less than
weighted sum of its child nodes, which is obviously true. Proposition 1 demon-
strates that performance score of splits in parent nodes are likely to be higher
than that in smaller-impurity child nodes. Since problems vary a lot, it is difficult
to infer concrete likelihood of this upper bound assumption.

Lemma 1. If
⋃

Dv = D, and ∀i �= j,Di ∩ Dj = ∅, then

Impurity(D) ≥
∑

Dv

|Dv|
|D| × Impurity(Dv)

Proposition 1. If Impurity(Dj) ≤ Impurity(D) and Dj ⊂ D, then
Gain(Dj , s) are likely to be smaller than Gain(D, s)

Proof. We consider binary partitioning of D here. In classification case. After
split with s, D is sliced into D1 and D2. Let α and β denote the number of
samples in D1 and D2 respectively. pi and qi denote the proportions of samples
belonging to class i in D1 and D2 respectively. The number of classes is denoted
by m. And define λ = α

β .
Gini Index is chosen as the splitting criterion when we prove the proposition

in classification case. So, according to Eq. (2), the performance score of split s
on samples D is:

Gaing(D, s) =
λ

(1 + λ)2

m∑

i=1

(pi − qi)2 (5)
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In regression case, variance-based criterion is chosen as the splitting criterion.
y1, y2 denote the mean value of D1 and D2 respectively.

According to Eq. (4), the performance score of split s is:

Gainv(D, s) =
λ

(1 + λ)2
(y1 − y2)2 (6)

Define φ(λ) = λ
(1+λ)2 , φ′(λ) = 1−λ

(1+λ)3 . It is obvious that φ(λ) monotonically
increases in (0, 1], and monotonically decreases in [1,+∞).

As Impurity(D) ≥ Impurity(Dj), samples in Dj are more homogeneous
than that in D. So, the partitioning of Dj tends to be more unbalanced than
that of D. In other words, λ, sample ratio of child nodes, of D tends to be closer
to 1. Then, φ(λ) in Dj is generally smaller than that in D.

Also, as Dj is more homogeneous, samples in Dj are usually harder to dis-
criminate than that of D. Then, Dj tends to have more alike child nodes (This
is the critical problem that induction algorithms aim to solve, namely to find the
split that results in least alike child nodes). As a result, (pi − qi)2 and (y1 − y2)2

in Dj are likely to be smaller than that in D.
Gaing, Gainv are the results of φ(λ) multiplying (pi−qi)2 or (y1−y2)2 respec-

tively. So Gaing(D, s), Gainv(D, s) are likely to be greater than Gaing(Dj , s),
Gainv(Dj , s) respectively. Since feature rankings induced by various splitting
criteria are very similar (Baker and Jain 1976), the proposition can be applied
with other top-down splitting criteria.

Algorithm 2. Generic Top-down DT Induction with IBH
Input: node t, data partition D, splitting criterion CL
Output: decision tree for D rooted at node t
Note: IBH: Impurity-based Heuristic Schema, Alg.3
BuildTree(Node t, partition D, splitting criterion CL)

1: Apply IBH to D to update performance score of splits
2: Let k be the number of children of t, k ∈ N
3: if k > 0 then
4: Create k children t1, ..., tk of t
5: Use best split to partition D into D1, ..., Dk

6: for i = 1; i ≤ k; i + + do
7: BuildTree(ti, Di, CL)
8: end for
9: end if

Based on Algorithm 1, IBH top-down induction algorithm is described in
Algorithm 2. They only differ in line 1. Instead of directly calculate performance
of all splits for all features, Algorithm 2 applies IBH to update performance of
partial or all features. In line 5, both algorithms select split that ranks top in
terms of performance score derived in line 1. Lemma 1 ensures that there exists
smaller-impurity child nodes.

As showed in Algorithm 3, IBH makes use of the pseudo upper bound assump-
tion to accelerate the selection of promising split: for smaller-impurity child
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nodes, performance of features is directly inherited from their parent nodes,
then the algorithm checks the “best” features’ splits recursively until one fea-
ture’s best split ranks top. For larger-impurity child nodes, performance of all
features’ splits are calculated as traditional induction algorithms do. Since there
are too many split candidates to record, only performance of features’ best split
is recorded as features’ performance.

Algorithm 3. Impurity-based Heuristic Schema (IBH)
Input: node t, data partition D, splitting criterion CL, performance of features in parent node gains
Output: partially updated gains

1: if Impurity(t) > Impurity(parent(t)) then
2: Apply CL to D to calculate performance of splits
3: Update gains with score of features’ best splits
4: Return gains
5: end if
6: while true do
7: Select feature f that ranks top in gains
8: if gains[f ] has been updated then
9: Return gains //f ’s best split will split node in line 5, Algorithm 2
10: end if
11: Apply CL to D to calculate performance of f ’s splits
12: Update gains[f ] with score of f ’s best split
13: end while

Table 1. Datasets info

ID Name Task Instances Features ID Name Task Instances Features

1 Cardiotocography Classification 2126 10 11 Arcene Classification 200 10000

2 Breast Cancer Classification 569 30 12 Dexter Classification 600 20000

3 Nomao Classification 34465 120 13 Dorothea Classification 1150 100000

4 Multiple Features Classification 2000 216 14 PEMS-SF Classification 440 138672

5 Arrhythmia Classification 452 279 15 Compressive
Strength

Regression 1030 8

6 Madelon Classification 2600 500 16 Add10 Regression 9792 10

7 SECOM Classification 1567 591 17 Buzz Regression 583250 77

8 ISOLET5 Classification 1559 617 18 Communities
Crime

Regression 1994 127

9 CNAE-9 Classification 1080 857 19 CT Location Regression 53500 386

10 Gisette Classification 7000 5000 20 UJIndoorLoc Regression 21048 520

4 Experimental Results

As Table 1 shows, 20 datasets, with varying size, number of features, and problem
domains, were selected from UCI Machine Learning Repository. All the experi-
ments in this paper are repeated 20 times. In each run 70 % of the samples were
randomly chosen as training set and the rest 30 % of the samples were regarded
as validation set. In details, datasets from 1 to 14 are for classification, from 15
to 20 are for regression. And they are sorted by number of features within task
domain.

In this section, the effectiveness of IBH on DT induction, bagging trees
(Breiman 1996), AdaBoost trees (Freund and Schapire 1997), and gradient
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boosting trees (Friedman 2001) will be assessed in the aspects of time consump-
tion and accuracy. In classification case, the accuracy is denoted as the ratio of
instances in validation set that are classified correctly. As for regression tasks,
coefficient of determination, namely R2, was used to measure accuracy. In all
experiments, minimal samples of leaf nodes are set as 5. The depth of ensemble
trees is limited as 10.

4.1 Comparison of DT Induction Results

To check IBH algorithm’s impact on DT induction, like time cost, test accuracy,
we test IBH with two set of experiments on 20 datasets.

As Figs. 1(a), and 2(a) shows, IBH can significantly reduce DT induction
time while maintaining accuracy with four representative splitting criteria on
20 varying datasets. The coherent results with different criteria and different
datasets makes it convincible to apply IBH with other splitting criteria and on
other datasets.

Fig. 1. Accuracy of IBH (right black box in each pair) compared to original algorithms
(left blue box in each pair). (Color figure online)
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Fig. 2. Ratiot, ratio of time cost of IBH compared to original algorithms.

4.2 DT Based Ensemble Methods

Since IBH might affect diversity of DTs and bring in negative impact in ensemble
cases, we test IBH on bagging trees (Breiman 1996), AdaBoost trees (Freund and
Schapire 1997), and gradient boosting trees (Friedman 2001). Because diversity
is difficult to measure, we use accuracy to assess the impact on diversity.

As Figs. 1 and 2 IBH can significantly accelerate DT-based ensemble algo-
rithms, without accuracy degradation.

5 Conclusion

This paper proposes an impurity-based heuristic schema (IBH) to accelerate
top-down DT algorithms. Mathematical analysis and experimental results verify
that IBH can significantly accelerate both decision tree induction and related
ensemble methods, without accuracy degradation.

IBH utilizes history information to cut down unpromising computation dur-
ing splitting non-leaf nodes. More specifically, IBH biases toward features that
perform better in parent nodes, and make the pseudo upper bound assumption
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on features’ performance. Generally, IBH can reduce nearly 30 % of time con-
sumption with tens of features, and 60 % with a few hundreds of features. Since
problems vary a lot, time complexity and likelihood of the pseudo upper bound
assumption is difficult to model specifically. Generally, time cost ratio of IBH
against orginal methods is negatively correlated with the number of features,
namely the more feature, the smaller time cost ratio.

In the aspect of accuracy, IBH schema achieves almost the same accuracy
as original methods do, both in decision tree and in ensemble cases. Coherent
results on various heuristic splitting criteria and varying problems demonstrate
the effectiveness of IBH.
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david@aut.uah.es
2 Departamento de Ciencias de la Computación, Universidad de Alcalá,
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Abstract. The loss of motor function in the elderly makes this population
group prone to accidental falls. Actually, falls are one of the most notable
concerns in elder care. Not surprisingly, there are several technical solu-
tions to detect falls, however, none of them has achieved great acceptance.
The popularization of smartwatches provides a promising tool to address
this problem. In this work, we present a solution that applies machine
learning techniques to process the output of a smartwatch accelerometer,
being able to detect a fall event with high accuracy. To this end, we simu-
lated the two most common types of falls in elders, gathering acceleration
data from the wrist, then applied that data to train two classifiers. The
results show high accuracy and robust classifiers able to detect falls.

Keywords: Fall detection · Accelerometer · Machine learning · Classi-
fication · Supervised learning · Care for the elderly

1 Introduction

Falls in the elderly are a public health problem [1]. They are not only a significant
source of problems associated to elderly for their direct consequences (such as
traumas), but also because falls are the symptom of infirmity (such as hearth
attack). Therefore, it is not surprising that falls are one of the most relevant
concerns for elders care professionals and their families.

The importance of this topic has motivated the rise of a notable number of
solution proposals. Most of them have in common the usage of accelerometers [2].
The small size, availability in cell phones and respect to privacy explain why
they are becoming so popular in falls detection. Many approaches use dedicated
devices, usually placed on the trunk [3], while others exploit the capabilities and
popularity of smartphones [4,5]. A similar approach was successfully used to
build kinematics models of upper limps [6] and applied to home rehabilitation [7].

Image processing is another popular approach to fall detection [8–10], how-
ever, it poses some practical problems which in this context are determinant.
People use to dislike having cameras in their private spaces, even if they do
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 523–532, 2016.
DOI: 10.1007/978-3-319-46257-8 56
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not record or transmit images. We should also mention the need to install cam-
eras and their limitations to the screened areas. A third group of fall detection
systems uses sound or vibrations [11].

Perhaps a notable motivation for elders to reject fall detection devices is
their size, which leads to inadequate ergonomics [2]. Fall detection based on cell
phones do not present that problem, but raises new ones when they are used
by the elderly. Perhaps the most notable one is that they do not keep the cell
phone on them when being at home, where most of the falls happen. There are
other additional problems, for instance, women use to keep their cell phones in a
handbag, where fall detection algorithms will likely fail because they are trained
to detect falls through acceleration sensors close to the body trunk.

In order to overcome the usage disadvantages of previous devices, we pro-
pose to exploit the popularity of smartwatches. Most of them are programmable
devices, and include rich sensing such as accelerometers. Some advanced models
even include heart monitors and communication capabilities. All those features
together with the price reduction provide a good opportunity of improving elders
caring. Some of the problems with cell phones do not happen when using smart-
watches: they are located always in the same place, regardless of gender and
age, and perhaps more important in elderly people, they are considered every
day objects and thus they are not perceived as something invasive. Therefore,
we believe these features will help reducing their adoption resistance. In this
paper, we present a Machine Learning (ML) -based fall- detection algorithm
implemented in a smartwatch. Our results show the accuracy of the classifiers
used over the datasets generated under the supervision of professionals in the
field.

The rest of the paper is structured as follows. Next, a discussion about the
types of falls in elders, then it describes the data acquisition procedure. Section 4
describes the data preprocessing. The main contribution is located in Sect. 5,
which describes the training and evaluation of the falls detection algorithm. The
robustness of the proposed algorithm is evaluated in Sect. 5.4. The paper finishes
with conclusions and future work.

2 Types of Falls in Elders

Our goal is to implement a falls detection algorithm in a smartwatch to mon-
itor the elderly. In order to detect the falls, we pose the problem in terms of
classification: given the acceleration values in a time window, classify them as
corresponding to a fall or not. Since the final aim is to implement a classifier
in a device (a smartwatch) with limited capabilities, the classifier resources con-
sumption is an issue that needs to be taken into account.

As most ML applications, an important issue is how to gather high quality
data to train and test the classifiers. In this particular application, data gathering
involves people falling, which implies obvious health risks. Other approaches
have used volunteers to simulate the fall, who used to be healthy young people,
sometimes they were skilled in some martial art or used protections to minimize
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the risks. This can be a threat the validity as it can suppose a bias to the results,
however, data gathering of real falls with elder people is a costly, risky and time
consuming task [12], just to mention the most obvious difficulties.

The target of our work is elderly people care, whose falls follow specific
dynamics. Elders suffer loose of mobility, which translates to slower motion and
increased reaction time. In case of a fall, a young healthy person would react
moving his/her arms to cushion the hit; on the contrary, elders do not tend to
react in time, resulting in more violent hits. Another relevant issue for our work
is the shift of the center of gravity in elders. With age, people tend to separate
their legs, and curve the trunk forward, this implies that the center of gravity
in elders tend to be lower and shifted forward. As a consequence, falls in elders
rarely happen laterally or backwards.

There are usually two types of falls in elders, which we name syncope and
forward falls. We refer to syncope falls to those falls consequence of a loss of
conscience or hearth condition that prevents using the muscles to control the
fall. It results in a vertical motion and a two stages fall: first the knees impact
on the ground, and then the trunk moves forward until it hits the ground. The
second type of fall usually found in elders is what we name forward falls. They are
originated by the collision of a foot with an object while the person is walking,
loosing the equilibrium and falling over. The trunk in this type of falls moves
forward, and given the increased reaction time of elders, the trunk hits the
ground without the hands cushioning.

Given the different dynamics of the falls, it seems reasonable to address them
as two different, yet related, problems. To this end we will train two different
classifiers, each one specialized in detecting one type of fall. In Sect. 5.4 we study
the ability of the classifiers to detect falls of a different type they were trained
to do so.

3 Data Acquisition

Acquisition of high quality datasets is a key process in ML. We used a smartwatch
with a triaxial accelerometer, the hardware imposed a sampling period of 20 ms,
yielding three measures of acceleration (X, Y and Z) each 20 ms. The variable
Y stands for the longitudinal axis, X for the sideways axis and Z for the axis
perpendicular to the watch display.

A key problem to consider is how to build the base class labeled as ‘no
fall ’. We used data captured along a basket match, removing those samples with
accelerations lower than a given threshold. The idea is to keep samples containing
high accelerations. This is clearly an unrealistic activity for an elderly person,
but basket contains numerous vertical and horizontal motion, making it similar
to a fall. In this way we avoid the näıve problem of just classing motion and lack
of motion. If a classifier is correctly trained to distinguish between basket and
falls, it seems fair to assume that it will be able to distinguish between a fall and
normal activities in the life of an elder.

Using real falls was discarded given the risk of injuring the subject, specially
when our target is a fragile population group, the elderly. Therefore we tried to
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capture as much data as realistically possible, taking all necessary measures to
avoid risks1. We defined two data acquisition procedures, one for syncope and
another one for forward falls.

3.1 Syncope Falls Data Capture Procedure

Syncope falls are characterized by the lack of control, with gravity as the only
acting force. Other ML approaches to fall detection used volunteers to simulate
this type of fall. In our opinion, this scenario is better simulated by using a
nursing mannequin, which is a mannequin with the same joints mobility, size
and weight than an adult human. Of course, the results will also be biased, since
there is only one mannequin available for data gathering, but still the fall is more
realistic than a conscious simulating it.

The center of gravity of the mannequin used did not reflect perfectly well
the one found in an elderly person. For this reason, just releasing the mannequin
does not generate a realistic syncope fall; the mannequin tends to stop once
the knees hit the ground. In order to generate realistic falls, it was needed that
the mannequin was smoothly pushed forward when it was released. The whole
process was supervised by two Geriatrics experts. They helped to optimize the
procedure and judged which simulated falls were realistic, and which one should
be discarded.

We simulated 42 syncope falls, but the experts only validated 30 falls. There
were 12 simulated falls discarded for different reasons, in some cases the man-
nequin did not fall on its knees, or it hit the ground with the knees, but the trunk
did not move forward, or the trunk moved laterally. Falls lasted around 500 ms,
but measurements begun shortly before and finished shortly after the fall. Given
the fact that each sample contains three acceleration values, and samples are
measured in 20 ms intervals, each fall generated between 150 and 300 measures.

3.2 Forward Fall Data Capture Procedure

Forward falls begin with the subject walking, when the subject hits an obstacle
overbalancing and falling over. This scenario is poorly approximated with a
mannequin. In a forward fall, the subject does have some control, and actually
the reflex action is to raise the hands to cushion the hit. In elderly people this
reaction can be slow, and they usually do not have enough time to raise their
hands, resulting in more dangerous falls. In our opinion, this scenario is better
approximated using a healthy young subjects that were trained to move slowly.
This is not easy because falling over in that way seems unnatural for the subject,
but the results are more accurate according to the geriatric experts consulted.

Therefore, we selected a young volunteer and placed him on a tatami for
safety. The obstacle was a thick pad, which also served to safety stop the fall.
The domain experts trained the volunteer not to use his hands and move slowly.
Once the training was finished, the data capture begun. To simulate the fall,

1 All datasets are available on http://atc1.aut.uah.es/∼david/ideal2016.

http://atc1.aut.uah.es/~david/ideal2016
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(a) Syncope fall acceleration
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(b) Forward fall accelerations

Fig. 1. Example of accelerations measured on the wrist.

the volunteer begun to walk and after 4–5 steps hitting the pad with a foot and
falling over. Given that data might be affected by which foot hit the pad, we
repeated the process the same number of times with each foot.

The volunteer simulated 47 falls, but the experts only validated 40, 20 for
each feet. In order to assess the robustness of the classifier, we gathered data
from 20 valid falls of two other volunteers. The duration of each fall is around
one second.

Figure 1 visualizes the acceleration in a typical (a) syncope and (b) forward
fall. In the syncope fall the two hits (knees and trunk) are clearly visible, while
the forward fall shows first smooth accelerations due to walking, the fall over
and finally the subject laying.

4 Data Preprocessing

Data needs some preprocessing in order to feed the classifier. We grouped data
in time windows, which contains samples that serve as input to the classifier.
This is also an indirect way to consider history, since the time window contains
historical values of acceleration. All windows containing a fall were manually
labeled as ‘fall’, while windows coming from a basket match were labeled as
‘not-fall’.

The time window width is a key parameter, we set the width to contain the
fall values. We analyzed several syncope falls, observing that the average duration
(see Fig. 1) is 500 ms, so we set the time window for syncope fall detection to
500 ms. Similarly, the window length for forward falls was set to 1200 ms.

In addition to raw data coming from the accelerometer, we introduced new
attributes summarizing those values. In particular, for each window, we com-
puted the mean and standard deviation of acceleration in each one of the three
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Table 1. Attributes under consideration to feed the classifiers: acceleration in X, Y
and Z axis along with mean and standard deviation for each axis. N is the number of
samples in the window, which depends on the dataset.

Attribute Label No. of attributes

Acceleration X AccelX[X1, ...,xN ] N

Acceleration Y AccelY[y1, ...,yN ] N

Acceleration Z AccelZ[Z1, ...,zN ] N

Mean X, Y and Z MeanX, MeanY, MeanZ 3

Std. deviation X, Y and Z DevX, DevY, DevZ 3

axis. Those attributes, along with raw data were used to train the classifiers.
Table 1 summarizes the attributes considered, however their predictive power
greatly varies, as will be analyzed later.

An important issue about data is that it is unbalanced. Since falls are hard to
simulate, there were much more data coming from basket than from simulated
falls. To face this issue we undersampled the ‘not-fall’ class, getting the same
number of instances for each class. The evaluation of the classifiers was carried
out using 10-fold cross-validation.

5 Detection of Fall Events

Fall detection is addressed as a binary classification problem: classify acceleration
measures contained in a time window as ‘fall’ or ‘not-fall’. The dataset was build
as described in Sect. 3 and then preprocessed to generate time windows, derived
attributes and labels as described in Sect. 4.

The goal is to implement the classifier in a smartwatch, which means that
the classifier model generated should be as lightweight as possible (memory and
computationally). We considered some classical classifiers implemented in Weka
such as C4.5 (J48), 1-NN, Logistic regression, Näıve Bayes and PART. Some
of these classifiers such as 1-NN are not lightweight, but its good performance
motivated us to include them for comparison purposes.

5.1 Determination of Sampling Rate

An important parameter to be set is the sampling rate. Measures were taken
with a hardware that imposed a maximum sampling rate of 20 ms, however, it
is possible that we could use a lower rate. We should consider that there is a
direct relationship between the sampling rate and the number of attributes and
therefore trying to reduce the sampling rate might pay off.

We also briefly studied the influence of the sampling rate with the accuracy
of the classifiers. To this end we evaluated the accuracy of several classifiers using
a range of sample periods. No feature selection was used. The results are shown
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Table 2. Evaluation of the influence of the sampling rate on the classifiers accuracy.
The table shows the sampling rate, type of fall -syncope (S) or forward (F)-, number
of attributes (as indicated in Table 1) and accuracy of the classifiers.

Sample period Fall type # attrib C4.5 1-NN Reg. Log. Näıve Bayes PART

20ms S 97 95.38% 97.80% 90.26% 85.71% 95.82%

40ms S 52 92.10% 97.32% 87.48% 84.35% 91.65%

60ms S 37 88.38% 92.03% 87.24% 83.60% 87.70%

20ms F 82 95.66% 98.43% 88.76% 86.74% 94.09%

40ms F 46 91.97% 97.21% 89.34% 84.43% 92.62%

60ms F 34 88.45% 89.50% 84.25% 83.46% 85.04%

in Table 2. We can observe a pattern regardless of the classification algorithm,
high sampling rates boost performance, at least in the range of values that we
have under consideration. The Nyquist Theorem states that there must be a
lower bound to the sampling period from which we should not expect further
performance improvements. Clearly this lower bound was not achieved as the
best performance value was with 20 ms samples. Therefore, this was the chosen
value.

5.2 Overview of Attributes Classification Power

The number of attributes used so far is relatively high. To illustrate this point,
let us consider a syncope fall window that lasts 500 ms, 25 samples and each
sample with three values of acceleration (X,Y,Z), which yields to 75 attributes.
In addition, there are six derived attributes (mean and standard deviations),
resulting in 81 attributes. This high number of attributes may result in higher
computational costs and eventually may also degenerate the classifier perfor-
mance.

To reduce the number of attributes we estimated the predictive power of the
attributes. To this end we applied Correlation Feature Selection Subset Evalu-
ation, as implemented in Weka, This method evaluates the correlation of each
attribute with the class, as well as the correlation among the attributes, giving
better ranks to those attributes highly correlated with the class while having
low correlation among other attributes.

Table 3 ranks attributes by its predictive power suggesting that derived
attributes have higher predictive power in comparison to raw acceleration val-
ues. In particular, the standard deviation on Y has the best score for syncope
falls, and gets the second position for forward falls. Mean acceleration on Z has
the second highest score in syncope falls, while appears as a good attribute for
forward falls. Raw data seems to have less predictive power, in particular on Z.
Interestingly, the mean Z acceleration get a pretty high score for syncope falls,
while raw acceleration values on Z does not appear in the table. Syncope fall
includes many raw acceleration values on X, with similar scores, this suggests
that those attributes may be highly correlated.
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Table 3. Twelve best predictive attributes ranked by its correlation to the class for
syncope and forward falls.

Forward fall Syncope fall

% Inf. Attrib. % Inf. Attrib. % Inf. Attrib. % Inf. Attrib.

0.515 DevZ 0.173 AccelX1 0.541 DevY 0.233 AccelX11

0.429 DevY 0.163 MeanZ 0.523 MeanZ 0.232 AccelX8

0.399 MeanX 0.159 AccelZ24 0.238 AccelY12 0.229 AccelY11

0.316 DevX 0.154 AccelX2 0.235 AccelX7 0.229 AccelX9

0.209 MeanY 0.144 AccelZ23 0.235 AccelX12 0.227 AccelX10

0.195 AccelX0 0.135 AccelX3 0.233 AccelX13 0.226 AccelX14

Table 4. Performance of syncope (S) and forward falls (F) detection. Attribute selec-
tion was performed using a wrapper.

C4.5 1-NN Log. Reg. Näıve Bayes PART

Accuracy S 0.98 1 0.92 0.93 0.96

F 0.98 1 0.89 0.91 0.95

Recall S 0.98 1 0.94 0.90 0.97

F 0.98 1 0.91 0.92 0.97

Attributes S 12 7 16 9 7

F 9 13 11 12 7

The high score that derived attributes achieve and the hint of highly cor-
related raw acceleration values suggest that the number of attributes may be
reduced significantly. For this reason in the following section we will evaluate
the classifiers integrating the feature selection.

5.3 Evaluation of Classifiers

Given the importance of feature selection, we have performed the classifier eval-
uation along with it using a wrapper approach. This method exploits the interac-
tion between the classifier and the attributes, yielding, in theory, better results,
specially where there are a high number of redundant attributes. We used the
Weka WrapperSubsetEval implementation of the method with Hill Climbing for
attribute search.

Table 4 summarizes the performance of the classifiers. For instance, C4.5 (J48
in Weka) with 97 attributes (Table 2) scores 95.38 % accuracy, while using wrap-
per feature selection it increases to 98 % with only 12 or 9 attributes, depending
on the type of fall respectively. The other classifiers behave in a similar way. The
1-NN classifier has an outstanding performance, with a perfect accuracy and
recall. The similarity of the instances in the training set may explain this; the
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Table 5. Performance of forward falls detection classifiers shown in Table 4 evaluated
with a testing set composed by unseen people simulated falls.

C4.5 1-NN Log. Reg. Näıve Bayes PART

Accuracy F 0.91 0.66 0.97 0.98 0.98

Recall F 0.90 0.98 0.95 0.96 0.98

Attributes F 9 13 11 12 7

robustness analysis done in the next section supports this hypothesis. Despite the
magnificent performance of 1-NN, the need to store all the training set dissuades
us to implement it in a smartwatch. However, it suggests that perhaps using a
Nearest Centroid Classifier may conduct to a good classifier while keeping low
computational needs.

5.4 Robustness Analysis of Forward Falls

A clear weakness of the previous approach is the lack of diversity in the training
set. Syncope falls used just a single mannequin, while forward falls included falls
from one person. This obviously reduces the complexity of the problem, and a
natural question that rises is how much the classifier degrades its performance
when exposed to different people. In order to provide an insight to this question,
we performed a robustness experiment.

Given the lack of alternative mannequin, we focused on forward falls. As
described in Sect. 3, we captured data from three people, one of them repeated
40 times the fall simulation, while the others repeated the simulation 20. We
exposed the classifiers trained with data coming from the first volunteer (whose
performance is shown in Table 4), to the simulated falls of the other two vol-
unteers. The resulting performance is shown in Table 5. As we expected, the
performance drops, but in most cases remains above 0.9. The most dramatic
case is with 1-NN, whose accuracy falls to 0.66. Logistic regression, Bayes and
PART seems quite robust and actually they increase the performance.

6 Conclusions and Future Work

In this paper we have described an ML application to detect falls sensing the
acceleration on the wrist. The aim is to implement a fall detection system in a
smartwatch oriented to the elderly care. This population is prone to suffer two
types of falls, syncope and forward falls. We simulated those type of falls and
measured acceleration on the wrist. These data, along with measures coming
from a basket match were used to train and evaluate a classifier with a wrapper-
based feature selection.

We selected PART for its high accuracy (above 0.9) and the relatively low
number of rules (7) it generated, which made unnecessary the use of external
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libraries, an interesting feature when looking for a lightweight application. We
implemented the algorithm in Android Wear and tested on a Samsung Gear S,
with satisfactory results. In a near future we expect to expand the detection
with new sensors and an ensemble of classifiers.
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Abstract. In the current era of big data, wide varieties of high vol-
umes of valuable data of different veracities can be generated or col-
lected at a high velocity. One of the popular sources of these big data
is the wireless networks. Nowadays, the use of smartphones has signifi-
cantly increased the traffic load in these cellular networks. Consequently,
system models that are practical in real-life scenario with the signifi-
cant for increasing traffic load in cellular networks have drawn atten-
tions of researchers. Studies have been conducted to solve the related
interesting research problem of user association in this complex system
model. Some of these studies formulated this research problem as a many-
to-one matching game, in which users and base stations evaluate each
other based on well-defined utilities. In this paper, we examine how the
traditional data mining techniques—in particular, the frequent pattern
mining techniques—help to solve this research problem. Specifically, we
examine the mining of uplink-downlink user association data in wireless
heterogeneous networks.

Keywords: Association rules · Big data · Data mining · Downlink ·
Frequent patterns · Knowledge discovery · Uplink · Wireless heteroge-
neous networks

1 Introduction

In the current era of big data, wide varieties of high volumes of valuable data
of different veracities can be generated or collected at a high velocity. These
big data can be characterized by the well-known 5V’s: (1) variety, (2) volume,
(3) value, (4) veracity, and (5) velocity. Embedded in the big data are rich sets
of useful information and knowledge. This leads to data science and big data
analytics, which incorporates various techniques from a broad range of fields—
including cloud computing, intelligent data engineering and automated learning,
knowledge discovery and data mining, machine learning, mathematics, as well
as statistics.
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 533–541, 2016.
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Nowadays, big data are almost everywhere, ranging from web logs to texts,
documents, business transactions, banking records, financial charts, biological
data, medical images, surveillance videos, to streams of advertisements, market-
ing, telecommunication, life science, and social media data. One popular source of
big data is communication networks, including wireless heterogeneous networks.

The use of smartphones has significantly increased the traffic load in current
cellular networks [13], and this trend is expected to continue in the next few
years [5]. To meet the demand generated by this increasing traffic, significant
changes to current cellular architecture is needed. The following are two common
ways to address this problem:

1. One way is to apply the concept of small cell networks (SCNs) [12,24], which
allow users to improve the capacity and coverage of wireless networks by
reducing the distance between users and their serving base stations (BSs).
This is done by deploying small cell base stations (SBSs), which overlaid
on current macrocell networks. The deployment of small cells introduces
numerous challenges in terms of interference management, resource alloca-
tion, and network modeling [5,12]. In particular, cell association is an impor-
tant challenge in small cell networks. For instance, directly deploying classical
macrocell-oriented cell association schemes in small cell networks can lead to
inefficient association due to the factors such as heterogeneous capabilities
and varying coverage areas [28].

2. Another way is to use full-duplex technology in small cell operation envi-
ronment for improving the system spectral efficiency by using the same radio
resources for simultaneous transmission and reception in different nodes of the
radio system. Full-duplex technology enables the doubling of a single point-
to-point link capacity in optimum case. An important challenge of using full-
duplex technology is the interference management. In order to achieve the
maximum gain, the base station must properly schedule a pair of the trans-
mit user and the receive user being operated on the same resource as well.
In presence of full-duplex small cell environment, associating users to their
serving base station becomes a crucial problem. To improve the whole net-
work capacity in such an environment, it is very important to associate the
users to both uplink (UL) and downlink (DL) base stations simultaneously.
This leads to coupled-decoupled association. Note the following key difference
between coupled association and decoupled association:
(a) Coupled association assigns a user to the same base station for both uplink

and downlink. See Fig. 1, which shows a bi-directional full-duplex mode
in which the user is assigned to the same base station for both uplink and
downlink transmission.

(b) Decoupled association assigns a user to different base stations for uplink
and downlink. See Fig. 2, which shows that a three-node full-duplex mode
in which the user received the downlink transmission from a macrocell
base station and sent the uplink transmission to a different small cell
base station.
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Fig. 1. Coupled user association

Fig. 2. Decoupled user association

In other words, when compared with using only coupled association or using
only decoupled association, the use of coupled-decoupled association might
increase the network capacity.

In this paper, we examine how the traditional data mining techniques help to
analyze the uplink-downlink user association data from wireless heterogeneous
networks so as to get some insights about the data and the uplink-downlink
phenomena in the networks. In particular, we examine how frequent pattern
mining, which aims to discover implicit, previously unknown and potentially
useful knowledge in the form of frequently co-occurring events.

The remainder of this paper is organized as follows. The next section discusses
related work, and Sect. 3 explains uplink-downlink user association problem.
Section 4 describes how frequent pattern mining helps the system model for
the joint uplink-downlink user association in wireless heterogeneous networks.
Results of our evaluation via simulation are briefly presented in Sect. 5. Finally,
conclusions and future work are given in Sect. 6.

2 Related Work

Although there are related work [9] on cell association, many of them are based
on signal strength or signal to interference noise ratio (SINR) and are not user-
centric. Most of these existing works require network-level coordination, which
increases both complexity and overhead and is undesirable in small cell net-
works. Singh et al. [26] focused on only decoupled user association. Roth et al.
[20] provided self-organizing cell association in small cell networks via the pow-
erful tools of matching theory. While matching theory has recently attracted a
lot of attention in wireless networks (e.g., associating channels in ad-hoc and
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cognitive networks [10,11]), most of these works only focus on the maximization
of SINR-based utilities and do not handle small cell network-specific challenges.
Moreover, these approaches do not offer a satisfactory solution for non-uniform
user distributions.

On the one hand, some existing works [2,21] dealt with the user association
problem in either uplink or downlink. For instance, Boccardi et al. [3] explained
why to decouple the uplink and downlink in cellular networks from the traditional
coupled downlink-uplink model, and described how to decouple the uplink and
downlink in cellular networks.

On the other hand, some other existing works consider full-duplexing along
with joint uplink-downlink association with a provision for coupled-decoupled
association. For instance, Boostanimehr and Bhargava [4] addressed a joint
downlink and uplink aware cell association problem in a multi-tier heteroge-
neous network, in which base stations have finite number of resource blocks to
distribute among the users. They also defined an optimization problem to max-
imize the sum of weighted utility of long term data rate in downlink and uplink
through cell association and resource block distribution while maintaining qual-
ity of service (QoS). Li et al. [18] aimed to maximize the energy efficiency, which
is defined as the ratio of the achieved throughput over the energy cost by opti-
mizing the time allocation for the downlink and multi-user uplink traffic. Sekan-
der et al. [22,23] solved the joint uplink-downlink user association problem in
presence of full-duplex small cell network environment to maximize the network
rate. They used the notion of matching algorithm, and modified it to provide
the users with a flexibility to choose coupled or decoupled association based on
their preference. As a result, this association scheme improves the network rate
over the conventional joint nearest base station association.

3 Background: Uplink-Downlink User Association
Problem

Consider the joint uplink and downlink of an orthogonal frequency-division mul-
tiple access (OFDMA) small cell network having multiple macrocells overlaid
with a number of small cell base stations randomly distributed in the coverage
area of the macrocell base station (MBS). Consider an open access scheme, in
which all users are allowed to connect to their preferred tier. Assume that all tiers
use the same spectrum (i.e., co-channel deployment [17]). Here, consider a single
channel, which is used by all the base stations during both uplink and downlink.
Consider full-duplex users and base stations (e.g., macrocell base stations, small
cell base stations) to improve system spectral efficiency through using the same
radio resources for simultaneous transmission and reception.

In a conventional setting, each active user is served by a base station, which
offers the highest received signal strength index (RSSI) or the nearest base sta-
tion. However, in presence of small cell and full-duplexing technology, assigning
users to the base station is not simple. For some users, it might be better to be
associated in a joint or coupled manner (i.e., associating to same base station for
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uplink and downlink), whereas some users will benefit more in a decoupled man-
ner (i.e., associating to different base stations for uplink and downlink). Recall
from Sect. 1 that, when using the coupled mode (as shown in Fig. 1), a user is
associated to a single base station for both uplink and downlink transmissions
in the same frequency band. As such, there is self-interference at both the user
side and base station sides. In contrast, when using the decoupled mode (as
shown in Fig. 2), a user to is associated to different base stations for uplink and
downlink transmissions with distinct uplink and downlink frequencies. As such
self-interference occurs only at the user side, but neither the transmitter side
(i.e., macrocell base station) nor the receiver side (i.e., small cell base station).

Hence, joint association to the same base station for both uplink and down-
link has been a common solution to the user association problem. However,
in terms of system capacity, one needs to consider the provision for decoupled
uplink-downlink association, where a user can associate to different base station
for uplink and downlink to maximize its data rate. Consequently, Sekander et al.
[22,23] formulated the cell association problem in small cell networks as a many-
to-one matching game, in which a set K of users will be assigned to a set L of
base stations, where each user will be assigned to at most one base station in
uplink and at most one base station in downlink. A matching game is defined by
two sets of players that evaluate one another using well-defined preference rela-
tions [20]. Any arbitrary base station l is assumed to serve a maximum number
of users qd (i.e., quota) in the downlink, and qu in the uplink. Depending on the
channel quality or equivalently signal to interference noise ratio (SINR) values,
each user builds a preference relation over the base stations. Furthermore, each
base station has a preference over the subset of users based on a predefined util-
ity function. Iteratively, the users propose to their most preferred base station
according to their preferences, and base stations accept or reject the proposals
based on the utilities they assign to their applicants.

4 Application of Frequent Pattern Mining to Analyzing
Uplink-Downlink User Association

Data mining techniques—especially, frequent pattern mining techniques—can
help in the computation of the preference for both base stations and users. Since
the introduction of the frequent pattern mining problem—which aims to discover
implicit, previously unknown and potentially useful knowledge in the form of sets
of frequently purchased merchandise items in shopper market baskets or sets of
collocated events or objects, there have been numerous algorithms. Examples
include Apriori [1] (which finds frequent patterns in a breath-first search man-
ner, i.e., levelwise, bottom-up approach), FP-growth [14] and TD-FP-Growth
[27] (which both find frequent pattern in a depth-first search manner, i.e., build-
ing a global FP-tree for capturing the content of the original database and apply-
ing divide-and-conquer to build subsequent sub-trees each capturing the contents
of subsequent projected databases in a bottom-up or top-down fashion). More-
over, H-mine [19] also finds frequent patterns in a depth-first search manner,
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but it does so by updating hyperlinks of hyperlinked array structures instead of
updating pointers of tree structures as in FP-growth or TD-FP-Growth. Sim-
ilarly, B-mine [16] first builds a bitwise table to capture contents of the data-
base, and then recursively finds frequent patterns from this bitwise table in a
depth-first search manner. In addition to these horizontal mining algorithms
(i.e., transaction-centric algorithms), both Eclat [14] and VIPER [25] find fre-
quent patterns vertically (i.e., domain item-centric). Eclat captures the IDs of
transactions containing the item in a list, whereas VIPER captures the same
information in a bit vector.

We adapt the aforementioned frequent pattern algorithms and their associ-
ated structures to the analysis of uplink-downlink user association. For instance,
we adapt the 2-dimensional bitwise table (used in B-mine) into a 3-dimensional
bitwise table to capture the relationships or associations among M users (i.e., x-
axis) and B base stations (i.e., y-axis) in both uplink and downlink transmissions
(i.e., the new z-axis), for a total of M ×B × 2 bits in the table.

From the resulting bitwise table, we then observe whether or not the coupled
mode (i.e., using the same base station for uplink and downlink) or the decoupled
mode (i.e., using different base stations) are used for any specific users and
base stations. Based on the frequent patterns mined by the B-mine algorithm
(adapted for mining the 3-dimensional bitwise table), the sum of uplink and
downlink rates are computed. Based on the sum, each user maintains a ranked
list of preference on which base stations to transmit. Each base station then
accommodates at most qu + qd users. If the demand is higher than the supply,
then the base station keeps those top qu + qd users—ranked based on the sum
of uplink and downlink rates—so as to maximize the utilities of the wireless
heterogeneous networks.

Moreover, by applying vertical mining algorithms (e.g., Eclat, VIPER) to
the resulting lists of top qu + qd users for all base stations, we find popular and
highly demanding users who frequently send uplink transmissions to or receive
downlink transmissions from the base stations. Based on the results of this fre-
quent pattern mining application, the network designers can then get insight
about users’ behaviour in the wireless heterogeneous networks and take appro-
priate business actions (e.g., establish more base stations in the proximity of
these demanding users).

Similarly, by applying horizontal mining algorithms (e.g., Apriori, FP-
growth, TD-FP-Growth, H-mine, B-mine) to the resulting ranked lists of pref-
erence (of preferred base stations) for all users, we find popular and busy base
stations in which users frequently send uplink transmissions or receive downlink
transmissions. Based on the results of this frequent pattern mining application,
the network designers can then get insight about the station load in the wireless
heterogeneous networks and take appropriate business actions (e.g., establish
more base stations in the proximity of these busy base stations so as to reduce
the loads of, or the demand for, these base stations).
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5 Evaluation

To evaluate the feasibility and practicality of our frequent pattern mining tech-
niques, we conducted a simulation. The results show that (1) our adaptation of
the 3-dimensional bitwise table effectively capturing the relationships or asso-
ciations among users and base stations, (2) our application of vertical frequent
pattern mining algorithms effectively finding sets of popular/highly demanding
users, and (3) our application of horizontal frequent pattern mining algorithms
effectively finding sets of popular/busy base stations. This shows how the mining
of uplink-downlink user associations help to get insight about users’ behaviours
and station loads in wireless heterogeneous networks.

6 Conclusions and Future Work

In this paper, we examined how the data mining techniques for frequent pat-
tern mining helps to solve the research problem of mining uplink-downlink user
association. Future work is mainly oriented in exploring system models that are
compliant with innovative big data requirements (e.g., [8,15]) as well as with
imprecise and uncertain data management (e.g., [7,29]). Another future direc-
tion is to consider adaptive paradigms (e.g., [6]), as these would play a relevant
role in dynamic wireless heterogeneous networks.
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Abstract. The demand for multi-label classification methods contin-
ues to grow in many modern applications, such as document classifica-
tion, music categorisation, and semantic scene classification. This paper
proposes two multi-label fuzzy similarity-based nearest-neighbour algo-
rithms using the association rules. Specifically, in order to reduce the
combination label number and avoid the label overlapping phenomenon,
the association rule approach is employed to make the combination labels
collapse to a set of sub-labels. Then by transforming the multi-label train-
ing data into the single-label representation data, the fuzzy similarity-
based nearest-neighbour methods perform the classification label predic-
tion. According to the extracted association rules, the resulting label set
is the union of the predicted labels and their associated labels. Appar-
ently, such result set will be more able to maintain the relevance between
the labels. Empirical results suggest that the proposed approach can
improve the performance and reduce the training time compared with
other multi-label classification algorithms.

Keywords: Multi-label classification · Association rule · Fuzzy similar-
ity · Nearest-neighbour

1 Introduction

Multi-label Classification (MLC) is a task to assign the instances to the class
which is associated with several labels simultaneously. This topic of research orig-
inated in text categorisation, where each document may belong to several defined
theme. In this case, the document, with keyword pollution, may simultaneously
belong to the theme of environmental protection and policy in document classi-
fication [10]. Similarly, in other applications, each image may belong to several
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semantic classes in scene classification [2] and each protein may be connected
with a set of functional classes in functional protein categorisation [3]. Since
the multi-label learning task is pervasive in real-world problems, much effort
has been paid to develop the relevant classification algorithms. Binary relevance
method (BR) [4] assumes labels are independent. Thus BR ignores correlations
and inter-dependences between labels and this is not always true. Label combi-
nation (LC) can aggregate the multi-labels into a series of single-labels, however
they can not predict unseen label sets. Meanwhile, LC may cause class imbalance
when the number of labels is high. The pruned problem transformation (PPT)
[8] method can prune label subset occurring in the training data less than certain
times, nevertheless, such strategy will result in the loss of information.

In order to solve the problems of multi-label classification, this paper exploits
the inter-dependence between the labels by using the association rules [5]. In
this case, the labels, which can be inferred by the other ones, will be removed
to reduce the size of the label sets. After combining the labels into a series
of single-labels, the fuzzy similarity-based nearest-neighbour methods [7] are
used to perform the classification task. Then, these single-label predictions are
transformed back to the multi-label predictions. For the completeness, the labels,
which are inferred by those predicted labels, will be recovered according to the
forementioned association rules. Compared to the conventional methods which
only use LC, since the dependencies between the classification labels are taken
into account, in proposed algorithm, the unseen label sets can be predicted
and the class imbalanced problems can be addressed as well. The experimental
results demonstrate that the performance of proposed method is superior to
other traditional multi-label learning methods.

The remainder of the paper is structured as follows. In Sect. 2, the prelimi-
naries of multi-label classification, fuzzy similarity-based nearest-neighbour and
association rules are reviewed. Section 3 introduces the proposed multi-label clas-
sification based on association rule in detail. The new multi-label classifiers are
compared with others in an experimental evaluation in Sect. 4. Section 5 con-
cludes the paper with a short discussion of future work.

2 Theoretical Background

2.1 Multi-label Classification

The conception of multi-label classification [8] is distinguished from that of
single-label classification. Each training instance in the single label data can
associate only one label, however, the training instance in multi-label data can
have multiple labels simultaneously. The solution to multi-label classification can
be divided into two different groups [12]: the problem transformation methods
and the algorithm adaption methods. Commonly, the problem transformation
method transforms multi-labeled training data into a single-label representation.
Then one or more single-label classifiers are trained by such representation. Via
reverse process, the single-label output by single-label classification is reverted



544 Y. Rong et al.

into a multi-label output. The algorithm adaption methods extend specific learn-
ing algorithms in order to handle multi-label data directly. This paper focuses
on the problem transformation methods for multi-label classification.

Moreover, the evaluation measures in multi-label learning need certain proper
approaches, since the performance over all labels should be taken into account.
For a t-instance multi-label set, T = {(Xi, Yi) |1 ≤ i ≤ t}, where Xi is the con-
ditional feature set and Yi is the label set, the performance gaugers used in this
paper are as follows.

(1) Accuracy (Eq. (1)) is the proportion of label values correctly classified of the
total number (predicted and actual) of labels for that instance averaged over
all instances:

Accuracy =
1
t

i=1∑

t

|Zi ∩ Yi|
|Zi ∪ Yi|

(1)

(2) Hamming Loss evaluates how many times, on average, an example-label
pair is misclassified. This metric takes into account both prediction errors
(an incorrect label is predicted) and omission errors (a correct label is not
predicted). The lower the value, the better the performance of the classifier.
The expression of this metric is given in Eq. (2), where Δ stands for the
symmetric difference of two sets, and the 1/q factor is used to obtain a
normalised value in [0, 1].

Hamming Loss =
1
t

i=1∑

t

1
q

|ZiΔYi| (2)

(3) F1-Score (Eq. (3)) can be interpreted as a weighted average of the precision
and recall, where an F1-Score reaches its best value at 1 and worst at 0.

F1 =
1
t

i=1∑

t

2 |Zi ∩ Yi|
|Zi + Yi|

(3)

2.2 Fuzzy Similarity-Based Nearest-Neighbour Classification

The fuzzy similarity-based nearest-neighbour methods, similarity nearest-
neighbour (SNN) and aggregated-similarity nearest-neighbour (ASNN), are pro-
posed in [7]. These two approaches do not rely on the concepts or framework
of fuzzy-rough sets, but are equivalent to the fuzzy-rough nearest-neighbour
(FRNN) and vaguely-quantified rough sets (VQNN) methods, respectively.

The algorithm of SNN is outlined in Algorithm1. It calculates the similarity
μRP

(x, y) between the objects x and y for a feature set P . Such similarity degree is
defined in Eq. (4), where T is the T -norm, μRa

(x, y) is the similarity between the
objects x and y for feature a.. The value of μRP

(x, y) is then compared with the
existing value (τ). If the value for the currently considered class is higher, then τ
is updated with this value and the class label is assigned to this test object. If not,
the algorithm continues to iterate through all of the remaining training instances.
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μRP
(x, y) = Ta∈P {μRa

(x, y)}. (4)

Algorithm 1. The similarity nearest-neighbour
Require:

U: the training set;
y: the object to be classified;

1: τ ← 0, Class ← ∅
2: ∀x ∈ U

3: if(μRP (x, y) ≥ τ)
4: Class ← l(x)
5: τ ← μRP (x, y)
6: output Class

The Algorithm 2 summarise the ASNN methods. It works by iteratively
examining each of the decision classes in the training data. It calculates the
membership of the test data object under consideration to the greatest similar-
ity for each class, which is then compared with the highest existing value (τ).
If the greatest similarity for the currently considered class is higher, then τ is
updated with this value and the class label is assigned to this test object. If not,
the algorithm continues to iterate through all of the remaining decision classes.

Algorithm 2. The aggregated-similarity nearest-neighbour
Require:

U: the training set;
C: the set of decision classes;
y: the object to be classified;

1: N ← get Nearest-neighbour(y, k)
2: τ ← 0, Class ← ∅
3: ∀X ∈ C
4: if(

∑

x∈N,l(x)=X

μRP (x, y) ≥ τ)

5: Class ← X
6: τ ← ∑

x∈N,l(x)=X

μRP (x, y)

7: output Class

2.3 Association Rules

Association rule learning is a method that exploits the interesting relations
between variables in large databases. The strong rules discovered in databases
are identified by some interesting measures. The best-known constraints are min-
imum thresholds on the values of support and confidence. Specifically, let X be
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an item-set, X ⇒ Y is an association rule and T is a set of transactions of a given
database. The support value of X with respect to T is defined as the proportion
of transactions in the database which contains the item-set X. The confidence
value of a rule, X ⇒ Y , with respect to a set of transactions T , is the proportion
of the transactions that contains X which also contains Y .

The apriori [1] algorithm is designed to operate on databases containing
transactions. Apriori counts candidate item sets efficiently by the breadth-first
search and a hash tree structure. Candidate item sets of length k are generated
from item sets of length k − 1. Then the candidates are pruned which have an
infrequent sub pattern. The candidate set contains all frequent the k-length item
sets. After that, it scans the transaction database to determine the frequent item
sets among the candidates.

In the previous work, the association rules theory has been applied in the
single-label classification problem. However, there is no method that applies the
association rules theory in the multi-label classification problem to exploit the
inter-dependence between the labels. The mechanisms of them are distinctly
different.

3 Proposed Method

The correlations and inter-dependencies between labels are ignored in the con-
ventional methods for MLC. However, the correlation between the labels in the
multi-label data can be summarised as the following three conditions:

(1) label x may only exist itself alone;
(2) label x and y may often appear together;
(3) label x and y may never occur together.

Therefore, strong correlation may exist between the labels in multi-label prob-
lems. Such relationships are revealed by association rules in this paper. In so
doing, the labels, which can be inferred by the other ones, will be removed to
reduce the size of the label sets. After combining the labels into a series of single-
labels, the fuzzy similarity-based nearest-neighbour methods, SNN and ASNN,
are used to perform the classification task. Then, these single-label predictions
are transformed back to the multi-label predictions. For the completeness, the
labels, which are inferred by those predicted labels, will be recovered according
to the forementioned association rules. Compared to the conventional methods
which only use LC, since the dependencies between the classification labels are
taken into account, in proposed algorithm, the unseen label sets can be predicted
and the class imbalanced problems can be addressed as well. The main procedure
of the proposed algorithm consists of the following.

1. Label initialisation: The set of association rule (rules) and predicted label set
(L) are initialised with an empty set.

2. Generate rules: The association rule (rules) on the label set of all training
instances will be created by the apriori algorithm. The rules set must be
satisfied with the minimum thresholds of support degree and confident degree.
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3. Reduce the label set : In order to reduce the size of the label set, the labels,
which can be inferred by the other ones, will be removed.

4. Combine labels: The multi-label set of each training instance is transformed
into a single-label by LC. The labels of each instance are combined as a class.

5. SNN/ASNN classification: SNN and ASNN are used to train the single rep-
resentatives and achieve the single-label predictions.

6. Recovery to multi-label prediction: Via reverse process of label combination,
the single-label outputs by single-label classification are reverted into a set of
multi-label outputs.

7. Form final prediction: In this process, the labels, which are associated with
the predicted label set, will be rejoined into the label sets as the final predic-
tions. Following the above discussion, the proposed algorithm is summarised
in Algorithm 3.

Algorithm 3. Multi-label Fuzzy Similarity-based Nearest-neighbour Classifica-
tion Using Association Rule
Require:

U = {X, Y}, where U : training instances, X: feature sets, and Y: label sets;
t: the testing instance;
minSup: the minimum threshold of support degree;
minConf : the minimum threshold of confident degree;

1: Initialise rules = ∅; L = ∅;
2: Generate rules by minSup and minConf ;
3: Order rules by minConf ;
4: For Yi ⊆ Y // Tune labels by rules
5: For yi ∈ Yi

6: For rulei ⊆ rules
7: If yi ∈ rulei
8: Yi = Yi - yi ;
9: End

10: End
11: End
12: End
13: Transform labels into class like LC
14: L ← SNN(t) or ASNN(t) // Train single-label classifier
15: Recovery L back to multi-label predictions
16: For Li ∈ L // Join associated labels by rules
17: For rulei ∈ rules
18: If Li ⊆ rulei
19: L = L ∪ rulei
20: End
21: End
22: End
23: Return L



548 Y. Rong et al.

4 Experimentation

4.1 Experimental Setting

Table 1 displays a collection of multi-label datasets, with certain relevant statis-
tics, such as the number of instances, the number of attributes, the number of
labels, label cardinality (LC, see Eq. (5)) and label density (LD, see Eq. (6)).

LC (D) =
∑|D|

i=1 |Yi|
|D| . (5)

LD(D) =
∑|D|

i=1 |Yi|
|L| . (6)

Table 1. Multi-label datasets used for experiments and associated properties

Dataset Instances Attributes Labels LC LD

Yeast 2417 103 14 4.24 0.303
Scene 2407 294 6 1.074 0.179
Music 592 71 6 1.892 0.315

In this paper, the multi-label SNN (MLSNN) and multi-label ASNN
(MLASNN) are compared to the alternative multi-label learning algorithms,
such as, BR, LC, Classifier Chain (CC) [9], PPT, RAndom k-labELsets method
(RAkEL) [11]. The settings of the competitors are implemented in meka [6].
The experiment is conducted based on the training and testing split datasets,
which are 66 % and 33 % of the datasets, respectively. The proposed methods are
sensitive to the parametric values. For example, the parameters of minSup and
minConf are set to be 0.1 and 0.7 on Music dataset. The three representatives
of the multi-label datasets are chosen from meka.

4.2 Results and Discussion

As shown in Table 2, the proposed methods of MLASNN and MLSNN have a
good performance in terms of all the evaluation criteria on the music dataset.
Especially, on accuracy metric, MLASNN and MLSNN outperform other meth-
ods absolutely. While in terms of Hamming Loss and F1-score, the method of
RAkEL performs better. The reason for this case may be that the mechanism of
the RAkEL is createing m random sets of k label combinations and employing
ensemble voting process to arrive at a decision for final classification set. How-
ever, the time complexity of the RAkEL is expensive. The performances of the
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Table 2. Experiment result on music data set

Method Accuracy Hamming loss F1-score

BR(IB1) 0.304 0.696 0.464
BR(J48) 0.390 0.318 0.535
LC(IB1) 0.490 0.248 0.593
LC(J48) 0.445 0.281 0.544
CC(IB1) 0.490 0.248 0.599
CC(J48) 0.408 0.295 0.521
RAkEL(IB1) 0.490 0.248 0.599
RAkEL(BayesNet) 0.489 0.243 0.608
MLASNN 0.517 0.248 0.586
MLSNN 0.501 0.252 0.543

Table 3. Experiment result on yeast data set

Method Accuracy Hamming loss F1-score

BR(IB1) 0.493 0.239 0.450
BR(NavieBayes) 0.404 0.281 0.435
LC(IB1) 0.493 0.239 0.450
LC(J48) 0.403 0.278 0.383
CC(IB1) 0.493 0.239 0.608
CC(J48) 0.413 0.278 0.539
RAkEL(J48) 0.416 0.325 0.561
RAkEL(NavieBayes) 0.419 0.324 0.552
MLASNN 0.514 0.221 0.569
MLSNN 0.500 0.245 0.550

MLASNN and MLSNN on the yeast dataset are shown in Table 3. Apparently,
MLASNN and MLSNN outperform most of the other algorithms. Especially, the
accuracy results achieved by the proposed method are rather superior to the
others. Table 4 shows that the proposed methods perform on the scene dataset
in terms of all the evaluation criteria. It is also worth noting that the method of
BR with IB1 performs quite poorly compared to the other algorithms.
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Table 4. Experiment result on scene data set

Method Accuracy Hamming loss F1-score

BR(IB1) 0.182 0.818 0.305
BR(J48) 0.506 0.143 0.618
LC(IB1) 0.669 0.114 0.697
LC(J48) 0.583 0.145 0.601
CC(J48) 0.581 0.147 0.593
CC(NavieBayes) 0.451 0.239 0.558
RAkEL(J48) 0.614 0.131 0.667
RAkEL(NavieBayes) 0.520 0.151 0.594
MLASNN 0.669 0.111 0.670
MLSNN 0.651 0.120 0.659

5 Conclusion

This paper has presented the method of multi-label fuzzy similarity-based
nearest-neighbour classification using association rules. In proposed method, the
dependence between labels in multi-label learning is fully considered by the asso-
ciation rules of labels. In this case, the labels, which can be inferred by the other
ones, are removed before label combining and recovered in the final prediction
sets. After combining the labels into a series of single-labels, the fuzzy similarity-
based nearest-neighbour methods [7] are used to perform the classification task.
Experimental results for three multi-label learning datasets show that the pro-
posed method outperforms some state-of-the-art methods.

Topics for further investigation include the studying of using different single-
label classifiers in the classification stage. An investigation into how the proposed
method may be cooperated with the attribute selection methods for multi-label
data to operate in a hierarchical setting remains active research.
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Abstract. We test whether a more principled treatment of delay esti-
mation in lensed photon streams, compared with the standard kernel
estimation method, can have benefits of more accurate (less biased)
and/or more stable (less variance) estimation. To that end, we propose
a delay estimation method in which a single latent inhomogeneous Pois-
son process underlying the lensed photon streams is imposed. The rate
function model is formulated as a linear combination of nonlinear basis
functions. Such unifying rate function is then used in delay estimation
based on the corresponding Innovation Process. This method is compared
with a more straightforward and less principled baseline method based on
kernel estimation of the rate function. Somewhat surprisingly, the overall
emerging picture is that the theoretically more principled method does
not bring much practical benefit in terms of the bias/variance of the
delay estimation. This is in contrast to our previous findings on daily
flux data.

Keywords: Gravitational lensing · Non-homogeneous Poisson process ·
Kernel estimation methods

1 Introduction

Time delays between images of strongly-lensed distant variable sources can serve
as a valuable tool for cosmography, provided that time delays between the image
fluxes can be accurately measured (e.g. [8,16]). A number of methods have
been developed to accurately estimate time delays. These include the disper-
sion spectra method [3] and kernel-based method with variable width (K-V)
[4,5]. Actively studied strong quasars with time-delay measurements include
RXJ1131−1231 [21] and B1608+656 [6,8]; Q0957+561 (e.g. [9]). Available data
are usually in the form of daily measurements which can be used to predict
longer (days and months) delays. Current methods in astrophysics are solely
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-46257-8 59



Delay Estimation in Gravitationally Lensed Photon Streams 553

rooted in this scenario. However, when countering the problem of shorter delays
(e.g. hours), daily measurements are insufficient and one needs to investigate the
individual arrival times of photons.

Poisson process can applied as a model for photon streams [15]. To resolve the
delay in gravitationally lensed photon streams one can use the standard kernel
based estimation of the inhomogeneous Poisson process rate function on individ-
ual photon streams and then try to time-shift the rate function estimates so as
the overlap is maximized. Another, more principled alternative is to impose that
the source of the delayed photon streams is the same and we simply observe dif-
ferent realizations from the same inhomogeneous Poisson process, gravitationally
delayed in time. We study whether, comparing with the standard kernel based
baseline, such a principled approach can bring benefits in terms of more stable
(less variance) estimation.

Normally, delay estimation would be done over streams of photons from a
given energy band and then unified over a multitude of energy bands. The base-
line and principled delay estimation methods are then compared in a controlled
experimental setting using synthetic photon fluxes with known imposed delay
from a variety of inhomogeneous processes assumed to come from a single energy
band. To our best knowledge this is the first systematic study that addresses
the problem of delay estimation on lensed photon streams. We do not perform
experiments on real data, since no large real photon streams from known delayed
systems with short time delay are available. Nevertheless, this study serves as
a proof of concept and be readily used once appropriate lensed photon streams
become available.

2 Kernel Based Delay Estimation in Lensed Photon
Streams

For the sake of simplicity we will deal with the case of two lensed photon streams
A and B from the same source. All techniques presented in this paper can be eas-
ily generalized to multiple streams. We assume that the observed photon streams
can be accounted for by a Poisson process (e.g. [18]). In the non-homogeneous
Poisson process (NHPP) the mean rate function λ(s) varies over time s. Given
a series of arrival times s1, s2, ..., sS over an interval [0, T ], the rate function is
commonly estimated by imposing a (Gaussian) kernel of width r on top of each
arrival time si,

Kg(s; si, r) = exp
{

− (s − si)2

2r2

}
. (1)

The rate function estimate (up to scaling) is then [12–14]

λ̂(s) =
S∑

i=1

Kg(s; si, r). (2)

We will refer to this method as Kernel Rate Estimation (KRE).
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Suppose that we observe two lensed photon streams {sA
i }SA

i=1 and {sB
i }SB

i=1

from the same source. On each stream we produce a kernel based estimate of
the rate function λ̂A(s), λ̂B(s). Given a suggested time delay Δ, the closeness of
the rate estimates (under the delay Δ) can be evaluated e.g. through the mean
square difference eventuated on a regular grid of time stamps {zj}Z

j=1 in the
relevant time interval,

d2(λ̂A, λ̂B ;Δ) =
1
Z

Z∑

j=1

(λ̂A(zj) − λ̂B(zj))
2
. (3)

The delay is then estimated through minimization of d2(λ̂A, λ̂B ;Δ) with respect
to Δ (e.g. via gradient descent). In the following sections we will introduce two
variants of delay estimation based on innovation process corresponding to the
underlying Poisson process.

3 Innovation Process Based Estimation (IPE)

Recall that if event counts can be modeled by Poisson distribution with mean
rate λ, then the inter-arrival times are distributed with exponential distribution
with mean λ−1. We denote the differences between two consecutive arrival times
by dA = {dA

i }DA

i=1 and dB = {dB
i }DB

i=1, where dA
i = sA

i+1 − sA
i and dB

i = sB
i+1 −

sB
i , respectively. Our goal is to find a probabilistic model that maximizes the

probability P (dA, dB |λ(s)),

P (dA, dB |λA(s), λB(s)) =
DA∏

i=1

P (dA
i |λA(si;w))

DB∏

i=1

P (dB
i |λB(si;w,Δ)), (4)

where P (d|λ) = λe−λd. We impose a kernel based model on the common rate
function underlying both streams (expressed for stream A):

λA(s) =
J∑

j=1

wjKg(s; cj , ro) = wᵀKg(s; c, ro), (5)

with kernels of width ro, centered at cj , j = 1, 2 . . . J and the J free parameters
wj collected in vector w. Kg(s; c, ro) is a vector of kernel evaluations Kg(s; cj , ro)
at all centers of c = (c1, c2, ..., cJ ). The rate function of stream B is a time-delayed
(by Δ) version of the one for stream A:

λB(s) =
J∑

j=1

wjKg(s; cj − Δ, ro) = wᵀKg(s; c − Δ, ro), (6)

We thus obtain

P (dA, dB |λA(s), λB(s)) =
DA∏

i=1

λA(si)e−λA(si)d
A
i

DB∏

i=1

λB(si)e−λB(si)d
B
i , (7)
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leading to the error functional (negative log likelihood),

E = −
DA∑

i=1

(log λA(si) − λA(si)dA
i ) −

DB∑

i=1

(log λB(si) − λB(si)dB
i ). (8)

We minimize E w.r.t two parameters (w,Δ) via gradient descent. To that
end we plug (5) and (6) into (8),

E = −
DA∑

i=1

(
log

J∑

j=1

wjKg(sA
i ; cj , ro) − dA

i

J∑

j=1

wjKg(sA
i ; cj , ro)

)

−
DB∑

i=1

(
log

J∑

j=1

wjKg(sB
i ; cj − Δ, ro) − dB

i

J∑

j=1

wjKg(sB
i ; cj − Δ, ro)

)
,

(9)

leading to,

∂E

∂w
= −

DA∑

i=1

(
Kg(sA

i ; c, ro)
wᵀKg(sA

i ; c, ro)
− dA

i Kg(sA
i ; c, ro)

)

−
DB∑

i=1

(
Kg(sB

i ; c − Δ · 1, ro)
wᵀKg(sB

i ; c − Δ · 1, ro)
− dB

i Kg(sB
i ; c − Δ · 1, ro)

)
, (10)

where 1 is a vector of 1’s and

∂E

∂Δ
= −

DB∑
i=1

(
1

J∑
j=1

wj exp{ −(sB
i

−(cj−Δ))2

2r2o
}

J∑
j=1

wj exp{ −(sB
i − (cj − Δ))2

2r2
o

} −2(sB
i − (cj − Δ))

2r2
o

− d
B
i

J∑
j=1

wj exp{ −(sB
i − (cj − Δ))2

2r2
o

} −2(sB
i − (cj − Δ))

2r2
o

)
.

(11)

4 Parameters Initialization

Gaussian kernels have two parameters need to be determined, in particular kernel
centers {cj}J

j=1 and the kernel width r. As explained above, in KRE, kernels
are centered at each photon’s arrival time, whereas in IPE, the centers cj are
uniformly distributed across the time period [0, T ].

The kernel width determines the degree of smoothing for the underlying rate
function. For KRE, we apply a method for selecting the width based on the
principle of minimizing the mean integrated square error (MISE) proposed by
[19]. For IPE, the kernel width ro is optimized using cross-validation method
proposed in [4,10]. The algorithm partitions the data into 10 blocks of equal
length L. The i-th validation set Vi, i = 1, 2 . . . L, is obtained by collecting the
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i-th element of each block. The rest of the data is the “training set”. We then fit
our models on the training set and use the validation set V i to calculate the cost
function E over a range of suggested width values ro ∈ (Lro

, Uro
). This procedure

is repeated L times for each validation set Vi, i = 1, 2 . . . L. The chosen ro is the
one yielding the smallest average cost E across the folds i = 1, 2 . . . L.

The IPE weight vector w is initialized using the rate function estimates
readily provided by the KRE model. However, the rate functions obtained by
KRE on streams A and B need to be scaled to represent the underlying rate of
the non-homogeneous Poisson process1. Given the KRE-estimated rate functions
on streams A and B, λ̂A(s), λ̂B(s), respectively, the overall KRE rate function
is their average

λ̂(s) =
λ̂A(s) + λ̂B(s)

2
. (12)

The scaling factor ϑ is obtained by imposing the rate function λ(s) = ϑλ̂(s) and
minimizing (9) with respect to ϑ. Denoting λ̂(sA

i )dA
i and λ̂(sB

i )dB
i by qA

i and
qB
i , respectively, it can be shown that the minimum is obtained at

ϑ =
DA + DB

DA∑
i=1

qA
i +

DB∑
i=1

qB
i

. (13)

Setting of IPE weights to match the rate function λ(s) can then be done by
imposing a regular (s1, s2, ..., sN ) grid on [0, T ], evaluating the rate values on
the grid, x = (λ̂(s1), λ̂(s2) . . . λ̂(sN ))ᵀ, and solving

w = Kᵀ+x, (14)

where K is an N × N matrix

K = [Kg(s1; c, ro),Kg(s2; c, ro), . . . Kg(sN ; c, ro)] . (15)

5 Experiments

To test and compare the methodologies suggested above, we performed con-
trolled experiments on synthetic data generated from non-homogeneous Poisson
processes. From each given non-homogeneous Poisson processes we generated
two series A and B of arrival times, the series B was then time-shifted by a
known delay Δ.

The rate functions defining non-homogeneous Poisson processes were
obtained by superimposing G Gaussian functions of fixed width rg positioned
on a regular grid {cg}G

g=1 in [0, T ],

λ(s) =
G∑

g=1

wg · Kg(s; cg, rg), (16)

1 Note that for the delay detection task for which the KRE method is used, no such
scaling was needed - the delay is invariant to scaling the estimated rate functions by
the same factor.
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Fig. 1. An example of a test rate function and the corresponding photon stream.

where wg ∈ R are the mixing weights generated randomly from uniform distribu-
tion on [Lw, Uw]. The kernel widths were set to a multiple of the kernel separation
(distance between the two consecutive kernel centers) dg, rg = αg · dg. We used
T = 400, G = 80, αg = 3, Lw = −1 and Uw = 1. The synthetic rate functions
were then rescaled to the interval [0.2]. Given a rate function λ(s), the arrival
times were generated using the Thinning technique [2,7,11,17,20]. An example
of a test rate function and the corresponding photon stream is shown in Fig. 1.

Using this process, we generate two photon streams from the same rate func-
tion: {sA

i } and {sB
j }, i = 1, 2, · · · , SA and j = 1, 2, · · · , SB . To create a pair of

time shifted streams, sB is shifted in time by a delay Δ > 0

sB
i ← sB

i + Δ,∀i = 1, 2, · · · , SB (17)

To prepare the streams for experiments, we cut the two streams to ensure they
have the same start and end point in time.

Table 1. Statistical analysis of delay estimates. The results for each method and each
imposed delay Δ ∈ {20, 22, 25, 28} are averaged over 100 test rate functions. The time
delay trial values were taken from the interval [10, 40] with increment of 10.

Delay Method μ±σ MAE CI range 95 % CI

20 KRE 21.01±3.81 1.87 0.75 [20.26,21.76]

IPE 20.88±3.93 1.73 0.77 [20.11,21.65]

22 KRE 22.68±4.50 3.49 0.88 [21.80,23.56]

IPE 22.40±4.61 3.74 0.90 [21.50,23.30]

25 KRE 25.44±5.70 5.09 1.12 [24.32,26.56]

IPE 25.55±5.96 5.54 1.17 [24.38,26.72]

28 KRE 28.56±4.30 3.27 0.84 [27.72,29.40]

IPE 28.58±4.32 3.34 0.85 [27.73,29.43]
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We performed controlled experiments, where 100 test rate functions were
generated as described in Sect. 5. For each test rate function we imposed four
delay values Δ ∈ {20, 22, 25, 28}, resulting in 400 individual experiments. The
time delay trial values were taken from the interval [10, 40] with increment of
10. For each model and each imposed delay Δ ∈ {20, 22, 25, 28}, we report the
mean μ and standard deviation σ of the maximum-likelihood delay estimates
across the set of 100 test rate functions. We also report the mean absolute error
(MAE) of the delay estimates and the 95 % Credibility Interval (CI). Summary
results are presented in Table 1.

6 Conclusion

In this paper, we tested whether a more principled treatment of delay estimation
in lensed photon streams, compared with the standard kernel estimation method,
can have benefits of a more accurate (less biased) and/or more stable (less vari-
ance) estimation. In particular, we formulated a baseline method (KRE) based
on kernel estimation of the rate function of inhomogeneous Poisson process. The
delay estimate is refined using gradient descent in the delay parameter on the
error functional.

A more principled delay estimation relied on imposing a single latent inhomo-
geneous Poisson process underlying the lensed photon streams. The rate function
model was formulated as a linear combination of nonlinear basis functions, thus
making the non-linear model linear in the mixing parameters. We tested this
idea in the Innovation Process Based Estimation (IPE).

Somewhat surprisingly, the overall emerging picture is that the theoretically
more principled methods do not bring much practical benefit in terms of the
bias/variance of the delay estimation. This is in contrast to our previous find-
ings on daily flux data [1,4,5]. It appears that because the underlying latent
rate function is represented only implicitly through the streams of arrival times
weakens the stabilizing factor of the single unified intensity function that proved
so useful in the case of daily flux data [1,4,5]. Indeed, in that case, knowing
the amount of observational noise and observing noisy flux levels gave much
better clues as to what the common source variability could be, thus stabilizing
the delay estimation. Nevertheless, we propose that a study of the kind is use-
ful and necessary for future developments of alternative methods for the delay
estimation in lensed photon streams.
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1. Al Otaibi, S., Tiňo, P., Cuevas-Tello, J.C., Mandel, I., Raychaudhury, S.: Kernel
regression estimates of time delays between gravitationally lensed fluxes. MNRAS
459(1), 573–584 (2016)

2. Bratley, P., Fox, B., Schrage, L.E.: A Guide to Simulation, 2nd edn. Springer,
New York (1987)



Delay Estimation in Gravitationally Lensed Photon Streams 559

3. Courbin, F., Chantry, V., Revaz, Y., Sluse, D., Faure, C., Tewes, M., Eulaers, E.,
Koleva, M., Asfandiyarov, I., Dye, S., Magain, P., van Winckel, H., Coles, J., Saha,
P., Ibrahimov, M., Meylan, G.: COSMOGRAIL: the COSmological MOnitoring of
GRAvItational Lenses IX. Time delays, lens dynamics and baryonic fraction in HE
0435–1223. Astron. Astrophys. 536, A53 (2011)

4. Cuevas-Tello, J.C., Tiňo, P., Raychaudhury, S.: How accurate are the time delay
estimates in gravitational lensing? Astron. Astrophys. 454, 695–706 (2006)
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Abstract. Posttraumatic stress disorder (PTSD) is a prevalent psychiatric
disorder. In previous researches, there are few studies about structural and
functional alterations of the whole brain simultaneously about PTSD prediction.
Early alterations could provide evidence of early diagnosis and treatment. Early
diagnosis of PTSD plays an important role during the treatment. In this work, we
extract discriminant features from multi-modal images and implement
classification-based prediction for PTSD onset. Specifically, discriminant fea-
tures are a collection of measures derived from grey matter (GM) and white
matter (WM). We choose cortical thickness of GM and three descriptions of
WM connection which are fiber count, fractional anisotropy (FA), and mean
diffusivity (MD). After applying automated anatomical labeling (AAL) to par-
cellate the whole brain into 90 regions-of-interest (ROIs), the descriptions can
be quantified. Then, a weighted clustering coefficient of every ROI connected
with the remaining ROIs is extracted as feature. GM features and WM features
are combined and selected automatically, which are later utilized by support
vector machine (SVM) for early identification of the patients. The classification
accuracy is around 79.86 % as the area of receiver operating characteristic
(ROC) curve is 0.816 evaluated via dual leave-one-out cross-validation.

1 Introduction

Posttraumatic stress disorder (PTSD) is a psychologic anxiety disorder that can develop
after a person being exposed to one or more traumatic events directly or indirectly, such
as natural disaster, warfare, traffic collisions, sexual assault, terrorism or other threats.
Following traumatic exposure, a proportion of trauma victims develop PTSD, and the
others are trauma control (TC) without relative symptoms eventually. The prevalence
of PTSD following a traffic collision ranges 10–46 % [1]. The disease has become a
serious threat to survivors’ mental health and causes substantial economic burden to
patients and their families. Therefore, psychological debriefing and risk-targeted
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interventions are efficient and significantly important for high-risk groups of PTSD,
such as victims of vehicle accidents. It is critical to identify subjects at high risk for
developing PTSD. However, the diagnosis of PTSD is dependent on clinical symp-
toms, such as re-experiencing, avoidance and hyperarousal. Suspected cases are
screened and assessed according to clinical scales (e.g., CAPS [2]). However, when
these symptoms appear, it is a relatively late start for therapy.

For this reason, researchers have spent lots of effort on early prediction of PTSD. In
general, there are three categories of risk factor or predictors. First, the factors such as
gender, age at trauma, and race can predict PTSD in some populations. Second, the
factors such as education, trauma history, and general childhood adversity are shown to
predict PTSD more consistently but to a varying extent according to the populations
studied and the methods used. Last, factors such as reported childhood abuse, psy-
chiatric history as well as family psychiatric history that had more uniform predictive
effects. Individually, the effect extent of all the risk factors was modest, but factors
operating during or after the trauma, such as trauma severity, lack of social support, and
additional life stress, had somewhat stronger effects than pre-trauma factors. So acute
reactions which used as valid references and predictions has been recognized widely.
In the literature, adrenocortical activity after awakening [3] and reduced autobio-
graphical memory [4] as well as decreased hippocampal volume [5] are also regarded
as potential predictors of PTSD. Researchers later found alterations in the cortical
thickness and disrupted or diminished integrity in the frontal lobe and the limbic system
of patients with PTSD respectively [6, 7]. However, none above quantitatively eval-
uates the prediction capability of the factors to our knowledge.

In order to extract some potential predictors derived from acute reaction and study
their discriminant power, we studied subjects post to traffic collisions by structural
magnetic resonance imaging (MRI) and diffusional tensor imaging (DTI) in this study.
Specifically, acute reactions, including alteration of subcortical grey matter and the
integrity of white matter are extracted as features for PTSD prediction. We propose a
multi-modality image-based classification framework to distinguish PTSD and TC.
Cortical thickness of regions-of-interest (ROIs) is computed as GM feature, while
fractional anisotropy (FA), mean diffusivity (MD), and fiber count are quantified for
pairs of connected regions to construct networks respectively. Then a weighted clus-
tering coefficient of every ROI connected with the remaining ROIs is extracted as WM
feature. Weighted clustering coefficient vectors and cortical thickness vector are con-
catenated into an enriched feature vector, then selected by a feature selection method to
select the most distinguished subset. Selected subset of features is utilized to train
support vector machine (SVM) classifiers, and the classification performance is eval-
uated via leave-one-out cross validation to guarantee generalization of classifiers.

2 Methods and Materials

2.1 Data Acquisition and Pre-processing

This study involved 33 participants being exposed to traffic collision. Survivors who
visited an emergency department within 48 h after the accident were recruited. 17 were
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eventually diagnosed of PTSD, and the others were socio-demographically matched
TC. Recruitment of participants is in charge of cooperated mental health center.
Subjects were excluded from the study if there were brain deformation. Diagnosis was
based on CAPS.

Participants were scanned using a 3.0T MR scanner (Signa Excite; GE HealthCare,
Milwaukee, WI, USA). T1-weighted images using 3D fast spoiled gradient recalled
(3D-FSPGR) sequence were acquired with repetition time (TR) = 5.6 ms, echo time
(TE) = 1.8 ms, flip angle = 15°, field of view = 256 × 256, matrix = 256 × 256, slice
thickness = 1 mm with no gap, voxel dimensions = 0.9375 × 0.9375 × 1. A total 164
contiguous axial slices were acquired to cover the whole brain. DTI was performed
using echo planar imaging (EPI) sequence with a total 20 different diffusion directions
using diffusion weighting values, b = 0 and 1000 s/mm2, flip angle = 90°, TR =
15000 ms, TE = 68 ms, field of view = 220 × 220, matrix = 110 × 110, slice
thickness = 2 mm with no gap, voxel dimension = 0.8594 × 0.8594 × 2, 60 con-
tiguous axial slices to cover the whole brain. All images were reviewed to screen for
any clinical abnormalities. Demographic and clinical characteristics of the participants
involved in this study are shown in Table 1.

2.2 Method

The proposed classification framework involves both thickness description of grey
matter (GM) which is surface-based, and connection descriptions of white matter
(WM) which is tractography-based. The workflow of our work is shown in Fig. 1.
After extracting the WM and GM features from DTI images and T1 images respec-
tively, we feed them into a SVM-based feature selection framework. Then, most sig-
nificant WM/GM features are selected to build a set of classifiers and separate PTSD
patients from the TC subjects.

2.3 Feature Extraction

Structural T1-weighted MRI images are used to extract cortical thickness features. T1
images are pre-processed by image reorientation, N4 correction, histogram matching,
skull stripping, cerebellum removal and tissue segmentation. Then segmented images
are used for 3D brain reconstruction, mainly including hemisphere separation, sub-
cortical structure filling, cortical surfaces reconstruction and cortical thickness

Table 1. Demographic information of the participants involved in this study.

Group PTSD TC P value

No. of subjects 17 16
Male/female 6/11 6/10 >0.1
Age (years) 41.2±13.4 36.8±11.8 >0.1
Education (years) 11.5±4.5 12.9±3.6 >0.1
CAPS total score 38.8±17.9 13.4±11.6 <0.0001
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computation. Last, individual surface is aligned to a common space, then ROI’s mean
cortical thickness were computed based on Desikan-Killiany atlas [8].

Meanwhile, whole-brain fiber tracking is performed on each subject using diffusion
spectrum MRI (DSI) Studio [9]. We utilize the automated anatomical labeling
(AAL) atlas [10] to divide DTI image into 90 ROIs. For FA image, we compute the
mean value for every pre-defined ROI. Then, two ROIs were considered connected if
fibers pass through their respective masks simultaneously. So we can generate a 90�
90 connectivity matrix. Based on the connectivity matrix, local weighted clustering
coefficient can be calculated, which quantifies how close a node of graph and its
neighbors are to being a clique, moreover, it could determine whether a graph is a
small-world network of the concerned region. For a constructed network, the weighted
local clustering coefficient between a ROI and its neighboring ROIs are computed as

ci ¼
P

j:j6¼i2Ni vi;j
kiðki � 1Þ=2 ð1Þ

where ki is the number of ROIs that are connected to the i-th ROI anatomically, the
neighborhood Ni for a i-th ROI is defined as its connected neighbors in the neighboring
network, and vi;j is the measurement value between the i-th ROI and j-th ROI. For each
90� 90 connectivity network, it could generate a 1� 90 local coefficient feature

Fig. 1. Classification based on GM and WM features.
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vector. For each subject, 338 features were concatenated into an integrated feature
vector. Compared with the number of samples, the number of feature is excessive.
In order to avoid overfitting caused by redundant information, it’s essential to perform
feature selection.

2.4 Feature Selection

In order to improve the performance of classifiers, feature selection is performed to
choose an optimal subset of features from a great number of features because some
features are irrelevant or redundant. We applied the SVM-RFECBR for feature
selection [11]. This toolbox contains correlation bias reduction compared with the
well-known and effective feature selection method, namely SVM-RFE algorithm.

In the process of feature selection, SVM is used to evaluate the discriminative
ability of the selected subset of features and reduce correlation bias recursively.
The SVM kernel used in this study is Gaussian radial basic function (RBF) kernel. The
target of SVM-RFECBR is to determine a proper subset features, whose size is
expected to far less than the size of initial features. Optimized features are used to build
discriminative SVM classifiers. It’s worth noting that feature selection is achieved via a
leave-one-out process to minimize errors in order to select the optimal combination of
features, around 10 features in each phase.

2.5 Evaluation via Cross-Validation

In this study, the classification performance is evaluated using a full leave-one-out
cross-validation strategy to guarantee a relatively unbiased estimate of the general-
ization ability of the classifiers to new subjects. Specifically, for n subjects in total, in
each leave-one-out case, one subject is left out for testing, and the remaining ðn� 1Þ
subjects are used for feature selection and training. For these ðn� 1Þ training samples,
a second round of leave-one-out cross-validation is applied on the training set. That is,
given ðn� 1Þ different training subjects, we select n� 2ð Þ to train a classifier and test
the last training subject. In this way, the last training subject can be used for tuning the
parameters of the classifier based on the selected n� 2ð Þ subjects. Moreover, given
ðn� 1Þ training subjects, we can eventually build ðn� 2Þ classifiers with different yet
“optimal” parameters. For the testing subject, the prediction is attained by fusing all
ðn� 2Þ classifiers in the final.

3 Results

3.1 Results from Evaluation via Cross-Validation

By leave-one-out cross-validation, the classification accuracy with cortical thickness and
connectivity features combined is 79.86 %. The score is 10 % higher than using a single
type of features. The AUC of using combined features is 0.816, which is the evidence
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that it has a satisfactory discriminant power between PTSD and TC. The classification
performance of the combined features and single type of features for cross-validation is
summarized in Table 2.

3.2 Comparison with Linear and Polynomial Kernel Type

Since we don’t know whether the dataset is linearly separable, we want to know how
well the effect of using linear or polynomial kernel of SVM classifiers would be. Linear
and polynomial SVM classifiers were trained and tested in the exactly way except for
kernel type. Comparison results are summarized in Table 3.

The classification performance reveals that, a higher-dimensional feature space is
beneficial for a better distinguish of samples. In terms of accuracy and AUC, RBF
kernel performed better than polynomial and linear kernel while the results of poly-
nomial is better than performance of linear kernel.

3.3 The Most Discriminant ROIs

We found that certain features are always selected or ranked high via SVM-RFECBR.
Frequently selected regions in all leave-one-out cases can be significantly important
concerning PTSD prediction regions. As shown in Fig. 2, the most discriminant
regions include right parahippocampal [12], amygdala [13] and pallidum [14].

Table 2. Classification performance and AUC values for combined GM and WM features and
single cortical or connectivity matirx.

Feature Accuracy (%) AUC

Combined 79.86 0.816
Cortical Thickness 68.61 0.701
Fiber Count 57.15 0.584
FA 69.54 0.722
MD 54.69 0.587

Table 3. Classification performance and AUC values for linear, polynomial and nonlinear SVM
classifiers.

Kernel type Accuracy (%) AUC

Linear 63.45 0.611
Polynomial 68.32 0.704
RBF 79.86 0.816
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4 Conclusion and Discussion

In this study, a set of novel predictors, which involve cortical thickness and local
weighted clustering coefficient of WM connectivity map, are extracted and they con-
tribute to early prediction of PTSD patients survived from traffic collision. With a
SVM-based feature selection method, the multivariate classification framework is
evaluated by leave-one-out cross-validation to guarantee generalization. Experimental
results reveal that both GM and WM predictors/features provide discriminant infor-
mation for identification. The performance of combined features is significantly better
than the single description of WM or GM which only convey restricted information.

Besides, these discriminant regions found in our work are in consistent with pre-
vious studies. The subtle alterations in brain of acute stage are related with develop-
ment of PTSD. The promising and consistent performance reveals that proposed
method can be an early reliable prediction approach at the acute stage especially there
are no obvious symptoms when conventional scales can’t lend a hand.

Though the proposed method have some advantages, current study has some
limitations. First, the number of subjects involved in is modest. Extensiveness and
predictive effects in the whole populations should be evaluated in a diverse dataset.
Second, the atlases utilized for parcellating cortical surface and the DTI volume follow
different protocols, and it makes some inconsistency to evaluate each simple feature.
We try to merge or progress a set of atlas consisting of volume atlas and surface atlas
which is in line with the same protocol.
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Abstract. The increasing pervasiveness of object tracking technologies
has enabled collection of huge amount of spatio-temporal trajectories.
Discovering the useful movement patterns from such big data is gaining in
importance and challenging. In this paper we propose an distributed min-
ing framework on Hadoop for efficiently discovering swarm patterns from
big spatio-temporal trajectories in parallel. We first define the notion
of maximal objectset that captures swarms by recombining clusters in
timeset domain. Second, we propose a parallel model based on timeset
independent property of swarm pattern to parallel the mining process.
Furthermore we propose a distributed algorithm using MapReduce chain
architecture based on the proposed parallel model, which features two
optimization pruning strategies designed to minimize the computation
costs. Our empirical study on the real Taxi dataset demonstrates its
effectiveness in finding object-closed swarms. Extensive experiments on
5 network-connected workstations also validate that our proposed algo-
rithm nearly achieves 5-fold speedups against the serial solution.

1 Introduction

The increasing availability of location-acquisition technologies including all kinds
of GPS, RFID, WLAN networks, mobile phones, and the emerging location-
based APPs have enabled tracking almost any kind of moving objects, which
results in huge volumes of spatio-temporal trajectory data that records a variety
of action features, including location, time, and velocity. Such big data provides
the huge opportunity of discovering usable knowledge about movement behav-
iour, which fosters novel many applications and services ranging from intelligent
traffic management, urban computing to location-based services [1,2].

Patrick Laube et al. [4] first propose flock, leadership, and aggregation pat-
terns in geospatial lifelines. Jeung et al. [5] define the notion of convoy pattern,
in which a set of objects that move together in a density-based cluster for at
least k continuous time points, instead of the strick size and shape of group
by specifying the disk radius in flock. A recent study by Zhenhui Li et al. [6]
proposes the swarm pattern, which also employs the density-connected clusters
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 568–575, 2016.
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and relax the requirement that objects must form group for consecutive time
points. In contrast to above mentioned patterns, swarm permit patterns where
moving objects travel together for a number of nonconsecutive time points. In
other words, moving objects could leave from the group transitorily, and then
come back in swarm. Therefore, swarm is a more general and relaxed pattern
that does not require k consecutive time points, also is more inline with the
practical situations.

In our previous works [7,8], we propose online solutions of discovery of swarms
and trajectory clusters to improve both efficiency and scalability. However the
works are just suitable for trajectory data mining under streaming environment
with normal rate. For the huge amounts of spatio-temporal trajectory data,
the traditional serial solution is difficult to satisfy requirements of big trajec-
tory pattern mining, which is a key issue addressed in this work. This paper
focuses on efficient discovery of swarm pattern, one of useful group pattern,
from high-volume moving object trajectories. We propose a distributed swarm
pattern mining algorithm employing Hadoop platform, which incorporates three
principles. First, we propose a notion of maximal objectset, and optimize serial
method using minimal time support optimization. Second, we propose a par-
allel model based on timeset independent of swarm pattern, which parallelizes
clustering and local swarm discovery in sub-time domain. Third, we implement
an efficient distributed solution using MapReduce chain architecture on Hadoop
platform. Finally, We conduct an extensive empirical study on real trajectory
data to evaluate the proposed distributed framework. Our results offer insight
into the effectiveness and efficiency of the proposed framework.

2 Preliminary Definition

We denote the set of trajectories TD. Let OTD = {o1, o2, . . . , om} be the set
of all moving objects and TTD = {t1, t2, . . . , tn} be the set of all time points
in TD. We denote a subset of OTD objectset O and a subset of TTD timeset
T . The size, |O| and |T |, is the number of objects and time points in O and T
respectively. A set of clusters, obtained by DBSCAN at each time point ti, is
denoted Cti = {C1

ti , C
2
ti , . . . , C

k
ti}, where Cj

ti(1 ≤ j ≤ k) is a cluster at ti.

Definition 1 (Swarm). Given minimal thresholds mino and mint, a set pair
< O,T > is called a swarm pattern if |O| ≥ mino, |T | ≥ mint, and ∀t ∈ T ,
there exists a cluster C ∈ Ct such that O ⊆ C.

By Definition 1, all pairs < O,T > that satisfy the minimal thresholds and
all objects of O belong to a cluster at any time point in T are swarms. To avoid
mining redundant swarms, Li et al. [6] further give the notion of closed swarm.

Definition 2 (Maximal Objectset or MO). Given minimal threshold mino

and a timeset T , the objectset O is called a maximal objectset with respect to T
iff O =

⋂
ti∈T Cki

ti (Cki
ti ∈ Cti) and |O| ≥ mino.
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By Definition 2, the maximal objectset can be identified by clusters of each
time point in T .

Lemma 1. Given a set pair < O,T >, if objectset O is a maximal objectset
w.r.t. timeset T and |T | ≥ mint, then < O,T > is an object-closed swarm
(OSm).

Lemma 1 is intuitive and easily proved by Definitions 1 and 2.

Definition 3 (Minimal Time Support). Given minimal threshold mint and
a set pair < O,T >, if the objectset O is a maximal objectset w.r.t. T and
|T | = mint, then T is a minimal time support of < O,T > to be a swarm.

The minimal time support provides us a minimal amount of timeset for find-
ing a swarm. Therefore, this concept of minimal time support guides us to pro-
pose the minimal time support optimization to reduce time points examination
and lookup costs related to intersection operation of clusters of moving objects.

Definition 4 (Potential Swarm or PSm). Given a set pair < O,T >, if
the objectset O is a maximal objectset w.r.t. T and |T | < mint, then we call
< O,T > a potential swarm.

3 Optimization Principles

Minimal Time Support Optimization. By Definition 3, if timeset T corre-
sponding to the maximal objectset O satisfies the condition of |T | ≥ mint, the
we confirm that < O,T > is a OSm. Next, we optimize CLUR [7] algorithm
by using minimal time support instead of completed timeset (closed timeset),
named CLIP for distinguishing from CLUR.

We also employ DBSCAN to get clusters Ct at each time point t. CLIP
maintains two lists L and Lsm, which store potential swarms PSms and object-
closed swarms OSms with minimal time support, respectively. PSm or OSm
are stored in L and Lsm in form of key-value pairs. key correspond to objectset
O of patterns, and value to timeset T .

Parallel Model. We observe the combination property of timeset corresponding
to MO by Definition 2, as depicted in following Property.

Property 1. Given a maximal objectset O and its corresponding timeset T , for
∀T1, T2 (T1 ∩ T2 = φ, T1 ∪ T2 = T ), there must exist O1 (O1 is a MO w.r.t. T1)
and O2 (O2 is a MO w.r.t. T2) such that O = O1 ∩ O2.

From Property 1, we observe that it is independent of the order of time points
when examine maximal objectset by using cluster recombinant method. Thus we
can adjust the order of time points or re-group time points of timeset arbitrarily.
Therefore, we further conclude the parallel model based on timeset-independent
for mining swarm pattern.
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4 Distributed Algorithm

4.1 Framework of Distributed Mining Algorithm

In this section, we introduce our distributed algorithm called MR-Swarm, capa-
ble of mining swarm using MapReduce chain architecture based on proposed
CLIP as a plug-in parallel method. The overall framework of our MR-Swarm is
depicted in Fig. 1. The framework can be dived into four stages:

Stage 1: Preprocessing in Map1 phase. This phase reads trajectory data in
parallel, and then partition data according to the attribute of time point, which
provides Stage 2 load-balanced data partitions.

Stage 2: Distributed mining phase in Reducer1 phase. Stage 2 performs
Reduce1 process on each reducer for mining local swarm patterns in independent
timeset Ti.

Stage 3: Parallel merge phase in Map2 phase. The stage merges the local
swarms from stage 2 in parallel, and generate intermediate patterns.

Stage 4: Final merge phase in Reduce2 phase. Stage 4 is executed on single
machine to merge all intermediate patterns into expected swarm patterns.

Fig. 1. Overall architecture of MR-Swarm framework

4.2 Preprocessing and Local Swarm Mining

The main task of preprocessing is load trajectory data of massive moving objects,
map location points of same timestamp to same key, and output data partition
to reducers. Therefore, the main challenges for an efficient partition are load
balancing, minimized communication or shuffling cost.

To minimize traffic and shuffling cost, we employ combiner in preprocessing.
In Mappers, trajectory data are mapped to key-value pairs according the infor-
mation of time point, and then the values of same key are merged in combiner,
namely, trajectory points at same time point are merged into a pair of key-value.
This would significantly reduce the number of shuffle in Shuffle phase. Finally,
we mod key by the number of reducers r, and output the data partition into
specified reducers grouped by time point.

As shown in Fig. 1, Stage 2 performs CLIP to mine local swarm candidates
in subset of TTD on each reducer. Each reducer receives the trajectory points of
all moving objects at specified time points, So all reducers can work in parallel by
the proposed parallel model. For reducer Ri, it first performs DBSCAN clustering
to get density-connected clusters at each time point, and then executes CLIP in
any order of time points to find local swarm candidates in local timeset.
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4.3 Parallel Merge Phase

Stage 3 that runs on second Map phase aims to merge the local candidates on
two or more timesets. Taking two timesets as an example, pseudocode of merge
process is shown in Algorithm 1. mino, mint and TTD are global parameters.

Stage 3 first reads distributed intermediate files from reducers of Stage 2,
and distributes evenly them to Mappers. So each Mapper should first merge the
assigned OSms stored in Lsm as line 1. Then, examining whether the PSms in
T1 or T2 construct OSm in T1∪T2. As shown on lines 2–14, the examination also
employs the strategy of minimal time support optimization to identify OSm in
advance. Furthermore, we also utilize predicted timeset pruning rule to prune
the PSms that could not become swarms in future, given as following lemma.

Lemma 2. Given the set of all time points TTD and threshold mint, for a poten-
tial swarm < O,T > in T1(T1 ⊂ TTD), if |T | < mint + |T1| − |TTD|, then
< O,T ∪ (TTD − T1) > is certainly not a (closed) swarm.

Algorithm 1. Merge: Merge Local Swarms on Two Timesets
Require: L1, Lsm1 , T1, L2, Lsm2 , T2
Ensure: L1 and Lsm1
1: Lsm1 ← Lsm1 ∪ Lsm2 ;

2: for each candidate v2 ∈ L2 do
3: for each candidate v1 ∈ L1 do
4: O ← v1.O ∩ v2.O; T ← v1.T ∪ v2.T ;
5: if |O| ≥ mino then
6: if !MTS(O, T, Lsm1 ) then

7: if |T | ≥ |T1| + |T2| + mint − |TTD| then
8: L1.put(O, T );
9: end if
10: else
11: if O == v1.O then
12: L1.remove(v1);
13: end if
14: if O == v2.O then
15: v2.exist ← TRUE;
16: end if
17: end if
18: end if
19: end for
20: if (!v2.exist)&&|v2.T | ≥ |T1| + |T2| + mint − |TTD| then
21: L1.put(v2.O, v2.T );
22: end if
23: end for
24: for each candidate v1 ∈ L1 do
25: if |v1.T | < |T1| + |T2| + mint − |TTD| then
26: L1.remove(v1);
27: end if
28: end for
29: T1 ← T1 ∪ T2;

k mappers merge the local swarms on multiple subsets of time domain in
parallel, however, we still need to perform State 4 on one machine to merge all
intermediate swarms and output final swarms in final reduce phase.
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5 Experiments

5.1 Experimental Setup

A comprehensive performance study has been conducted on 5 network connected
workstations that deployed Hadoop platform of version 2.4.0 to evaluate the
effectiveness and efficiency of the proposed algorithm. Each node is equipped
with an Intel Core 2 Duo i5-3470 processor with 4 GB memory and runs a Centos
release 6.6 operating system.

Real Dataset. We use a real spatio-temporal trajectory data Taxi in our experi-
ments. The dataset is from T-drive project [3,9] developed by Microsoft Research
Asia. We divide a day into four time periods, morning and evening peak time
(7 am to 10 am and 5 pm to 8 pm), work time (10 am to 4 pm) and casual time
(8 pm to 2 am). We interpolate the time domain into the granularity of minute,
and get 7,560 time points in TTD.

Metrics. We measure the correctness of MR-Swarm by Precision and Recall as
follows: Precision = (R∩D)/R, Recall = (R∩D)/D, where D denotes swarms
obtained by the serial CLUR [7] and R is discovered swarms of MR-Swarm
algorithm.

5.2 Effectiveness Evaluation

First, we evaluate the correctness of MR-Swarm algorithm by measuring the
Precision and Recall on the real Taxi dataset. To demonstrate generality, we
use the data of Monday, Friday and Sunday, three representative days. From
Fig. 2(a), We can see that the Precision of most time is nearly 100 % except
Monday work time and Friday casual time, and Precisions of Monday work
time and Friday casual time also reach at 93.5 %, 94.5 % respectively. Figure 2(b)
shows the Recall of MR-Swarm is also good and robust. The average Recall of
all time intervals reaches at 97.5 %.
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Fig. 2. Effectiveness evaluation on Taxi
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5.3 Efficiency Evaluation

We also measure the CPU time of two MapReduce phase in MR-Swarm
referred as MR-1 and MR-2 respectively. The default setting follows: Eps =
0.002,MinPts = 10, thresholds mino = 30,mint = 10 and Taxi data on Sun-
day.

We first evaluate the scalability of MR-Swarm algorithm in terms of the vol-
ume of trajectories. In this experiment we randomly extract four subsets from the
Taxi data from 6k to 9k trajectories. Figure 3(a) shows the total running time of
MR-SWARM, MR-1, MR-2 and CLUR on the five datasets. MR-Swarm exhibits
much better scalability than CLUR in terms of CPU time. From the CPU time
utilized by MR-1 and MR-2, we observe that the number of trajectories less
affects parallel clustering and local swarm mining on subset of time domain but
greatly affects the phase of merging local PSms. In particular, MR-Swarm nearly
achieves 5-fold speedup compared against CLUR when TD = 10 k.
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Fig. 3. Efficiency evaluation on Taxi

Next, we evaluate the effect of varying the number of reducers r from 4
to 12 in MR-1 phase, when the number of Mapper in MR-2 phase is fixed
to the number of nodes. As shown in Fig. 3(b), the CPU cost of MR-Swarm
algorithm decreases as the number of reducers r increases. This is expected,
MR-1 performs parallel clustering and local swarm discovery in sub timeset,
thus the more reducers, the less time points assigned to each reducer, hence
the average time consumption is also less. However since the number of node
in our platform is limited, too many reducers does not further reducer the time
consumption.

6 Conclusion

In this paper, we study the problem of discovering object-closed swarm patterns
from big spatio-temporal trajectories. We propose distributed mining framework
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using MapReduce chain architecture scalable to big trajectories to efficiently
discover swarms. At last we demonstrate the effectiveness and efficiency of pro-
posed distributed solution by conducting comprehensive evaluations on a real
large scale taxi trajectory data.
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Abstract. Model-checkers increasing performance allows engineers to apply
model-checking for the verification of real-life system but little attention has been
paid to the methodology of model-checking. Verification “in the large” suffers of
two practical problems: the verifier has to deal with many verification objects that
have to be carefully managed and often re-verified; it is often difficult to judge
whether the formalized problem statement is an adequate reflection of the actual
problem. An organizing system - an intentionally arranged collection of resources
and the interactions they support – makes easier the management of verification
objects and supports reasoning interactions that facilitates diagnosis decisions.
We discuss the design of such an organizing system, we show a straightforward
implementation used within our research team.

Keywords: Verification · Model-checking · Diagnosis · Organizing system

1 Introduction

System verification is used to establish that the design or product under consideration
possesses certain properties. Formal verification has been advocated as a way forward
to address verification tasks of complex embedded systems. Formal methods, within the
field of computer science, is the formal treatment of problems related to the analysis of
designs, but “it does not yet generally offer what its name seems to suggests, viz. methods
for the application of formal techniques [1].”

Our research work is underlined by the observation that verification “in the large”
causes a proliferation of interrelated models and verification sessions “that must be
carefully managed in order to control the overall verification process [1].” The main
technique discussed in this paper is verification by model-checking. “Model checking
is a formal verification technique which allows for desired behavioral properties of a
given system to be verified on the basis of a suitable model of the system through
systematic inspection of all states of the model [2].”

Model-checking walks through different phases within an iterative process [3]:
modelling, running the model-checker and analyzing the results. Moreover, the entire
verification should be planned, administered, and organized.
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The applicability of model-checking to large systems suffers of two practical prob‐
lems. A verification session refines the model, and because properties are verified one
by one, previously verified properties need or need not to be verified again, depending
on the refinement performed. When the model-checker runs out of memory, some
divide-and-conquer techniques should be employed to reduce the model. These techni‐
ques exploit regularities in the structure of the models or of the verification process itself
that are difficult to understand and their performance may vary considerably.

A second practical problem arises from the difficulty to judge whether the formalized
problem statement (model + properties) is an adequate reflection of the actual problem.
This is known as the validation problem. If the verifier suspects the validity of a property,
the property needs to be re-formalized and it starts the whole verification again. If the
verifier suspects the validity of the design, the verification process restarts after an
improvement of the design. The complexity of the involved system, as well as the lack
of precision of the informal specification of the system’s functionality, makes it hard to
answer the validation problem satisfactorily [1, 3].

Both problems require an organized verification method. Organization creates or
supports capabilities by intentionally imposing order and structure. In this paper, we
apply the concepts of an organizing system promoted by [4]: “an Organizing System is
an intentionally arranged collection of resources and the interactions they support.” As
an attempt to solve the problems mentioned above, we designed and built a prototype
of an Organizing System for the support of verification and diagnosis activities. In
Sect. 2, we precise the issues of the management of verification cycles; we introduce a
general theory of diagnosis, and we presents some design decisions for our Organizing
System. Section 3 deepens different aspects of an Organizing System: knowledge
management and ontologies, technical aspects of the tiers of the organizing system.
Section 4 relates our work with previous work, and Sect. 5 concludes.

2 Organizing System for Verification and Diagnosis Activities

2.1 Managing the Verification Trajectories

There are basically three possible outcomes of a verification run: the specified property
is either valid in the given model or not, or the model is faced with the state space
explosion problem (it turns out to be too large to fit within the computer memory).

If a state is encountered that violates the property under consideration, the model
checker provides a counterexample that describes an execution path that leads from the
initial system state to the faulty state. It is indisputable that the verification results
obtained using a verification tool should always be reproducible [5]. Tool support is
required and we present in Fig. 2 the objects that are significant and tool-managed during
the verification phases. The specification-design-modelling-verification cycles are
presented in Fig. 1. The terminology in [3] is used as a reference in the paper.
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Fig. 1. The specification-design-modelling-verification process and its cycles

Modelling. Model checking inputs are a model of the system and a formal character‐
ization of the property to be checked. Models are mostly expressed using finite-state
automata, made of a finite set of states and a set of transitions. To allow verification,
properties are described using a property specification language, relying generally on
temporal logic that allows people to describe properties in a precise and unambiguous
manner.

Verification: running the model-checker. Current model checkers provide the user
with various options and directives to optimize and tune the functionality and perform‐
ance of the verification run. Subsequently, the actual model checking takes place.
Whenever a property is not valid, it may have different causes. A modelling error means
that the model does not reflect the design of the system. After the model correction,
verification has to be restarted with the improved model. This corresponds to the bolded
cycle in Fig. 1. When there is no undue discrepancy between the design and its model,
then either a design error has been exposed, or a property error has taken place (this case
is not considered in the paper). In case of a design error, the verification is concluded
with a negative result, and the design (together with its model) has to be improved. The
designer will proceed through iterative refinements; a situation depicted with a plain
cycle in Fig. 1.

Interpreting the error(s). The main advantage of model checking is the production
of counterexamples demonstrating that a system does not satisfy a specification.
Extracting the essence of an error from even a detailed source-level trace of a failing
run requires a great deal of human-effort [6] and a lot of research work focus on
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counterexample processing to produce an error explanation. Hence, correcting the
error(s) starts with an error diagnosis, and more precisely, using the fault, error, and
failure nomenclature of [7], it starts with a failure diagnosis. Failure diagnosis is the
process of identifying the fault that has led to an observed failure of a system or its
constituent components.

Model-based diagnosis. The technique we use for failure diagnosis is a model-based
diagnosis (also called reasoning from first principles) based on a theory of diagnosis
established by [8]. A diagnosis is as a set of assumptions about a system component’s
abnormal behavior such that observations of one component’s misbehavior are consis‐
tent with the assumptions that all the other components are acting correctly [8]. The
computational problem is to determine all possible diagnoses for a given faulty system.
The representation of the knowledge of the problem domain should achieve the desired
coverage and quality of diagnoses while remaining computationally tractable [9].

Verification organization. Whether the verification trajectory is incorporated in an
adaptive design strategy or focused on modelling-and-verifying cycles, the entire model-
checking process should be well organized, well structured, and well planned. According
to [3], different models are describing different parts of the system, various versions of
the verification models are established, and plenty of verification parameters and results
are available. We propose to use an organizing system to manage a practical model-
checking process and to allow the reproduction of the experiments carried out by the
engineers.

Robert J. Glushko and al. [4] promote The Discipline of Organizing (TDO) approach.
Library and information science, informatics and other fields focus on the characteristic
types of resources and collections that define those disciplines. In contrast, TDO
complements the focus on specific resource and collection types with a framework that
views organizing systems as existing in a multi-dimensional design space in which we
can consider many types of resources at the same time and see the relationships among
them. The framework assesses what is being organized, why, how much, when and by
what means. It leads to an Organizing System defined as “an intentionally arranged
collection of resources and the interactions they support [4].”

To sum up the problem statement of this section, managing the verification trajec‐
tories is an indispensable support for using model checkers “in the large”. Moreover the
proliferation of verification resources and the variety of possible interactions with them
requires an Organizing System. “The concept of the Organizing System highlights the
design dimensions and decisions that collectively determine the extent and nature of
resource organization and the capabilities of the processes that compare, combine,
transform and interact with the organized resources [4].”

2.2 A Theory of Diagnosis from First Principles

A variety of failure diagnosis techniques drawing from diverse areas of computing and
mathematics such as artificial intelligence, machine learning, statistics, stochastic
modelling, Bayesian inference, rule-based inference, information theory, and graph
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theory have been studied in the literature [10]. In the model-based diagnosis, often
referred as diagnosis from first principles, one is given a description of a system, together
with an observation of the system’s behavior which conflicts with the way the system
is meant to behave. “The diagnostic problem is to determine those components of the
system which, when assumed to be functioning abnormally, will explain the discrepancy
between the observed and correct system behavior [8].” At the other end of the spectrum,
there are methods that do not assume any form of model information and rely only on
historic process data [11].” Without denying the importance of other approaches, we
use a theory of diagnosis from first principles based on Reiter’s work [8] as a general
theory of diagnosis.

One begins with a description of a system, including desired properties and the
structure of the system’s interacting components. Whatever one’s choice of represen‐
tation, the description will specify how that system normally behaves on the assumption
that all its components are functioning correctly. We need a diagnosis if we have avail‐
able an observation of the system’s actual behavior and if this observation is logically
inconsistent with the way the system is meant to behave. Intuitively, a diagnosis deter‐
mines system components which, when assumed to be functioning abnormally, will
explain the discrepancy between the observed and correct system behavior [8]. There
may be several competing explanations (diagnoses) for the same faulty system, the
computational problem, then, is to determine all possible diagnoses.

2.3 Design Decisions

Explicitly or by default, establishing an Organizing System (OS) requires many deci‐
sions. These decisions are deeply intertwined, but it is easier to introduce them as if they
were independent. In [4], authors introduce five groups of design decisions.

What is being organized? System models, verification runs and diagnosis are our
primary source of interest. There are all made of digital resources, but we can make a
distinction between primary resources (such as [parts of] models, properties, verification
runs, and counterexamples) and description resources about the primary resources and
their relationships. Verification benchmarks (e.g. BEEM, BEnchmarks for Explicit
Model checkers [12]) provide valuable inputs and need to be organized in collections.
Any OS user can also organize her own verification endeavors in collections, sub-
collections of resources.

Why it is being organized? OS users are modelling and verification engineers,
working alone or in teams, who need “to deal with the data explosion of the modelling
phase and the versioned product space explosion of the verification phase [1].” The OS
gathers and organizes quantitative and qualitative information to support knowledge
creation and automated diagnosis reasoning. OS users share knowledge without being
constrained to espouse a given formalism. OS users need to navigate efficiently through
the resources space. The OS supports a reverification procedure to make sure that errors
found in the model do not invalidate previous verification runs.
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How much is it being organized? The simplest OS can be a software configuration
management system controlling the release and change of each digital resource, leaving
the burden of organization outside of the OS. At the opposite of the spectrum, the OS
can be a full ontology where any relationship between any piece of information is care‐
fully defined and controlled, allowing many reasoning possibilities. For our point of
view, the OS manages essentially documents (models, results, traces). Each document
organizes its knowledge structure and content, according to its document type, and the
engineer writes and reads information according to this structure. The reification of the
underlying knowledge structure for reasoning purposes is done automatically by the OS.

When is it being organized? The OS is intended to assist the engineer in her daily
modelling and verification tasks, hence resources are organized continuously. However,
the OS should offer an ingestion feature that helps to enter inputs into the OS. Ingest
feature provides the services and functions to accept complex verification endeavors or
benchmark collections and prepares the contents for storage and management within the
OS. Conversely, an access feature provides the services and functions that support users
in determining the existence, description, location and availability of information stored
in the OS, and allowing users to extract information in a parametrized manner.

How or by whom, or by what computational processes, is it being organized?
Although a single verification engineer will benefit of the OS use, the OS is intended to
support teamwork and to share knowledge about models and verification endeavors.
Automated processes should extract as much knowledge as possible from the documents
internal structure and from the collections organization. As a collaborative teamwork,
organization is performed in a distributed, bottom-up manner.

3 Inside the Organizing System

3.1 Knowledge Management and Ontologies

In [13], the authors state that knowledge is an enterprise’s most important assets and
define the basic activities of knowledge management: identification, acquisition, devel‐
opment, dissemination, use, and preservation of the enterprise’s knowledge. They advo‐
cate a corporate or organizational memory (OM) at the core of a learning organization,
supporting sharing and reuse of individual and corporate knowledge and lessons learned
[13]. The concept of an organizing system intended to knowledge management (KM)
is a modern reincarnation of the organizational memory and we can benefit from the
results gained in this research area. Knowledge acquisition and maintenance pose a
serious challenge for organizational memories and [13] recommend adhering to the
following principles: exploit easily available information sources; forgo a complete
formalization of knowledge; use automatic knowledge-acquisition tools; encourage user
feedback and suggestions for improvements; check the consistency of newly suggested
knowledge.

An organizational memory or a KM organizing system relies substantially on
existing information sources, which constitute the first tier of its architecture, called the
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object level in [13] and the storage tier in [4]. This level or tier is characterized by a
variety of sources, heterogeneous with respect to several dimensions concerning form
and content properties. An organizational memory or an information organizing system
offers presentation facilities in the access tier, called the application-specific level in [13]
and the presentation tier in [4]. This level or tier performs the mapping from the appli‐
cation-specific information needs to these heterogeneous object-level sources via a
uniform access and utilization method on the basis of a logic-based, knowledge-rich
level, a middle tier called the knowledge description level in [13] and the logic tier in
[4]. The knowledge-rich level has the central role of a shared language to connect people
to people, people to information, and information to information [14], and the level
includes ontologies as a core enabler. As major knowledge-based KM applications,
ontologies are used for the following three general purposes [14]: to support knowledge
visualization; to support knowledge search, retrieval, and personalization; to serve as
the basis for information gathering and integration.

Figure 2 represents the main concepts and relationships of our ontology. A system
is referred to by several propositional objects: system requirements (sentences and
formalized properties), the system model (and its components), observations generally
made about verification runs that are organized within verification endeavors. A diag‐
nosis is a conjecture that certain of the components are faulty (Abnormal) and the rest
normal, stemming from an observation inconsistent with the system descriptions. All
information on a particular verification run is not detailed here, and include, among
others, checked properties, run outcomes, model-checker options and statistics.

System Component

is composed of forms part of

Sentence

System Description

Property

Propositional Object
Diagnosis

Faulty - abnormal

Normal

Observation

Inconsistency

is referred to by
refers to

System

Verification Endeavor

Verification Run

has association with

is associated with 
is subject of

is aboutis subject of is about

is composed of

forms part of

Fig. 2. Main elements of the ontological level.

3.2 Technical Aspects of the Tiers of the Organizing System

Modern applications separate the storage of data, the business logic or functions that
use the data, and the user interface or presentation components through which users or
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other applications interact with the data. For each tier, we kept the design as simple as
possible, relying on straightforward and widely-used solutions.

The storage tier. As mentioned in the introduction, a practical difficulty of using model
checkers “in the large” is the management of all (generated) data during the verification
endeavors. A disciplined recording of information on the different models during the
verification phase becomes even more indispensable when errors are found, because,
once the erroneous models have been corrected and re-verified, all models that have
been verified previously and which are affected by the error should be re-verified as well
[1]. We propose to use a Software Configuration Management (SCM) system to control
the versioned artifacts produced during modelling and verification phases.

We do not impose any arrangement to the verification engineers. Hence, a verifica‐
tion endeavor is associated with a directory, with a total freedom to arrange endeavors
and runs in a recursive manner. Using the combination of SCM feature and tools (e.g.,
the tool make) able to process automatically the building of software artifacts, each
engineer organizes her endeavors in an arranged hierarchy or a rake of runs.

Complex objects such as set of properties or models decomposition are managed in
the same manner, with a root directory and a freedom of organization. In order to ease
the integration of each single object at the logical level, an XML description file stores
information about the objects, a feature called a version description in a SCM system.
The structure of the XML (its schema) is used by the software components (providing
ingest and access features) to maintain an up-to-date ontological network in the logical
level.

Avoiding the building of an information silo was also a concern. A silo is an insular
management system that is unable to operate with any other systems. Files, directories,
XML description, source version control ensure an access independent of any manage‐
ment system.

The access tier. One of the main goals of an Organizing System is to support the design
and implementation of the actions, functions or services that make use of the resources.
In classical 3-tier architecture, the presentation tier is the tier in which users interact with
an application. Typical user interactions are ingestions (importing new resources into
the OS), searches, browsing, tagging and annotations, retrieval, information extraction.
An Organizing System is also intended to interact with other applications and should
provide information exchange features with or without semantic transformations.
Because any of the user interactions mentioned above might be performed in a dedicated
tool, in this perspective, the presentation layer is merely an access layer and its main
concern is tool interoperability. Among possible solutions, we choose a pragmatic
approach, called conceptual interoperability based on the concept of the federation of
models [15] and its open source tooling (http://research.openflexo.org). The Openflexo
tool set provides support for building conceptual views expanding upon existing models
and tools.

The ontological tier. From a conceptual perspective, the ontological layer is divided
into two parts. The semantic network of types, on one hand, consists of semantic
types linked by types of semantic relations, equivalent to an entity-relationship model
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or an UML class diagram). The semantic network of objects, on the other hand,
contains a node for each fine-grained object plus nodes for the composite objects,
each of which is assigned to one or more semantic types and linked to other objects
by semantic relations.

The ontological tier is evolving continuously over time, because new resources types
and new resources can be added at any time. People and organizations developing infor‐
mation and knowledge application systems are using different ontologies and there will
be a need to reconcile these ontologies with a common upper ontology. We use the
CIDOC CRM (http://www.cidoc-crm.org/official_release_cidoc.html), a standardized
structure (ISO 21127:2014) for describing the implicit and explicit concepts and rela‐
tionships used in cultural heritage documentation, as an upper ontology.

Technically, the ontological layer is stored in a TDB triple store; and we use the
Apache Jena API to extract data from and write to RDF graphs (http://
jena.apache.org/). There is an isomorphism between physical objects in the storage layer
and semantic objects in the ontological layer; it is the access layer responsibility to
maintain the isomorphism when items are updated in the storage tier.

3.3 An Organizing System to Perform and Enable the Verifier’s Activities

Our team develops and maintains a model-checking toolkit. The system is described
using the Fiacre language [16], which enables the specification of interacting behaviors
and timing constraints through timed-automata. Our approach, called Context-aware
Verification, focuses on the explicit modelling of the environment as one or more
contexts. Interaction contexts are described with the Context Description Language
(CDL). CDL enables also the specification of requirements through predicates and
properties. The requirements are verified within the contexts that correspond to the
environmental conditions in which they should be satisfied. All these developments are
implemented in the OBP tool kit [17] and are freely available1.

Recall that this research work aims to contribute to the solving of two practical
problems: to deal with many verification objects (that have to be carefully managed and
often re-verified); and to facilitate the judgement of the validation problem (is the
formalized problem statement an adequate reflection of the actual problem?).

The first problem requires essentially a methodology of verification and a support
tool. Each verification engineer work process is made of slightly different activities using
their own resources through different verification tools; hence each engineer defines her
methodology or uses a given one. Our aim is to provide an integration framework for
the tools and methodologies; this is precisely the goal of an Organizing System to arrange
resources and to support interactions with.

The second problem is part of a larger problem of computer-supported diagnosis
that, as mentioned in Sect. 2.2, has been addressed with a multitude of techniques, among
which we choose a model-based approach. Our hypothesis is that the logical tier of the
OS, knowledge-rich and ontology-based, serves as the basis for information gathering,
information integration, knowledge creation and knowledge sharing. Thanks to the

1 OBP Languages and Tool kit website: http://www.obpcdl.org.
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access layer, tools interoperability is made easier and tools collaboration provides the
user with the required help. The OS acts as a backbone to add tools supporting techniques
such as case-based reasoning.

Case-based reasoning. The main limitation of model-based diagnosis is that it requires
a model. What does mean a modelling error in a model-checking approach? It means
that, upon studying the error it is discovered that the model does not reflect the design
of the system and that implies a correction of the model [3]. Hence it means that the
design is the subject of diagnosis, and that we need a correct model of the design (that
we do not have, in essence) to apply model-based reasoning. Fortunately, we can use
case-based reasoning (CBR) to find this correct model. In CBR, a reasoner remembers
previous situations similar to the current one and uses them to solve the new problem.
So, we need to describe the old cases (called Problem Cases) in the OS using a Problem
Case Template (mainly the problem statement, the formalized properties, the “correct”
model and implementations for different model-checkers). Reasoning on a new case
(called Sample Case) suggests “a model of reasoning that incorporates problem solving,
understanding, and learning and integrates all with memory processes [18].” A work
using pattern for relate Problems and Sample Cases is under submission [19].

4 Related Work

The research work of Theo C. Ruys [20] is the closest to ours, particularly for the first
research problem addressed in this paper. The concept of managing the verification
trajectory [1], by Ruys and Brinksma, has been a seminal paper for the understanding
of the verification cycles and the need for a Software Configuration Management System
for the verification “in the large” of real-life systems. We differ in scope because Ruys’s
work is focused on the use of the SPIN model-checker while we are looking for an
agnostic view of model-checking that implies an intermediate abstract (and ontological)
layer between the verification engineer and her verification objects. Because any
resources ingested in the Organizing System is going through the access layer, the only
extra price to pay for the verification engineer is to describe her organization documents
(e.g. the version descriptor used in [1]; containing a description of the files included in
a particular version) in a schema (e.g. in a XML Schema definition) and to relate schema
components (e.g. element and attribute declarations and complex and simple type defi‐
nitions) with semantic types and/or semantic relations of the OS ontological layer. If the
verifiers’ schema components does not exist in the ontological layer, the verification
engineer has to indicate whether semantic constructs they refine and missing compo‐
nents will be added in the ontology. Thanks to this mapping, the particular view of any
verification engineer will be shared with the other users of the OS.

Hence, our work and Ruys’s work address the same issues and rely on the same
solution scheme. However, our approach has two main advantages: it supports any
model-checking tool and method and enlarges the community of OS users; the onto‐
logical layer permits shared knowledge and reasoning over different model-checking
verification experiences, working across boundaries.
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The research work of the Divine team [21] was a second source of inspiration. Divine
verifies models in multiple input formats and has excellent execution performances
using a cluster of multi-core machines and partial order reduction techniques, breaking
through the limits of the state space explosion problem. However, our work has been
more influenced by side products of the Divine team, mainly issues related to the BEEM
benchmark management [12] and the automation of the verification process [21] by
Pelanek. He agrees for the need for classifications based on a model structure and also
classifications based on features of state spaces, which relate to model-based or expe‐
riential diagnosis introduced in Sect. 2.2. Pelanek’s work perspectives mention a long
term goal intended to develop an automated ‘verification manager’, which would be able
to learn from experience [22]. Our approach is more humble and pragmatic: to provide
the user with the bigger possible set of knowledge about verification, including an onto‐
logical classification of the problem and the solution spaces. Thanks to the arranged
knowledge within the Organizing System, the verification engineer can plug her plug
tools to address the automated verification manager issue in her way.

5 Conclusion

Verification “in the large” suffers of two practical problems: the verifier has to deal
with many verification objects that have to be carefully managed and often re-veri‐
fied; it is often difficult to judge whether the formalized problem statement is an
adequate reflection of the actual problem. We designed and built a prototype of an
organizing system (OS) – an intentionally arranged collection of resources and the
interactions they support – that makes easier the management of verification objects
and supports reasoning interactions that facilitates diagnosis decisions.

Key points and driving issues of this research work are the ability of the OS to host
a large variety of model-checking tools, techniques and methods; and the interoperability
of the OS with external tools, providing the user with the freedom to use the proper
approach to her problems.

However, we keep in mind that “any verification using model-based techniques is
only as good as the model of the system [3].” Hence, a particular attention to the validity
of the problem formalization will drive our future research efforts.
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Abstract. Program comprehension is an important and difficult task in
software development and evolution, which is costly and time-consuming.
Some software abbreviated identifiers in the source code can further
increase the difficulty of the program comprehension, especially for the
junior developers who have less developing expertise for the software
system. Moreover, a number of studies focused on applying informa-
tion retrieval (IR) techniques to analyze the source code identifiers for
various software maintenance tasks. These IR techniques would have
difficulty in exploring abbreviations in the program. Hence, this paper
proposes a novel approach to expand the abbreviations of software iden-
tifiers. The proposed approach searches the expansions of abbreviated
identifiers considering the searching resources of the program and the
Web. An empirical study has been evaluated and demonstrates that our
approach can effectively recommend the expansions, which can not only
help developers comprehend the program, but also assist IR techniques
in further exploiting the natural language information in the program.

Keywords: Program comprehension · Abbreviated identifier expan-
sion · Information retrieval (IR) techniques

1 Introduction

Program comprehension is one of the most frequently performed activities during
software maintenance and evolution [1]. Developers working on software main-
tenance tasks spend around 60% of their time comprehending the system [2], in
particular the source code. A number of recent research efforts focused on how
software developers capture and express their intent in natural language embod-
ied in the source code [3–5], such as the code identifiers used in the program [6].
These identifiers (e.g., names of classes, methods, parameters, or attributes, etc.)
account for approximately more than half of linguistic information [7–9], and can
often serve as a starting point in many program comprehension tasks such as
traceability links recovery and feature location in source code [10–12].

Typically, informative identifiers are usually made up of full natural language
words (dictionary words). It is easy for developers to read these identifiers and

c© Springer International Publishing AG 2016
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further understand their intent. However, there are also some abbreviations for
identifiers in the program. Developers who have less developing expertise cannot
easily understand these abbreviated identifiers. Moreover, a number of studies
focused on applying information retrieval (IR) techniques to analyze code iden-
tifiers for various software maintenance tasks [11–13]. But few work consider the
abbreviated identifiers in the program [4,14,15], which may lose a lot valuable
information, as most of the abbreviated identifiers are meaningful for program
comprehension [16,17].

Hence, there is a need to expand the abbreviated identifiers as dictionary
words in the source code for IR techniques and to better facilitate developers’
comprehension of the program. In this paper, we propose a novel approach to
recommend expansions for abbreviated identifiers considering the resources of
the program and the Web. The abbreviations in the identifiers are classified
as acronyms (e.g., NMR), abbreviations (e.g., horiz ), and the blending words
(e.g., Strlen). We first search the potential expansions of the abbreviations in
the code. And then, we also extend our search to the web resources to find the
expansion of abbreviated identifiers. An empirical study on three open-source
subjects, e.g., jEdit, JHotDraw and muCommander, is evaluated to demonstrate
that our approach can effectively expand the abbreviated identifiers.

2 Approach

The process of our approach is shown in Fig. 1. We first extract the identifiers
from the source code. Then abbreviated identifiers are classified into correspond-
ing types, and the expansions of abbreviated identifiers are searched from the
program and the Web. Finally, all the expansions are ranked in a list for each
abbreviated identifier.

Fig. 1. The process of our approach
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2.1 Extracting the Identifiers

The extracted identifier include: name of classes or interfaces (e.g., class
ThrottledPushbackReader), name of functions (e.g., public void multipleSkip-
CallsShouldWork), variables and constants (e.g., BLUECOLOR). Here, we use
regular regrexexpressions to extract identifiers from the source code [18]. For
example, to extract the names of classes, we use the regular expressions like
“class ([a zA Z]|)∗”. In this way, we can get all the identifiers behind the key
word of “class”. Meanwhile, all the names of interfaces, functions, variables and
constants are also extracted by regular regrexexpressions similar to the extrac-
tion of the class name.

2.2 Classifying and Expanding Abbreviated Identifiers

According to the identifier naming conventions, abbreviated identifiers are clas-
sified into three types: acronyms, abbreviations and blending words [18].

Acronym: An acronym is a word or name formed as an abbreviation from the
initial components in a phrase, which is usually individual letters and sometimes
syllables. For example, “cms” appears in many different identifiers and it may
indicate an abbreviation of Color Management System (CMS).

Abbreviation: An abbreviation is a shortened form of a word. It consists of a
group of letters taken from a word. For example, given the abbreviation “horiz”,
the word horizontal may be its full-scale form.

Blending Word: A blending word is a word formed from parts of two or more
words. So we first need to split the blending word. For example, “Strlen” is
split into Str and len. Then, all the split words are processed as Acronyms
and/or Abbreviations. To split the blending words, we apply an algorithm named
processor [19], which can split the identifier into several words according to the
camel-casing (Word breaks). More details refer to [19].

To expand abbreviated identifiers, we first split the blending words into sev-
eral words. If these split words are abbreviated identifiers1, they are combined
with acronyms or abbreviations to search the expansions from program and the
Web, respectively. Searching from the program is easy, as all the dictionary words
have well-established meaning that coincide with abbreviated identifiers in the
source code. So we can use regular expression to match the dictionary words
with the abbreviated identifiers, and find expansions. To search the expansions
from the Web, we need to combine the program information (author name and
class name), and use the LocoySpider2 collector to collect web pages. To use the
author name, we search the homepage of the author, who use the abbreviated
identifiers, to match the expansions with the regular expression. To use the class

1 Some split words are not abbreviated identifiers, such as SymLink, the split word
link is a dictionary word, not an abbreviated identifier, so we don’t need to search
the expansion of link.

2 http://www.locoy.com/.

http://www.locoy.com/
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name, we search the homepage of the files that include the abbreviated identifiers
in the source code.

2.3 Ranking the Expansions for Each Abbreviated Identifier

The expansions extracted from the program should be ranked higher than those
extracted from the Web, because the words in the program are more likely to be
the expansions of abbreviated identifiers. If the expansions are from the same
code block to the abbreviated identifier, such as the same method, the same
file, and the same package, the expansions are ranked with different scores from
different code blocks. That is, the expansion from the same method is ranked
higher than that from the same file, and the expansion from the same package
is ranked lower. If the expansion cannot be found from the program, we need
to consider the expansions from the Web. For each abbreviated identifier, we
combine the author name and class name of the source file to rank the expansions.
And the expansions correlated with the class name are ranked higher than those
correlated with the author name.

3 Evaluation

Our approach aims to recommend expansions of abbreviated identifiers for pro-
gram comprehension. We conduct an empirical study to evaluate the effective-
ness of expanding the abbreviated identifiers, and three open-source subjects are
selected (in Table 1). Table 1 shows some basic information of these subjects, such
as: the subject name, and the number of files, methods and abbreviated identi-
fiers of each subject. To evaluate our approach, we have the following research
questions:

RQ1: Is it Effective to Search the Expansions for Abbreviated Identi-
fiers from the Web?

Our approach searches the expansions not only from the program, but also
from Web. Since noise data exist in the web pages, it is necessary to evaluate the
effectiveness of the acquired expansions from the web. To answer this research
question, we classify all the abbreviated identifiers into three groups (acronyms,
abbreviations and blending words), and some valid expansions of each group are
recognized by several experienced programmers. Then, we count the ratio of

Table 1. The basic information of the evaluated subjects

Subject File Method Abbreviated identifiers

jEdit 78 562 19

JHotDraw 57 342 27

muCommander 102 443 20
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Fig. 2. Ratios of the expansions searched from the program and Web 2.0.

Fig. 3. The ratio of the abbreviated identifiers whose valid extensions are in top
3, 5, 7, respectively.

the valid expansions from the program and the ratio of those from the Web,
respectively.

Figure 2 shows that 80 % of expansions for the blending words are identified
from the Web, 75 % of expansions for the acronyms are from the Web. And half
of expansions for the abbreviations are from the Web. In summary, searching
expansions from the Web is effective.

RQ2: Can our Approach Effectively Recommend Expansions for Each
Abbreviated Identifier?

Our approach recommends a list of expansions for each abbreviated iden-
tifier. We invited several experienced programmers to help recognize the valid
expansions for each abbreviated identifier. Then we calculate the ratio of the
abbreviated identifiers whose valid extensions are in top@k of the list, where
k = 3, 5, 7, respectively.

Figure 3 illustrates the ratio of the abbreviated identifiers whose valid exten-
sions are in top 3, 5, 7 for the three types of acronyms, abbreviations and blending
words, respectively. We observe that 80 % of expansions for the blending words
are accurately recommended in the top 3 of the list, and 66.7 % of acronyms,
70 % of abbreviations are accurately recommended with the valid expansions in
the top 3, respectively. For top 5 candidate expansions, the ratio of valid expan-
sions of blending words are up to 100 %, and for top 7, abbreviations reach 100 %,
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Fig. 4. The ratio of expansions’ number of author group, class group and class&author
group for acronyms, abbreviations and blending words, respectively.

and acronyms reach 82 %. In summary, our approach can effectively recommend
the expansions for the abbreviated identifiers.

RQ3: Is it Effective to Combine the Messages of Class Name and
Author Name to Rank the Expansions for Each Abbreviated Identi-
fier?

To rank the expansions extracted from the Web, we consider the messages
of class name and author name. We first select some valid expansions (which
are extracted from the Web) from the results of acronyms, abbreviations and
blending words, respectively. Then we classify these valid expansions into three
groups: related to author name (author group), related to class name (class
group), and related to author and class name (class&author group). Finally, we
calculate the ratio of expansions for each group.

Figure 4 demonstrates the ratio of expansions’ number of author, class and
class&author group for acronyms, abbreviations and blending words, respectively.
We observe that most expansions are extracted by combining with the class
name, and the number of expansions extracted by combining with author name
are relatively less. So we can rank the expansions correlated with the class name
higher than those with the author name. In summary, the ranking mechanism
for the expansions extracted from the Web is effective.

4 Related Work

Expanding identifiers has been studied widely in the state-of-art technologies.
Larkey et al. developed a heuristic approach to expand identifiers [20]. They
mined web pages to search acronyms and proposed some standard patterns to
identify the correct expansion. But their approach didn’t consider the expanding
resource of the program and the textual patterns are not suitable for the source
code. Pakhomov et al. worked on normalizing acronyms in medical text [21].
This approach considered numerous abbreviations and acronyms for the text,
so it may be also suitable to extract expansions from source code. But the web
resource are not considered. Anquetil et al. proposed an approach to extract
information from large Pascal applications [22]. They defined the concept field
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of the words, and extracted the same field expansions from the web. But they
did not expand the software identifiers, as they aim to process multi-field vocab-
ularies. In this paper, we proposed a novel approach to recommend expansions
for software abbreviated identifiers considering the resource of both the program
and the Web.

5 Conclusion

This paper proposed a novel approach to expand the abbreviated identifiers
from the program and the Web. Our approach can help developers comprehend
abbreviations in the program, which can improve the effectiveness and efficiency
of software development and evolution. Moreover, expanding abbreviations can
also facilitate information retrieval (IR) techniques to efficiently explore the
natural language information in the program.
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Abstract. As processed data is relatively dense or the support is small in
weighted frequent patterns mining process, the number of frequent patterns
which meet the conditions will be exponential growth, and mining all frequent
patterns will need too much computation. Hence, mining the maximal weighted
frequent patterns containing all frequent patterns has less calculation, and it has
more utility value. Aiming at the process of maximal weighted frequent patterns
mining, an efficient algorithm, based on WIdT-Trees, is proposed to discover
maximal weighted frequent patterns. In the algorithm, WIdT-Tree is optimized
from WIT-Tree. The dTidset strategy is used to calculate the weighted support
of frequent k-itemsets, and the nodes with equal extended weighted support are
pruned off in order to reduce the computational cost and decrease the search
space complexity. Algorithms are tested and compared on real and synthetic
datasets and experimental results show that our algorithm is more efficient and
scalable.

Keywords: Maximal weighted frequent patterns � Widt-Tree � dTidset �
Extended weighted support

1 Introduction

Data mining is the process of discovering potential and useful knowledge in large
amounts of data by the corresponding algorithms [1, 2]. Data mining is typically
applied to find the frequent itemsets and the association rules between itemsets which
hide in the database, and the frequent itemsets mining has played the vital role in the
data mining. Since the maximal frequent itemsets imply all information about frequent
itemsets, some frequent itemsets can be simplified into mining maximal frequent
itemsets [3]. In addition, we don’t need to dig up all the frequent itemsets, and just need
to mine maximal frequent itemsets in some applications [4]. In some ways, the mining
maxima frequent itemsets can greatly reduce the search space and time complexity, and
greatly improve the mining efficiency.

Since each item represents different value and significance, frequent itemsets
mining should fully consider the different characters of item in some itemsets in a real
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world application [5]. Ramkumar, Ranka, and Tsur [6] puted forward the concept of
weighted association rules(Weighted Association Rules, WAR), and proposed
weighted frequent itemsets mining algorithm. And on this basis many scholars have
proposed weighted association rules mining algorithm (Weighted Association Rule
Mining, WARM). Wang et al. [7] proposed a more effective weighted association rules
mining algorithm. Tao and Murtagh et al. [8] proved the closed down property of
weighted itemsets, and proposed a more effective mining model. Khan et al. [9] pro-
posed the WUARM framework by fully considering that the individual items have
different value and significance in itemsets. According to expanding IT-tree [10]
(Item-Tidset tree) into WIT-tree (Weighted Itemset-Tidset tree), Vo [11] proposed a
new weighted frequent pattern mining algorithm based on WIT-tree data structure in
order to reduce the candidate itemsets and optimize the mining process.

In some practical applications, we can simplify the weighted frequent itemsets
mining into maximal weighted itemsets in order to simplify the weighted frequent
pattern mining process [12]. As a result, the maximal weighted itemsets mining has a
more meaningful and practical value compared with the existing method. Based on the
above studies, Unil Yun, Hyeonil Shin [13] defined the concept of maximal weighted
frequent itemsets, and proposed a maximal weighted mining frequent itemsets mining
algorithm (Maximal Weighted Frequent Itemset Mining, MWFIM), which replaced
weighted frequent itemsets mining. The algorithm adopted pruning mode for infrequent
patterns, and employed a storage way of the prefix tree based on the inverted order
weight to improve the search efficiency. However, there has been almost no consid-
eration for the cost of computing the weight of frequent k- itemsets, and it can lead to
repeated calculation of the weighted support of some certain itemsets. Therefore, the
efficiency of MWFIM algorithm should be improved in the processing dense datasets
or big datasets.

In the paper, we optimize the cost of computing the weight of frequent k-itemsets
and reduce the space complexity. We are inspired by the way of MEI algorithm [14] for
mining erasable itemsets and define the concept of dTidset(The difference of two
Tidsets), WIT-Tree data structure optimize to WIT-Tree based on dTidset, and pro-
posed a more effective maximal weighted frequent patterns mining algorithm—
WIdT_MWFIM. (Maximal Weighted Frequent Itemsets Mining Algorithm based on
WIdT-Tree). The proposed algorithm takes different handling methods with the
weighted support calculation of nodes meeting different conditions. Some nodes adopt
dTidset strategy to compute the weighted support, some nodes can directly inherit
weighted support from its parent class in order to avoid computing and some nodes are
pruned off according to the property of weighted extended support. Experimental
results show that WIdT_MWFIM algorithm has advantages in running time.

2 System Model

In this section, we will introduce correlative conception and property of weighted
frequent itemsets.
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Definition 2.1 Weighted Transaction Database(D). Let a itemsets I ¼ fi1; i2;
i3; . . .; img, weight set W ¼ fw1;w2;w3; . . .;wmg, weighted Transaction Database
D ¼ f\TID; TjT�I[ g, there is a one-to-one correspondence 8inð1� n�mÞ bet-
twen 9wnð1� n�mÞ 2 W .

Definition 2.2 The transaction weight (tw) of a transaction tk is defined as follows
(tw(tk)):

twðtkÞ ¼
P

ij2tk wj
tk

ð2:1Þ

Definition 2.3 The weighted support of an itemset is defined as follows(ws(X)):

wsðXÞ ¼
P

tk2tðXÞ twðtkÞ
P

tk2T twðtkÞ
ð2:2Þ

Where T is the list of transactions in the database.

The purpose of weighted frequent itemsets (Weighted Frequent Itemsets, WFI)
mining is to find all the weighted itemsets which their weighted support satisfies the
minimum weighted support threshold (minws).

WFI ¼ fX�IjwsðXÞ�minwsg

Tao et al. [8] proved the closed down property of weighted itemsets according to
the improved calculation model of weighted support.

If X � Y , then wsðXÞ�wsðYÞ
Yun et al. [13] proposed the maximal weighted frequent itemsets mining algorithm

instead of the weighted frequent itemsets, and defined the maximal weighted frequent
itemsets (Maximal Weighted Frequent Itemsets, MWFI), which is defined as follows:

Let itemset X is the maximal weighted frequent itemsets, if and only if all supersets
of X are infrequent.

The main purpose of the paper is to implement a more efficient algorithm for
mining maximal weighted frequent itemsets.

Definition 2.4 Tidset(X). Let a item X, all TIDs which contain item X are be referred
to as Tidset(X).

Definition 2.5 dTidset(The difference of two Tidsets). Let XA and XB be two
itemsets with the same prefix X. The Tidset of XA is denoted by t(XA) and the Tidset
of XB is denoted by t(XB). The difference Tidset of t(XA) and t(XB) is denoted as dT
(XAB), is defined as follows:

dTðXABÞ ¼ tðXAÞntðXBÞ ð2:3Þ

Property 2.1. Let XA and XB be two itemsets with the same prefix X. the difference
Tidset of t(XA) and t(XB) is denoted as dT(XAB), is computed as follows:
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dTðXABÞ ¼ dTðXBÞndTðXAÞ

Proof. From [15]

tðXAÞ ¼ tðXÞ \ tðAÞ

tðXBÞ ¼ tðXÞ \ tðBÞ

According to Definition 2.3:

dTðXABÞ ¼ tðXAÞntðXBÞ
¼ ½tðXÞ \ tðAÞ�n½tðXÞ \ tðBÞ�
¼ ½tðXÞ \ ½tðAÞntðXÞ��n½tðXÞ \ ½tðBÞntðXÞ��
¼ ½tðXÞntðBÞ�n½tðXÞntðAÞ�
¼ dTðXBÞndTðXAÞ

3 WIdT-Tree Data Structure

We propose a more efficient storage structure—WIdT-Tree (Weighted Itemset-dTidset
tree) by optimizing WIT-Tree data structure on the basis of dTidset. Each node in
WIdT-Tree consists of three fields, a form of triplets < X,dTidset(X),ws (X) > .
X represents itemset X; dTidset(X) represents the difference of two Tidsets; ws(X)
represents weighted support of itemset X.

Property 3.1. For two given k-itemset ðk� 2Þ XA and XB, if |dT(XA)| > |dT(XB)|,
then:

jdTðXABÞj\jdTðXBAÞj

Proof.

dTðXABÞ ¼ dTðXBÞndTðXAÞ
¼ dTðXBÞn½dTðXAÞ \ dTðXBÞ�

j*½dTðXAÞ \ dTðXBÞ��dTðXBÞ then :

dTðXABÞj ¼ jdTðXBÞj � jdTðXAÞ \ dTðXBÞj
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Similarly.

jdTðXBAÞ ¼ jdTðXAÞj � jdTðXAÞ \ dTðXBÞj
*jdTðXAÞj[ jdTðXBÞj
jdTðXABÞj[ jdTðXBAÞj

Definition 3.1 Extended weighted support. Let a given Ii in WIdT-Tree,TailðIiÞ ¼
fitem 2 I ^ Ii 	 itemg,	 represents the alphabetical order. 9Ij 2 TailðIiÞ, extended
weighted support of Ii is denoted as wsðIi[ IjÞ.
Definition 3.2 Extended weighted frequent itemsets. 9wsðIi[ IjÞ�minws, Ii[ Ij is
extended weighted frequent itemsets, extended weighted frequent itemsets of Ii is
denoted as:

EWFIðIiÞ ¼ fIj 2 TailðIiÞ ^ wsðIi[ IjÞ�minwsg

Property 3.2. Let a given Ii in WIdT-Tree, Ij 2 EWFIðIiÞ, if wsðIjÞ ¼ wsðIiÞ, In
subtree rooted at node Ii, the non-Ii and the subtrees which set them as root nodes are
invalid in the process of weighted frequent patterns mining.

Proof. Assuming P is the node of WIdT-Trees,

TailðPÞ ¼ fx1; x2; . . .; xmg; wsðP[ xiÞ ¼ ai; xi 2 TailðPÞ; 1� i�m:

N is the child node of the P; N ¼ P[fxjg:
Then TailðNÞ ¼ fxjþ 1; xjþ 2; . . .; xmg
xt 2 TailðNÞ
xt 2 fxjþ 1; xjþ 2; . . .; xmg � TailðPÞ

The extended weighted support of P[ xt is denoted as wsðP[ xtÞ ¼ pt.
The extended weighted support of N [ xt is denoted as wsðN [ xtÞ ¼ nt
If pt ¼ nt, then the weighted itemsets including P[ xt is a subset of The extended

weighted frequent itemsets of N [ xt. That is, if it exists maximal weighted frequent
itemsets with the parent P[ xt, it contains N [ xt. Therefore, we only need to calculate
ws(N [ xt) in the process of maximal weighted frequent itemsets mining.

4 Proposed Algorithm

In the section, we will introduce a more effective maximal weighted frequent itemsets
mining algorithm based on WIdT-Tree. Before presenting our algorithm, let us first
explore an effective calculation method of weighted support.
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4.1 The Calculation Method of Weighted Support

Let k-itemsets PX and PY, the Tidsets of PX and PY respectively be denoted as t(PX)
and t(PY), then the calculation of ws(PXY) is shown as follows.

tðPXYÞ ¼ tðPXÞ \ tðPYÞ
¼ tðPXÞn½tðPXÞnt½PY �
¼ tðPXÞndTðPXYÞ

ð4:1Þ

According to Definition 2.3:

wsðPXYÞ ¼
P

tk2tðPXYÞ twðtkÞ
P

tk2T twðtkÞ
ð4:2Þ

Based on (4.1) and (4.2):

wsðPXYÞ ¼ wsðPXÞ �
P

tk2dTðPXYÞ twðtkÞ
P

tk2T twðtkÞ
ð4:3Þ

Proof.

wsðPXYÞ ¼
P

tk2tðPXYÞ twðtkÞ
P

tk2T twðtkÞ

¼
P

tk2½tðPXÞndTðPXYÞ� twðtkÞ
P

tk2T twðtkÞ

¼
P

tk2tðPXÞ twðtkÞ �
P

tk2dTðPXYÞ twðtkÞ
P

tk2T twðtkÞ

¼
P

tk2tðPXÞ twðtkÞ
P

tk2T twðtkÞ
�
P

tk2dTðPXYÞ twðtkÞ
P

tk2T twðtkÞ

¼ wsðPXÞ �
P

tk2dTðPXYÞ twðtkÞ
P

tk2T twðtkÞ

Property 4.1. In the WIdT-Tree, assume k-itemset PX and PXY, if dT(PXY) = Ø,
then wsðPXYÞ ¼ wsðPXÞ.
Proof. According to (4.3):

wsðPXYÞ ¼ wsðPXÞ �
P

tk2dTðPXYÞ twðtkÞ
P

tk2T twðtkÞ
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4.2 WIdT_MWFIM Algorithm

In WIdT_MWFIM algorithm, WIdT-Trees are generated by WIdT_GEN. In the
process of generating WIdT-Trees,1-itemsets which satisfy minws are sorted by |dT
(XY)| descending order, and all sub_WIdT-Trees rooted as 1-itemsets which satisfy
minws are generated by using the divide-and-conquer strategy. On the basis of all
sub_WIdT-Trees, Candidate WIdT-Trees can be generated. Then we adopt Procedure
WIdT_MWFIM to search the Candidate WIdT-Trees in order to all MWFI.
WIdT_MWFIM algorithm is shown as follows.
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5 Performance Evaluation

In this section, we will test the running time and scalability of WIdT_MWFIM algo-
rithm are compared with MWFIM [13] and MAFIA [16]. Note that all these algorithms
discover the same weighted frequent itemsets, which confirms the result generated by
any algorithms in the testing experiments is correct and complete.

5.1 Experimental Datasets

We conduct experiments on the performance of WIdT_MWFIM algorithm as com-
pared to MAFIA and MWFIM on real datasets and synthetic datasets. Pumsb con-
taining data related to the census is dense datasets. Retail including shopping data in a
supermarket is sparse datasets. These two above datasets can be downloaded from
(http://www.fimi.cs.helsinki.fi/data/). The T10I4Dx synthetic datasets are generated
from the IBM dataset generator. These test datasets including dense and sparse datasets
do not have item weight, and the weights of items are generated by a random gener-
ation function.

5.2 Comparison of Results

The normalized weights of items are(0.3, 0.7) and (0.3, 0.6) in Pumsb and Retail
datasets. For example, the numbers of patterns in WIT_MWFIM algorithm on Pumsb
is 159,417 with a minimum support of 52 %, and 185,342 with a minimum support of
50 %. The dTidset strategy can greatly improve the computational efficiency of
weighted support and the property of extended weighted support is employed in order
to reduce the cost of search space. WIT_MWFIM algorithm has advantages in running
time than MWFIM and MAFIA algorithm. The running time comparison results are
show as Figs. 1 and 2.

Fig. 1. Runtime (Pumsb dataset) Fig. 2. Runtime (Retail dataset)
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Based on the runnig time, WIT_MWFIM algorithm conduct the expriments testing
scalability on synthetic datasets. We conduct a scalability test on T10I4Dx datasets,
which minimum support is set as 0.1 % about 100-500 K transactions and the nor-
malized weights of items are(0.3, 06). We set minimum support as 0.3 %,1000-4000 K
transactions and the normalized weights of items are (0.3, 06). The scalability com-
parison results on T10I4Dx datasets are show as Fig. 3 a and b.

6 Conclusions

In this paper, we propose an effective maximal weighted frequent patterns mining
algorithm—WIdT_MWFIM based on WIdT-Trees. We take three different ways of
dealing with nodes satisfying different conditions. Some nodes adopt dTidset strategy
to compute the weighted support, some nodes can directly inherit weighted support
from its parent and some nodes with equal extended weighted support are pruned off.
For evaluating the performance of WIdT_MWFIM, we conduct lots of experiments on
real and synthetic datasets. Experimental results show that WIdT_MWFIM has
advantages in running time and scalability.
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China under Grant No. 81273649, Natural Science Foundation Item of Heilongjiang Province
under Grant No.F201434, and the Graduate Student Innovation and Research Item of Hei-
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Abstract. Model-Driven Engineering (MDE) alleviates the cognitive complexity
and effort spent on software development by generating codes from models. In
MDE, models should be accurate, refined, reliable and efficient. Class diagram is a
structural abstraction of a real system and usually used in software design. A better
designed class diagram could lead to a better system. In this paper, we proposed a
knowledge graph based method to improve class diagrams. We took knowledge
graph as the media layer for easier information introduction, and proposed methods
to map data, information and knowledge between class diagrams and knowledge
graphs bidirectionally. Based on the added knowledge source, we designed hier‐
archical clustering algorithm to abstract the class diagram, and finally we gener‐
ated abstracted class diagrams automatically.

Keywords: Class diagram · Knowledge graph · UML · OCL · Hierarchical
clustering algorithm

1 Introduction

Models and modeling are essential parts of every engineering endeavors [1]. Unified
Modeling Language (UML) is a de-facto standard for object-oriented modeling [2].
UML class diagram is used to describe the static structure of a system, and a well-
designed class diagram can lead to a better developed program. What’s more, a well-
designed class diagram could be more easily for developers to read. Knowledge graph
is essentially a kind of semantic network [4]. Nodes in knowledge graph stand for entities
or concepts, the edges stand for semantic relationships between entities or concepts.

In this paper, we proposed a method to abstract class diagrams. We use knowledge
graphs as the media layer for easier information introduction. We abstract a class
diagram on the knowledge graph layer, and transform the abstracted knowledge graph
to a new class diagram.

In the rest of the paper, we firstly elaborate the related works in Sect. 2 and the
approach to abstract class diagram in Sect. 3. Then, we elaborate the method of mapping
between class diagrams and knowledge graphs in Sect. 4, the approach of abstracting a
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knowledge graph is elaborated in Sect. 5. After that, we make a conclusion in Sect. 6.
Finally, acknowledgments are elaborated in acknowledgement section.

2 Related Works

(1) UML class diagram abstraction. UML class diagram abstraction transforms a low-
level class diagram to a high-level class diagram [8]. The class diagram will be very
large when a system is complex. Designers are easily overwhelmed with details
when dealing with large class diagrams [13]. So the abstraction of large class
diagrams is necessary. The abstraction of a large class diagram means refining the
class diagram. Eyged. A find a series of abstraction rules for class diagram abstrac‐
tion which contains class abstraction rules and relationship abstraction rules [9].
He concentrates on the refinement of relationships. However, by mapping class
diagrams to knowledge graphs, our work can analyze and refine attributes and
operations.

(2) Knowledge graph completion. Knowledge graph completion aims to extract rela‐
tionships between different entities. Knowledge graph completion can find new
relational facts, which is an important supplement to relationship extraction from
knowledge sources [9, 11, 12]. In our work, the knowledge graph was used as a
media layer to extract the attributes and operations in different classes with the same
types, and we make a hierarchical clustering of classes.

3 Use Knowledge Graphs to Abstract Class Diagrams

UML class diagram is a kind of static structural model used to describe the structure of
a system. It comprises classes and relationships. Classes in a class diagram include
attributes and operations. Knowledge graphs contain nodes and edges. We use knowl‐
edge graphs as a media layer to abstract class diagrams. As shown in Fig. 1, our class
diagram abstracting method contains four major steps as following shows.

(1) Firstly, map a class diagram to a knowledge graph and generate the knowledge
graph.

(2) Then, abstract the mapped knowledge graph by hierarchical clustering algorithm.
(3) Then, map the abstracted knowledge graph to a new class diagram and generate the

new class diagram.
(4) Finally, output the abstracted class diagram.

Fig. 1. The work flow of abstracting a class diagram
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4 Map Between UML Class Diagrams and Knowledge Graphs

People concentrate on the transformation between models [3], however the transforma‐
tion between models and other kinds of resources may also be helpful, such as the trans‐
formation between class diagrams and knowledge graphs.

4.1 Map from a UML Class Diagram to a Knowledge Graph

A UML class diagram can be mapped to a knowledge graph. A class in a class diagram
can be mapped to a concept in a knowledge graph. An attribute can be mapped to an
entity, and the type of an attribute can be mapped to a concept. An operation can be
mapped to a concept. A concept or an entity in a knowledge graph was presented as a
node.

The rules of mapping a UML class diagram to a knowledge graph are as following
shows. The mapping rules conclude rules for mapping classes and rules for mapping
relationships.

(1) Rules for mapping classes:
Rule (1): The node’ name is C_ClassName if the node was mapped by a class whose

name is ClassName. For example, the node’ name is C_Apple if the class’ name is Apple.
Rule (2): The node’ name is A_AttributeName if the node was mapped by an attribute

whose name is AttributeName. For example, the node’ name is A_Zhangsan if the
attribute’ name is Zhangsan.

Rule (3): There is a node whose name is C_TypeName if the type of the attribute is
TypeName.

Rule (4): There is a node whose name is O_OperationName if the name of the oper‐
ation is OperationName.

Rule (5): The node whose name begins with “C_” (e.g. C_XX) can only occur once
in a knowledge graph, because names of two classes can’t be same in a class diagram.
However, the node whose name begins with “A_” (e.g. A_XX) or “O_” (e.g. O_XX)
can occur more than once, because different classes can have the same attributes and
operations.

(2) Rules for mapping relationships:
Rule (1): The name of an edge is RelationshipName if it begins from node C_Class‐

NameA to node C_ClassNameB, at the same time, the relationship from class Class‐
NameA to class ClassNameB is RelationshipName

Rule (2): The name of an edge is “Has a” if it begins from node C_ClassName to
node A_AttributeName. “Has a” means that the class ClassName has an attribute named
AttributeName.

Rule (3): The relationship of an edge is “Has o” if it begins from node C_CLassName
to node O_OperationName. “Has_o” means that the class ClassName has an operation
named OperationName.

Rule (4): Relationships used in class diagrams should be mapped to the relation‐
ships used in knowledge graphs. The relationship types used in a class diagram such
as “Generalization”, “Aggregation”, “Composition”, “Dependency”, “Association”
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need to be described as “Is a”, “Aggregate”, “Composite”, “Depend on”, “Associate
with” in a knowledge graph.

Rule (5): The relationship of an edge which begins from A_AttributeName to
C_AttributeTypeName is “Is a”. For example, Class A has an attribute named Tom and
the type of Tom is User. When mapping this relationship, the relationship of the edge
from A_Tom to C_User should be “Is a”. It means that Tom is a User.

Figure 2 shows a simple class diagram example. We map it to a knowledge graph
as shown in Fig. 3. In the class diagram shown in Fig. 2, ClassA has two attributes named
Attribute1 and Attribute2 and an operation named Operation1. When ClassA is mapped
to the knowledge graph, there will be a node named C_ClassA stands for ClassA, a node
named A_Attribute1 stands for Attribute1, a node named A_Attribute2 stands for
Attribute2, and a node named O_Operation stands for Operation1. The relationship of
the edge begins from C_ClassA to A_Attribute1 is “Has a” which means that ClassA
has an attribute named Attribute1. The relationship of the edge begins from C_ClassA
to O_Operation1 is “Has o” which means ClassA has an operation named Opera‐
tion1. The relationship of the edge which begins from A_Attribute1 to C_Integer is “Is
a” which means Attribute1 is a kind of Integer.

Fig. 2. A class diagram example

Fig. 3. The knowledge graph of the example in Fig. 2
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4.2 Map from a OCL Restrained Class Diagram to a Knowledge Graph

The Object Constraint Language (OCL) was developed inside IBM in 1995 to overcome
the limitation of UML and precisely specifying detailed aspects of a system [7]. In order
to analysis class diagrams with OCL constraints on the knowledge graph layer, the maps
between knowledge graph and OCL constraints are necessary. In this part, we will talk
about how to map OCL constraints to a knowledge graph. The mapping rules are as
following shows.
Rules for mapping OCL:

Rule (1): An expression statement in OCL presents as a node begin with “E_” in a
knowledge graph. For example, the expression statement “A>100” is mapped to a node
named “E_A>100” in a knowledge graph.

Rule (2): The node begin with “E_” should be atomic. For example, “E_A>100” is
atomic however “E_A>100 and E_B>50” is not atomic.

Rule (3): An operator in OCL presents as a node in a knowledge graph.
Rule (4): The constraint of an element (e.g. Class, Attribute and Operation) starts

with a node named Constraint in a knowledge graph.
Figure 4 is an example shows a class diagram with OCL constraints.
The CandyFactory could generate candies only when the input RawSugar amount

is larger than 100 or RefinedSugar amount is larger than 50, what’s more, the amount
of Order must be bigger than 1. The OCL Constraint1 is as following shows:

Contex CandyFactory.begin():
(RawSuger.amount>100 or RefinedSuger>50) and Order.amount>1

The CandyFactory will generate SoftSweets if the Order type is SoftSweets, else the
CandyFactory will generate HardCandies. The OCL Constraint2 is as following shows:

Contex CandyFactory.CandyType:
CandyType=if(Order.Type=“SoftSweets”) then “SoftSweets” else “HardCandies”

Figure 5 shows the knowledge graph mapped from the OCL constraints in Fig. 4.
The Constraint1 is set on the operation begin() in class CandyFactory. According to
Rule(2), we separate Constraint1 to a series of atomic expressions as shown in Fig. 5.

Fig. 4. Class diagram with OCL constrains
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The Constraint2 is set on the attribute CandyType. We also separate Constraint2 to a
series of atomic expressions as Fig. 5 shows.

Fig. 5. The knowledge graph with the mapped OCL constraints in Fig. 4

4.3 Map from a Knowledge Graph to a UML Class Diagram

If a knowledge graph meets the rules given before, it can be mapped to a class diagram
too.

5 Abstract the Mapped Knowledge Graph

A knowledge graph is used as a media layer for us to abstract our class diagrams. Firstly,
we compute the similarities between classes. Then, we apply the hierarchical clustering
algorithm to abstract the knowledge graph. Finally, we map the abstracted knowledge
graph to a new class diagram and generate it.

5.1 Compute the Similarities Between Nodes

Define 1: Attribute attri in Class i is equal to attribute attrj in Class j if the type of attri
is equal to the type of attrj except that the type of the attribute is “String”, “Integer”,
“Float”, “Double” and other class types defined by system but users.

Define 2: Operation operi in Class i is equal to operj in Classj if the name of operi is
equal to operj.
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The similarity between two classes is associated with the similarity between their attrib‐
utes and operations. The similarity between two classes is higher if their attributes and
operations are more similar. Formula 1 shows how to compute the similarity between
two classes.

S(i, j) = n
a
(i, j) + n

o
(i, j); (1)

S(i,j) is the similarity between class i and class j, na(i,j) is the number of attributes
that are equal to each other in class i and class j, no(i,j) is the number of operations that
are equal to each other in class i and class j.

Figure 6 is an example for explaining how to compute na(i,j), no(i,j) and S(i,j).
As shown in Fig. 6, no(C_ClassA, C_ClassB) is equal to1, because both C_ClassA

and C_ClassB has the operation named O_Operation2. The na(C_ClassA, C_ClassB) is
equal to 1, because the type of A_Attribute3 in C_ClassA is C_Type1 which is equal to
the type of A_Attribute4 in C_ClassB. Though the type of A_Attribute2 in C_ClassA is
equal to the type of A_Attribute4 in C_ClassB, na(C_ClassA, C_ClassB) can’t increase
once because the type of A_Attribute2 and A_Attribute4 is “String” which is defined by
system. Finally, the similarity between C_ClassA and C_ClassB is S(C_ClassA,
C_ClassB) which is equal to na(C_ClassA, C_ClassB)+no(C_ClassA, C_ClassB) = 2.

Fig. 6. An example of computing similarity between two classes

5.2 Generate the Abstracted Knowledge Graph

The Hierarchical clustering algorithm was used in our method to abstract our knowledge
graphs [5, 6]. A class diagram with a hierarchical structure is easier to read and more
refined [13].

For the first step, the similarity between any two classes in a class diagram was
computed. Then, we choose two classes. The similarity between the two classes is the
highest. We merge the two classes into a new class New_Class. The new class contains
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the same attributes and operations among the two classes. Then, we compute the simi‐
larity between the New_Class and other classes which are not merged. Then, we repeat
the second and third step until all the classes in the class diagram are merged.

For example, Fig. 7 shows an original class diagram, and Fig. 8 shows the mapped
knowledge graph of the class diagram shown in Fig. 7.

Fig. 7. The original class diagram

Fig. 8. The knowledge graph of the class diagram in Fig. 7

The hierarchical clustering algorithm is used to cluster the knowledge graph shown
in Fig. 8.

The process of using hierarchical clustering method to abstract the knowledge graph
in Fig. 8 is as following shows.

(1) For the first step, we compute the similarity between C_Human, C_Dog, C_Flower,
C_Tree and C_Water.
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(2) Then, we can find that S(C_Human, C_Dog) is equal to S(C_Tree, C_Flower) and
is equal to 2. S(C_Human, C_Dog) and S(C_Tree, C_Flower) are the highest
similarities.

(3) Then, we choose C_Human and C_Dog (or choose C_Tree and C_Flower. It is
random), and merge them to a new class C_Animal. C_Animal contains the attrib‐
utes and methods which are same in C_Human and C_Dog.

(4) Then, we compute the similarity between C_Animal and other classes (e.g. C_Tree,
C_Flower, C_Water).

(5) Then, we still choose the highest similarity S(C_Tree, C_Flower) and merge
C_Tree and C_Flower to a new class C_Plant.

(6) Finally, we find there are no more classes that can be merged (there are no equal
attributes and operations in two different classes) and we get the abstracted knowl‐
edge graph as shown in Fig. 9.

Fig. 9. The abstracted knowledge graph

It is obviously that the number of nodes and edges in Fig. 9 is less than in Fig. 8. The
result shows that the knowledge graph is abstracted and refined.

5.3 Generate the Abstracted Class Diagram

The abstracted class diagram can be generated by mapping the abstracted knowledge
graph. Figure 10 shows the abstracted class diagram of the original one shown in Fig. 7.
The abstracted class diagram is more hierarchical and refined.
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Fig. 10. The abstracted class diagram

6 Conclusion

In this paper, we proposed a method to abstract class diagrams. We used the knowledge
graph as a media layer to analysis and deal with class diagrams. We proposed a method
to generate the map between class diagrams and knowledge graphs. We used the hier‐
archical clustering method to abstract original class diagrams. Our method can generate
more hierarchical and refined class diagrams.

In the future, we are going to study the methods of mapping the navigation in OCL
to knowledge graph. So that, we can get a more precise knowledge graph mapped by
the class diagram. Besides, we are going to analyze class diagrams on the knowledge
graph layer, for example, we are going to check class diagrams based on knowledge
graph.

Acknowledgments. The authors acknowledge the support of the NSFC of China (No. 61363007,
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Abstract. Traditional FCM clustering algorithm has some problems,
including sensitivity to initial values, local optimum and wrong division.
In this paper, we proposed an improved fuzzy C-means clustering algo-
rithm based on particle swarm algorithm. Firstly, we use PSO to deter-
mine the initial clustering center. Then define a new distance to reassign
the fuzzy points. The experimental results show that this new algorithm
not only reduces the number of iterations and makes the objective func-
tion value smaller, it also corrects some points with wrong division and
improves the accuracy of classification results.

Keywords: Fuzzy C-means clustering · Particle swarm · Fuzzy point ·
Second clustering

1 Introduction

Cluster analysis has been widely used in data analysis, pattern recognition, image
processing and so on. Traditional clustering analysis requires that each data point
is accurately divided into a certain class, with the nature of “either A or B”.
However, there are many cluster points with vague boundaries [1–3].

The fuzzy C-means (FCM) algorithm uses membership to determine the
degree that each data point belongs to a certain class. FCM algorithm uses
gradient descent method to find the optimal solution in essence, so there is a
local optimization problem, and the convergence speed greatly depends on the
initial value [4].

Particle swarm optimization (PSO) algorithm is based on swarm intelligence
with global optimization tools. It can get the optimal solution by the swarm intel-
ligence optimization search guidance produced by the cooperation and compe-
tition between particles. PSO algorithm has the advantages of fast convergence,
global optimization and simple program implementation [5,6].

In order to achieve global optimization and fast convergence, we combined
FCM and PSO algorithm. At first, we code for initial particle swarm, and do
particle swarm optimization search to get clustering result and the cluster centre;
then we reprocess fuzzy point in result set to improve the search capability and
make the result more accurate.
c© Springer International Publishing AG 2016
H. Yin et al. (Eds.): IDEAL 2016, LNCS 9937, pp. 617–623, 2016.
DOI: 10.1007/978-3-319-46257-8 66
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2 Fuzzy C-Means Clustering Algorithm

Assuming X = {x1, x2, · · · , xn} as the sample space, FCM divides n vectors
xi(i = 1, 2, ..., n) into c fuzzy classes, and V = {v1, v2, ..., vn} represents the
class center. uij represents the fitness value of j belonging to the class i. The
greater uij , the higher degree of the sample belonging to the class. FCM uses
error square sum function as the objective function of clustering:

J (U, V ) =
n∑

j=1

c∑

i=1

um
ijd

2
ij (1)

uij ∈ [0, 1],
c∑

i=1

uij = 1, j = 1, 2, ..., n,dij = ‖•‖ is the similarity distance between

the sample and the center, and m is fuzzy parameter. Using the Lagrange mul-
tiplier method, the necessary condition for objective function J to achieve the
minimum value [7] is

uij =
(‖xi − vi‖)− 2

m−1

c∑
k=1

(‖xi − vk‖)− 2
m−1

, j = 1, 2, ..., n (2)

vi =
n∑

j=1

um
ijxj • (

n∑

j=1

um
ij )

−1, i = 1, 2, ..., c (3)

FCM iterates formula (2) and (3) repeatedly, which is a kind of local search
optimization technology in essence and greatly depends on the initial cluster
center. Improper initialization may cause converge to a local minimum value,
limit the clustering and reduce the effectiveness of the FCM clustering. When
the number of clusters is larger, it becomes more obvious [8,9].

3 PSO Algorithm

PSO is based on the group and moves the individuals to a good region accord-
ing to the fitness. It takes each individual as a particle with no volume in D
dimensional search space and all the particles fly at a certain speed. The speed
is adjusted dynamically according to the experience of its own and its partners.
All particles have a fitness value that is determined by optimization function.
Each particle updates their own location by tracking two “best location”. One is
found by itself (pbest), the other is currently found by all the particles (gbest),
and gbest is the maximum value of all pbest [10,11]. For the Kth iteration,
each particle updates their position and speed in accordance with the following
formula:

vk+1
i = w ∗ vk

i + c1 ∗ r1k ∗ (pbestki − xk
i ) + c2 ∗ r2k ∗ (gbestki − xk

i ) (4)
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ω ≥ 0, the inertia weight, the larger ω is more conducive to jumping out of the
local larger point, and the smaller ω is more conducive to the convergence of
the algorithm. c1 and c2 are the acceleration constant, usually taken as 2. r1k

and r1k are random number with uniform distribution in (0,1). In this way, PSO
algorithm can keep track of pbest and global gbest until it reaches the prescribed
number of iterations or satisfies the prescribed error criteria.

4 Improved PSO-FCM Clustering

The key of FCM algorithm is to assign its initial cluster center. We apply PSO
in FCM to guarantee the global optimal solution, which includes two important
steps: the encoding of the original particle and the determination of the fitness
function.

(a) Individual Determination and Particle Coding. The cluster center
is chosen as the individual particle in PSO algorithm. Presume that the initial
sample dimension, the number of cluster centers C, then the dimension of each
particle is d*C, and the specific structure is as follows:

x11x12 · · · x1d︸ ︷︷ ︸
d

x21x22 · · · x2d · · · xC1xC2 · · · xCd

︸ ︷︷ ︸
C

(5)

(B) The Fitness Function. PSO usually takes the maximum fitness as the
optimal solution. So we set f(xi) = 1

J(U,V ) . The smaller J , the higher individual
fitness f(xi), and the clustering effect is better.

FCM improved by PSO can get the specific class of each data point, but there
will be vague point in the boundary and we define it as fuzzy point. We propose
a new distance formula, which can extend the original cluster center point to a
region and recalculate the fitness value of the fuzzy points. Specific steps are as
follows:

(1) Assign a value to the parameters in the algorithm, including the number of
cluster C, fuzzy index m, learning factor c1 and c2, inertia weight ω, and
calculate the population size M according to the input data set X.

(2) Encode the initial input data set X to generate M first generation parti-
cles,calculate the membership degree of each particle, calculate the fitness
value of each particle pi and the global optimal value of the best position
it has experienced pg.

(3) Update the position of the particles according to the PSO algorithm. If it
reaches the maximum number of iterations or the change of the optimal
adaptive value is less than the preset threshold, then stop the iteration.

(4) Get C initial clustering centers according to the coding string of the best
particle.
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(5) Use the initial cluster centers in step (4) and use FCM algorithm to get the
global optimal cluster centers and the optimal objective function values.

(6) Classify the processing results of original data set into three types according
to the initial clustering results obtained in step (5), the point with mem-
bership degree less than 0.65 belonging to fuzzy set ϕ, greater than 0.85
belonging to clear point set ξ and between them belonging to second-clear
point set τ .

(7) Do a reprocess to the point in fuzzy set ϕ.
(8) Calculate the average distance between each clear point in ξ and the cor-

responding cluster center

Lk =
1

Nk

Nk∑

i=1

dik (6)

dik = ‖xi − vk‖,k = 1, 2, ..., c, xi ∈ τ ,Nk is the number of clear points in
class k.

(9) Calculate the distance between the fuzzy point in ϕ and the hypersphere
taking L̄k as radius

�

dik = dik − Lk, k = 1, 2, ..., c (7)

(10) Calculate the new membership degree of the fuzzy point by the following
formula, and normalize the new membership degree.

uik =
(

�

d
2

ik)
−1

c∑
i=1

(
�

d
2

ik

)−1 (8)

(11) Determine the final membership class, that is, the class of the clear point
is the same and the class of fuzzy point is re-determined by step (10).

(12) Combine clustering results of the clear points with the fuzzy points to obtain
the final classification results.

5 Experiment and Analysis

This paper uses two-dimensional data generated by Matlab to test the perfor-
mance of the improved algorithm. It contains 90 data points, C = 3, 30 data
points in each class. But it is hard to tell which class the data points on the
boundary belong to. The original data is shown in Fig. 1, where the horizontal
axis is X, the vertical axis is Y, and different shapes represent different classes.

The clustering results obtained by FCM are shown in Fig. 2. FCM divided
the data set into three classes and put some boundary points into the wrong
category. We use clear points in each class to calculate its clear radius and
distance between data points and the clear radius. As shown in Fig. 3, v1, v2, v3
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Fig. 1. Original data point distribution Fig. 2. Classification result of FCM

Fig. 3. Clear radius Fig. 4. Classification result of the
improved algorithm

represent three corresponding categories and the circle is the corresponding clear
radius. The final classification results are shown in Fig. 4.

Through the comparison in Figs. 2 and 4, it can be seen that some points
with fuzzy classification have achieved a correct classification. We use the two-
dimensional data set to run the FCM and the improved algorithm 5 times. The
experimental results are shown in Table 1. It shows that the improved PSO-
FCM algorithm is better than the traditional FCM algorithm because it can
gain smaller objective function value.

We take the Iris and Wine data set in the UCI machine learning database to
verify the performance of the proposed algorithm. Iris contains 3 classes of 50
instances each, where each instance have 4 dimensional version. Wine contains
3 classes of 50, 71 and 48 instances, where each instance have 13 dimensional
version. Run the proposed algorithm 20 times and take the average value of the
clustering results. Compare the performance of the improved PSO-FCM algo-
rithm with FCM and K-means algorithm. It can be seen from Table 2 that the
improved algorithm has certain advantages. In general, the larger density differ-
ence between data sets, the better processing effect of the clustering algorithm
based on density.



622 Q. Hu et al.

Table 1. The value of the objective function

Running times FCM PSO-FCM

1 0.001434 0.000398

2 0.079561 0.002654

3 0.044055 0.013203

4 0.200856 0.021271

5 0.181401 0.008675

Table 2. Clustering results (Accuracy)

Data set K-means FCM improved PSO-FCM

Iris 0.780 0.880 0.904

Wine 0.680 0.740 0.926

The improved PSO-FCM algorithm use PSO to update particle positions in
order to gain the initial cluster center, then it introduces the new calculation
formula of distance, which is not only an effective solution to solve the problem
of local minimum problem, but also improves the accuracy. It increases the PSO
pretreatment, data set resolution distance and the re-calculation of membership,
so it needs more time to run the algorithm than the traditional FCM algorithm.

6 Conclusion

To sum up, this paper proposes an improved fuzzy C-means clustering algo-
rithm based on PSO algorithm. Compared with the traditional FCM algorithm,
it ensures the optimal initial clustering centers approaching the global optimiza-
tion with greater probability, and can rapidly converge to the global optimal
solution. At last, we do a re-classification for the fuzzy points in the result set,
which improves the accuracy of the algorithm. The experimental results show
that the improved PSO-FCM algorithm not only makes up for the defects of
the FCM algorithm for the initial value selection, but also effectively prevents
the algorithm from falling into local optimum, and improves the accuracy. The
algorithm is suitable for different data sets with different data points, and it has
certain generalization in fuzzy clustering.
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Abstract. The philosophy of the internet of things (IoT) provides an ideal
environment for the logistics industry, which seeks the seamless integration and
management of physically scattered logistics assets (freight, facilities, equip-
ment, etc.). The great attention to IoT in the field of logistics stimulates the
development of relevant technologies, leading to a high rate of patent applica-
tions. Our research aims to trace patent trends in IoT for the field of logistics by
utilizing patent information. We analyzed International Patent Classification
(IPC) codes and abstracts of patent documents using text mining techniques.
Our results indicate that technologies for the IoT are in the early stages of being
applied to the logistics industry and are in the process of being integrated with
cloud computing and big data technologies.

Keywords: Patent trend � Text mining � Internet of things � Logistics � Trend
analysis

1 Introduction

The term internet of things (IoT) was first coined in 1999 to describe internet-connected
devices with RFID (radio frequency identification) in a supply chain, and now it is
regarded as a mainstream concept in information communications technology
(ICT) [1, 2]. Gartner expects that the approximately 4 billion interconnected devices
used in the consumer and business sectors in 2014 will increase to about 20 billion by
2020 [3].

The IoT philosophy underlies what the logistics industry seeks: to be smarter and
more agile by integrating and tracking dispersed logistics assets seamlessly. Accord-
ingly, stakeholders in the field of logistics show great interest in deploying IoT enablers
(technologies) to save time and cost, to ensure security for their services, and ultimately
to increase profitability [4, 5]. Their keen attention to the IoT leads to competitive
development of relevant technology and high-tech patent applications in the logistics
industry [6].

With regard to this issue, we aim to identify the notable trends and the technologies
being developed and applied to enable IoT in the field of logistics by using patent
information, which is actually a good source of information for understanding
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technology and business trends, even with the recognition that patents may be inval-
idated by rejection, expiration, or renunciation [7–10].

To analyze technology trends from the patent documents, we employed text mining
techniques on International Patent Classification (IPC) codes and patent abstracts
collected from the Korea Intellectual Property Rights Information Service (KIPRIS)
linked with global patent databases [11].

Our research, as an instance of the application of diverse scientific approaches to
the analysis of patent trends, shows IoT trends specific to the field of logistics. It helps
in understanding the direction of industrial technologies.

In Sect. 2, we describe the collection of patent information for IoT in logistics from
the patent search engine, and in Sects. 3 and 4, we describe the analysis of the patent
information and identify technology trends. Lastly, in Sect. 5 we discuss our contri-
bution and the limitations of the work.

2 Patent Information for Internet of Things in Logistics

Patent information includes all documents and administrative archives produced during
the patent application process for achieving patent rights (see Table 1), and it is easy to
collect through online patent search engines [7].

Utilizing patent information, Trappey et al. analyzed Chinese technology trends in
RFID [12], and LexInnova investigated the top assignees of IoT patents along with IoT
technologies [6]. Tseng et al. suggested text mining techniques such as clustering and
topic mapping for analyzing atypical texts in patent information [13].

KIPRIS is a patent search engine in Korea; it is connected with the patent databases
of 12 other countries or organizations (Europe, USA, Japan, China, World Intellectual
Property Organization (WIPO), etc.) [11]. WIPO’s system enables access to patent
information in 148 countries around the world [14]; this means that KIPRIS is linked
with practically the entire range of patent systems.

In selecting keywords (queries) for collecting patent information for IoT in logis-
tics, we assumed that

Table 1. Kinds of patent information

Category Composition
Bibliographical
Information

Dates (Application, Publication, Registration, etc.)
Persons (Assignee, Inventor, Attorney, etc.)
Classifications (IPC, UPC, etc.)
References (Cited Patents, Foreign References, etc.)

Technology Content Abstract, Background of Invention, Detailed
Description, Claims, etc.

Other Patent Family Information, Legal Status, etc.
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• The term “internet of things” represents synonyms such as “internet-of-things” and
“IoT.”

• The term “logistics” also represents synonyms such as “distribution” and
“transportation.”

• The two terms are comprehensive and thus cover subordinate concepts or words.

Then, we retrieved the patent information containing both of the two keywords
from KIPRIS.

The result was 127 patent information collected as of April 2016. Among the 127
patents, 126 were applied for between 2010 and 2015, and 1 in 2008. The number of
patent applications increased sharply by a factor of about four, from 10 cases in 2010 to
43 cases in 2015, as shown in Fig. 1.

On the other hand, although KIPRIS conveniently offers bibliographical informa-
tion including IPC codes and abstracts (see Table 1) in Excel spreadsheet file format,
the text field for each abstract is limited to 600 characters. In most abstracts, all text
after the 600th character was eliminated, which may cause inaccuracies in the data.

Thus, the IPC codes analyzed in Sect. 3 were collected through this service,
whereas the 127 complete abstracts (with no truncation) were gathered through an
additional search process using the patent lists retrieved from KIPRIS.

3 Patent Mining for Trends Using IPC Codes

The International Patent Classification (IPC) system divides technology into eight
sections (A to H) with approximately 70,000 subdivisions [14]. One or more IPC codes
can be assigned for each patent application.

In our collected datasets, the IPC codes were spread over the four sections B, E, G,
and H (see Table 2). To facilitate understanding of technology trends, we categorized
each IPC code to the subclass level (e.g., B60R), as shown in Table 3.

The number of patent applications for IoT in logistics shows an upward trend in
sections B and G (See Fig. 2). The highest number of applications was recorded in

Fig. 1. Trend in patent applications in IoT for logistics
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section G, specifically in subclasses G06K (recognition of data, presentation of data,
record carriers, handling record carriers) and G06Q (data processing systems or
methods, specially adapted for administrative, commercial, financial, managerial,
supervisory or forecasting purposes, etc.). Subclasses G06K and G06Q are essential
technology areas for the implementation of IoT services, along with subclass H04L
(telephonic communication). These show the highest numbers of applications.

Table 3. Patent application trends by technology (IPC code subclasses)

Section &
Subclass

2010–2011 2012–2013 2014–2015 Total

B 60R 0 1 2 3
65D 2 0 1 3
65G 0 0 2 2
66F 0 2 0 2

E 04F 0 0 1 1
05B 2 0 0 2

G 01N 0 1 0 1
01S 0 1 0 1
05B 0 2 7 9
06F 2 2 2 6
06K 11 9 20 40
06Q 11 63 83 157
07C 0 0 1 1
07F 2 0 2 4
08B 0 0 1 1
08C 1 0 1 2
09B 1 2 0 3

H 02J 4 0 0 4
04L 3 4 8 15
04M 1 0 0 1
04N 0 2 0 2
04W 2 1 1 4

Total 42 90 132 264

Table 2. IPC codes retrieved from datasets

Section Content
B Performing Operations, Transporting
E Fixed Constructions
G Physics
H Electricity
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In section B, which is closely related to the logistics industry, subclasses B60R
(safety belts or body harnesses used in land vehicles), B65D (containers for storage or
transport of articles or materials), B65G (transport or storage devices), and B66F
(hoisting, lifting, hauling, or pushing devices) were targeted for applications, along
with subclass E05B (locks, accessories therefor, handcuffs). (See Table 3 and
Appendix for further details.)

From this result, we can infer that diverse technologies for the IoT are being applied
in the field of logistics.

4 Patent Mining for Trends Using Patent Abstracts

4.1 Preprocessing of Patent Abstracts

To more easily identify changes in patent trends in IoT for the logistics industry, we
excluded the single case in 2008 and utilized only the 126 abstracts from 2010 to 2015
among the initial 127 patent cases. Then, we split these 126 patent abstracts into three
periods as shown in Table 4.

Fig. 2. Patent application trends by technology (IPC code sections)
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Next, we preprocessed the patent datasets in R [15] to identify the characteristics of
our datasets and to analyze the patent trends, using code as shown in Fig. 3.

• We first made corpora of the datasets for text mining.
• We then filtered out stopwords (special characters, articles, and punctuation) from

the datasets and transformed words to their stem or root words for effective text
mining.

• We converted the refined text data to matrix format.

To identify the extent to which we should refine the datasets thereafter, we analyzed
the sparsity of the word matrix. The size of the word matrix for the total period from
2010 to 2015 was 126 (number of abstracts) × 2,015 (number of distinct words). To
calculate the sparsity of the matrix, the number of entries having a value greater than 1
was divided by the number of entries having a value of 0 (7,395/246,495). The result,
word density of 3 %, can be interpreted to mean 97 % sparsity. There were 915 words
that were found in more than two different abstracts.

In the same way, each of the three data subsets was analyzed, with the results as
shown in Table 5.

Table 4. Datasets for patent trend analysis

Period Number of abstracts
2010–2011 19
2012–2013 43
2014–2015 64
Total 126

Fig. 3. Sample of code for preprocessing datasets

Table 5. Characteristics of word matrices by period

Period Matrix size Sparsity Number of words occurring
in multiple abstracts

2010–2011 19 × 2,015 97% (1,127/37,158) 195
2012–2013 43 × 2,015 97% (2,645/84,000) 392
2014–2015 64 × 2,015 97% (3,623/125,337) 516
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4.2 Tracking Trends in Patent Abstracts

Term Frequency Analysis. Using the preprocessed datasets, we analyzed term (word)
frequency using code as shown in Fig. 4 and aimed to infer or make conjectures about
technology and business issues from the trends in term frequencies.

Table 6 shows the result of the term frequency analysis. For the whole period,
“information” and “system” were found to be the most frequent terms. Thus, we
exclude these two words and list the next ten most frequent words.

In 2010–2011, the terms “safety,” “monitoring,” and “tracing” for logistics are
notable exceptions to the words related to technologies for the IoT. In 2012–2013, the
technology terms “cloud” and “platform” emerge in the top ten. For 2014–2015,
“storage” appears for the first time.

These changes in the three segmented periods can be understood as showing that
IoT technologies, which are integrated with cloud computing and big data over time,
are reflected in the realm of logistics [16–18].

Analysis of Associated Terms. In this phase, our intent was to analyze patent trends in
terms of associated words. Figure 5 shows a sample of the code that we programmed
in R.

Fig. 4. Sample of code for analyzing term frequency

Table 6. Analysis of term frequency (excluding terms “information” and “system”)

Frequency rank 2010–2011 2012–2013 2014–2015
1 RFID management data
2 data data management
3 wireless monitoring monitoring
4 management transportation cargo
5 label wireless goods
6 safety communication RFID
7 communication cloud tag
8 monitoring platform control
9 terminal positioning storage
10 tracing server terminal
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Though all abstracts contained the two terms “logistics” and “internet of things,”
words associated with the two terms were different, as shown in Table 7, which lists the
top ten terms associated with “logistics” and with “internet of things.”

In 2010–2011, terms related to assembly, transportation, and tracking are present,
and in 2012–2013, the term “realtime” stands out. In 2014–2015, “time” (realtime) is
emphasized relatively more than before, and detailed technologies for freight tracking,
data storage, and analytics (“planning”, “decision”) are listed.

So far, we have performed analyses of patent trends in IoT for logistics from
various angles. Though the queries we used to search the patent information were
limited in order to cover the broad range of IoT and logistics, we have identified the
fact that IoT for the logistics industry is in the process of combining with cloud
computing and big data technologies that are megatrends of ICT.

5 Conclusion

The IoT, cloud, and big data are all notable issues that are expected to bring a new
paradigm for the logistics industry. With this in view, our research was intended to
deepen the understanding of patent (technology) trends in IoT for logistics.

Through the analysis of IPC codes and patent abstracts, we demonstrated that
technologies in the IoT for the logistics industry are evolving by combining with the
cloud and big data technologies.

Fig. 5. Sample of code for analyzing associated terms

Table 7. Analysis of associated terms

Frequency rank 2010–2011 2012–2013 2014–2015

Logistics IoT Logistics IoT Logistics IoT

1 assembly documents cost task time handover

2 freight goods realtime distribution connection inquiry

3 generator palletization destination vehicle delivery maintenance

4 store recognizing receipt integration GRPS planning

5 transportation transport shipment low-carbon PLC machine

6 generator pallet location resource recipient dispatch

7 self-supply management GPS transmit transit oversea

8 sensor computer tracking load bracket statistic

9 terminal tracking cargo realtime buffer decision

10 power transmission task automatic cabinet database
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To embrace and trace the new issues that we identified in this study, in follow-up
research we plan to expand our scope to include cloud and big data technologies
specific to logistics.

On the other hand, we found that concrete technological terms (those having a low
level of abstraction) appeared with low frequency; this is regarded as characteristic of
patent information. In response to this, in future research we will employ an additional
process to classify low-frequency words for more elaborate mining of patent data.

Appendix: Contents of IPC Codes in Table 3

Section Contents

B 60R safety belts or body harnesses used in all types of land vehicles
65D containers for storage or transport of articles or materials, e.g. bags, barrels,

bottles, boxes, cans, cartons, crates, drums, jars, tanks, hoppers, forwarding
containers; accessories, closures, or fittings therefor; packaging elements;
packages

65G transport or storage devices, e.g. conveyors for loading or tipping, shop
conveyor systems or pneumatic tube conveyors

66F hoisting, lifting, hauling, or pushing, not otherwise provided for, e.g. devices
which apply a lifting or pushing force directly to the surface of a load

E 04F finishing work on buildings, e.g. stairs, floors
05B locks; accessories therefor; handcuffs

G 01N investigating or analyzing materials by determining their chemical or physical
properties

01S radio direction-finding; radio navigation; determining distance or velocity by
use of radio waves; locating or presence-detecting by use of the reflection or
reradiation of radio waves; analogous arrangements using other waves

05B control or regulating systems in general; functional elements of such systems;
monitoring or testing arrangements for such systems or elements

06F electric digital data processing
06K recognition of data; presentation of data; record carriers; handling record

carriers
06Q data processing systems or methods, specially adapted for administrative,

commercial, financial, managerial, supervisory or forecasting purposes;
systems or methods specially adapted for administrative, commercial,
financial, managerial, supervisory or forecasting purposes, not otherwise
provided for

07C time or attendance registers; registering or indicating the working of machines;
generating random numbers; voting or lottery apparatus; arrangements,
systems or apparatus for checking not provided for elsewhere

07F coin-freed or like apparatus
08B signaling or calling systems; order telegraphs; alarm systems
08C transmission systems for measured values, control or similar signals

(Continued)
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09B educational or demonstration appliances; appliances for teaching, or
communicating with, the blind, deaf or mute; models; planetaria; globes;
maps; diagrams

H 02J circuit arrangements or systems for supplying or distributing electric power;
systems for storing electric energy

04L transmission of digital information, e.g. telegraphic communication
04M telephonic communication
04N pictorial communication, e.g. television
04W wireless communication networks

Source: [14]
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Abstract. Facial expression and its dynamic property play an impor-
tant role in interpreting and conveying emotions. Recently facial expres-
sion analysis has been an active topic in both psychology and computer
vision. Most previous investigations have focused on the recognition of
static images with intense expressions. Different from the previous work,
we present an expression synthesis method for both expression classi-
fication and intensity estimation. By means of synthesising expression
manifolds from neutral faces, the dynamic variations in facial expression
can be modelled and analysed. Eigentransformation is utilised on both
shape and expression details in generating novel expressions. Expression
classification is performed on the expanded training sets with synthe-
sised expression landmarks, and the intensity can be estimated with
synthesised expression manifolds. Comprehensive experimental results
conducted on the extended Cohn-Kanade database are reported.

Keywords: Expression synthesis · Manifold · Eigentansformation ·
Expression intensity estimation

1 Introduction

Facial expression refers to one or more movements of muscles beneath the facial
skin that convey emotions of an individual. As a form of nonverbal communi-
cation, facial expression provides rich information in depicting its meaning and
takes a significant position in applications such as human-computer interaction
and affective computing systems.

Facial expression analysis aims at automatically analysing and measuring
facial behaviours from visual information [1]. Since as early as 1970s, many stud-
ies have been carried out attempting to interpret facial expressions. Psychologists
have developed the Facial Action Coding System (FACS) [2] that provides an
objective measurement for facial expression by muscle movements. Over the last
two decades, facial expression analysis has attracted much attention in computer
vision and much effort has been made [3]. Most work concentrated on identify-
ing expressions into six prototypic expressions based on static displays of intense
expressions. Automatic expression recognition remains to be difficult due to the
subtlety, complexity and variability of facial expressions [4,5].
c© Springer International Publishing AG 2016
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Besides the categorisation of facial expressions, recent research has indicated
the importance of dynamic variations in expression intensity in temporal domain
[6]. On the one hand, emotions are often communicated by the dynamics of
expressions lying in the small subtle changes. On the other hand, expression
intensity information would be critical for applications such as patient monitor-
ing, security surveillance, and human-computer interaction.

In this paper, we introduce an expression synthesis method for expression clas-
sification and intensity estimation. Synthetic expressions are generated from neu-
tral faces for both geometry attributes and expression details to expand the gallery
set. Since dynamic variations are important in interpreting facial expressions, we
then further extend the synthesis to expression manifolds, which provide continu-
ous expression sequences. For a probe image with arbitrary expression, its expres-
sion is first classified and intensity estimated using synthesised expression mani-
folds. The effectiveness of the proposed method has been verified on the extended
AU-Coded Cohn-Kanade (CK+) facial expression database [7,8].

The remainder of this paper will be structured as follows: Related work
is reviewed in Sect. 2. Section 3 describes the eigentransformation algorithm,
the proposed process of expression manifold synthesis, and how to perform
expression classification and intensity estimation. Section 4 presents experimen-
tal results, followed by conclusions in Sect. 5.

2 Related Work

Facial expression analysis dates back to Darwin’s demonstration of general prin-
cipals of expression and how human expressions link with human actions. In
1978, Ekman and Friesen [9] proposed FACS that comprehensively describes all
observable facial movements in terms of 44 anatomically separated and visually
distinguishable Action Units (AUs). According to FACS, the facial expression
intensity can be categorised into five levels as trace, slight, marked or pronounced,
extreme or severe, and maximum. In 1992, Ekman also defined six basic expres-
sions as anger, disgust, fear, happiness, sadness and surprise [10].

In order to automatically analyse and recognise facial expressions, many
approaches have been developed to derive and represent facial changes caused by
expressions. Tian et al. [11] developed a multi-state facial component models to
analyse expressions and recognise AUs based on both permanent and transient
facial features in image sequences. Pantic and Rothkrantz [12,13] reported mul-
tiple effort on automatically recognising AUs occurring alone or in combination
with extracted fiducial points of facial components in static images and video
sequences. Uddin et al. [14] applied enhanced independent component analysis to
extract independent features and performed expression classification by hidden
Markov models. Song et al. [15] derived image ratio features to observe skin defor-
mation caused by expression in eight facial patches. Facial animation parameters
were used to describe facial feature movements and further improve expression
recognition accuracy. Jabid et al. [16] proposed local directional pattern to rep-
resent facial expression by measuring the edge response in eight directions for
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each pixel. Gu et al. [17] adopted radial encoding strategy to downsample the
Gabor features derived from local patches of an input image. The local features
were fed to local classifiers to be integrated into global features for representation
of facial expressions. Happy and Routray [18] presented an expression recogni-
tion framework by deriving features on selected facial patches and recognising
expressions on salient patches which stayed active during emotion elicitation.

In addition to expression classification, expression intensity estimation has
been another active topic in computer vision and artificial intelligence. Yang
et al. [19] proposed a ranking-based framework to perform expression recog-
nition and intensity estimation by building ranking models using RankBoost
classifiers. Delannoy and McDonald [20] used local linear embedding to extract
the underlying manifolds of expressions and categorise into three levels using
support vector machines. Chang et al. [21] developed a rank-based method that
utilised relative order information and scattering transformation to infer the
discrete expression ranks. Recently Mohammadi et al. [22] adopted robust prin-
cipal component analysis to decompose expression from face identity for an input
image. Expression intensity of the image was estimated using a regression model
based on dictionary learning and sparse representation.

3 Expression Synthesis and Expression Manifold

3.1 Shape Alignment and Texture Normalisation

To analyse and minimise the distribution variation of landmarks that describe
the shape of a face, it is necessary to align all the shapes as closely as possible. In
each image, shape is defined by a set of landmarks located around key areas such
as eyes, eyebrows, nose, mouse and contour. In order to align faces, translation,
rotation and scaling are applied on all face images so that eyes are located at
the same coordinates.

Furthermore, each image is warped so that its landmarks match the mean
shape. Delaunay triangulation strategy is used to divide the face texture into
small patches, and a piece-wise affine transformation is applied to warp the
texture from a triangle to its corresponding triangle.

3.2 Eigentransformation Approach

Many studies have shown that an unseen face image can be reconstructed by
eigenfaces using principal component analysis as

x = ψ + Eω, (1)

where ψ is the mean of the training set, E denotes a set of eigenvectors of the
covariance matrix C = φφT , and ω is a set of projection coefficients. Based on
the eigenface approach, eigentransformation algorithm indicates that an image
can also be represented by a weighted combination of training images instead of
eigenfaces [23]. According to singular value decomposition [24],



638 Y. Peng and H. Yin

E = φVΛ− 1
2 , (2)

where V and Λ are the eigenvectors and eigenvalues of matrix φTφ. Thus, the
reconstructed image can also be represented as a linear combination of training
samples instead of eigenfaces by

x = ψ + φ(V Λ− 1
2 ω) = ψ + φA. (3)

To extend this principle for expressions, for the same group of subjects with two
different expressions, we assume the reconstruction coefficients A stay the same.

For the sake of simplicity, we assume that only the neutral expression is used
as the training images for synthesising other expression images. But this process
can be generalised to other expressions being used as the training images.

3.3 Shape Deformation and Expression Details Generation

With the AAM, to describe expression variations containing both shape defor-
mation and subtle appearance changes, shape and texture information from an
unseen face can be transformed respectively by using statistical shape model [25]
and shape-free texture [26].

Given a set of aligned shapes, we divide the landmarks of each shape into
four groups corresponding to facial features such as eyebrows and eyes, nose,
mouth and face contour. For an unseen shape, eigentransformation is applied to
each group of landmarks to derive the weight matrices. Under the assumption
that the weight matrices remain unchanged with different expressions, we can
synthesis its corresponding expressive shapes.

To synthesise the appearance variations, we warp a neutral expression into
a non-neutral expressions and calculate the differences for each pair of neutral
and non-neutral expressions. To remove the effect of noise and small image mis-
alignment, a 2-D Wiener filter is applied to the difference image by estimating
local mean and variance around each pixel. With the eigentransformation, we
can also obtain the weight matrix for texture attributes. Based on the fact that
similar persons perform similar expressions or expression in a large extent is uni-
versal, the weight matrix is used to synthesise expression appearance variations.
Synthesised texture is warped to the reconstructed shape of the target face to
obtain the final expression image.

3.4 Expression Manifold Synthesis

In the above static expression synthesis process, we obtain the deformed shape
and synthesised expression texture for a target subject. To extend this work for
expression manifolds with varying expression degrees, we need a series of shapes
and expression details describing the variations. We first calculate the shape
differences between neutral expression and its synthesised expressions, then we
generate a continuous expression manifold by interpolating both shape and tex-
ture attributes between neutral and a synthesised expression by multiplying a
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ratio r to the shape differences and expression details. It is noted that the value
r controls the expression intensity and can be greater than 1. However, large
value may cause unnatural artefacts.

3.5 Expression Classification Using Synthesised Landmarks

For simplicity and generalisation, we consider only synthesised facial landmarks
in expression classification. Synthesised landmarks are added to expand the
training set. We applied generalised discriminant analysis (GDA) [27] with
Gaussian kernels as the classification method, and shapes of gallery images and
synthesised landmarks are then used to train GDA classifier to find nonlinear
projection directions from which classes are separated.

3.6 Expression Intensity Estimation Using Synthesised Expression
Manifolds

To describe the dynamics of facial expression, we explore supervised locality pre-
serving projections (SLPP) [28] to learn the expression manifolds. Unlike LPP
that only preserves the local structures, SLPP combines the locality preserving
property with discriminant class information when constructing the neighbour-
hood graph. Synthesised expression images with varying degrees are assigned
different labels according to the intensity controlling factor r, and the local neigh-
bourhood of an image should be the images with the same expression intensity
only. For an probe image with known expression determined by the expression
classification process, the expression intensity is estimated by finding the nearest
neighbour of its projection in the embedded subspace of that expression.

4 Experiments and Discussions

4.1 Dataset

To evaluate the performance of the proposed method, experiments were con-
ducted on the extended AU-Coded Cohn-Kanade (CK+) facial expression data-
base [7,8]. The CK+ database contains 593 video sequences collected from 123
subjects displaying various expressions. Each subject was instructed to perform
a series of one to seven expressions and each video sequence starts with a neutral
expression (first frame) and ends with the most expressive image (last frame).
For this paper, a subset of 212 image sequences were selected, where 83 facial
landmarks were detected automatically [29]. We selected videos labelled with
six prototypic expressions: Anger (33), Disgust (46), Fear (20), Happiness (50),
Sadness (18) and Surprise (45).

4.2 Results of Expression Synthesis

We adopted leave-one-subject-out strategy for expression synthesis due to lim-
ited number of subjects. For example, the synthesised smile face of subject ξ was
synthesised from a combination of smile faces from all subjects except ξ.
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Fig. 1. Input neutral expressions (in red boxes), synthesised anger, disgust, fear, hap-
piness, sad and surprise faces, and corresponding ground truth images (in green boxes)
from first to last rows on the CK+ database. (Color figure online)

In each video sequence, the first and last frames were selected as the input
neutral images and the expression at the maximal level respectively. Figure 1
illustrates the input neutral images (in red boxes), synthesised expressions at
different intensity levels, and the expression images at its peak intensity (in
green boxes). The synthesised expressions are anger, disgust, fear, happiness,
sadness and surprise from first to last rows.

4.3 Results of Expression Classification

Expression classification was performed by expanding training set with synthe-
sised shapes on seven expressions as neutral, anger, disgust, fear, happiness, sad-
ness and surprise. The expanded training set contains both neutral (first frame)
and expressive (last frame) shapes from the video sequences and synthesised
shapes. We applied 10-fold cross validation and repeated the process 50 times to
achieve satisfactory precision. Table 1 shows the expression classification results
of seven emotions. It is noted that the proposed method achieves the best results
among these methods.

4.4 Results of Expression Intensity Estimation

To estimate expression intensity, for all subjects, 60 synthesised expression
images with continuously varying degrees from level 1 (low) to level 5 (maximal)
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Table 1. Expression classification accuracy on the CK+ database.

Expressions Classification accuracy (%)

[14] [15] [16] [17] [18] Proposed

Neutral - 90.74 89.30 94.12 - 98.17

Anger 82.50 90.57 86.90 75.33 87.80 89.58

Disgust 97.50 86.04 94.20 95.93 93.33 94.27

Fear 95.00 84.61 94.40 85.47 94.33 100

Happiness 100 93.62 98.90 93.33 94.20 99.68

Sadness 92.50 90.24 92.60 90.03 96.42 83.34

Surprise 92.50 92.31 99.00 97.67 98.46 100

Average 93.33 89.73 93.61 90.27 94.09 95.01

Fig. 2. An exemplar image sequence with (a) its estimated expression intensity, and
(b) its embeddings in the SLPP manifold.

were used to construct the expression manifolds, and image sequences from the
CK+ database were considered as the testing sets. By applying SLPP to extract
expression manifolds, image sequences of facial expressions of an probe individ-
ual were mapped into the embedded space. The intensity of each image was
estimated by the intensity label of its nearest neighbour. Figure 2(a) shows an
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exemplar image sequence with its estimated changing intensity from the CK+
database. As shown in Fig. 2(b), the image sequence representing disgust expres-
sion with increasing intensity was embedded as a curve on the manifold in the
embedding space spanned by the first three dimensions of SLPP.

In order to provide a quantitative analysis, relevant accuracy (RA) [30] was
used to evaluate the performance of proposed expression intensity method. Given
an image sequence whose intensity increases monotonically, we built relevant
pairs by randomly selecting two images and compared their estimated intensity
according to the relative order of two expressions in the sequence. To avoid undis-
tinguished subtle changes, each relevant pair was constrained with an interval
over than three frames. RA was calculated as

RA =
number of correctly ranked relevant pairs

number of all relevant pairs
. (4)

In this experiment, 50 relevant pairs were constructed for each image sequence
and results were reported in Table 2. To test the reliability of intensity estimation
method, experiment was also conducted on the training subjects using leave-one-
out strategy.

Table 2. Relevant accuracy of different expressions on the CK+ database.

Expressions Relevant accuracy (%)

Training Testing

Anger 100 93.58

Disgust 99.91 96.87

Fear 98.90 97.80

Happiness 100 95.52

Sadness 100 95.78

Surprise 99.69 93.16

Average 99.75 95.45

5 Conclusions

This paper presents a framework for automatic facial expression classification
and expression intensity estimation by synthesising expression manifolds. We
apply eigentransformation to synthesis shapes and expression details for the
input subject, and extend this method to expression manifolds. The proposed
method uses synthesised landmarks along with gallery set to train GDA classifier
for expression classification. To estimate expression intensity, SLPP is utilised to
learn the expression manifolds, which quantify the intensity variations of images
sequences.
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The proposed method yields realistic synthesised expressions and expres-
sion manifolds, and the experimental results validate marked improvements in
classification accuracy over those without synthesised landmarks. In addition,
the synthesised expression manifolds describes the dynamic variations of facial
expressions and can be used to estimate expression intensity of image sequences.
Future work will entail applying this method to more comprehensive datasets in
real-time applications.
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