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Preface

Modern societies are starving of energy to support their activities and growth.
Today, the energy consumption of a country represents a reliable measure of its
wealth and of its industrial development. The most industrialized countries
consume about 20 MWh per capita per year while the world average energy con-
sumption is only of 2.4 MWh/year. Today, 81 % of energy production comes from
the exploitation and transformation of fossil fuels. These evidences suggest that we
need to rethink both the way how energy is produced and its conversion into
electricity with the aim to achieve a sustainable and balanced development for every
nation. Valorization of renewable resources and distributed energy generation are
very appropriate strategies to strike a balance between the growing energy demand
and the need to reduce the environmental impact on human activities.

This requires the development of green technologies for the production of
energy and for a rational and more efficient use of resources. Fuel cells, which
convert chemical energy directly to electricity, offer higher efficiencies and
significantly lower emissions than conventional technologies. The modular con-
figuration of fuel cells makes these devices suitable for a wide range of potential
applications, including combined heat and power (CHP) production, distributed
power generation and transport, which reduces reliance on imports of primary
energy carriers and encourages local productivity.

In a transitional phase from an economy based on the predominant use of fossil
fuels to one capable of efficiently exploiting renewable sources, medium/high
temperature fuel cells based on ceramic oxides (solid oxide fuel cells, SOFCs) can
play a fundamental role in accelerating the transformation. Thanks to their ability of
using hydrocarbon-based fuels, the increased durability, and higher tolerance to
contaminants, these type of cells could be immediately implemented in the estab-
lished grid infrastructure and therefore have a rapid market penetration on a large
scale.

Considering this potential, in recent decades, both the public and private sectors
have invested resources to bring SOFCs to the commercial and residential markets,
albeit with limited success. Progress in price reduction and performance increase
has remained incremental, and a real launch of the technology has long resided
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“just around the corner.” Insufficient longevity, reliability, and especially
prohibitive costs are the main issues to be addressed.

The challenge of making fuel cells reliable, lasting, and efficient stemmed from
the complexity of how they work, which needs to be truly understood, requires an
interdisciplinary approach integrating scientific and technical knowledge. Several
examples suggest that this type of methodology could achieve ground-breaking
discoveries that would ultimately lead to viable commercial products.

For this purpose, the education of a class of scientists and engineers aware of
how the technology is progressing and able to tackle the current challenges is
crucial. In view of such request, this book gathers and updates a series of lectures
given at the “Advances in Medium and High temperature Solid Oxide Fuel Cell
Technology” international school organized by the editors in cooperation with the
International Centre for Mechanical Sciences (CISM) in July 2014 in Udine (Italy).
The book presents an overview of the recent advances in the field of SOFC tech-
nology and is intended as an introduction to the challenging issues that need to be
addressed.

The chapters are written by internationally renowned scientists currently
working at the leading edge of fuel cell research and development, and cover
several themes such as the fundamentals of fuel cell thermodynamics, materials and
components properties, electrodic processes, and the modeling principles for SOFC
systems.

In chapter “Introduction to Fuel Cell Basics,” fundamental electrochemistry of
medium- and high-temperature fuel cells (solid oxide fuel cell, SOFCs) is explained
with emphasis addressed to different aspects of high-temperature solid-state elec-
trochemistry compared to low-temperature electrochemistry.

Chapter “Testing of Electrodes, Cells and Short Stacks” illustrates how to obtain
reliable, accurate and reproducible electrochemical measurements through a proper
selection of cell geometries and set-up. Principles, benefits, and drawbacks of
different characterization techniques are discussed. Moreover, the concept of
area-specific resistance (ASR) and how direct and alternate current methods can be
optimized to provide not only the total ASR but also an electrochemical charac-
terization of specific components (electrolyte and electrodes) of a fuel cell are
described. The authors conclude by introducing the readers to some of the
approaches used to study the effects of impurities on cell performance and to the
problem of gas leakage in high-temperature fuel cells.

Chapters “Proton-Conducting Electrolytes for Solid Oxide Fuel Cell Application”
and “Interconnects for Solid Oxide Fuel Cells” deal with new categories of materials
to achieve the target of making SOFCs efficiently operative at temperatures as low as
550–600 °C. To this end, proton-conducting oxides have attracted widespread
interest as electrolyte materials, alternative to traditional oxygen ion conductors.
Chapter “Proton-Conducting Electrolytes for Solid Oxide Fuel Cell Application”
presents an overview of main advances in the field of solid oxide proton-conducting
materials describing several classes of materials such as perovskite-based materials
(e.g., doped BaCeO3, BaZrO3, BaCeO3-BaZrO3 SrCeO3, LaScO3) or fluorite- or
pyrochlore-based materials (e.g., doped Ba2In2O5, CeO2, LaNbO4). Composition,
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transport, thermal and structural properties of the materials have been correlated with
their conductivity and stability with the aim of indicating the most suitable materials
for SOFC applications. Chapter “Interconnects for Solid Oxide Fuel Cells” deals
with materials and strategies to prepare suitable interconnects. Authors illustrate the
two main categories of interconnects: ceramic and metallic-type, pointing out
advantages and disadvantages of both. The recent strategy of coating metallic
interconnects with redox active oxide is also discussed.

In chapter “Catalysts and Processes in Solid Oxide Fuel Cells,” physical and
physicochemical properties of electrode materials are examined. It is pointed out
that operation of anodes with fuels other than hydrogen (fossil and renewable fuels)
is commercially necessary and challenging because of carbon deposition. The
complex properties required for SOFC anodes are described, and issues related to
nickel anode degradation are specifically addressed. The ultimate approach of
producing stable direct oxidation in the anode is compared to the classical fuel
reforming processes (internal and external to the anode), discussing advantages and
disadvantages of the different methods.

The final chapters of the book discuss the SOFC technology in terms of an
integrated system whose efficiency depends on several other subsystems. In this
light, modeling is a key tool to design and optimize such systems avoiding
extensive experimental investigations. Chapters “Energy System Analysis of SOFC
Systems,” “DOE Methodologies for Analysis of Large SOFC Systems,” and “Solid
Oxide Fuel Cells Modeling” describe the principle of mathematical modeling
addressed to FC systems and processes optimization. The aim of Chapter “DOE
Methodologies for Analysis of Large SOFC Systems” is to design experiment
methodologies for analyzing large SOFC systems and the presentation of a case
history using the CHP-100 kWe SOFC Field Unit (Siemens Power
Generation-Stationary Fuel Cells) installed at TurboCare (Torino, Italy). Chapter
“Solid Oxide Fuel Cells Modeling” provides an introduction to SOFC modeling
using a macroscopic, physically based approach for the description of the chemical
and electrochemical processes occurring at the electrodes.

We would like to thank all the authors for their valuable contribution to this
book, safe in the knowledge that their work will provide graduate students, young
researchers, and engineers with the scientific and technical know-hows to uncover
the secrets of solid.

Udine, Italy Marta Boaro
Antonino Salvatore Aricò
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Introduction to Fuel Cell Basics

Robert Steinberger-Wilckens

Abstract Basic principles of catalysis, thermodynamics, and reaction kinetics are
very similar across the different types of fuel cells. Nevertheless, the small differ-
ences bring decisive variations in performance, function, limiting factors, sensitivity
to impurity poisoning, and finally applications. This chapter explains the basic
function of fuel cells, concentrating on the ceramic solid oxide fuel cell.
Understanding the scientific basis of fuel cell operation helps in designing and
optimising fuel cells, fuel cell stacks, and fuel cell systems.

1 World Energy Needs

In 2014, the average world energy use per capita was 1.8 tons of oil equivalent (toe,
1.8 toe/a*cap approx. being 25.2 MWh/a*cap) (BP 2015). This encompasses all
primary energy use of the world economies divided by world population and
includes residential (personal) energy use as well as transport, industry, military,
commercial, administrative, infrastructure, and finally non-energetic use of oil and
natural gas for chemical products.

Although this number may seem moderate, the regional distribution gives rise to
concerns. Whilst Bangladesh forms bottom of the list with 0.2 toe/a*cap
(2.8 MWh/a*cap, less than the average European household electricity bill), the
USA is the first runner with 7.3 toe/a*cap (102.2 MWh/a*cap), followed by a
number of other industrialised countries, including Japan and the EU with 3.7 and
3.3 toe/a*cap, respectively (51.8 and 46.2 MWh/a*cap). Table 1 shows primary
energy use in some selected regions of the world together with the related CO2

emissions.
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Judging from standards of living and gross domestic product (GDP) values in
comparing the USA, the EU and Japan, for example, no major differences can be
identified and the question arises for what reason and due to what circumstances
this reft has persisted over now many decades.

Concepts of ‘energy justice’ (Sovacool and Dworkin 2014) would require that
all citizens of the world—in principal—have equal and unbiased access to natural
resources, of course within the limits of regional availability, and amongst these
especially energy. ‘Energy poverty’ can be the cause of continued low economical
development when economies cannot afford the purchase of enough energy to fuel
their growth, thus perpetuating their backlog of income.

The simple mind experiment of having everyone worldwide move up to the
same level of energy use as the USA or even Japan or the EU would completely
shatter the world energy market and deplete the natural fossil reserves within no
time at all. So obviously this is not the path forward and a balanced and more just
world energy economy has to be built on other solutions than providing plentiful
and cheap (subsidised) fuel for everyone. Haldi and Favrat (2006) have sketched
out the ‘2 kW society’, where the specific allocation of 2 kW average power
(corresponding to 17.5 MWh or 1.25 toe annual energy use—by coincidence—or
not—close to the current world average) to every world citizen allows sustainable
and both environmentally as well as socially benign world economic growth.

The primary answer to excessive energy use, though, is increased energy effi-
ciency (EU 2012). In the years since the first and second oil crisis, the linear
dependency of economic growth on energy consumption has been completely
overturned, with GDP growth nowadays being independent of energy use in the
OECD economies (Worldbank 2015), even including the USA, albeit at a higher
level.

Table 1 Primary energy use, CO2 emissions, and GDP per capita across prominent countries
worldwide (based on (BP 2015) data for 2014, Worldbank, and UN world population data, Sept.
2015)

Country PE use toe/
capita year

PE use MWh/
capita year

tCO2/
capita year

GDP in US$/
capita year

Canada 9.3 111.3 17.31 50,235

USA 7.1 85.7 18.62 54,629

Australia 5.1 61.7 15.68 61,925

Russian Fed 4.7 55.8 11.30 12,735

Germany 3.8 46.0 9.84 47,821

Japan 3.6 43.2 10.59 36,194

EU 27 3.1 37.1 7.26 27,400

UK 2.9 34.7 7.25 46,331

PR China 2.2 26.0 7.11 7590

Brazil 1.4 17.3 2.84 11,384

India 0.5 6.0 1.63 1581

Bangladesh 0.2 2.1 0.45 1086
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And here you can now enter the fuel cell. It bears the promise of substantially
increased efficiencies and of ‘green’ fuels thus allowing high exploitation levels of
fuels and at the same time low to zero emissions. Since—in contrast to thermal
machines which are based on a volumetric process—fuel cells and electrochemistry
are a surface- and interface-based technology, they are easily scaled without
changing the basics of the processes. Therefore, Fig. 1 shows the electrical effi-
ciencies (in principle) achievable from conventional power generation equipment at
different power ratings. Fuel cells can achieve efficiencies of up to 65 % (LHV) at
any rating which puts them way above any of the competing technologies, espe-
cially since this is possible from size 1 kW upwards already.

The increased efficiency, though, is a promise. And surely, enough can be done
to disappoint by bad engineering and ignorance to basic thermodynamical and
electrochemical facts. In the following, we will further inspect these to form the
base for a better understanding and help avoid the development of underperforming
technology.

1.1 A Little Fuel Cell History

The basic principles and definitions of the terms ‘electrolyte’, ‘electrode’, and
various electrochemical process descriptions were established by Michael Faraday
(1791–1867). The electrolysis of water was first described by William Nicholson
and Anthony Carlisle (1800). Reverse electrolysis was first realised by Sir William
Grove (1811–1896) in 1839 on the basis of his own and Friedrich Schönbein’s
(1799–1868) research. Grove and Schönbein, a Swiss scholar, had been in close
contact about this discovery.

Pel [MW]

η e
l
[%

]

nuclear

Fig. 1 Typical electrical efficiency of large-scale power stations as taken from data commonly
published by utilities and manufacturers. Nuclear power stations by definition have an electrical
efficiency of 33 %
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Nevertheless, further progress was slow and major contributions to electro-
chemistry theory were only supplied by Wilhelm Ostwald (1853–1932) at the turn
of the nineteenth to twentieth century. First technical developments were made and
patents submitted between 1902 and 1913, when the company VARTA was
assessing whether to invest in battery or rather fuel cell R&D. Armenian physicist
Oganes Davtyan (1911–1990), who taught in Moscow and Odessa, published the
first fuel cell monograph (his habilitation thesis) in 1947 (Davtyan 1947). He
achieved major breakthroughs in quantum chemistry in the late 1960s, which did
not gain him unconditional affection from the Soviet government and won him an
exile in Armenia until his death.

The main reason for this slow progress was the insufficient understanding of
reaction kinetics and materials’ issues which play a significant role in improving the
performance of fuel cells. Having today progressed considerably in the way of
materials research and manipulation, we might say that if the eighteenth and
nineteenth centuries were those of coal and steam, and the twentieth century that of
oil, the twenty-first century might be the one of materials and electrochemistry?

As far as solid oxide fuel cells (SOFCs) are concerned, essential discoveries
arrived even later: in the 1890s, the first description of ionic conductivity in ZrO2

was delivered by German chemist Walter Nernst in the quest to replace gas lighting
by electric filaments (Nernst 2003). In 1937 E. Baur and H. Preis built the first
SOFC prototype (Baur and Preis 1937). It took practically a century more than for
the platinum electrode-based Grove/Schönbein model to build an operational
SOFC.

From the mid-1960s, the development of high-temperature fuel cells took off in
the USA driven by Westinghouse and in Japan by Tokyo Gas and Mitsubishi
Heavy Industries (MHI). In the 1990s, Siemens acquired Westinghouse (becoming
Siemens Westinghouse Power Corporation, SWPC) and consequentially shut down
its own SOFC development in Germany in 1996. In 1998, SWPC started their first
tests with a 100-kW-size system in Arnhem, The Netherlands. At about the same
time, 1999, Swiss technology company Sulzer had formed its subsidiary
SulzerHexis and started first field trials with a 1 kW residential system.

Comparing the dates of discovery of the basic principles of electrochemistry
with those of thermal energy conversion techniques, we note the century between
the advent of the steam engine and the discovery of the fuel cell effect, and another
century to the first SOFC prototype. Nevertheless, this should not be used as an
excuse for the seemingly late arrival of the SOFC as a commercial product. Seeing
the developments today, little still needs to be done to catch up with the devel-
opments of the low-temperature fuel cells.

1.2 The Very Basics of Fuel Cell Principles

The basic principle of fuel cells and electrolysis is to decompose a chemical reaction
into several steps by prohibiting the free exchange of electrons in an oxidation

4 R. Steinberger-Wilckens



reaction. Instead, the electrical transfer is divided into an electronic and an ionic
charge transfer. As a result, the electron transfer can be utilised as an ‘external’
electrical current and the useful energy (see below) of the reaction transferred into
the phenomenon known as ‘electricity’ whilst the ‘internal’ transfer is done by ionic
transport.

In order to close the electric circuit and separate the electron transfer from the
ionic charge transfer, a material is required that will have to satisfy the following
conditions:

– electrically insulating,
– conductive for ions, and
– impenetrable to gases (fuels).

The electrochemical component that delivers this function is called the ‘elec-
trolyte’. It provides the separation of fuel and oxidant and serves as electronic
insulator and ionic conductor. Technically, this is often called a ‘membrane’, a term
we do not really use in the SOFC world. The interfaces at which the electronic/ionic
separation takes place are the ‘electrodes’.

Integrating all three properties in one material is not necessarily straightforward
and explains some of the initial difficulties in developing operational fuel cell
prototypes. Figure 2 gives an impression of the basic functions and elements of a
fuel cell for a type with hydrogen ion (proton) conductivity and one with oxygen
ion conductivity. The whole assembly of membrane and electrodes as depicted in
Fig. 2 is generally called a ‘membrane electrode’ assembly (MEA)—alas, not with
SOFC, where we speak of an ‘SOFC cell’ for the same combination of electrolyte
and electrodes. This is mainly due to the fact that contrary to the low-temperature
fuel cell world, electrolyte and electrodes of SOFCs can hardly be manufactured
singly and highly build on each other.

The use of the labels ‘cathode’ and ‘anode’ requires caution. The electro-
chemical definition of the ‘cathode’ is the electrode at which:

– the reduction reaction takes place, or
– the transferred electrons enter the electrolyte (or where they combine with a

positively charged ion).

Both definitions essentially say the same. Common sense, though, tells us that
the ‘cathode’ will be the negatively charged electrode. This is correct if we inspect
an electrolyser (a reverse fuel cell that will split water into hydrogen and oxygen).
For a fuel cell, though, we find that the cathode is positively charged and the anode
negatively. This is due to the reversal of the current flow in reversing the
water-splitting reaction. Therefore, in speaking with scientists working in elec-
trolysis, it is better to speak of the ‘oxygen’ and ‘hydrogen’ (or air and fuel)
electrodes.

Introduction to Fuel Cell Basics 5



In both cases shown in Fig. 2, the direction of current flow is identical, as are the
reaction products as long as the same fuel and oxidant are offered.

A fuel cell with a proton-conducting membrane, the typical polymer electrolyte
fuel cell (PEFC) with a modified polymer membrane electrolyte (upper graph in
Fig. 2), will display the electrode reactions (half-cell reactions)

cathode side O2 þ 4 Hþ þ 4 e� ! 2H2O ð1Þ

anode side 2H2 ! 4Hþ þ 4e� ð2Þ

Fig. 2 Basic principle of a
fuel cell: (top) with a
proton-conducting electrolyte
(membrane), as for instance in
polymer electrolyte fuel cells
(PEFC) operating at
temperatures below 200 °C;
(bottom) with an oxygen
ion-conducting electrolyte, as
in SOFCs operating between
500 and 950 °C
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giving an overall reaction of

2H2 þO2 ! 2H2O ð3Þ

The oxygen ion-conducting SOFC (lower graph in Fig. 2), for example, delivers

cathode side O2 þ 4e� ! 2O2� ð4Þ

anode side 2H2 þ 2O2� ! 2H2Oþ 4e� ð5Þ

giving the same overall reaction of

2H2 þO2 ! 2H2O

Fuel cells are categorised according to two different systems: temperature and
electrolyte material. Let us first look at the electrolyte classes (Fig. 3).

The PEFC is the most common proton-conducting electrolyte fuel cell. Its
membrane consists of a modified Teflon that is available under the trade name
Nafion®. It is often also called proton exchange membrane fuel cell (PEMFC),
which is inconvenient since other fuel cells also work with protonic charge carriers.
Therefore, the strict labelling according to electrolyte material should be preferred.

Historically, the phosphoric acid and alkaline fuel cells (PAFC and AFC,
respectively) were the first types technically realised. They use liquid sulphuric

Low temperature High temperature
AFC PEFC PAFC SOFC MCFC

Electrolyte Alkaline Polymer Phosph.acid Ceramic Molten carbonate

Temperature 80-200°C 80-100°C 200°C 700-1000°C 650°C

Fuel H2 H2 H2 H2/CO/CH4 (H2)/CO/CO2 /CH4

Ion OH- H+ H+ O- - CO3
- -

Oxidant O2/(air) O2/air O2/air O2/air O2/air 

Efficiency (*) 50-60% 40-45% 40-45% 50-55% 50-55% 

(*) LHV 

DMFC
80-100°C

MeOH
H+

25-30%

HT-PEFC
120-180°C

H2 (CO)
H+

40-50%

LT-SOFC
500-650°C

H2/(CO)/CH4
O- -

50-55%

Fig. 3 Categories of fuel cell types sorted by temperature, stating various other characteristics.
AFC alkaline fuel cell, PEFC polymer electrolyte fuel cell, PAFC phosphoric acid fuel cell, DMFC
direct methanol fuel cell, HT-PEFC high-temperature PEFC, SOFC solid oxide fuel cell,
LT-SOFC low-temperature SOFC, MCFC molten carbonate fuel cell
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acidic or caustic potash electrolytes, respectively. The PAFC builds on a
proton-conducting phosphoric acid electrolyte, whereas the AFC uses hydroxide
ions (OH−) as charge carriers.

All three types operate in the range of 40–100 °C with the PAFC running at
temperatures as high as 200 °C. They require very pure hydrogen (5 point, 99.999 %
pure). The electrolyte of the AFC will react with the carbon dioxide in air and form
an insoluble precipitate of potassium carbonate that will eventually destroy the fuel
cell. Operation on pure oxygen or at least reduced levels of CO2 is therefore required.
The PEFC strongly relies on platinum catalysts which will react with carbon
monoxide impurities in the fuel—this deactivates the catalyst irreversibly.

In recent years, the high-temperature PEFC has been developed that operates at
temperatures up to as high as 180 °C. This allows the HT-PEFC to cope with up to
3 % of CO in the fuel gas. Nevertheless, the performance is very much lower than
with a standard PEFC.

One of the only two fuel cells to be labelled according to their fuel is the direct
methanol fuel cell, which is a variant of the PEFC running on liquid fuel, namely
methanol.

The molten carbonate fuel cell (MCFC) uses a salt as electrolyte that is liquid at
the elevated operating temperature of 550–650 °C. The salt is contained in a
ceramic structure and the charge carrier is a double negatively charged carbonate
ion (CO3

−), in essence a compound of a CO2 molecule with a ‘piggybacking’
oxygen ion.

Finally, the solid oxide fuel cell (SOFC) is based on thin ceramic layers. It also
uses oxygen ions as charge carriers and relies on high temperatures (550–950 °C)
for the electrolyte to achieve sufficient ionic conductivity. Both MCFC and SOFC
often use nickel at the anode and ceramic oxides as cathodes.

Due to the many possibilities of shaping ceramics, the SOFC has many forms
and geometric variants. This will be discussed in the later chapter. It also has three
subvariants. The intermediate-temperature SOFC (IT-SOFC) operates at tempera-
tures below 600 °C. The proton-conducting fuel cell (PCFC) is a confusing label
given to SOFC with hydrogen ion instead of oxygen ion conductivity of the
electrolyte. And finally, the direct carbon fuel cell (DCFC) is the other variant
named according to its fuel and integrates a solid carbon layer on the anode into the
SOFC or MCFC structure.

From the above, two distinct realms of fuel cells can be determined: the low- and
the high-temperature world. Very briefly, these can be summarised with the fol-
lowing properties:

– Low-temperature fuel cells (PEFC, AFC, PAFC) use hydrogen fuel with very
high purity; they are typically found in mobile and portable applications; sta-
tionary applications are possible when combined with a reformer unit (on-site
hydrogen production); predominantly they consist of lightweight materials
(plastics, graphite, etc.).

– High-temperature fuel cells (MCFC, SOFC) can operate on hydrogen fuels but
due to their elevated operating temperature can also directly convert natural gas

8 R. Steinberger-Wilckens



and hydrocarbons; their typical application is stationary power, but they are also
found in auxiliary power units on vehicles; predominantly they consist of
heavyweight materials, e.g. steels and ceramics.

Due to their much higher operating temperatures, the high-temperature fuel cells
have the advantage of lower sensitivity to fuel impurities. Carbon monoxide can be
used in both MCFC and SOFC as a fuel (Fig. 4).

1.3 Basic Thermodynamics for Fuel Cells

A thermodynamic ‘system’ is contained within a system boundary and is charac-
terised by a number of primary variables, namely temperature T, pressure p, volume
V, and mass m. Such a system could be simply imagined as a balloon that contains a
specific mass of gas in a volume V at temperature T and pressure p.

The ideal gas law links the four variables as follows:

pV ¼ mRT ð6Þ

This simple system will, at any time t, possess a certain state of energy described
for instance by its temperature and pressure. This is quantified as its inner energy
state, U. The energy state can be altered by exchanging activities with the sur-
roundings, for instance by transporting energy across the balloon skin (boundary).
This could happen either in the form of heating or cooling, or in the form of
compression energy (work), either by reducing the volume, thus according to Eq. 6
increasing the pressure, or by expansion and cooling.

Fig. 4 Fuel impurity tolerance of the different fuel cell types. Apart from corrosive agents and
dust which are not taken well by any fuel cell type, the low-temperature fuel cells require higher
fuel purity

Introduction to Fuel Cell Basics 9



In an adiabatic system that is insulated from its surroundings, thus not trans-
ferring any heat or mass, Eq. 6 can be written as follows:

pV=T ¼ const ð7Þ

indicating that if work is exerted on the system by compression/expansion, not only
the pressure will change but also the temperature. The variables p and V could be
considered as independent variables with T as the dependent variable.

Any change in inner energy state U has to be balanced by the exchange of heat
Q and work W according to

U ¼ QþW ð8Þ

This is the first law of thermodynamics and the formulation of the conservation
of energy. No energy can be ‘created’ or ‘destroyed’ (‘consumed’). Within a
complete system description that represents all processes within the system
boundary and across it, the total amount of energy is a constant. This represents a
‘closed’ system. If the mass within the system was to be changed (and therefore
again U), the system would have to be ‘open’ and allow an increase or decrease of
m. This would for instance be the case if we blew gas into the balloon or let gas
escape.

An arbitrary system might be subjected to a potential in a field of some kind
(gravitational, electric, magnetic, etc.). Therefore, U will change, if we for instance
pick up the balloon from ground level to some height h. We add energy to the
system, which it will lose again when we let go of the balloon—it will fall to the
ground and regain its initial state of energy. Nevertheless, for anything happening
on the inside of the balloon, this event will be rather meaningless. Neglecting any
subtle gradients in atmosphere, neither T, p, nor V will be affected by our lifting of
the system.

In the following, we will concentrate on chemical and electrochemical processes
and reactions. These will always occur between a ‘before’ (the reaction) and ‘after’.
Therefore, we are only interested in the change in U between the start of a process
or reaction at time t1 and its termination at t2. We thus prefer writing Eq. 8 in the
form

dU ¼ dQþ dW ð9Þ

It follows that in an isolated (adiabatic) system,

dU ¼ 0

Strictly speaking, all thermodynamic laws are only valid in the steady state
(equilibrium). A transition from one state to another must therefore be calculated
in infinitesimal steps. These are individually assumed to be in balance.
Thermodynamics as such is about the balance between energy flows and the
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equilibrium states a system reaches after a change, not about speed or rate of
reactions, which is what we call kinetics. This approach seems a bit formalistic but
we will later see that it has some essential consequences.

The process occurring between two states at times t1 and t2 going through a
transition according to Eq. 9 is called ‘reversible’ if it can be ‘undone’ (reversed)
without loss of energy and the system returns to the state at t1.

The second law of thermodynamics postulates the existence of a property
S (called ‘entropy’) that can be calculated from

S ¼ Q=T or dS ¼ dQ=T ð10Þ

for reversible processes. Q in this case would also be called ‘reversible heat’.
Entropy in this definition can be considered as a measure of quality of heat, con-
necting thermal energy with the temperature that it is delivered or represented at.

If a process is irreversible, then

dS[ dQ=T ð11Þ

since more heat is lost (‘dissipated’) in the process than can be reclaimed and
converted back to work.

Combining Eqs. 9 and 10, we get

dU ¼ dW þ dS � T or dW ¼ dU � dS � T ð12Þ

which is the equation most will recognise as the second law of thermodynamics. In
a fully reversible process, work W (useful energy) can be converted from heat Q as
per Eq. 9, and vice versa. If the processes are not reversible, losses will occur and
U is reduced by more than the heat necessary for performing the work W. Thus,
Eq. 11 cuts in.

In chemistry, we prefer to write ‘enthalpy’ H instead of U, and ‘Gibb’s free
energy’ G instead of work W. Using D instead of d to denote differences, we obtain

DH ¼ DGþ T DS or DG ¼ DH � T DS ð13Þ

neglecting any changes in pressure (expansion work) as is regularly done when
analysing chemical reactions.

1.4 Efficiency

A simple thermodynamic system converting heat Q to work W can be constructed
as shown in Fig. 5. This is a representation of a ‘Carnot machine’, the basic and
most efficient thermal machine.
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Obviously, we would consider the efficiency of the process to be the ratio of the
useful outcome, in this case the work W, to the energy input, in this case Q1. The
losses are represented by Q2.

gc ¼ W=Q1 ð14Þ

From the first law of thermodynamics, it follows

Q1 � Q2 �W ¼ 0 or W ¼ Q1�Q2

and substituting Eq. 10 we obtain

S ¼ Q1=T1 and S ¼ Q2=T2

thus, it follows that

gc ¼ T1�T2ð Þ=T1
= 1� T2=T1

ð15Þ

which is the maximum (idealised) efficiency a thermal machine can achieve and is
called the ‘Carnot’ efficiency. Figure 6 shows the Carnot efficiency as a function of
the input temperature T1. In order to maximise the Carnot efficiency, either T1 has to
be considerably increased, or T2 decreased, or both. For 100 % efficiency, T1 would
need to be infinite, or T2 zero Kelvin, both not possible on the earth.

1.5 Chemical Reactions

Consider a chemical reaction between substances A and B, forming products
C and D:

heat source T1

heat sink T2

work

Q1

Q2

Fig. 5 A simple
representation of a Carnot
machine working between
two temperature reservoirs at
temperatures T1 and T2 and
performing work W
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aAþ bB $ cCþ dD ð16Þ

where the a, b, c, and d give the relative concentrations of the single reactants and
products, the ‘$’ indicating the reaction is in equilibrium (balance). This equi-
librium of reaction is temperature dependent and implies that the forward and
backward reactions are in balance (i.e. have the same rate).

We can then define a temperature-dependent equilibrium constant

K(T) =
½C�c½D�d
½A�a½B�b

ð17Þ

where [n] is the ‘activity’ (expressed as concentrations in liquids or as partial
pressures in gases) of reactant or reaction product n and K is used as Kc for the
molarity or concentration-related equilibrium constant, Kp when partial pressures
are used.

If K * 1, both reactants and products coexist at similar shares. Whatever the
value of K(T), thermodynamics tells us that the composition is in balance, i.e. in
equilibrium. What pathway the reaction takes, how fast it processes, and how long
it takes to reach equilibrium, this approach does not tell us. Thus, any gas com-
position including the (in this case) four components will eventually progress to
this specific equilibrium.

If
K > 1, products will prevail,
K � 1, the reaction will be complete (with only very marginal amounts of reactants
left),
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Fig. 6 Temperature dependency of the Carnot efficiency. As can be seen from Eq. 16, ηC
approaches 1 asymptotically with growing process temperature T1 when reject temperature T2 is
kept constant (0 °C in this case)
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K < 1, reactants prevail,
K � 1, no reaction takes place at all (with only very marginal reaction products
present).

For the reaction

H2 þ 1
2
O2 $ H2O

at T > 823 K, the equilibrium coefficient is

K ¼ ½H2O�1
½H2�1½O�1=2

¼ 4:64 E26

which underpins that at temperatures above *550 °C hydrogen will spontaneously
react with any oxygen present and form water.

Let us inspect two reactions, one of which is endothermic (hydrogen iodide
synthesis), the other exothermic (ammonia synthesis). Figure 7 shows the tem-
perature dependence of Kp in an Arrhenius plot (over 1/T).

We can clearly see the linear relationship between ln(Kp) and 1/T and can write
Eq. 18 for the energy of formation as

DG� ¼ �RT lnKp ð18Þ

Inserting in the second law of thermodynamics and rearranging gives us

lnKp ¼ � DH�=RTð ÞþDS�=R ð19Þ

for the case that DH° and DG° are themselves not strongly temperature dependent.

Fig. 7 Temperature dependence of Kp for an endothermic (hydrogen iodide synthesis, HI, left)
and an exothermic reaction (ammonia synthesis, NH3, right)
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A catalyst does not influence the chemical equilibrium—it merely influences the
reaction rates (in both directions!) by reducing the intermediary energy transitions
(activation energy).

The rate of reaction can also be shifted to one side of the reaction equation by
increasing or decreasing the concentration of reactants or products, respectively.
This is called Le Chatelier’s principle. It describes the property of reactions to
attempt to reach thermodynamical equilibrium. If the balance is artificially dis-
turbed by removing or adding reactants or products, the equilibrium tendency will
try to counterbalance. If the product is removed (its partial pressure is reduced), the
reaction rate will increase in order to re-establish the balance. The same effect will
be achieved when increasing the concentration (partial pressure) of the reactants.

The ammonia synthesis reaction cited in Table 2 and Fig. 7 can be written as
follows

N2 þ 3H2 � 2NH3 þQ; DH ¼ �92 kJmol�1 ð20Þ

where the heat released from the exothermic reaction is shown as Q. Applying Le
Chatelier’s principle, it can be concluded that temperature and heat can also
influence the reaction balance. And indeed, increasing the temperature (or syn-
onymously: the heat input) will reduce K in exothermic reactions. This is precisely
what Fig. 7 shows. On the other hand, lowering T will reduce the reaction rate
(independent of the balance as expressed by K). This will obviously lead to an
optimum temperature for a given reaction at which a maximum of product is
achieved.

In endothermic reactions, K will increase with T and heat input, as Fig. 7 shows
for the HI synthesis.

1.6 Basic Electrochemistry

A well-known and simple way of producing hydrogen is water electrolysis. Two
electrodes are placed in a container with water, a voltage is applied, and bubbles of
gas will form at the two electrodes. These can be identified as hydrogen at the
negative terminal and oxygen at the positive terminal. Transferring this mind

Table 2 HI and ammonia
synthesis values for Kp

HI synthesis (endothermic) Ammonia synthesis
(exothermic)

T (K) Kp (−) T (K) Kp (−)

500 6.25 � 10−3 250 7 � 108

550 8.81 � 10−3 298 6 � 105

650 1.49 � 10−2 350 2 � 103

700 1.84 � 10−2 400 36

720 1.98 � 10−2
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experiment into practice is not quite as trivial as it seems, but essentially this is how
high-purity hydrogen is produced.

The following reaction equations show one of the several possible
water-splitting reaction pathways:

cathode half�reaction 2H2Oþ 2e� ! H2 þ 2OH� ð21Þ

anode half � reaction 2OH� ! 1
2
O2 þH2Oþ 2e� ð22Þ

overall reaction H2O ! H2 þ 1
2
O2 ð23Þ

Figure 8 shows a schematic of these reactions. At the negative terminal (in this
case the cathode), electrons are received from the feeding electrical circuit and used
to form two negatively charged hydroxyl ions from two water molecules, thus
shedding a hydrogen molecule. The negatively charged ions diffuse through the
water towards the positively charged other electrode, the anode, and these are
reshuffled into a water molecule, transferring two electrons to the electrode and
releasing an oxygen radical. This will eventually recombine with another oxygen
radical to form an oxygen molecule.

The takeaway insights are as follows:

– we observe a feed of electrical current (charge) into the water that will even-
tually lead to splitting the water molecule,

– the amount of charge transferred is equal to two electrons per molecule of water,
– at the electrodes, electrons are transferred; the transport of charge between the

electrodes is performed not by electrical current but by ionic charge transfer
(diffusion of ions),

– obviously, an electrical current through the liquid would have a detrimental
impact (internal short circuit),

– mixing of the two gases will be undesirable,
– it will be of advantage, if the liquid contains hydroxyl ions, which will support

the ionic conductivity.

+         -
2e-

2e-

2 H2O

2 OH-1/2 H2
O2

Fig. 8 Charge transport and
half-cell reactions in alkaline
water electrolysis
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We call the liquid in the container an ‘electrolyte’. It separates the two electrodes
by

– not allowing electronic conductivity (electrically isolating),
– preventing mixing of the two gas streams (gas tightness),
– supporting ionic conductivity (high conductivity for the charge-carrying ions).

The ‘cathode’ is the negatively charged terminal. The definition of a ‘cathode’ is
that it is the terminal at which electrons are transferred to the ionic charge carriers.
This is synonymous with the location of the ‘reduction reaction’, where the
half-reaction product, the hydroxyl ion, is reduced (made more negative in charge)
by receiving the electrons. The other terminal is obviously the ‘anode’, where the
complementary oxidising reaction takes place in which electrons are transferred
away from the ions to form the oxygen molecule. This all sounds very familiar in
light of what was explained with Fig. 2 and, indeed, the electrolysis and fuel cell
reactions are the exact reverse of each other.

The example shown in Eqs. 21 and 22 is a so-called alkaline electrolyser that
uses potassium hydroxide as the electrolyte. In practical application, water will
continuously have to be fed into the liquid electrolyte in balance with the gases
formed.

There are a number of further things we know about the water-splitting reaction:

– the total charge transferred per mol of water split is twice the Faraday constant
F, which is the amount of charge a ‘mol’ of electrons carries, since two electrons
are required per water molecule; F is equal to 96.587 C/mol;

– the energy required to split water is equal to the energy of formation (to be
precise: with the inverse sign).

From calorimetry, the latter can be distinguished as follows:

DGo ¼ 237 kJ=mol ð24Þ

at equilibrium conditions at STP (see below). We are therefore considering a
process that is in balance and thus neither produces a net balance of hydrogen or
oxygen, nor consumes any energy. This condition is also called open-circuit voltage
(OCV) since it describes a situation with no (net) current flow.

The work performed in splitting the water molecule is identical with the electric
energy fed into the electrolyte. This is equal to the voltage between the terminals
times the charge flow, in this case represented by the electrons transferred. From the
first law of thermodynamics, it then follows that

DGo ¼ 2FUo
o ð25Þ

at ‘standard state’ (standard temperature and pressure, STP, superscript ‘0’, mostly
defined in tabulated data as 25 °C and 1 bar). We can insert Eq. 24 into Eq. 25 and
receive
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Uo
o ¼ 1:23V ð26Þ

which is the exact voltage necessary for water splitting at STP under equilibrium
conditions.

In practice, of course, the process of water splitting will not be performed
without losses (second law of thermodynamics!). The entropy induced will express
itself in heat produced by the current flow (ohmic heat), kinetic processes that do
not perform according to the theoretical ideal (‘overpotential’ necessary to create a
current flow), and competition of ionic reactions at the electrodes that lead to
‘parasitic’ currents. As a result, the voltage required for electrolysis will always be
higher than given in Eq. 26, once a current is fed to the device and the equilibrium
condition (OCV) is left. Generally, this will be in the order of 1.7–1.9 V, instead of
the ideal 1.23 V at STP.

The theoretical amount of energy needed per Nm3of H2 (a cubic metre of
hydrogen at normal temperature and pressure conditions, NTP, 20 °C and 1 bar) is

DGo=VN = 237 kJmol�1=22:41 lmol�1 	 3 kWh=Nm3 ð27Þ

where VN is the volume of a mol of an ideal gas at NTP. State-of-the-art elec-
trolysers will require about 4.2–4.8 kWh/Nm3, giving the process an efficiency of
typically *65 %.

Due to the second law of thermodynamics

DG ¼ DH � T D S ð28Þ

we can deduct that the energy for splitting water may not only be supplied by
electricity (which is pure Gibb’s free energy) but can also be supplied by heat
(T D S). Figure 9 shows the relationship of DG and DH with temperature. Due to
Eq. (28), the amount of energy supplied as DG declines with rising temperatures,
letting an increasing part of the water splitting be done by heat input Q = T D S.

Assuming electrolysis and DG taking the form of electricity, this means we need
increasingly less electricity and substitute this by heat. From Eq. (28), we can derive
that the voltage at higher temperatures is reduced—which implies less electrical
energy at a given hydrogen production rate. The production rate will depend on the
rate at which water is split, which again will depend on the current flow, which
finally depends on the amount of charge transferred. Therefore, the current drawn
will remain constant whilst we thermodynamically require a lower voltage.

Table 3 shows how DG (and thus voltage) decreases with temperature. For an
electrolyser (by definition running on electricity), this means the output (in the
shape of hydrogen) per unit of electrical energy (for instance kWh) increases with
temperature—as long as we do not have to account for the heat input. Using a rather
conventional definition of ‘energy input’ as being equal to the electricity input alone
(which thermodynamically is incorrect), we receive efficiencies above 100 % which
is of course physically not possible. Nevertheless, we can quite rightly claim that up
to 100 % of the electrical input is converted to chemical energy in the form of
hydrogen, the remainder of the work being done by heat.
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As was mentioned several times, the reactions Eqs. (21–23) can be assumed to
be reversible under equilibrium conditions. Therefore, the water-splitting reactions
of electrolysis would be in balance with the water-forming reactions of the fuel cell
reactions. We can write the equations

oxygen half�reaction:
1
2
O2 þH2Oþ 2e� ! 2OH� ð29Þ

fuel half�reaction: H2 þ 2OH� ! 2H2Oþ 2e� ð30Þ

overall reaction: H2 þ 1
2
O2 ! H2O ð31Þ

that correspond to the overall reaction process shown in Fig. 10, again with an
alkaline (KOH) electrolyte. The system Eqs. (29–31) is quite obviously
Eqs. (21–23) flipped around, as can be expected from a reversible reaction.

T [K]

Δ
G

 a
nd

 Δ
H

 [k
J/

m
ol

] ΔHo

ΔGo

Fig. 9 Dependence of DH and DG on temperature at ambient pressure for the reaction according
to Eqs. (21–23). The step change in DH corresponds to the evaporation enthalpy at 100 °C

Table 3 Dependence of DG on temperature at ambient pressure for the reaction according to
Eqs. (21–23) and Eqs. (29–31)

Water phase Temperature (°C) DG (kJ/mol) Equilibrium voltage (V)

Liquid 25 237.2 1.23

Liquid 80 228.2 1.18

Gaseous 100 225.2 1.17

Gaseous 200 220.4 1.14

Gaseous 400 210.3 1.09

Gaseous 1000 177.4 0.92

The table also gives the resulting open-circuit voltage (OCV) according to Eq. (25)
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It should be considered here, though, which electrode is the cathode and which
the anode. By the definition presented above, the electrode at which the reduction
reaction takes place (or the negative charge enters the electrolyte) will be labelled
‘cathode’. Eq. (29) fulfils these conditions, but comparison with Eq. (21) shows
that the electrolyte ‘cathode’ is the hydrogen electrode whereas in the fuel cell it is
the oxygen electrode. On second thought, this is logical since the current has been
reversed and therefore the entry point of the electronic charge into the electrolyte
has to switch around. This thought train, though, goes to show that caution has to be
applied when electrolyser and fuel cell researchers talk with each other about
electrodes. What is more, is the change in polarity. Whereas the electrolyser
cathode is the ‘fuel’ electrode where the water is supplied and is the negative
terminal, in a fuel cell the fuel electrode is the positive terminal.

Since the reaction is the same, the open-circuit equilibrium voltage Uo is iden-
tical to that of electrolysis (but negative!) and

DGo
o ¼ 2FUo

o ¼ �237 kJ=mol

at standard conditions, 20 °C, for a H2–O2 cell and

Uo
o ¼ 1:23V

for convenience, U is not marked as negative.
Now, it seems a little pointless to consider equilibrium conditions if we are

talking about devices that produce hydrogen or, vice versa, convert hydrogen into
water, simultaneously consuming or generating electrical and thermal energy,
respectively. According to Le Chatelier’s principle, the removal of the reaction
product or the consumption (conversion) of reactants will influence the reaction
equilibrium coefficients.

For any reaction that is not in equilibrium, the following equation holds:

DG ¼ DGo � RT ln PAPBð Þ= PCPDð Þ

with A, B being the reactants and C, D the reaction products. Pi is the (absolute)
pressure of the individual component i, which can be separated into the partial

- +
e-

e-

H2O

2 OH-

H2 1/2 O2

Fig. 10 Charge transport and
half-cell reactions in alkaline
fuel cell
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pressure and the absolute (overall) pressure components pi and P, respectively,
where P will be the same across the entire reaction and at standard state (superscript
‘0’) will be 1 bar.

Specifically written here for the hydrogen–oxygen reaction, this gives:

DG ¼ DGo�RT ln PH2PO2
1=2

� �
=PH2O ð32Þ

Using Eq. (32), we can express this as the Nernst equation where the actual
voltage at a given condition of reactant and reaction product concentrations (‘ac-
tivities’) is modified to

U ¼ Uo
o þRT=2F ln H2½ � O2½ �1=2

� �
= H2O½ �

¼ Uo
o þRT=2F ln pH2 
 pO2

1=2
� �

=pH2O þRT=2F lnP=Po

ð33Þ

where P is an arbitrary pressure at which the whole reaction takes place, [A] is the
‘activity’ of a reactant or reaction product. In the case of gases (as in the cases
analysed here), this is equivalent to the partial pressure of the gas as shown in
Eq. 33.

1.7 Electrolysis and Fuel Cell Operation

It has been pointed out repeatedly that thermodynamics is only strictly valid in the
steady state or equilibrium. An electrochemical device, though, will always be
operating off-equilibrium, because it is actively converting water to hydrogen or
hydrogen to water. The product of this reaction is the desired output and will be
removed instantly. This leads to an imbalance that the reaction attempts to com-
pensate for through Le Chatelier’s rule. So both electrolysis units and fuel cells will
by definition not be operating in equilibrium.

Therefore, the rules discussed above are only valid at OCV when no current
flows. This gives us a baseline of what performance to expect in the ideal case. If
we now assume that the process of converting hydrogen to water, generating
electricity and heat, was without any losses, we will retain the OCV at any rate of
hydrogen conversion since ΔG = ΔH. The same would be true for electrolysis and
the conversion of water to hydrogen (and oxygen).

In a real system, though, we will have losses. The hydrogen–oxygen reaction
involves electron transfer, which we now use in an external circuit in our elec-
trochemical device as the current ‘produced’ or ‘consumed’ (fuel cell and elec-
trolysis case, respectively). A loss in this system will therefore express itself as a
voltage drop (in the fuel cell case), where we obtain less voltage than theoretically
(ideally) expected. We can consider these losses as ‘internal resistance’ and
according to Ohm’s law
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DU ¼ Uo
o�U ¼ I 
 Ri ð34Þ

The same is true for the electrolysis case; the difference being that in this case,
we are ‘driving’ the reaction by the current and we can expect an increased voltage,
termed ‘overpotential’, which is higher than the theoretically expected but with the
same value as given by Eq. (34).

Figure 11 shows a schematic of the real voltage of electrolysis (top) and fuel cell
(bottom) cases as a function of current assuming a purely ohmic behaviour (i.e. a
linear relationship between current and voltage).

Let us now concentrate on fuel cell behaviour and assume that electrolysers will
behave more or less symmetrically (which they almost do). Figure 12 shows a
‘typical’ I–V curve for a fuel cell device. The curve is only linear in its central
section, indicating that here Ohm’s law is valid, although only in the formulation
according to Eq. (34) for voltage differentials

DU ¼ DI 
 Ri ð35Þ

Both the region close to I = 0 and towards large currents require more expla-
nation, though.

Figure 13 shows a ‘Tafel plot’ which is essentially a modified I–V diagram. It
plots the ΔU created by applying a current across an electrochemically active
electrode. Obviously, there is a linear relationship between current and voltage,
starting from a minimum current io. Further, different reactions have differences in
the slope of the plot.

Uo
o (T)

I [A]

U [V]

I * Ri

I * Ri

I * Re

electrolysis

fuel cell

internal resistance
due to non- ideal conductibility
resulting in heat produced a.o.

work delivered to external circuit

Fig. 11 Schematic I–V curve of electrolysis (upper) and fuel cell (lower) operation of the same
electrochemical cell. The dashed line gives the equilibrium voltage (which is temperature
dependent according to Table 3). The internal ohmic losses result in a voltage increase with
growing current for electrolysis and an equivalent voltage drop for fuel cell operation
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ideal cell voltage

I * Ri

I * Re

Fig. 12 I–V curve for a fuel cell device including the nonlinear segments not represented in
Fig. 11. ‘Activation’ voltage losses shown close to zero current; ‘transport limitation’ losses
shown at high currents

ln i [A/cm²]

U* [V]

slow 
reaction

fast 
reaction

A ln (i / io)

Fig. 13 ‘Tafel’ plot representing the correlation of exchange current and overvoltage; the
exchange current i0 offers a measure of the catalytic activity according to Table 4
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The explanation is as follows: if we consider a reaction in equilibrium, such as
(gradually beginning to bore you with this reaction):

H2 þ 1
2
O2 $ H2O ð36Þ

In equilibrium, we have learned, there is no net production rate, since the
equation is balanced according to its equilibrium coefficient. Nevertheless, a
reaction activity continuously takes place from reactants to product and back again.
In this reaction, charge is transferred. Therefore, it can be assumed that an asso-
ciated current flows, since charge transfer is synonymous with current. The current
is circular (or rather undirected) and therefore does not create a potential difference,
so that the OCV is undisturbed. It is called the ‘exchange current’. The lower case
‘i’ indicates that we talk of current ‘density’ here in the unit of A/cm2, rather than
absolute currents. This gives us a measure of the specific properties of an electrode
and makes comparisons easier without needing to know anything about the geo-
metric dimensions of the samples, etc.

If we want to get an effective current flowing, we have to overcome the circular
current and give it the desired direction. This is the minimum current we have to
apply until we see a net flow that expresses itself in a voltage (difference) according
to Ohm’s law.

We can safely assume that the higher the exchange current io, the higher the
effective reaction rate and therefore the activity of the catalyst. We have to apply a
higher current to overcome this, but the ensuing slope of the I–V curve is lower.
This can be taken as a measure for the rate of reaction. A very steep line indicates a
large change in voltage with a small change in current. If we apply this to the
section very close to the OCV in Fig. 12, we can see that a high increase in
overvoltage (voltage drop from the ideal voltage) will lead to a rapid decline of the
voltage and a high ohmic resistance. A small voltage drop with increasing current
will result in higher performance and a lower slope of the I–V curve.

Table 4 gives some values for io of a variety of catalysts. These are given for a
hydrogen electrode. The oxygen reduction reaction has a factor of 10−5 lower
values, which explains why the fuel cell cathode is generally considered as the
rate-limiting component in the fuel cell. The overvoltage U* (Fig. 13) associated
with the exchange current is expressed as

U
 ¼ A ln i=ioð Þ ð37Þ

where A is the slope of the i–V* curve and given as

A ¼ RT=2aF ð38Þ

with a defined as a ‘charge transfer coefficient’ that will take on values between
0 < a < 1. a increases the factor RT/2F [cf. Eq. (33)], the less efficient the transfer
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of charge at the electrode is. The actual voltage will, in amendment to Eq. (33),
therefore be

U ¼ Uo � U
 ¼ Uo � A ln i=ioð Þ ð39Þ

The voltage drop created by an insufficient charge transfer is labelled the ‘ac-
tivation loss’. It is due to the limitations in the catalyst performance. This will be
influenced by temperature, available surface area (electrochemically active surface
area, ECAS), and partial pressure of reactants.

The other large voltage drop occurs at high currents. Here, the main driver is the
balance of electrical current flow, the ionic current within the electrolyte (and parts
of the electrodes), and the fuel flow. In order to maintain an overall current flow, all
these factors have to match and be fully balanced. At the end of the curve where the
voltage approaches ‘zero’, it can be also assumed that all reactants have been
consumed and there is nothing left to run the fuel cell on.

The voltage drop can be then expressed as follows: assume the situation where
only one reactant (oxygen or hydrogen) varies and the other is constant. The
constant can then be eliminated from the voltage drop equation when using the
Nernst Eq. (33):

DU ¼ RT=2F ln P2=P1ð Þ ð40Þ

We now label the current density at a given fuel flow; all chemical energy in the
fuel is converted (the ‘fuel utilisation’ uF is equal to ‘one’ or 100 %) as limiting
current density, ilim. At ilim, the fuel (reactant 2) is fully consumed and P2 = 0. We
can then write

P2=P1 ¼ ilim�ið Þ=ilim; or

P2 ¼ P1 1� i=ilimð Þ ð41Þ

The performance of the fuel cell at high currents again is determined by the
processes explained for the activation losses. In addition, the actual transport
(diffusion) of species to and from the reaction centres is now in focus. If the fuel
and oxidant cannot be transported to the reaction sites rapidly enough, or, vice

Table 4 Exchange current
density i0 for a variety of
metal catalysts

Metal io (A/cm
2)

Pb 2.5 � 10−13

Zn 3 � 10−11

Ag 4 � 10−7

Ni 6 � 10−6

Pt 5 � 10−4

Pd 4 � 10−3
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versa, the water cannot be removed quickly enough, the circuit of current flow and
charge transport tips into imbalance. The flow of reactants cannot cope with the
desired current flow anymore and the voltage subsequently collapses.

Strategies to overcome this limitation are improved transport properties of the
electrode for gases (porosity and tortuosity) and sufficient removal of reaction
products.

1.8 Fuel Cell Efficiency

This section does not necessarily discuss electrochemistry, but it follows on from a
number of discussion points raised earlier and is an important aspect of fuel cell
evaluation. So this chapter ends with considerations about fuel cell efficiency.

First, let us consider what the baseline for an efficiency calculation could be. The
total energy ‘stored’ in a molecule or in a chemical compound is the ‘energy of
formation’. It is the balance of all energy flows that led to the production of this
molecule or compound. This is the enthalpy Ho or rather ΔHo, since we are
interested in what happens during the reaction (i.e. the difference between ‘before’
and ‘after’ the reaction), not in any other possible contributions to the total energy
state of the compound. We use the ‘0’ superscript to denote that we are talking of
‘standard’ conditions, in essence ambient pressure.

We know that the enthalpy is temperature independent but has a component
from phase change (cf. Fig. 9). To cite our favourite reaction of oxygen and
hydrogen to water, the enthalpy will be 285.6 kJ/mol at 20 °C if the product water
is liquid, and 241.8 kJ/mol if the product water is in the vapour phase. This
enthalpy value is the highest we can possibly gain from producing water or,
alternatively, the maximum work we will need to split the molecule by electrolysis.
We should note that the issue whether the product water is in the liquid or vapour
form is the same as that of the higher and lower heating value (HHV and LHV)
reference in efficiency calculations of regular thermal machines or combustion
processes.

The efficiency of a process (or reaction in our case) will be the ‘useful’ output
divided by the energy input. In this case, this is the Gibb’s free energy versus the
total enthalpy:

g ¼ DG=DH ð42Þ

Care has to be taken to reference the correct ΔH. One would be tempted to take
water vapour as the reference point. This would clearly result in higher efficiency
values. Nevertheless, in a fuel cell, water can very well (and will) also manifest
itself in the liquid phase, which is why we here choose the liquid phase value of
285.8 kJ/mol as the reference throughout.
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The efficiency of the water producing process can now be written as

gth ¼ DG=DH ¼ DG=285:8 kJmol�1 ð43Þ

using the subscript ‘th’ for ‘thermodynamical’. From Table 3, we can see that ΔG
drops with temperature. Therefore, the thermodynamical efficiency of fuel cells
decreases with temperature. At 25 °C, ΔG = 237 kJ/mol if the water product is
liquid, and 218 kJ/mol if the water is in the vapour phase. This gives us efficiencies
of 83 and 77 % at 25 °C. If we move to 700 °C, we only have a thermodynamical
efficiency of 68 %.

This tells us two things: firstly, the thermodynamical efficiency of
high-temperature fuel cells is definitely lower than that of low-temperature fuel cells
due to the additional entropy the higher temperature introduces; secondly, in
exploiting the full potential of the fuel cell, the higher heating value (HHV) should
be the point of reference and efforts should be made to fully use the latent heat
stored in the water vapour. This is something often not considered in fuel cell
system engineering.

A second useful reference for calculating a performance indicator (efficiency) is
the OCV. Reviewing Fig. 12, we can write the voltage efficiency as

gV ¼ U=Eo ¼ U=OCV ð44Þ

with Eo = OCV for standard pressure. This is a measure for the voltage losses
within the fuel cell and therefore the lack or dominance of activation, ohmic, and
concentration losses.

The ‘fuel utilisation’ uF is the percentage of fuel fed to a fuel cell that is actually
converted. The remainder will leave the device and be lost, if no further measures
(e.g. recycling) are taken. uF is the ratio of utilised fuel to fuel feed

uF ¼ nfuel in � nfuel outð Þ=Dt 
 DHoð Þ= nfuel in=Dt 
 DHoð Þ ð45Þ

with n/Δt being the fuel flow in mol per unit time. uF is not so accessible to
measurement as the voltage efficiency. The measurement of unused fuel flow is not
simple. Alternatively, the total current can be balanced against the potential current,
which can be evaluated from the fuel flow, and the theoretically available number of
electrons. This can provide

uF ¼ I= N 
 F 
 nfuel in=Dtð Þ ð46Þ

with N the number of electrons one mol of fuel can provide (2 in the case of
hydrogen) and F the Faraday constant.

Finally, we can define a ‘current efficiency’ (also called Faradaic efficiency) that
gauges the amount of current delivered to the external circuit against the ionic flow
through the electrolyte. The loss that is quantified by this efficiency is that of
internal leak currents that cause electrical currents within the fuel cell, for instance
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by nonzero electronic conductivity of the electrolyte or any form of internal short
circuit, either in the fuel cell, or in the fuel cell mounting

gI ¼ I=Iionic ð47Þ

The overall fuel cell efficiency ηc will be the product of all these efficiency
values. Nevertheless, by convention, the thermodynamical efficiency is generally
left out of the equation since it is given for a specific device running at a set
temperature. Maybe also because it is a little frustrating for high-temperature fuel
cell developers? It should be pointed out, though, that in the process of internal
reforming, high-temperature fuel cells operating on methane can in effect use part of
the entropy produced and convert it back into chemical energy.

We therefore find

gc ¼ gV 
 gI 
 uF ð48Þ

as the equation generally used for computing the efficiency of a single fuel cell or a
fuel cell stack in producing a direct current. ηI is in many cases even neglected and
assumed to equal 100 %, so that Eq. (48) simplifies to

gc ¼ gV 
 uF ð49Þ

The fuel utilisation will never reach 100 %, because this means pfuel becomes
‘zero’ and we reach the limiting current (density). At this point, the fuel cell is
completely ‘starved’, i.e. no fuel is available, at which the fuel cell voltage becomes
‘zero’, too. The ensuing distribution of potential across the cell can cause damage to
the fuel cell layers and lead to re-oxidation of the anode since both the lack of
reducing agent (i.e. fuel) and the desire to uphold the current flow and the further
transport of oxygen ions through the electrolyte will lead to higher than desired
oxygen partial pressures at the anode side. The obvious loss of fuel by retaining a
nonzero flow of fuel out of the cell can be managed by recycling the anode off-gas
to the anode inlet and thus reusing the excess fuel.

Returning to Eq. (49) and using Eq. (44), though, at a given uF, the efficiency of
the cell will only depend on the value of the actual cell voltage. The higher the
voltage, the higher the efficiency. This is synonymous with low activation and
concentration losses and calls for high-performing electrodes and electrolytes with
low ohmic, ionic, and transfer resistances. A plot of efficiency versus cell voltage
shows a linear dependency, as expected (Fig. 14). This indicates that in contrast to
the Carnot efficiency (Fig. 6), a fuel cell can potentially reach extremely high
efficiencies as long as materials can be employed that produce extremely low
overpotentials. In essence even, any fuel cell operating at low current densities will
by principle have very high efficiencies. Technically this is meaningless, because
the power delivered will be low. But it does go to show the valuable potential
dormant in fuel cell technology.
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Testing of Electrodes, Cells, and Short
Stacks

Anne Hauch and Mogens B. Mogensen

Abstract The present contribution describes the electrochemical testing and
characterization of electrodes, cells, and short stacks. To achieve the maximum
insight and results from testing of electrodes and cells, it is obviously necessary to
have a good understanding of the fundamental principles of electrochemistry, but it
also requires proper test geometries and set up, well-chosen operating conditions for
different test purposes, correct probing of voltages and temperatures, and solid
knowledge on benefits and drawbacks of different characterization techniques to
obtain reliable, accurate, and reproducible electrochemical measurements, and this
will be the focus of this chapter. First, the important issue of understanding
potential differences and measurements of potentials, which is linked to the choice
of proper electrode geometries and test set up configurations for electrode and cell
testing, is presented. Then probing of voltages and temperatures, choice of sealing
and contacting, as well as considerations regarding the choice of operating condi-
tions for different purposes mainly for single cell testing are outlined. Having
considered optimization of test set up, geometries, and the selection of optimal
operating conditions, the details of measurement of the electrochemical perfor-
mance of the electrode, cell, or stack are explained. As part of this, the concept of
area specific resistance (ASR) and how DC and AC methods can be used and
optimized to provide not only the total ASR, but also the electrochemical charac-
terization of specific parts (electrolyte, each electrode) in a full cell are described.
Some experimental results are provided including illustrative examples of break-
down of losses in full cells and determination of their temperature and gas com-
position dependencies, and finally, challenging issues, such as the effects of
impurities and the problem of leakage in cell testing, are discussed as well.
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1 Introduction

This chapter describes the electrochemical testing and characterization of electrodes
and cells and provides a brief discussion of short stack testing as well. To achieve the
maximum obtainable knowledge from testing of electrodes and cells, it is obviously
necessary to have a good understanding of the fundamental principles of electro-
chemistry (Bockris 1970; Holze 2007; Hamann 1998; Greef 1985) and especially
solid-state electrochemistry (Kharton 2009, 2011). Furthermore, a good and sound
basic knowledge in materials science, especially in high-temperature materials (Ibach
2009; Smart andMore 1996; Carter 2013), will inevitably increase the understanding
of the results from electrode and single cell solid oxide cell (SOC) tests.

There are good reasons to pursue all three levels of tests: electrodes, cells, and
short stacks. Testing of electrodes can provide detailed insight into the electro-
chemical performance and its correlation with parameters such as gas composition,
exact chemical composition of electrode materials, and the effect of specific micro-
or nano-structures on the electrochemical performance and durability; all
electrode-specific information as elegantly shown in literature (Ramos et al. 2010;
Nielsen et al. 2011; Kromp et al. 2012; Shearing et al. 2010a, b; Utz et al. 2011; Vels
Jensen et al. 2001). Testing of full cells complicates the setup, test procedures, and
analyses of the results, but on the other hand, testing of full cells provides insight into
the effect of parameters such as high current density, i.e., overpotential gradients and
current density gradient along the fuel flow direction due to fuel utilization as shown
many times in recent years (Rasmussen and Hagen 2010; Nielsen et al. 2010; Hauch
et al. 2014; Tietz et al. 2013). Testing of short stacks, sometimes named single
repeating units (SRU), includes interconnects for current collection. Such test
enables studies of, e.g., effects of corrosion of interconnect material, poisoning
electrodes due to interconnects, and contacting issues. Detailed probing of voltages,
gas compositions, temperature, and impedance measurements can still be obtained
for SRU. If stacks are to be tested as a part of development of a commercial product,
it is desirable to test a complete system including balance-of-plant components. Such
tests are expensive and complex, and it is difficult to obtained detailed electro-
chemical information from such test and to interpret the results in detail. Stack
testing will not be treated further in this chapter on electrochemical testing of SOC;
however, recent work elegantly shows the possibilities of characterization of indi-
vidual single cells in a stack (Mosbaek et al. 2013).

Thousands of reports can be found in literature on electrochemical testing of
SOC electrodes, cells, and short stacks. As there is no general agreement on test
protocols even inside regions such as USA and/or EU, it is particularly important
that the testers carefully report the obtained fundamental parameters, such as area
specific resistance (ASR), activation energy (Ea), and polarization losses, and
provide the exact test conditions for the study to minimize misleading interpreta-
tions and inappropriate comparison of electrochemical test results.
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This chapter will focus on the proper testing of these electrodes and cells—
specifically the use and position of reference electrodes (Sect. 2), test set up and
proper probing for cell tests and choice of test conditions and specific test sequences
and conditions (Sect. 3). This section also describes the issue of impurities in gasses
and raw materials which often complicates the interpretation of the results from
electrochemical testing. As the majority of testing of electrodes and cells is per-
formed to obtain a measure for the performance of the cell, e.g., given as the ASR
of the cell, the concept of ASR, and a thorough description of its calculation is
given here (Sect. 4) together with a review of key characterization methods for
electrodes and cells (Sect. 5). This provides a more practical and test-related
description of measurements to obtain results on contributions to the ohmic and
polarization losses compared to descriptions found in literature (Boukamp 2004;
Macdonald and Barsoukov 2005; Orazem 2008). Section 5 also provides examples
of complementary non-electrochemical characterization techniques for SOC and
finally describes the issue of gas leakage in cell testing (Sect. 6).

2 Electrodes

2.1 Measurement of Potentials and Understanding
of Potential Gradients

The main problem with characterizing the individual electrodes in single cells and
short stacks is the insertion of the reference electrodes, which are used to judge the
performance of the individual components and interfaces in the cell. Since a single
cell stack is made up of five components, an electrolyte, two electrodes, and two
interconnects, there are four interfaces at which reference electrodes can be inserted.
Unfortunately, such reference electrodes will not work in the geometries, which are
normally employed.

Results of tests on cells with thin electrolyte layers using one or more reference
electrodes have been reported on many occasions (Gödickemeier et al. 1995;
Erning et al. 1995; van Heuveln et al. 1993; Kleinlogel et al. 1997), but the
electrodes under investigation appeared not to be polarized; the short explanation is
that the reference electrodes were not working. The geometric requirements for the
position of electrodes in three-electrode set-ups have been treated in detail by
several researchers (Nagata et al. 1994; Jacobsen and Skou 1997; Winkler
et al.1998; Reinhardt and Göpel 1998; Adler 2002; Mogensen 2002), and there is a
general agreement among these researchers. In spite of this, there still seems to be a
great need in the SOC community for basic information on how to measure elec-
trode potentials properly; some of these details are given below.

Figures 1 and 2 illustrate the problem. An electrode-supported cell with a
“reference” electrode is often sketched as shown in Fig. 1a. However, such a sketch
is very deceiving when it is used for an assessment of the current distribution. For
this purpose, the sketch should be drawn to scale, i.e., the electrolyte thickness
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should be the relevant unit of length. When the correct length scale is used, as in
Fig. 1b, it is evident that the gap between the upper working electrode and the
“reference” electrode is huge. This means that the current distribution around the
right-hand edge of the working electrode becomes very different from the even
current distribution in the main part of the cell. Furthermore, the current in the
vicinity of the “reference” electrode becomes parallel to the electrolyte plane, i.e.,
there is only a minute voltage difference across the electrolyte at the “reference”
electrode position. The correct position of the reference electrode would be inside
the electrolyte of the cell and some distance away from the corner, but this is
difficult in a 10-μm-thick electrolyte.

Figure 2a illustrates the electrostatic potential across a cell at open circuit voltage
(OCV) condition. Note that for a good electrolyte (ionic conduction only), there will
be no potential gradient inside the electrolyte at zero current. The whole potential
change across the cell is localized at the interfaces between the electrolyte and the
electrodes. These regions are the so-called electrochemical double layers with
thickness in the nano-meter range and with high space charge concentrations as a
result of the very high potential gradients. Figure 2b and c show the potential across a
cell when it is loaded, i.e., a current flows through it, in fuel cell, and electrolysis
mode, respectively. Note that there is a potential loss across the electrolyte due to the
electrolyte resistance. The potential steps at the interfaces are now smaller compared
to the OCV condition in the fuel cell case and larger in the electrolysis case due to the

Fig. 1 a A typical sketch of an electrode-supported cell which is out of scale, because the gap
between the top electrodes should be 50 times greater than the electrolyte thickness and
b expanded view of electrode corners showing the current distribution indicated by schematic
current lines. The current density, apart from being approximately parallel to the electrolyte plane,
is very small at the position of the “reference” electrode, at least 50 (500 μm/10 μm) times smaller
than the current density of the cell.
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Fig. 2 Electrostatic potential through the electrode-supported cell with a no current, b current
load in fuel cell mode, c current load in electrolysis mode, and d the potential across the electrolyte
at the “reference” electrode position (thick line) and through the cell part with the current load (thin
line). It is seen that: (Vref − V4)/i = Rp,anode + Rp,cathode + Relyt = the total polarization resistance
of the cell apart from concentration polarization resistance. Note that the electrostatic potential
single value cannot be measured with a voltmeter, but voltage (= potential difference between two
points) can
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losses originating from the polarization resistance of the electrode processes.
Figure 2d illustrates the case of a fuel electrode—supported cell with an attempt of
placing a reference electrode on the electrolyte surface next to the oxygen electrode.
The potential is given for both the position of the “reference” electrode where no
current flows across the electrolyte (i.e., the electrical potential is constant across the
electrolyte) and a position far away from the electrode edges as in Fig. 2b. As the
potential along the fuel electrode, which is a very good electronic conductor, is the
same everywhere (the electrode constitutes an iso-potential plane), the potential of
the fuel electrode at the “reference” electrode must be equal to the potential in the
middle of the current bearing part of the fuel electrode. Thus, the two potential curves
in Fig. 2d must start at the same point. Therefore, as seen in Fig. 2d, the potential
difference between the “reference” electrode and the upper electrode in Fig. 1 is
simply the total polarization of the full cell. Thus, it is clear that the “reference”
electrode measures only the Emf of the cell with the actual gas compositions at the
“reference” and inside the support at the lateral position opposite to the reference
while the current is flowing. Thus, no information on what happens on any of the
working electrodes can be derived from such measurements. If the concentrations of
the reactants and products at the lateral position of the reference electrode were the
same as in the active electrode/electrolyte interfaces, then it would be possible to
deduce the total concentration overpotential. This is, however, in general not the case.
This means that the voltage difference actually measured between the working and
the “reference” electrodes cannot be assigned any clear meaning. In the present
context, it is also helpful to remember that a single electrode potential cannot be
measured directly; it is only possible to measure a potential difference between two
electrodes. Furthermore, it may be useful to know that the Fermi potential of the
electrons—also of mobile electrons inside an electrolyte—is not at all the same as the
electrostatic potentials. The gradient of the Fermi potential will even have the
opposite sign of the electrostatic potential gradient across the electrolyte in fuel cell
mode (Jacobsen and Mogensen 2008; Mogensen and Jacobsen 2009). The various
types of potentials relevant to an electrochemical cell are illustrated in Fig. 3.

Fig. 3 Potentials in a solid conductor relative to the outer electric potential in vacuum. le� is the
electrochemical potential of the electrons and F is the Faraday’s number. The Galvani potential is
the same as the electrostatic potential, and the Fermi potential, π, is also called the electromotive
potential (Jacobsen et al. 2014)
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Figure 4 shows the course of the Fermi potential (π) and the electrostatic
potential (ϕ) across the electrolyte in a YSZ-based SOC for the cases of OCV, fuel
cell mode (SOFC), and electrolysis mode (SOEC). It is worth noting that the S-
shaped π-curve moves to the right when polarized in fuel cell mode and to the left in
electrolysis mode. The ϕ-curves are linear, reflecting the simple ohmic loss in the
electrolyte, and change the sign in its slope when going form fuel cell mode through
OCV to electrolysis mode. The Fermi potential (π) and the electrostatic potential (ϕ)
determine together the oxygen potential inside the electrolyte. If the oxygen
potential is expressed as oxygen partial pressure (pO2), then in case of electrolyte
materials with constant stoichiometry like YSZ, the electrode equilibrium potential,
(π − ϕ), is related to pO2 as:

ð1Þ

where pө is taken at standard pressure of 1 bar (Jacobsen et al. 2014).
Apart from the demand that the reference electrode must sense a relevant

electrostatic potential inside the electrolyte near the interface of the electrolyte–
working-electrode at a position where the current density is uniform and repre-
sentative of the electrode condition, the reference electrode must also have a
well-defined electrode potential of its own. This means that it may be the electrode
potential of the half-cell Pt|YSZ|O2−|O2 (at 1 atm. and given temperature), which is
very suitable for SOC purposes. The general theory of reference electrodes in
three-electrode set-ups may be found in most electrochemical textbooks. The
three-electrode concept as such implies that it is not enough to imbed a wire of Pt or
other metal inside the electrolyte. The “wire” inside the electrolyte must be an
electrically insulated “wire” consisting of electrolyte in similarity to the Luggin
capillary (in liquid electrochemistry). That provides the ionic contact to the half-cell
that contains the reference electrode, which usually is placed outside the cell with
the working and counter electrodes. As this is very difficult in solid-state electro-
chemistry, special attention has to be given to the geometry of three-electrode cells
or to use the electrode test strategies, in which the electrode response can be
measured or calculated without using a three-electrode set-up. This is the subject of
the next section.

2.2 Electrode Testing

To avoid such problems, it is necessary to test the electrodes using a suitable
three-electrode set-up or a symmetrical two-electrode cell, which gives interpretable
results at OCV and in the overpotential region, where the current density is a linear
function of overpotential (Jørgensen et al.1999), even though all methods have their
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Fig. 4 Calculated potentials
versus fractional distance
across the electrolyte of a Ni|
YSZ|LSM SOFC. The
symbols in Fig. 3 are used for
the potentials. The three cases
are: a OCV, b fuel cell mode,
and c electrolysis cell mode.
In b and c, the OCV
potentials are also plotted as
dotted curves (Jacobsen et al.
2014)
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shortcomings. Some examples of useful set-ups for studying electrode performance
are briefly presented here. The set-ups are based on zirconia pellets with an elec-
trode arrangement suitable for three-electrode studies. The simplest type—“pellet
with a belt”—is illustrated in Fig. 5. This can only be used in one atmosphere
compartment set-up, and it is therefore absolutely important to monitor pO2 con-
tinuously using a pO2 sensor placed in the test compartment.

Another more sophisticated three-electrode set-up with two atmospheres is
sketched in Fig. 6. If pure oxygen (1 atm.) is used in the counter and reference
electrode compartment, then this set-up is a genuine three-electrode set-up. It is a
correct geometry, and the gas composition is constant during testing. Such
pellet-like geometries, where the reference electrode can be suitably placed (in a
bore as in Fig. 6 or as a ring around the pellet in Fig. 5), are suitable for funda-
mental studies of electrode kinetics. The pellet-like test cell geometries suffer from
two disadvantages; it is difficult to ensure that the fabrication process for the
electrodes used is identical to the one used for the technological larger scale full
cells, and the ohmic resistance between the working and the reference electrodes is
quite substantial which may result in a “signal-to-noise” problem, when very high
performing electrodes are studied.

To measure a particular electrode performance in detail, a symmetrical cell with
identical electrodes on each side of the electrolyte can be used as shown in Fig. 7.
This has a platinum mesh to ensure good contact with the electrodes and two
platinum wires coming out from each side of the cell, one to measure current and
the other for potential determination. Such a test cell is well suited for electrode
development work, because there is no ambiguity about the source of electrode
properties and performance in this case. However, its use is limited to the inves-
tigations close to OCV, where the electrode loss does not depend on whether it is
anodic or cathodic polarized.

Fig. 5 Illustration of a simple three-electrode set-up. This can naturally only be used in a one
atmosphere compartment, and therefore, it is important to continuously monitor the pO2 in this
compartment. The reference electrode may be a Pt-wire, which must be strictly parallel to the edge
of the electrode
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Fig. 6 Sketch of a three-electrode set-up based on a cylindrical YSZ electrolyte pellet, which is
held between two alumina tubes that are supplying each their gas to the three-electrode cell. In
order to make the composition of the reference and counter electrodes gas independent of the gas
conversion on the counter electrode, it is recommended to use pure oxygen. In principle, other
materials and gases may be used in such a set-up

Fig. 7 A symmetrical two-electrode cell arrangement for measurements near OCV, i.e., inside the
potential regime of polarization voltage in which the current density—overvoltage curve is linear
for the tested electrode type
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3 Cells and “Short” Stacks—Geometries, Test Setup,
and Conditions

This section describes possible test set-up and cell assembly. Furthermore, focus
will be on the probing of voltages and temperature, sealing and contacting of the
cell; all important aspects of proper cell testing for obtaining reliable results; also
including the aspect of impurities.

3.1 Test House and Cell Assembly for Full Cell Test

For testing of planar SOC, a test house and cell assemblies as illustrated in Fig. 8
can be used. As illustrated in Fig. 8a the cell will be sandwiched in between a fuel
and air distributor (grooved) plates or meshes, and these are contacted with plat-
inum or gold foil and Ni foil for the fuel side. The cell is sealed using glass seals
(gas tightness) along the edges between two alumina blocks that constitute the cell
house. This ensures that fuel and air are led to the electrodes and not simply mixed
in the test house. The alumina blocks have built in gas channels for air (or oxy-
gen) inlet and outlet and for fuel inlet and outlet. Different designs for test housing
and cell assembly can be found in literature (Jensen et al. 2009a, b; Ebbesen et al.
2010; Kornely et al. 2011) but based on similar concept, i.e., the cell sandwiched
between gas distributors and current collecting foils and applying sealing to avoid
mixing of fuel and air. The whole assembly shown in Fig. 8 is subsequently
enclosed in a furnace within a ventilated hood into which gases are fed from a
manifold system. This allows a range of gasses to be led to the fuel side, e.g., H2,
O2, N2, CO, CO2 and CH4 and to the oxygen electrode side, e.g., air, O2 and N2.
For humidification, H2 can be led through a thermo-stated water bubbler, hydrogen
and oxygen can be mixed in the fuel inlet tubing, or an external evaporator can be
connected. For safety reasons, the ventilated hood should be equipped with sensors
to monitor possible H2 and CO leakages and monitor proper ventilation.

For stack testing, there are several examples on results—experimental and
modeling—that illustrate the importance of awareness of the choice of flow design
and geometries, e.g., cross-flow versus co-flow versus counter-flow, when con-
sidering temperature profiles (Lawlor 2013; Zhang 2012; Kromp et al. 2011). The
effect of chosen flow geometry will be much smaller when considering single cell
test compared to testing of large stacks. Besides considering air and fuel flow
directions, it is also worthwhile to consider the applied flow field design given by
the chosen gas distributor plates, meshes, or interconnects. As illustrated in Fig. 9
via experimental data and results from modeling (Kornely et al. 2011), the flow
field design obtained by different design of gas distributor plates for single cell test
can have a significant influence of obtained cell performance.
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Fig. 8 a The assembly of cell and gas distribution plates in a cross-flow pattern with varying
choice of gas distributors and solutions for sealing for 53 × 53 mm2 single cells (Ebbesen et al.
2010) and b for a design-wise different test set-up/geometry for a 10 × 10 mm2 single cell (Kromp
et al. 2011)
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3.2 Voltage Probes

The drawing of alumina blocks in Fig. 10 shows the number and position of voltage
probes, and probes for current pickup in the test house corresponding to the cell
assembly shown in Fig. 8a. The voltage difference between voltage probe 1 and 3

Fig. 9 Different flow field designs and their effect on cell performance (Kornely et al. 2011)
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will monitor the voltage across the cell at the fuel inlet part of the cell while the
voltage difference between probe 2 and 4 will monitor the voltage across the cell at
the fuel outlet part of the cell.

Placing two or more voltage probes on the same side of the cell enables the
measurements of the in-plane voltages, e.g., the voltage difference between probe 3
and 4 in Fig. 10 will measure the in-plane voltage difference between inlet and outlet
for the fuel side of the cell. This voltage difference will of course be small compared
to the cell voltage but in-plane voltage measurement will provide information on
differences in current density from one region of the electrode compared to another
region of the same electrode. Measuring, e.g., the fuel side in-plane voltage (probe 3
and 4 in Fig. 10) is advantageous in the analysis of differences in fuel electrode
performance along the fuel flow, e.g., in cases where impurities in the gas phase are
investigated as reported in literature (Jensen et al. 2009a, b; Ebbesen et al. 2010;
Rasmussen and Hagen 2010; Hauch et al. 2014). Furthermore, such extended
probing for single cell test as illustrated in Fig. 10 combined with the proper AC
characterization of cell performance (see Sect. 5) enables detailed modeling of the
cell performance and effects of the impurities when combined with models for the
corresponding equivalent circuit as illustrated in Fig. 10 (Jensen et al. 2009a, b).

3.3 Temperature Measurements

Ideally, one would like to measure the temperature in the active electrodes upon cell
testing; however, in practice, holes will typically be drilled in the alumina blocks for
test housing and thermocouples will be placed similar to the voltage probes, i.e., in
the cell assembly but not in the electrodes themselves. This enables measurements of
the cell temperature during testing, e.g., during characterization via polarization
curves as illustrated in bottom part of Fig. 11 (Ebbesen and Mogensen 2013).

Fig. 10 Positions for voltage probes and current pickup for planar single cell test geometry given
in Fig. 8a and sketch of corresponding electric circuit (Jensen et al. 2009a, b)
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Notice how the cell temperature increases almost 10 °C during the fuel cell mode
part of the polarization curve (exothermic reaction and joule heating) while slight
decrease in cell temperature is observed during the majority of the electrolysis mode
part of the polarization curve (cooling due to the endothermic reaction but partly
counterbalanced by the increased joule heating upon increased current density). The
left part of Fig. 11 clearly illustrates the issue of inaccurate temperature measure-
ments due to the position of the thermocouples “away” from the spot of the elec-
trochemical reactions. In Fig. 11, impedance spectra are recorded with intervals of
0.1 A/cm2 between −0.5 A/cm2 (electrolysis mode) and 0.5 A/cm2 (fuel cell mode),
and at each current density, the cell temperature was measured by thermocouples
close to the cell via drilled holes in the alumina test house and plotted as “+” in
Fig. 11 (top). Furthermore, the ohmic resistance was obtained from each of the
recorded impedance spectra, and from the obtained ohmic resistance, the corre-
sponding change in cell temperature was calculated (based on materials’ conduc-
tivity). Applying this alternative way of calculating the cell temperature, Ebbesen
and Mogensen (2013) clearly illustrate the differences between temperatures mea-
sured by thermocouples “outside” of the cell and the actual temperature that can be
expected in the active electrodes and electrolytes during DC characterization.

Fig. 11 Temperature measurements during IS at different currents (i.e. measurements of ohmic and
polarization resistances at increasing current load) and temperatures calculated based on the changes
in the ohmic resistance obtained from IS during step in current (top) and temperaturemeasured during
an IV-curve (Ebbesen and Mogensen 2013). Be aware of the different scaling for the two graphs
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3.4 Sealing, Contacting, and Current Collection

Sealing of the cell assembly can be obtained by glass seals as illustrated in Fig. 8a
by glass bars or glass felt that softens upon heating. Appropriate glass composition
will typically depend on start-up temperature profile (including reduction temper-
ature). A variety of glass compositions have been tested and reviewed for SOC
sealing applications as described in literature (Schilm 2010; Chou et al. 2007; Reis
et al. 2010; Nielsen et al. 2007). From a test point of view, the aim of the glass seal
is of course gas tightness; however, from an electrode characterization point of
view, one should pay attention to the fact that glass seals can contribute with
undesirable impurities being led in the gas phase to the electrodes during testing
especially during electrolysis operation as described in literature (Hauch et al. 2007;
Wiedenmann et al. 2010). Minimizing the glass area exposed to the gas stream is
recommendable and alternative sealing materials (e.g., gold) can be considered.

Proper current collection and contacting of the cell for single cell testing is
necessary in order to avoid misinterpretation of cell performance results. Resistance
due to the contacting of the cell will contribute to the overall resistance of the cell as
described in literature (Barfod et al. 2006). This will affect the quantification of the
ohmic resistance and the corresponding activation energy, Ea(Rohmic). The ohmic
resistance contribution from contacting the cell will of course depend on the exact
set-up but typically be in the range of 20 m Ω cm2 in the temperature range
700–850 °C (Barfod et al. 2006).

Furthermore, non-optimal contacting where, for instance, part of a larger cell is
not contacted at all will lead to higher current density in the contacted regions of the
cell compared to the nominal current density set by the cell tester, i.e., only smaller
regions of the cell will be tested but at different test conditions than those set by the
operator/cell tester, inevitably giving misleading results for the cell performance.

3.5 Galvanostatic Test Versus Potentiostatic Test

Here, the important concepts of overpotential and polarization have to be defined
before discussing the pros and cons of galvanostatic test versus potentiostatic test.
The term “polarization” is used for the whole cell and for any of the cell component
that gives rise to a loss in voltage, when the cell is electrically loaded. The concept
“overpotential” (the same as “overvoltage”) makes only sense for the electrodes that
have an equilibrium potential at a given set of conditions. Thus, when the potential
is moved away from this equilibrium, the electrode potential will change away from
the equilibrium value, and the value of the change away from equilibrium is called
the “overpotential.”

The electrochemical driving force of an electrode process is the overpotential, and
the current density is reflecting the resulting reaction rate. Thus, the natural test
method should be potentiostatic (constant voltage), but due to historical reasons and
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the easiness of doing galvanostatic (constant current) tests, almost all reported cell
tests have been galvanostatic. The galvanostatic test results may be significantly
different from the potentiostatic, because a change in driving force (overpotential)
may cause changes in electrode mechanisms during the test. Thus, at high current
density, degradation over time may push the electrode overvoltages to a level where
an electrode potential will exceed the stability limit of the electrode and/or the
electrolyte material, and the electrode or the whole cell may be destroyed (Knibbe
et al. 2010; Chen et al. 2013; Zhang et al. 2014; Hauch et al. 2016).

3.6 Other Types of Testing

Apart from simple performance tests and long-term durability tests, a number of
other test variations may be performed using the same cell (and stack) test set-up.
Some important types of tests are pressurized tests, redox tests, thermal cycling,
electrical load cycling, and fuel-cell-electrolysis-cell-mode cycling, e.g., using a
setup as shown in Fig. 8a.

Examples of pressurization tests have been published by Jensen et al. (2010) and
Sun et al. (2015) and an illustration of polarization curves for pressurized tests is
given in Fig. 12. The set-up is placed in a furnace inside an autoclave, which is
approved to a pressure of 100 bar. The autoclave is filled with flowing pure
nitrogen of the same pressure as the pressure in the electrode compartments, i.e., the
pressure must be the same inside and outside the cell test house. Naturally, the
testing with pressurized hydrogen, CO, and oxygen demands strong safety mea-
sures. A detailed description of this is comprehensive and too specialized to include
in this text, but it should be noted that it is possible to satisfy even the very strict
Danish safety rules for experiments inside a normal laboratory building. The
strategy behind is that the flow rate and volume of the nitrogen are so that if all
inflowing oxygen and hydrogen were mixed outside the cell house, then it would
take an appreciable amount of time before dangerous concentration levels of CO,
H2, and O2 would be reached. This is then combined with CO and H2 sensors that
stop the supply of H2 and/or CO if a certain very low concentrations of these are
detected. Furthermore, only so-called safety gas of N2 with maximum 9 % H2 is
allowed in the setup until the temperature is above 600 °C. Over that temperature,
H2 plus O2 will just burn with a simple flame, which will heat the test house. Then,
a separate thermocouple with the purpose of surveillance only will trigger a valve
that stops the H2 and CO flow.

The same basic strategy of safety thinking is behind the testing with pure H2 and
CO in general in order to tolerate testing such as redox test and thermal cycling as
these tests will, by nature, often end with a mechanical break down of the cell,
which will allow oxygen or air to mix with the fuel gases. Examples of redox
testing are given by e.g. Pihlatie et al. (2009) and of electrical load testing by
e.g. Hagen et al. (2006), and examples of temperature cycling can be found in
literature as well. Examples of fuel-cell-electrolysis-cell-mode cycling are more
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rare, but a recent study has been published by Graves et al. (2015). In case of
switching between fuel cell and electrolysis modes, extra gas supplies of steam and
CO2 are necessary. Otherwise, it is mainly the careful test planning, which will be
different for the different types of testing.

3.7 Impurities

Both fuel electrodes and oxygen electrodes of SOC may be poisoned by many
compounds coming from many sources, and even though the set-up and gases used
are believed to be very clean, realities have often revealed the contrary.
Unfortunately, there is seldom a simple procedure, which can clarify the reason and
origin for an observed degradation over time. It is even difficult to figure out
whether it is a poisoning initiated or another reason that is the cause of an observed
degradation. One source of impurities is the cell itself. No material is totally pure.
At least some trace elements will be present, and practically, “pure” materials will
most often contain some impurities on the level of 100 ppm or more. Some
impurities will be able to segregate from the surface and/or interface of electrodes
and electrolyte. A relative simple set-up to test materials for any impurities, which
in particular tend to segregate to surfaces and triple phase boundaries (TPB), is

Fig. 12 Polarization curves
(IV-curves) at various
pressure at 850 °C, H2/
H2O:50/50, air to the oxygen
electrode. Ni/YSZ|YSZ|
LSM/YSZ-based and fuel
electrode-supported planar
SOC (Jensen et al. 2010)

48 A. Hauch and M.B. Mogensen



sketched in Fig. 13, and results for two different impurity levels of Ni-wire elec-
trodes on a YSZ electrolyte are shown in Fig. 14. The main part of the rim ridge in
the left part of Fig. 14 originates from the 99.8 % pure (i.e., impure) Ni wire, while
the much smaller rim ridge in the right part of Fig. 14 probably originates from the
YSZ and is believed to consist mainly of SiO2 (Hansen et al. 2004).

In spite of the differences, both TPB look fully blocked, but actually some
current can pass even in such model electrodes. Fortunately, the situation is much
less critical in a Ni–YSZ cermet electrode, because the ratio between the TPB

Fig. 14 AFMmicrographs of the YSZ side of Ni–YSZ interfaces after few days of testing at 1000 °
C in wet hydrogen (97 %H2/3 %H2O); left 99.8 % pure Ni, right 99.995 % pure Ni. The electrolyte
contained <100 ppm impurities. The rim ridges consist only of impurities like SiO2, TiO2, andNa2O.
Notice the different scale in the two figures. From (Hansen et al. 2004; Vels Jensen et al. 2001)

Fig. 13 An illustration of model electrode made by a bent Ni wire pressed onto an electrolyte
pellet of YSZ as used at Technical University of Denmark. The YSZ have been a simple pellet
shape instead of the slightly complicated pellet made for three-electrode setup. Modified from
(Vels Jensen et al. 2001)
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length and the volume of materials is much bigger for a cermet with submicron
particles than in these model electrodes; yet, the TPB will probably not be really
clean in any case, and the impurities seen using the model electrodes may also be
found in Ni–YSZ electrodes using, e.g., TEM (Hauch et al. 2008).

An example of how to test for—and the effect of—impurities coming from a fuel
electrode gas stream is presented in Fig. 15. The as-provided-gas was analyzed by
gas chromatography, but only sulfur with a concentration just about the detection
limit of ca. 20 ppb was measured. However, the test with clean CO + CO2, which
was cleaned using a filter consisting of fine electrode powder of Ni–YSZ in the
“next experiment,” proved that the degradation was caused by impurities in the
as-provided-gases, and the electrode was stable under same test conditions but
applying cleaned gases (Ebbesen and Mogensen 2010).

4 Area Specific Resistance (ASR)1

4.1 The Concept of Area Specific Resistance (ASR)

A fuel cell stack can be regarded as a “black box” into which hydrogen (gas) and
oxygen (air) are inputs and electricity and exhaust gases are outputs. For such a
stack, ASR is defined as:

ASR ¼ Emf � U
i

ð2Þ

Fig. 15 A sketch of the influence of gas impurities in durability test of cells in electrolysis mode.
The as provided gas contained a few ppb of sulfur (about the detection limit), and the other gas was
cleaned using a scrubber of hot Ni–YSZ electrode powder. Modified from (Ebbesen and
Mogensen 2010)

1 Based on previous work by Mogensen and Hendriksen (2003).
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where Emf is the electromotive force with the inlet fuel and air, and U is the cell
voltage at the current density, i, at the design point. A possible design point, might
be 0.6 V at 1000 °C, a fuel utilization of 85 %, and an air flow of 4 times the
stoichiometric amount (“4 stoichs”).

The cell voltage, U, should be measured independently from the leads carrying
the current, i.e., separate potential probes should be used. This ASR is in most cases
not very sensitive to small variations in cell voltage and fuel utilization. By
determining the ASR at a few different temperatures, apparent activation energy,
EA, may be derived. Thus, in a voltage interval (say from 0.5 to 0.7 V) and a
temperature interval (say from 650 to 1050 °C), the cell may be characterized, with
fair approximation, by only two characteristic numbers, namely ASR at one tem-
perature and EA. In case the I–V-curve is concave, it may be tempting to use a
differential ASR (i.e., the tangent) at high current densities as this gives a nice low
value. Such a number has the drawback that it does not reflect the cell performance
over the full polarization range as does the quantity defined by Eq. (2).

Sometimes, cell tests are conducted with very low fuel and air utilizations,
because these are easier to perform than the “realistic” tests with high fuel uti-
lization. In case of insignificant fuel and oxygen utilizations, the relevant definition
of ASR is again that of Eq. (2), but the insignificant utilization makes this value
incomparable to ASR derived from experiments with high fuel utilization, because
the concentration polarization resistance due to the fuel and air conversion can be a
considerable fraction of the total cell resistance. Thus, it is, in general, necessary to
specify also the fuel and oxygen utilization together with temperature and apparent
activation energy. Furthermore, using almost dry hydrogen, as is the common
practice for SOFC tests, it is not easy to conduct experiments with a real negligible
fuel utilization, since even small current densities will create enough water to
change significantly the Emf of the hydrogen/water fuel gas versus air, e.g., if the
inlet gas contains 0.1 % H2O and the fuel utilization is 0.1 %, this changes the
H2O/H2 ratio by a factor of 2, which in turn changes the Emf by 34 mV at 850 °C.
Therefore, in order to be able to compare results for different fuel utilizations, the
ASR value should be corrected for the effect of fuel utilization. Before describing
how this may be done, various contributions to the total ASR are examined below.

ASR may be divided into ohmic resistance, Rs, and electrode polarization
resistance, Rp. The ohmic resistance originates from the electrolyte, the electrodes
materials, and the current collection arrangement. This is very much dependent on
geometric factors such as thickness of the cell components and the detailed
geometry of the contact between the current collection and electrodes, and between
electrodes and electrolyte as current constrictions may be important (Primdahl and
Mogensen 1998). The electrode polarization resistance is further divided into
contributions from the various rate-limiting steps. Thus, ASR can be broken down
into five terms:
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ASR ¼ Relyt þRconnect þRp;elchem þRp;diff þRp;conv ð3Þ

where Relyt is the electrolyte resistance calculated from the measured specific
conductivity and the thickness; Rconnect = Rs − Relyt is the resistance due to the
non-optimized contact and current collection; Rp,elchem is the electrode polarization
originating from all the limiting chemical and electrochemical processes on the
electrode surfaces, in the bulk electrode material and on the electrolyte–electrode
interfaces, and Rp,elchem contains contributions from the oxygen electrode
(Rp,electrochem; ox.electrode) as well as the fuel electrode (Rp,electrochem; fuelelectrode); Rp,

diff is the contribution from the gas phase diffusion; and Rp,conv is the contribution
due to the gas conversion, i.e., fuel oxidation and oxygen reduction. This division
of ASR is based on what is possible to measure and calculate reliably rather than on
any physical or electrochemical basis. Some terms in Eq. (3) can therefore be
thought of as “equivalent resistances,” e.g., the Emf drop due to the changes in gas
composition resulting from the fuel utilization is translated into an equivalent
resistance. Depending on the exact type of electrode, different types of contributions
are possible as derived from more basic electrochemical point of view. For
example, current constriction may be important if the electrode has coarse porous
structure but of less or no importance in case of a fine-structured electrode. In one
type of oxygen electrode, the surface diffusion may be important, but in another the
diffusion of oxide ions (and electrons) through the electrode particles may cause the
main polarization loss. Values for “Eq. (3)”—ASR contributions for an fuel
electrode-supported cell with a 300-μm-thick support fed with H2 (with 20 % H2O)
are given in Table 1 for different temperatures at OCV and at a current density of

Table 1 Contributions to ASR for an anode-supported full cell having a multilayer tape cast
anode half-cell sintered at 1295 °C and a screen printed LSCF/CGO cathode (Ni/YSZ|YSZ|
CGObarrier|LSCF/CGO)

Resistances (Ω cm2) 850 °C OCV 750 °C OCV 650 °C OCV 750 °C 0.63 A/cm2

Rs (Relyt + Rconnect) 0.051 0.113 0.328 0.109

Rp,electrochem; oxelectrode 0.017 0.035 0.099 0.025

Rp,electro.chem; fuelelectrode 0.029 0.076 0.287 0.054

Rp,diff 0.029 0.025 0.030 0.010

Rp,conv. 0.062 0.059 0.062 0.043

ASRTotal 0.188 0.308 0.806 0.241

The cell was characterized at 850, 750, and 650 °C in a single cell test setup as illustrated in
Figs. 8a and 10. Values for ASR contributions are based on CNLS equivalent circuit model fitting
to experimental impedance spectra (Birkl 2012) (Master thesis by Christoph Birkl, supervised by
Dr. Anne Hauch. This thesis is available via DTU Library, Technical Information Center of
Denmark, Anker Engelundsvej 1, building 101, DK-2800 Kgs. Lyngby, Denmark). Results are
obtained at a p(H2)/p(H2O) ratio of 80/20, air to the oxygen electrode, and a fuel utilization of
*23 % at 0.63 A/cm2. Estimated error for the resistances * ±0.004 Ω cm2
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0.63 A/cm2; all numbers based on impedance spectroscopy data recorded on the
same cell (Birkl 2012).

It is observed that the contributions from the concentration polarization, i.e.,
Rp,diff and Rconv. is dominating at 850 °C but not at 750 and 650 °C. In an
electrode-supported cell, the limitation of gas diffusion through the support is a cell
relevant resistance, whereas Rconv. results from operation demands and choice of
test set-up geometries, and it is thus of special interest to be able to correct ASR for
the effect of fuel conversion.

If a significant amount of fuel is consumed in the cell (or stack) under test, a
resistance derived on the basis of Emf of the inlet gas [c.f. Eq. (2)] will be an
overestimation of the “true” cell resistance. The larger the fuel utilization, the larger
will be the overestimation. A comparison between cell test results obtained under
different and non-negligible fuel utilizations must thus, to be meaningful, be based
on a resistance measure, ASRcor, where the effects of changes in gas composition
over the cell area have been taken into account. How the correction is applied
depends on how the gases are fed to the cell. Here, two idealized cases are con-
sidered, namely the case where the fuel compartment may be considered a con-
tinuously stirred tank reactor (CSTR) or a plug flow reactor.

If the fuel compartment can be considered CSTR-like due to effective mixing
because of a turbulent gas stream and fast gas diffusion, ASRcor can be calculated
from the expression

ASRcor ¼ Emfavg � U
i

ð4Þ

where Emfavg signifies the average Emf, which in this case is the same as the Emf of
the outlet gas. An example of such conditions is reported elsewhere (Primdahl and
Mogensen 1998).

The plug flow case is slightly more complex. Under the assumptions that the
local ASR is independent of the position along the fuel and air flow channels, and
the flow pattern is co-flow, ASRcor may be calculated from the expression (Solheim
et al. 1991):

ASRcor ¼ i
Xi
H2

� Xo
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here X is the molar fraction, Pa is the air pressure, and superscripts i and o signify
inlet and outlet, respectively. Nf and Na are the molar flows of fuel and air.
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The assumption of a position-independent local ASR is an approximation, which
is not always justifiable. Part of the fuel electrode polarization resistance is
dependent on fuel composition. However, often this part is small. If the cell is not
isothermal, the local resistance will vary with position due to its temperature
dependence. Also, the actual flow pattern may be much more complex than just
co-flow. Even so, if the fuel utilization is large, ASRcor derived from Eqs. 4 to 5
will always be a better characteristic of a cell than a value derived neglecting the
fuel utilization [Eq. (2)]. More precise evaluation of ASRcor requires a rigorous 3-D
modeling of the cell test.

For the purposes of evaluating Eq. (5), the integral may be approximated by a
sum (Mogensen et al. 1999):

ASRcor ¼ i
N

XN�1

j¼0

1
Emf ðXH2ðjÞÞ � U

( )�1

ð7Þ

where Emf ðXH2ðjÞÞ is given by Eq. (5) with

XH2ðjÞ ¼ Xi
H2

þ jþ 1
2

N
Xo
H2

� Xi
H2

� �
ð8Þ

The more terms are included in the sum, the better the approximation.
A “first-order” correction for the effects of finite fuel and air utilizations may be

obtained by taking only one term in the sum in which case ASRcor should be
evaluated from Eq. (4) with

Emfavg ¼ E0 � RT
2F

ln
�PH2O

�PH2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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p
( )

; ð9Þ

where the bar indicates the “average,” i.e.,:
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If there are no significant leaks in the cell or the test equipment, then both fuel
and air utilization, and from this the compositions, may be calculated from the flow
rates and the current using Faraday’s law. Alternatively, the composition of the
outlet fuel and air may be obtained by gas analysis. The conversion resistance,
Rp,conver, may be calculated using the concept of Emfavg:

Rp;conver ¼ Emfinlet � Emfavg
i

ð11Þ

However, the anisotropic nature (temperature, gas composition, and current
flow) of a real cell under current flow often invalidates this simple approach. Gas
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conversion under electric load causes an uneven distribution of the current density
with decreasing current density in the downstream direction. Fuel composition
gradients over the cell originating from leaks cause different driving potentials at
different points. In extreme cases, this may result in high Emf areas driving low
Emf areas in electrolysis mode. Thus, internal currents may flow in the cell even at
OCV. Gas leaks in the cell also affect the current density distribution under load
and cause localized heating by combustion. For tubular cell designs with high
in-plane resistance, the current density distribution may be affected; furthermore,

Fig. 16 IV-curve at 750 °C, air to the cathode and p(H2)/p(H2O):80/20 and 95/5 to the fuel
electrode for a planar Ni/YSZ|YSZ|CGOba|LSC/CGO-based cell. a IV-curve and the correspond-
ing power density curves and b corresponding fuel utilization corrected ASR and ASR values
based on the secant of the IV-curves (Data from DTU Energy, Technical University of Denmark)
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the temperature may not be constant over the whole cell length with flowing gases
adding to the inhomogeneity of the current density.

4.2 Fuel Utilization Corrected ASR

Modeling can simplify or reduce the extent of experimental tasks and predict likely
behavior under a broad range of test conditions. However, subsequent validation by
comparison with relevant cell and stack data is always important.

An example of the magnitude of Rconv. is illustrated in Fig. 16, which shows I–V
characteristics obtained in hydrogen with either 20 or 5 % water vapor for a fuel
electrode-supported cell. Both the ASR deduced directly from the curves via
secants of the IV-curves and ASR corrected for the fuel conversion [Eqs. (7) and
(8)] are shown in Fig. 16. The correction for Rconv. in the case of 20 % H2O is in
this specific case ca. 30–35 m Ω cm2, reflecting the gas composition dependence of
the Nernst voltage. After correcting for the effect of non-negligible fuel utilization,
the cell resistance is still significantly smaller when measured with 20 % water in
the feed than with 5 %. This reflects a gas composition dependence of some of the
loss terms in Eq. (3). Further data and illustration of IV characteristic at different
hydrogen steam ratios to illustrate this can be found in the work by Hendriksen
et al. (2003), where it is argued that the observed composition dependence is
primarily due to the composition dependence of the diffusive losses on the fuel
electrode side (diffusion overvoltage), and it is shown how one may utilize char-
acteristics obtained with different water vapor/hydrogen ratios to assess the mag-
nitude of the diffusion loss (Hendriksen et al. 2003).

5 Methods for Characterization of Electrodes, Cells,
and Short Stacks

This section will describe typical DC (polarization curves) and AC (impedance
spectroscopy) characterization methods for electrodes and cells followed by a short
section on complementary non-electrochemical characterization techniques. The
focus will be on the practical aspects of obtaining proper and reliable impedance
data and “intelligent” use of impedance spectroscopy for single cell characteriza-
tion. For a comprehensive and more theoretical description of different polarization
losses, which can be measured by impedance spectroscopy, the reader is referred to
the literature (Nielsen and Hjelm 2014; Barfod et al. 2007; Kromp et al. 2011;
Primdahl and Mogensen 1998; Primdahl and Mogensen 1999; Jacobsen et al. 2008;
Jensen et al. 2009b; Huang et al. 2007).
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5.1 DC Characterization/Polarization Curves

A typical result from a single cell test is a polarization curve also called current
voltage curve (IV-curves). Figure 16 shows typical IV-curves for a planar Ni/YSZ|
YSZ|CGOba|LSC/CGO-based SOC at 750 °C. The IV-curve will provide data for
the performance of the SOC over a large polarization range; however, a comple-
mentary technique such as electrochemical impedance spectroscopy is necessary to
analyze the different contributions to the total performance loss in detail. Figure 16
also shows the corresponding power density curve and the fuel utilization corrected
ASR calculated from the IV-curve data. Often, the results of screening and per-
formance tests are reported in terms of power density (W/cm2) figures, and cor-
responding values for the maximum power densities are extensively quoted.
However, this measure can be confusing, because power density varies greatly with
fuel composition and with electrode polarization. The IV-curves for SOCs are often
more or less linear, and therefore, allow an interpretation in terms of ASR. Even
though ASR has no generally accepted definition, it is much less dependent on test
conditions than power density, and it is preferable to use it to compare screening
test results. The concept of ASR was discussed in the previous section. As stated in
the previous section, the ASR value can be calculated in different ways, e.g., based
on: (a) the chord from a given cell voltage, e.g., 700 mV to Emf using Eq. (2), (b) a
differential ASR (i.e., the tangent) at, e.g., 700 mV, or (c) the fuel utilization
corrected ASR at, e.g., 700 mV using Eq. (7).

From the IV-curves in Fig. 16, the fuel utilization can be calculated using
Faradays law. The maximum current in this case of Fig. 16 only corresponds to
approximately 56 % fuel conversion, and there is no notable sign of fuel starvation.
The limit for maximum fuel utilization without notable loss due to the fuel star-
vation will of course depend on both the chosen design for the fuel flow and the cell
microstructure. For cells as those applied for data for Figs. 16 and 22, the fuel
starvation will typically only appear for fuel utilizations above 90 %. In the case
illustrated in these two figures, the half-cell microstructure is comparable with
previously reported, i.e., an approximately 300-µm-thick anode support layer with a
porosity of 25–30 % and a 10–15-µm-active fuel electrode with a porosity down to
14 % (Hauch et al. 2012). Furthermore, IV-curves can be a useful tool in investi-
gating leak problems in cell testing (Sect. 6).

5.2 AC Characterization/Electrochemical Impedance
Spectroscopy

It is a non-trivial task to break down the total loss measured on a single cell into its
components using the results from electrode testing and polarization curves of full
cells. Impedance spectroscopy on full practical cells is, however, a technique by
which a breakdown of losses can be made. General introduction to impedance
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spectroscopy can be found in literature (Macdonald and Barsoukov 2005), and the
following text will focus on the application for SOC characterization purposes.
Impedance spectra obtained on a full SOC (or even a half-cell or symmetric cell) are
difficult to interpret due to many processes involved and partly overlap in frequency
range for these processes. Therefore, at least the following three aspects should be
considered when applying electrochemical impedance spectroscopy for analysis of
SOC: (1) proper impedance spectroscopy measurements, (2) intelligent use of
different test conditions to analyze differences in contribution of losses, and
(3) modeling the experimental impedance data to obtain the quantification of the
breakdown of losses.

Regarding aspect 1, this includes measurements in the relevant frequency range,
i.e., typically from 100 kHz to 0.1 Hz for SOC with an appropriate number of
points recorded per frequency decade (i.e., 10–15 points per decade) if quantitative
analysis is desired. Frequencies should be set to minimize effects of electronic noise
from other electronic devices in the cell test rig. Furthermore, the signal amplitude
of the AC signal for the impedance measurements should be adjusted to be small
enough to provide a small perturbation in the linear region of the system and still be
large enough for a reasonable signal-to-noise ratio (Huang et al. 2007) e.g. for
a cell with the performance as given in Fig. 16 an AC signal amplitude of
*40 mV will be appropriate. The signal-to-noise ratio will of course also be
optimized by running many cycles at the same frequency, e.g., 50–200 cycles
depending on frequency range and time available for the measurement.

Regarding aspect 2, intelligent use of impedance spectroscopy at different test
conditions provides valuable information on different processes constituting the
total loss and gives necessary input to a subsequent quantitative modeling of the
impedance response from an SOC. Impedance spectra at different temperatures but
same gas compositions will enable the calculations of the activation energies and
typically enable the separation of non-thermally activated processes (e.g., physical
processes such gas diffusion) from thermally activated processes (e.g., electro-
chemical processes in the electrodes). Impedance spectra at different gas compo-
sitions can be used to analyze the different polarization losses’ dependency of gas
composition and “one electrode sided” gas changes can be used to separate which
impedance contributions originate from each of the electrodes for a full cell test.
Analysis of differences in impedance spectra [ADIS, (Jensen et al. 2009b, 2007)]
can, e.g., by use of impedance spectra at different gas compositions, be used
qualitatively to analyze which part of a full cell that degrades. Figure 17 provides
examples of using analysis of differences in impedance spectra (ADIS) upon
changing gas composition at one electrode at the time, before and after long-term
fuel cell test. It is evident from Fig. 17 (top) that when changing from air to oxygen
for the LSM/YSZ-based oxygen electrode, a difference in impedance occur at a
frequency around 200 Hz, and this response is basically identical before and after
long-term test, indicating that the impedance from the oxygen electrode before and
after test is similar. The ADIS for the fuel electrode gas shift in the top graph of
Fig. 17 has several small peaks before long-term test [see also (Barfod et al. 2007)],
and the ADIS for the fuel electrode gas shift has changed dramatically after test,
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indicating that the fuel electrode has been severely affected by the long-term test,
and the main peak has decreased from around 800 Hz before test to around 80 Hz
after test. Figure 17 also provides an example of ADIS before and after long-term
electrolysis testing using different gasses. In this example, significant changes for
the impedance response for ADIS for both electrodes can be observed as a result of
long-term electrolysis testing.

Fig. 17 Top Analysis of differences in impedance spectra (ADIS) before and after fuel cell test
upon changing fuel gas composition between p(H2)/p(H2O):96/4 and p(H2)/p(H2O):80/20 and
oxygen electrode gas between air and O2. Gas change impedance spectra were recorded at OCV
and 750 °C before and after fuel cell test (Hauch et al. Hauch et al. 2011a, b), and (bottom) ADIS
before and after electrolysis testing (Hjalmarsson et al. 2013)
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The examples illustrated in Fig. 17 show how the use of impedance spectra at
different gas compositions can provide qualitative but model-independent,
electrode-specific information on different impedance contributions and assist in the
analysis of which electrode—or both electrodes—that degraded during long-term
testing, and provide information regarding the approximate summit frequencies for
several of the different losses contributing to the total polarization loss for the full
SOC.

Regarding aspect 3, to quantitatively characterize the different impedance con-
tributions, the impedance spectra are typically analyzed in terms of equivalent
circuit models applying a complex non-linear least squares (CNLS) fitting routine
(Sonn et al. 2008; Nielsen and Hjelm 2014; Jacobsen et al. 2008; Orazem 2008). As
an example, a resistor in parallel with a constant phase element (CPE) will typically
be used as an approximation to model the charge transfer reaction process at the
electrochemically active sites of the Ni/YSZ-based fuel electrode, and an example
of an equivalent circuit model applied for a full SOC is given in Fig. 18 and many
other examples can be found in literature. However, attention should be kept on the
fact that such impedance data treatment can be highly affected by the “operator” and
such impedance analysis should always be supported by complementary analyses
such as ADIS using different gas compositions and temperatures. That being said,
the results from the CNLS fitting of the impedance spectra applying equivalent
circuit models will provide valuable quantitative information on, e.g., resistances
and summit frequency for the different contributions to the total polarization loss.

Figure 19 illustrates a breakdown of losses for a fuel electrode-supported
Ni/YSZ|YSZ|LSM/YSZ-based cell at 850 °C based on the equivalent model
depicted in Fig. 18 in the current density interval from −0.5 to 0.5 A/cm2. Notice

Fig. 18 Example of an applied equivalent circuit model for a full Ni/YSZ-YSZ-LSM/YSZ-based
cell and the corresponding interpretation of processes and typical ranges for summit frequencies
(Barfod et al. 2007)
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the linearity of the IV-curve (DC characterization) also shown in Fig. 19 in the
current density range, in which impedance spectra were recorded (Ebbesen and
Mogensen 2013). The linearity of the cell response at the given conditions justify
the comparison of results from DC and AC characterization of the cell, and the
linearity of the IV-curve reveals that proper ASR can be calculated from the secant
ASR from the IV-curve (DC characterization).

A complementary way of analyzing impedance spectra is via distribution of
relaxation times (DRT) as described by Schichlein et al. (2002). This method can
advantageously be combined with ADIS and equivalent circuit modeling; however,
high quality impedance spectra are required for proper DRT analysis. Figure 20
shows an example of a Nyquist plot of impedance spectra and the corresponding
DRT plot. As evident from Fig. 20, the DRT plot provides a high frequency res-
olution that enables clear distinction between the many processes contributing to
the total polarization loss in the given full cell test. The area beneath the DRT curve
represent the resistance of the cell.

There will be cases where it is not possible to perform a breakdown of the losses
of a full SOC based on the measured impedance spectra, e.g., because of over-
lapping impedance contributions or quality of the spectra. However, there can still
be useful information to obtain from the impedance spectra in terms of the ohmic
resistance and the total polarization resistance of the SOC.

Fig. 19 Current density dependency of the different contributions to the total ASR of an fuel
electrode-supported Ni/YSZ|YSZ|LSM/YSZ-based cell. The results are based on the analysis of
impedance spectra at 850 °C, applying a H2O/H2:50/50 fuel (Ebbesen and Mogensen 2013)
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5.3 Concentration Polarization Contributions
to the Total Loss

Performance losses from processes like gas conversion and gas diffusion and
resistance contributions with a metallic-type dependency (e.g., from metallic con-
nections) are not thermally activated, i.e., they do not follow Arrhenius equation
type of behavior. These contributions to the total cell resistance will be the most
significant at higher temperature where contributions from the thermally activated
processes are the smallest (see e.g., in Table 1). This fact can be used to separate
and thereby also quantify, e.g., resistance contributions due to the gas diffusion
(non-thermally activated) from resistance contributions due to the electrochemical
processes in the oxygen electrode based on MIEC (thermally activated process)
which frequency wise can be overlapping at certain test conditions (Leonide et al.
2008; Nielsen and Hjelm 2014).

Fig. 20 Nyquist plot of impedance spectra and corresponding distribution of relaxation times
(DRT) plot upon dilution of fuel electrode gas with nitrogen for a fuel electrode half-cell at 950 °C
(Sonn et al. 2008)
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Losses due to gas diffusion (typically observed in the impedance spectrum in the
frequency range 10–100 Hz) will of course dependent on several microstructural
parameters such as porosities, tortuosity, and layer thicknesses as described and
modeled by several authors (Jacobsen et al. 2008; Bessler 2005) as well as gas
composition (Kromp et al. 2011). The gas diffusion impedance will typically be
small, i.e., in the range of 10–40 m Ω cm2 (Birkl 2012; Barfod et al. 2007) at
relevant test conditions for cells with fuel electrode-supported layer thicknesses of
*300 μm and larger for thicker anode support layers.

5.4 Thermally Activated Contributions to the Total Loss

The thermally activated processes include resistance contributions originating from
the electrolyte and the two electrodes. The resistance due to the electrolyte (con-
duction of ions) is often denoted ohmic resistance or series resistance, and from a
cell testing and characterization point of view, it is worthwhile to notice that the
activation energy for this electrolyte resistance can easily be affected by

Fig. 21 Temperature dependency of the different contributions to the total ASR of an anode-
supported Ni/YSZ|YSZ|LSCF/CGO-based cell (Leonide et al. 2008)
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non-thermally activated resistance contributions from, e.g., contacting of the cell
which will also contribute to the ohmic resistance. Figure 21 shows a breakdown of
losses for a fuel electrode-supported Ni/YSZ|YSZ|LSCF/CGO-based cell at OCV
(Leonide et al. 2008) in the temperature interval from 760 to 860 °C. The results
shown in Fig. 21 are based on the analysis of impedance spectra and illustrate the
thermal activation of the electrochemical processes in the fuel and oxygen
electrode.

5.5 Complementary Characterization Techniques

The characterization techniques described above are in situ electrochemical char-
acterization of the performance and characteristics of an SOC. It is desirable to
supplement the in situ electrochemical characterization with non-electrochemical,
and mainly ex situ, characterization of the cells which can provide complementary
information, e.g., on cell degradation mechanisms, typically microscopic and
spectroscopic methods (Leng 2008).

Electron microscopy is widely used for studying SOC on a nano- and
micrometer scale both as feedback for processing optimization and start-up profile
optimization (Hauch et al. 2012; Jiao and Shikazono 2015; Jørgensen et al. 2015)
and for investigation of aging and degradation of cells (Chen et al. 2013; Liu and
Jiao 2005; Hauch et al. 2008; Tietz et al. 2013; Knibbe et al. 2010; Shimura
et al. 2014). Besides more traditional, SEM investigation of electrodes which can
also include quantitative image analysis (Holzer et al. 2011; Iwanschitz et al. 2012;
Faes et al. 2009), more specialized SEM imaging techniques can also be used to
gain information on the percolation of, e.g., the Ni network as described by Thydén
et al. (2008), and illustrated in Table 2.

In recent years, combined focused ion beam (FIB) milling and SEM imaging have
also been used to make 3D reconstructions of electrode structures (Wilson
et al. 2006; Shearing et al. 2010a, b; Jørgensen et al. 2015; Shimura et al. 2014;
Jørgensen et al. 2010) leading to very detailed and quantitative information on the
active TPB lengths, particle size distributions, tortuosity etc. in a given electrode
structure. Such data may advantageously be used to investigate an electrode
microstructure before and after long-term test and be correlated to the electro-
chemical characterization obtained during long-term testing. An example of the use
of 3D reconstructions of electrodes is given in Table 2. Over the last decade, there
have also been several examples of applying transmission electron microscopy
(TEM) for the analysis of SOC which enables, e.g., investigation of nano-sized
impurities in the electrode structures, oxygen “bubbles” formation in the electrolyte,
and formation of undesirable secondary phases, (Knibbe et al. 2010; Hauch et al.
2008; Liu and Jiao 2005) and even examples of in situ studies of NiO reduction
using TEM (Jeangros et al. 2012). Besides electron microscopy, techniques such as
scanning tunneling microscopy (STM) (Hansen et al. 2013; Khabibulakh et al. 2009;
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Cai et al. 2011) and scanning probe microscopy (Wu et al. 2013) have also been used
to investigate impurities and secondary phases at the electrode surface structures.

Furthermore, a variety of analysis techniques based on spectroscopy can be and
have been applied for SOC characterization such as secondary ion mass spec-
troscopy, SIMS (Horita et al. 2012; Hansen et al. 2006; Schmidt et al. 2008;
Kiebach et al. 2014) and Raman spectroscopy (Li et al. 2012; McIntyre et al. 2015;
Kishimoto et al. 2012; Shimazu et al. 2011), and spectroscopy based on X-rays
such as energy dispersive spectroscopy, EDS, wavelength dispersive spectroscopy,
WDS (Wiedenmann et al. 2010), and X-ray photoelectron spectroscopy, XPS
(Backhaus-Ricoult 2008; Utz et al. 2011). To illustrate and highlight how elec-
trochemical measurements have recently been combined with complementary
techniques for SOC characterization, a couple of examples are given in Table 2.

Table 2 illustrates the strength in applying both electrochemical characterization
(DC and AC methods) and complementary characterization techniques, as well as
illustrating the different levels of complexity both regarding the type of cells to test
and characterize (model electrodes versus technological relevant full cells) but also
with respect to choice of methods for characterization.

The data shown in the second column illustrate a rather extended and complex
test matrix in the sense that the tests are performed on full cells—sister cells with
identical microstructure but different test conditions. The corresponding analyses of
impedance spectra (not shown here, reported elsewhere) during the fuel cell test,
i.e., under current load strongly suggest that it is for all 3 tests the Ni/YSZ electrode
that degrades. As the impedance data was obtained on full cells including oxygen
electrodes, it is valuable to support the impedance analysis by postmortem
microscopy investigations from which it was evident that the fuel electrodes
degraded and also that the degradation was related to a decreased level of perco-
lation for the Ni network, possibly due to impurities (Hauch et al. 2011a, b).

The data in the third column illustrate more complex electrochemical test in form
of impedance, however, measured at OCV, and the impedance data is supplemented
by 3D reconstruction of the electrode structure.

The data in the right most columns provide an example with a very simple test
geometry (model electrode), and this enables a more direct comparison of the
electrochemical characterization results with precise microstructural measurements
of changes in the structure/composition upon polarization.

Comparing the results reported in Table 2 in horizontal direction, it also illus-
trates variety in electrochemical characterization techniques (in situ characteriza-
tion) and microstructural characterization techniques (ex situ). Cell voltage curves
(and polarization curves) represent simple but valuable overall information on the
performance of a cell, whereas the AC characterization (impedance spectroscopy)
provides more detailed information (3rd and 4th column); however, the analysis of
the different contribution to the overall resistance of the cell can be complex when
applied for full cells (3rd column). The examples on microstructure characterization
in Table 2 illustrate different techniques having different pros and cons. The ToF–
SIMS analysis (4th column) provides high accuracy measurement on a simple
geometry, where as the 3D reconstruction provides very accurate information on a
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more complex structure; however, this technique can be somewhat time-consuming
and only a tiny part of the electrode structure is investigated (which is hopefully
representative for the entire electrode structures). The 2D SEM analysis as illus-
trated in the 2nd column provides a simple and fast investigation of the electrode
structure and can be done for several hundred micrometer within less than a day,
which provides the possibility of investigating, e.g., gradients in coarsening or
impurity level along, e.g., a flow direction in a technologically relevant large
scale cell.

6 The Problem of Gas Leakage in Cell Testing

A significant source of error in cell testing can be due to leakage. This section first
describes possible origins and observed effects of leakage followed by a paragraph
on assessment of the size of leakage.

6.1 Origin and Effects of Leakage

Gas leakage of air or oxygen from the oxygen electrode compartment to the fuel
electrode compartment can happen either along the edges of the cells due to
improper sealing or from the oxygen electrode through the cell via cracks or holes
in the electrolyte (Rasmussen et al. 2008). Normally, the air flow is much higher
than the fuel flow, and thus, the pressure is slightly higher in the oxygen electrode
compartment than in the fuel electrode compartment leading to gas leakage from the
oxygen electrode compartment to the fuel electrode compartment rather than vice
versa. A gas leakage of air to the fuel electrode compartment will inevitably lead to
lowering of the OCV, and attention should be paid to the measured OCV compared
to the theoretically calculated Emf from the Nernst equation. Furthermore, one
should notice that a large localized leak of air to the fuel electrode compartment,
e.g., at the rim/edge of the cell causes a local increase in temperature due to the
hydrogen combustion, and such temperature increase may not necessarily be reg-
istered if the thermocouple is positioned away from the leak (e.g., at the center of
the cell). However, the increased temperature will decrease the cell resistance
locally. Large leaks in the cell or in seals cause inhomogeneous gas composition
over the cell, even at OCV. Another possible explanation for differences in OCV
compared to the calculated Emf is in principle electronic leak through the elec-
trolyte. If the electronic conductivity in such a leak decreases with cell voltage, a
flat IV-curve may be obtained and care should be taken in the interpretation of such
IV-curve measurements.
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6.2 Assessment of the Size of Gas Leakage

The effect of gas leaks on cell tests may be separated into two components: (1) a
loss of driving force (Emf) caused by oxygen entering to convert hydrogen into
steam, and (2) a volumetric loss of fuel affecting the fuel utilization caused by a
pressure gradient versus ambient. A gas leak may be before, in, or after the cell in a
test set-up fuel gas line (see e.g., Fig. 10). Leaks before the cell affect the intended
fuel composition and quantity; however, a true average composition of the gas may
be obtained from the measured OCV for the cell. Leaks after the cell are seldom
important to the cell test, unless of course analysis of the outlet gas composition is
carried out. A cell test set-up including measurement of the pO2 in the inlet gas
stream, measurement of the cell’s OCV, the pO2 in the outlet gas stream, and
appropriate temperature measurements provides reasonable monitoring of inlet gas
composition (in relation to expected composition based on set gas flows via mass

Fig. 22 IV-curves at 850 °C, 140 l/h of air to the oxygen electrode and dry H2 to the fuel
electrode for a Ni/YSZ|YSZ|CGOba|LSC/CGO-based cell. H2 flows, theoretical Emf, measured
pO2 at fuel gas inlet and outlet, and OCV are given in Table 3 together with the calculated
percentage of H2O in the gas stream at the gas inlet and over the cell. (Data from DTU Energy;
Technical University of Denmark)

Table 3 H2 flows, theoretical Emf, measured pO2 at anode gas inlet and outlet, and OCV together
with the calculated percentage of H2O in the gas stream at the gas inlet and over the cell for the two
IV-curves depicted in Fig. 22

H2

flow
(l/h)

Emf
(theo)

pO2-
inlet
(mV)

OCV
(mV)

pO2-
outlet
(mV)

% H2O
in inlet
gas

% H2O in
gas in
electrode

FU at
max.
current

8 1218 1163 1131 1116 0.7 1.4 97

16 1218 1163 1163 1150 0.7 0.7 96

The pO2 values are given as voltage against air, and FU is the fuel utilization
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flow controllers), and leaks affecting the cell’s OCV (deviation from Emf) and total
gas leaks from inlet to outlet and enables the quantification of possible leaks.
Figure 22 shows IV-curves measured on a planar fuel electrode-supported Ni/YSZ|
YSZ|CGOba|LSC/CGO-based cell with different H2 flows to the fuel electrode, and
Table 3 lists the corresponding values for measured pO2 in inlet and outlet gasses
and corresponding percentage of H2O in the fuel electrode gas stream at the inlet
and over the cell. From such simple characterization, one can assess the size of the
gas leak and a measure of the maximum fuel utilization obtainable for the tested
SOC. A clear effect of the fuel starvation is observed at current densities of around
2.1 and 1.05 A/cm2, respectively. Extended characterization should include similar
flow variations for the gas to the oxygen electrode.

In more general terms, assuming oxygen leakage into the fuel compartment, one
can estimate the loss of fuel based on observed OCV deviation from the theoreti-
cally expected Emf as calculated from the Nernst equation. Figure 23 shows a
number of such curves at 700 °C for a H2/H2O gas feed. From a given feed
percentage of H2O, the loss of H2 can be estimated from the Emf–OCV difference.
On the other hand, reading the curve in another way, a given loss of H2, e.g., 6 % of
the feed causes a loss of driving force of 60 mV if the feed contains 2 % H2O,
whereas for a feed gas with 50 % H2O the loss is only 5 mV. Such calculations
illustrate the effects of gas leakage, and the effects are closely related to the chosen
cell test conditions and highlight the importance of thorough measurements of gas
compositions. There will rarely be leak from the “low-flow” fuel electrode side of
the cell to the “high-flow” oxygen electrode side of the cell, and on top of that the
potential of the oxygen electrode gas is far less sensitive to reaction of O2 with H2

and production of H2O, e.g., an injection of 5 % H2 in the air stream will only
reduce the potential by less than 7 mV at 700 °C.

Fig. 23 Deviation of 5, 10,
20, 40, 60, and 100 mV
between measured OCV and
theoretical Emf translated into
percent loss of feed hydrogen
as a function of H2O
concentration in fuel gas,
H2/H2O mixtures at 700 °C
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7 Summary

This chapter has considered the main types of electrochemical tests which have
been applied to SOC and has outlined the main issues which require detailed
attention for obtaining meaningful test results for electrodes and cells. One
important aspect in the electrode testing is to assure a correct geometry in three-
electrode set-ups. This is very difficult in practice in case of electrode-supported
cells with thin electrolytes. Unfortunately, even testing the individual electrodes in
sound geometry set-ups is not a perfect procedure either, because the sum of the
contributions from individual cell components to the cell resistance does not add up
to the actually measured total cell resistance. This is probably due to the differences
in the fabrication of the special cells for electrode characterization and the practical
full cells.

In the description of recommendable test geometries and set-up, such issues as
proper probing of voltages and temperatures was also treated along with the
complex matter of impurities, and their—often undesirable—effects on SOC cell
test results.

As described in this chapter, it is recommended that cell test results be reported
in a way that makes it easy to derive ASR from the IV-curves. Sufficient infor-
mation should be provided so that the ASR values can be corrected for the effects of
finite fuel utilization. Also, the choice of fuel composition should preferably reflect
real cell operation conditions. The ASR should be derived using the Emf and a cell
voltage in the range of 0.5–0.7 V and its corresponding current density. In case of a
grossly non-linear IV-curve, a differential ASR value is of little practical use.

Furthermore, the description of electrochemical characterization methods for
electrodes and cells was provided including characterization via DC methods
(polarization curves) and AC methods (impedance spectroscopy), as well as an
overview of complementary non-electrochemical characterization techniques rele-
vant to SOC characterization. In the description of impedance spectroscopy for
characterization of full SOC, introduction to and examples of break down of
polarization losses were also given. Finally, the issue of leakage which can cause
significant errors in performance data have been treated. Especially in the case of
gas leakage, cells can easily be at a higher temperature than their surrounding
environment, causing cells to give better apparent performance than individual
electrodes tested under better controlled conditions. Also, the gas composition at
the electrodes (usually at the fuel electrode) may be different from the intended
composition in case of gas leakage. A method for estimating the size of the gas
leakage has been presented here.
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Proton-Conducting Electrolytes for Solid
Oxide Fuel Cell Applications

Dmitry Medvedev, Angeliki Brouzgou, Anatoly Demin
and Panagiotis Tsiakaras

Abstract The necessity for reducing the operating temperatures of solid oxide fuel
cells (SOFCs) below 800 °C is widely proposed in the last years. To this aim,
proton-conducting oxides have gained widespread interest as the electrolyte
materials, acting as an alternative to oxygen ion conductors. High-temperature
proton conductors, owing to their lower activation energy for proton conduction,
can achieve high conductivity at relatively low temperatures compared to their
oxygen ion-conducting counterparts. In this chapter, the recent advances in the field
of solid oxide proton-conducting materials that belong to the class of
perovskite-based materials (such as doped BaCeO3, BaZrO3, BaCeO3–BaZrO3

SrCeO3, and LaScO3) and to other classes of materials (such as doped Ba2In2O5,
CeO2, and LaNbO4) are presented and analyzed.

1 Introduction

Solid oxide fuel cells (SOFCs) have been of interest the recent years due to the need
for more efficient and cleaner electricity production (Mahato et al. 2015). It is well
known that conventional SOFCs based on yttria-stabilized zirconia (YSZ) require
high operating temperatures around 900 °C. However, such high operating
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temperatures hinder the commercialization of SOFCs due to degradation and
high-cost issues. One possible solution is the design and applications of new
electrolytes with higher conductivity in comparison with that of YSZ. The
high-temperature proton conductors represent such systems (Kreuer 1997).

High-temperature proton conductors (HTPCs) can achieve higher conductivity
levels at relatively lower temperatures than those of oxygen-conducting counter-
parts due to lower activation energy of proton conductivity. It should be noted that
the adjective “high-temperature” in HTPCs demonstrates the difference over other
low-temperature proton-conducting materials in terms of stability of proton (pro-
tonic) groups rather than working conditions. HTPCs can operate in intermediate
(300–600 °C) and high-temperature range (higher than 600 °C).

The advantages of SOFCs based on proton-conducting electrolytes over those
based on oxygen-conducting electrolytes are discussed from the viewpoints of
electric efficiency and fuel utilization in the works of Demin et al. (2004; Demin
and Tsiakaras 2001).

The phenomenon of proton conductivity was presented and largely explained
through the pioneering works of Iwahara and his collaborators (Iwahara et al. 1981;
Takahashi et al. 1979). Working with of strontium cerate (SrCeO3) doped with Sc
or Mg or Yb, they revealed considerable proton conductivity. Subsequently,
Iwahara et al. (Uchida et al. 1989) proposed that water plays an important role,
interacting with oxygen vacancies existed in the solid oxide and then forming
protons. Today, it is believed (Kreuer 1996) that the formed proton is associated
with an oxygen ion. It has also been recognized that water interacts with oxygen
vacancies to form proton defects. Then proton may jump to a neighboring oxygen
ion through the rotational mechanism of a proton around an oxygen ion. In general,
proton conduction in oxides is very much related to the presence of oxygen
vacancies, although there are other possible reactions, contributing to the formation
of protons.

Due to the unique transport properties, HTPCs have been studied considerably in
the frame of fundamental and applied aspects. In the terms of applications, they can
be used as electrolytes for a wide row of electrochemical devices, including solid
oxide fuel and electrolysis cells, different kinds of sensors, hydrogen/water vapor
pumps, and reactors based on hydrogen-permeable membranes for hydrogen and
ammonia production. Although, information concerning the electrochemical devi-
ces working at very low temperatures has appeared (below 350 °C, Dual et al.
2015), the preparation of experimental cells is still carried out at very high tem-
peratures of 1300–1400 °C. Thus, not only low-temperature proton transport fea-
tures of HTPCs, but their ceramic, mechanical properties, stability, and
compatibility, especially at high temperatures, are the matter of investigation.
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2 Proton Conductivity in Oxide Materials

As well known, protons are elementary particles and due to their peculiarities
strongly interact with electron clouds of other atoms. However, a proton does not
exhibit many properties of the elementary particles. A free proton, such as other
ions (cations and anions), is a charge carrier but contrary to them has extremely
small radius, small mass, low coordination number, and missing electron cloud.
This particular nature of proton determines some features of the corresponding
transport (Chandra 1984).

The proton (H+) is always covalently bonded to some electronegative atoms/ions
(e.g., to oxygen ions in oxides) and can be shared between two electronegative
atoms (e.g., O–H���O). Therefore, an activation transport mechanism may be
realized.

In HTPCs based on complex oxides, the transport of protons roughly corre-
sponds to the so-called Grotthuss mechanism. This mechanism has been postulated
more than two hundred years ago for proton transfer in liquid water (Van de
Grotthuss 2006). Bare H+ ions do not exist in solids under equilibrium condition;
they strongly interact with the electron density of electronegative oxygen ions.
However, the formed O–H bond is weaker than that in the hydroxyl ion OH−

(Hibino et al. 1992). The proton migration is a result of the thermally activated
hopping process requiring the breaking of the O–H bond. The realization of the
proton hopping Grotthuss-type mechanism rather than hydroxyl ion migration
(so-called vehicle mechanism) was directly proved by the H+/D+ isotope effect
measurements in perovskite oxides (Kreuer et al. 1995; Kreuer 1999). The hopping
mechanism of protons, schematically shown in Fig. 1, consists of the following two
steps: (i) fast rotation of the proton which is localized on the oxygen ion and
(ii) proton transfer by hopping toward a neighboring oxygen ion.

Proton transfer (migration) is slower and more difficult than proton rotation,
which is associated with very low activation barriers (below 0.1 eV) (Uchida et al.
1989). Proton jump constitutes the rate-determining step and the activation energy
of the proton migration, according the Grotthuss-type mechanism in complex
oxides, is usually about 0.5 eV.

Fig. 1 Proton migration
mechanism in the perovskite
structure (Münch et al. 1996)
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The presence of oxygen vacancies in the oxide materials is one of the main
conditions for the accomplishment of proton transport. The oxygen vacancies in
proton-conducting materials can be created by acceptor doping (impurity defects) or
can be a structural element of oxides (structural defects). Upon hydration, the
oxygen vacancies are filled by oxygen from water according to the dissociative
mechanism of water dissolution. This process can be described in terms of
quasi-chemical formalism (Kröger–Vink nomenclature) (Kröger 1964).

The interaction of the most proton-conducting materials with water vapor pro-
duces new structure elements:

H2OþV��
O þOx

O ¼ 2OH�
O ð1Þ

where Ox
O is the oxygen ion in the normal lattice site, OH�

O is the proton localized
on the oxygen ion (proton defect), and V ��

O is the oxygen vacancy created in the
crystal structure during acceptor substitution. For example, for Y-doped BaZrO3 the
formation of oxygen vacancies can be presented in the following form:

Y2O3 �!BaZrO32Y0
Zr þV��

O þ 3Ox
O: ð2Þ

3 Basic Requirements for Proton-Conducting Electrolytes

The solid oxide electrolytes are considered as a heart of SOFCs, which conduct
oxide ions or protons and thus provide the electrochemical reactions on the opposite
sides (cathode and anode) of SOFCs (Mahato et al. 2015). The electrolytes are used
in ensemble with electrode, interconnect, and glass sealant functional materials
(so-called sandwich-structure). Therefore, the electrolytes, including HTPCs,
should satisfy the different requirements for effective applications, starting from
individual features of protonic electrolytes and ending their compatibility with other
components of SOFCs.

3.1 Transport Properties

The high ionic conductivity of the protonic electrolytes is one of the main
parameters required for achievement of excellent output characteristics of electro-
chemical devices. However, HTPCs are complex objects due to the fact that they
can simultaneously possess protonic, oxygen ionic, and electronic (n- or p-type)
conductivity. Moreover, the partial conductivities and, correspondingly, their sum
(total conductivity) depend on such factors as chemical composition, temperature,
oxygen and water vapor partial pressures, and grain (bulk) and grain-boundary
transport. These factors determine some complexity in describing the transport
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nature of proton-conducting materials. However, the following trend can be noted
for the most investigated materials based on BaCeO3 and BaZrO3 (Medvedev et al.
2014a,b, 2016):

1. Proton conductivity appears under the conditions of relatively low temperatures
(<700 °C) and reducing atmospheres containing a high water vapor pressure.

2. Oxygen ionic conductivity dominates in a wide range of temperatures in dry
reducing atmospheres and at relatively low temperatures in oxidizing conditions.

3. Hole transport is realized under oxidizing atmospheres at high temperatures.
The validity of points (1)–(3) is clearly shown in Table 1 for Ln-doped barium
cerates. This table lists the transport numbers (or in other words—the

Table 1 Transport numbers of ions, oxygen ions, protons, and holes for BaCeO3-based materials
in different atmospheres and temperatures

Materials T (°C) Atmosphere t(O) t(H) t(i) t(p) References

BaCeO3 715 Wet O2 0.12 0.36 0.48 0.52 Sharova
and
Gorelov
(2005)

800 Wet O2 – – 0.08 0.92 Virkar and
Maiti
(1985)

800 pO2 = 10−8

atm
– – 1 0

BaCe0.85
Y0.15O3−d

600 Wet air 0.10 0.80 0.90 0.10 Lim et al.
(2011)700 0.17 0.61 0.79 0.21

800 0.22 0.32 0.54 0.46

700 Air 0.29 0.41 0.70 0.30 Sharova
and
Gorelov
(2003)

Wet H2 0.35 0.65 1 0

BaCe0.8
Pr0.2O3−d

500–900 Wet air 0.06–0.20 0.0–0.15 0.06–0.35 0.65–0.94 Wang and
Qiu (2008)500–900 Dry O2 0.1–0.25 – – 0.75–0.90

500–600 Wet H2 – – 0.93–0.96 0.04–0.07

BaCe0.97
Nd0.03O3−d

715 Wet O2 0.17 0.32 0.49 0.51 Sharova
and
Gorelov
(2004)

900 0.23 0.07 0.30 0.70

BaCe0.9
Nd0.1O3−d

600–850 Wet
H2 + Ar

0.03–0.68 0.32–0.97 1 0 Bannykh
and Kuzin
(2003)

600 Wet H2 0.04 0.96 1 0 Kuzin et al.
(2000)850 Wet O2 0.66 0.34 1 0

BaCe0.8
Ho0.2O3−d

600–1000 Wet H2 – 0.99–1 0.99–1 0.00–0.01 Qiu et al.
(2005)Wet air 0.27–0.32 0.01–0.09 0.28–0.41 0.59–0.72

BaCe0.8
Tm0.2O3−d

600 Wet H2 – 0.95–0.93 – – Qiu and
Wang
(2010)

500–900 Wet air 0.38–0.47 0.01–0.02 0.40–0.47 0.53–0.60
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contributions of partial conductivities) under different conditions. The presented
data are extremely important, since they determine the area of applications of
such materials as ionic electrolytes for SOFCs or mixed conductors for mem-
brane processes.

4. Grain-boundary conductivity is a determining parameter at low temperatures,
whereas the transport is controlled by bulk conductivity at higher temperatures
(Table 2).

For other representatives of proton-conducting materials, not only p-type elec-
tronic conductivity but also n-type one may dominate under specified conditions
(low oxygen partial pressure values). The examples of such systems are doped
SrCeO3 (Sammes et al. 2004) and LaNbO4 (Huse et al. 2012) materials.

3.2 Thermomechanical Properties

In order to guarantee the mechanical strength of the sandwiched-structure of
half-cell or SOFC elements during co-sintering, thermocycles, and working pro-
cesses, the adjoining components should possess thermal affinity, i.e., similar

Table 2 Bulk (rbulk) and grain-boundary (rg.b.) conductivities of materials based on BaCeO3

Materials °C/atmosphere rbulk
(�104 S cm−1)

rg.b.
(�107 S cm−1)

References

BaCeO3 200/7 %H2/Ar 0.05 0.3 Pasierb et al.
(2009)300/7 %H2/Ar 0.33 17.4

350/7 %H2/Ar 0.57 75.7

570/7 %H2/Ar 2.78 7071.8

BaCe0.99Sm0.01O3−d 300/wet 5 %H2/Ar 1.22 0.2 Zhang et al. (2011)

400/wet 5 %H2/Ar 2.92 35.6

500/wet 5 %H2/Ar 5.15 3562.3

600/wet 5 %H2/Ar 6.85 37,923.7

BaCe0.97Sm0.03O3−d 300/wet 5 %H2/Ar 3.17 187.0

BaCe0.9Sm0.1O3−d 300/wet 5 %H2/Ar 6.79 2247.7

BaCe0.8Sm0.2O3−d 300/wet 5 %H2/Ar 8.72 19,940.3

BaCe0.9La0.1O3−d 200/air 0.33 0.4 Amsif et al. (2011)

BaCe0.9Nd0.1O3−d 200/air 0.36 2.2

BaCe0.9Sm0.1O3−d 200/air 1.51 4.1

BaCe0.9Gd0.1O3−d 200/air 2.89 6.1

BaCe0.9Y0.1O3−d 200/air 2.12 4.6

BaCe0.9Yb0.1O3−d 200/air 1.48 2.1
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behavior of their expansion and close values of thermal expansion coefficient
(TEC). Considering expansion and TEC characteristics, the preference should be
given to material possessing: (i) a stable crystal structure from room temperature to
at least SOFCs’ working temperatures and (ii) relatively high level of TEC, because
of practically all the electrode materials are characterized by TECs higher than
10 � 10−6 K−1 (Tsipis and Kharton 2008; Pelosato et al. 2015). Unfortunately,
many perspective proton-conducting systems demonstrate either the presence of
one or more phase transitions (BaCeO3, Ba2In2O5, and LaNbO4), affecting sig-
nificantly the thermal behavior, or low TEC values (BaZrO3). These two negative
factors seriously obstruct the selection of thermally compatible electrodes and the
development of multifunctional materials and devices.

3.3 Chemomechanical Properties

Because electrolyte membrane simultaneously contacts with oxidizing and reducing
atmospheres, the partial pressure differences of potential-determined components
provoke a material chemical expansion, which can lead to mechanical instability or
failure of SOFC devices during operation (Bishop et al. 2014). This fact, for
example, prevents the direct use of doped CeO2 electrolytes in SOFCs without
protective layers at the anode side. Reducing atmospheres results in Ce4+ ion
reduction associated with the appearance of noticeable electronic conductivity in
the CeO2-based electrolytes and significant their chemical expansion causing
mechanical stress (Bishop et al. 2009). The chemical expansion induced by oxygen
partial pressure (pO2) variation is barely researched for proton-conducting elec-
trolytes. There are only some works on the pO2 effect on the thermochemical
properties of BaCeO3-based materials. For example, Wang et al. (2012), using
dilatometry technique (Fig. 2), showed that atmospheres with different pO2

insignificantly change the TEC values of BaCe0.7Zr0.1Y0.1Yb0.1O3−d ceramic
material. More precisely, this parameter is equal to 9.1 � 10−6 and 9.2 � 10−6 K−1

in air and 5 % H2/N2, respectively. The similar results were obtained by Medvedev
et al. (Medvedev et al. 2014a,b) for Nd-doped BaCeO3 electrolytes, which
demonstrated no significant response of material linear change at pO2 variation
(Fig. 3).

However, being proton conductors, these materials are able to absorb water
vapor from the ambient air and to form proton defects (reaction (1)). The formation
of proton defects in the structure expands the crystal lattice (and ceramics in
general) since this process can be considered as filling the vacancies of the anion
sublattice (V��

O) with oxygen of water and subsequent formation of protons (OH�
O)
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and Ox
O particles. Therefore, the chemical expansion induced by water vapor partial

pressure (pH2O) variation is a unique feature of considered materials. Recently,
many research groups have turned the careful attention to the nature of
pH2O-induced chemical expansion (Hiraiwa et al. 2013; Andersson et al. 2014; Han
et al. 2014; Lyagaeva et al. 2015). Figure 4 demonstrates humidification effect on
size (unit cell parameter) characteristics of BaZrO3-based ceramics evaluated by the
aid of high-temperature XRD analysis in controlled atmospheres.

It can be seen that unit cell parameters of investigated zirconates (except,
Dy-containing one) in dry air and argon atmospheres are actually close, which
confirms the above-mentioned data on weak pO2 influence on the expansion. On
the other hand, an increase in pH2O results in a significant growth of unit cell
parameters due to the realization of hydration process.

As can be seen above, negligible pO2-induced chemical expansion of the
materials based on BaCeO3 and BaZrO3 is caused by a relative stability of Ce4+-

Fig. 2 Thermal expansion
behavior of
BaCe0.7Zr0.1Y0.1Yb0.1O3−d

(BCZYY) sintered pellets in
dynamic air, wet air, and 5 %
H2 balanced with 95 % N2

(Wang et al., 2012)

Fig. 3 Oxygen partial
pressure dependences of the
isothermal expansion of (1−x)
Ce0.8Nd0.2O2

−d−xBaCe0.8Nd0.2O3

−d samples at 900 °C
(Medvedev et al. 2014a,b)
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and Zr4+ ions against to partial reduction. The HTPCs containing elements with
variable oxidation state are seem to be more sensitive to pO2 change from the
viewpoint of possible chemical expansion/contraction.

3.4 Stability

Significant disadvantage of SOFCs in front of other types of fuel cells is high
working temperatures, which is the cause of expedited diffusion processes. This can
result in different negative factors such as chemical interaction of functional com-
ponents with each other or with gas atmospheres, impurity phase formation, or
gradual decomposition of single-phase materials. The high sintering temperatures
required for densification of electrolyte materials are also considered to be
decreased in order to avoid some technological challenges. Summarizing, the
proton-conducting materials must possess good stability during the procedures of
ceramics formation and long-time SOFCs operation.

Material stability under ceramic preparation. The high-temperature synthesis
and sintering are considered among the main problems associated with the

Fig. 4 Variation in unit cell parameters of a BaZr0.8Sc0.2O3−d, b BaZr0.8Sm0.2O3−d,
c BaZr0.8Eu0.2O3−d, and d BaZr0.8Dy0.2O3−d in dry O2, wet O2 (*3 % H2O), and dry Ar with
temperature. All samples were quenched to room temperature after the heat treatment at 1600 °C
(Han et al. 2014)
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formation of highly dense proton-conducting ceramics. This problem is particularly
relevant for complex oxide systems containing alkaline earth elements (e.g., bar-
ium). The barium volatility (or evaporation) is well-known fact for BaCeO3- and
BaZrO3-based electrolytes, which leads to a colossal decrease in conductivity due
to the change of the compositions in the grain (volume) and grain-boundary regions
associated with the nonstoichiometry of barium (Medvedev et al. 2016). The BaO
volatility under high-temperature treatment can be presented as:

BaðCe;ZrÞ1�yMyO3 ! Ba1�xðCe;ZrÞ1�yMyO3 þ xBaO " ð3Þ

or in terms of Kröger–Vink nomenclature as:

xBaxBa þ xOx
O þ xM0

Ce;Zr þ xV��
O ! xM�

Ba þ xBaO " ð4Þ

where M is the acceptor dopant (e.g., Y, Sc, Yb, Gd), and x is the Ba-deficiency.
Firstly, as shown in Eq. (4), BaO loss results in a redistribution of the acceptor

dopant, occupied B-position on both A- and B-sublattices of ABO3 perovskite,
which violates the given (nominal) stoichiometry of the material (Shima and Haile
1997). Secondly, the partial Ba2+ by M3+ substitution is accompanied with a
decrease in oxygen vacancy concentration responsible for oxygen ionic and pro-
tonic transport (Bonanos and Poulsen 1999). Thirdly, nonstoichiometric com-
pounds can decompose due to a limited range of solid solution existence. If the
range of perovskite’s stability (x) for BaxCeO3-based oxides varies from 0.8 to 1.2
(Ma et al. 1998), then that for BaxZrO3-based oxides narrows from 0.96 to 1.06
(Yamazaki et al. 2010). The exceeded nonstoichiometry of M-doped Ba(Ce, Zr)O3

is the reason of the appearance of poor-conducting impurity phases M2O3 (Fisher
et al. 2013), CeO2 (Wu et al. 2004), ZrO2 (Osman et al. 2010), and BaO (Fisher
et al. 2013) segregated on the grain-boundary region. Finally, the loss of barium
from the grain volume of ceramic leads not only Ba-volatility, but also localization
of Ba-rich impurities (BaO, Ba(OH)2) on the grain boundaries (Yamazaki et al.
2009). These impurities, reacting with the trace of CO2 containing in air atmo-
sphere, form BaCO3 phase which causes the degradation of mechanical and elec-
trical properties.

The literature results demonstrate that even small loss of Ba results in significant
decrease in grain and grain-boundary conductivity. Therefore, a careful cationic
control of stoichiometry is required for the achievement of ceramic materials with
desirable compositions. The most common strategy, preventing cation misbalance
during ceramics formation, is the sintering of a material in a powder of the same
composition (covering method). However, Choi et al. recently proposed another
strategy (Choi et al. 2014). They controlled a surrender atmosphere during sintering
and found that the high pO2 values stipulate barium oxide evaporation from zir-
conate ceramics followed by the formation of multi-phase materials, whereas the
change of air atmosphere with Ar suppresses the Ba-volatility and leads to the
formation of single-phase ceramics (Fig. 5).
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Fig. 5 Morphologies (a, c, e) and maps of yttrium distribution (b, d, f) for BaZr0.84Y0.15Cu0.01O3

−d ceramics sintered in oxygen (a, b), air (c, d), or argon (e, f) flow (Choi et al. 2014)
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It should be noted that the impurity phase formation can be realized under
sintering procedure not only for Ba-containing systems, but also for alkaline rare
element-free compounds. However, the reasons of materials instability can be
different: Ba-volatility for cerates and zirconates or weak interval of solid solution
existence (in the case of LaNbO4-doped compounds), which will considered in
detail below.

Material stability against gas components. The chemical stability of
proton-conducting oxides is an important aspect for their effective usage in
high-temperature electrochemical devices. Among HTPCs, doped BaCeO3 mate-
rials demonstrate highest value of protonic conductivity. However, they exhibit low
chemical stability against CO2, H2S, and even H2O due to the formation of different
Ba-containing compounds. Consequently, many studies have focused on searching
more stable systems. As a result of such activity, modified cerates (BaCeO3 doped
by Zr, In, Sn, Ti), other Ba-containing oxides (BaZrO3, Ba2In2O5) or alkaline earth
element-free materials (LaScO3, LaNbO4, La2Ce2O7) are extensively studied during
the last decades. Such materials possess, as a rule, lower ionic (protonic in par-
ticular) conductivity than simple doped cerates. Moreover, some of them demon-
strated unacceptable stability under reducing atmospheres (Ti- and Sn-based
compounds). Therefore, a compromise between transport and stabilizing properties
is not reached yet.

Compatibility with other functional materials. During the high-temperature
co-sintering process of the electrodes on the solid-state electrolyte surface, or the
long-term operation of a SOFC, a possible diffusion of cations of transition ele-
ments from the electrodes into the electrolyte can be the reason for the formation of
contact phases. These phases are chemically different from the functional layers of
an electrochemical cell. The formation of such phases can significantly affect the
performance of the electrochemical device. However, in our opinion, the chemical
compatibility of proton-conducting electrolytes with cathode, anode, interconnect,
and glass sealant systems is the most unexplored field. There are only a few
systematic investigations showing reliable data on compatibility of doped SrCeO3

(Tolchard and Grande 2007) and BaZrO3 (Goupil et al. 2012) with some cathode
systems. In other investigations, the conclusion about acceptable compatibility of
electrolytes with cathode or anode materials is postulated only on the base of XRD
analysis for two-component powders, which were calcined at a specified temper-
ature for rather short period of time.

3.5 Densification

The drawback of some materials (cerates, zirconates, and niobates) is their poor
densification under relatively low sintering temperatures (less than 1500 °C), if a
standard solid-state synthesis is used. This is due to a refractory nature of con-
stituent cations. For example, the sintering temperature and soaking time can
respectively reach 1700 °C and 120 h for materials based on BaCeO3, whereas
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higher temperatures and longer soaking times are required for the formation of
gastight BaZrO3-based materials (Medvedev et al. 2015a, b). Therefore, the
cost-effective and simple methods are highly needed in order to decrease energy
consumption and to avoid materials instability and stoichiometric misbalance
associated with Ba-volatility. Two main strategies are currently used for successful
ceramics densification at lower sintering temperatures: wet chemical technologies
and solid-state reactive sintering.

Chemical (or solution) methods, an integral part of which is the use of solutions
at one of the process stages, are an alternative to the solid-state methods of powders
and materials preparation. The main advantages of these technologies are the
considerably smaller size of particles of the prepared powders and their high
homogeneity, which favors the decrease in synthesis temperature and duration of
phase formation of multicomponent compounds, as well as the preparation of
gas tight ceramic products at lower sintering temperatures.

Solution technologies include precipitation (co-precipitation), combustion
methods (glycine–nitrate, citrate–nitrate, sol–gel, and Pechini methods), cry-
ochemical and hydrothermal syntheses, and others. Combustion and
co-precipitation methods have become the most widely used methods for materials
based on barium cerate and zirconate and they include the formation of
submicron-sized and nano-sized powders. The activity of such powders to sintering
should be higher than that of powders obtained by the solid-state method. However,
on the basis of results of different studies (Medvedev et al. 2015a, b), the formation
of the dense ceramics at lower sintering temperature is possible only for the system
based on barium cerate. For materials based on barium zirconate, the utilization of
solution methods does not favor the preparation of gastight materials at rational
processing temperatures (below 1500 °C). Therefore, it is necessary to search for
new less power-consuming methods and technologies for the formation of a
ceramic with the desired set of properties.

Along with solution methods, the traditional solid-state method with addition of
small amounts of sintering additives (e.g., certain oxides of 3d transition elements
or low-melting salts) can also be used for preparing gastight ceramics at lowered
temperatures. This method is called as a solid-state reactive sintering and its fea-
tures will discuss below at consideration of BaZrO3 system.

4 Brief Overview of Proton-Conducting Oxides

After the discovery of proton conduction in doped LaYO3 and SrZrO3 by Iwahara
et al. in `80 s, there were some other early reports on proton-conducting materials
based on doped SrCeO3 (Uchida et al. 1982; Iwahara et al. 1982; Uchida et al. 1983;
Iwahara et al. 1983). In 1985, Virkar and Maiti (Virkar and Maiti 1985) reported
results for the ionic conduction of pure and Y-doped BaCeO3 and they believed that
the conductivity of these oxides becomes predominantly ionic at pO2 < 10−6 atm at
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600–1000 °C. In 1987, for the first time Mitsui et al. (Mitsui et al. 1987) revealed
proton transport in BaCe0.95Yb0.05O3−d and BaZr0.95Yb0.05O3−d materials.

These materials belong to the class of perovskite-type oxides (ABO3) and among
them, BaCeO3-based materials exhibit the highest conductivity values
(*10−2 Scm−1 at 600 °C). However, as it will be below mentioned, in the presence
of CO2 they are relatively susceptible to carbonation. On the other hand, the proton
conductors based on BaZrO3 exhibit better chemical stability against the carbon-
ation, but high sintering temperatures (1700 °C) are required to obtain them in the
form of dense ceramic samples. It should be noticed that barium zirconates exhibit
lower total conductivity compared to BaCeO3, mainly due to their high
grain-boundary resistance.

In the last years, alternative proton-conducting materials have been also pro-
posed, such as oxides based on LaScO3 and LaNbO4 that offer high CO2 tolerance.
However, the values of conductivity are lower by one (and more) order of mag-
nitude than those reported for the above-mentioned HTPCs.

More recently, other classes of materials (e.g., rare-earth tungstates) have
attracted great attention due to their relatively high mixed proton–electron con-
ductivity. In general, these materials show predominant proton conductivity at low
temperature, while they are mixed ionic–electronic conductors at high temperatures.
Most of them exhibit good chemical stability in CO2 and sulfur-containing gases,
which represents one of the main advantages of these materials.

In the following paragraphs, the recent advances in the field of solid oxide
proton-conducting materials (regarding composition, structure–properties correla-
tions, their advantages and disadvantages, and stability and their applications in
SOFCs) are presented and analyzed.

4.1 Perovskite Materials

BaCeO3-based materials. Among the protonic conductors, materials based on
barium cerate (BaCeO3) exhibit the highest proton conductivity (Medvedev et al.
2014a,b; Kreuer 1997, 1999). This may be explained mainly taking into account the
following: (i) the structural features caused by large ionic radii of cations, which
occupies A and B positions of ABO3 perovskite, (ii) its relatively low elec-
tronegativity, and (iii) the microstructural features consist in a rather low
grain-boundary resistance effect on the total resistance of ceramic samples. The
most investigated systems based on barium cerate are oxides doped with acceptors
of trivalent elements.

The influence of dopants on the conductivity of BaCeO3-based materials is quite
complicated. The conductivity of BaCe1−xLnxO3−d increases with an increase of
x reaching the maximal values at x = 0.10–0.25 depending on the nature of lan-
thanide (Fig. 6), which is a typical behavior for other doped oxides.

This can be explained according the following steps (Medvedev et al. 2014a,b):
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1. dissolution of the relatively low Ln2O3 concentrations in perovskite structure
leads to the formation of free oxygen vacancies;

2. near the point corresponding to maximum conductivity the increase of amount
of free vacancies practically ends and further dissolution takes place with the
formation of ðR0

Ce � V��
OÞ� and ðR0

Ce � V��
O � R0

CeÞx associates;
3. subsequent decrease in conductivity with a further increase in Ln2O3 was

associated with a decrease in the amount of free vacancies due to the growth of
the associates’ concentration.

The solubility limit of most of the rare earth elements is between 20 and 30 mol
% in the Ce-sublattice. At higher concentration of lanthanides, alongside with main
perovskite structure, X-ray diffraction (XRD) analysis can register an impurity
phase on the base of BaLn2O4 (Gorbova et al. 2008; Bonanos et al. 1989).

It deserves to be highlighted that ionic transport properties in BaCe1−xLnxO3−d

are controlled, as a rule, by the volume (grain) properties of electrolytes at tem-
peratures higher than 600–650 °C. The influence of grain boundaries becomes more
significant for low-temperature interval (T < 600 °C), as it is shown in Table 2.

The level of protonic (or ionic) conductivity is not the main parameter of HTPCs
because the most highly conductive BaCeO3 of them show low thermodynamic
stability in the presence of H2O and other acidic compounds (Medvedev et al.
2014a,b):

BaCeO3 þH2O ! BaðOHÞ2 þCeO2 ð5Þ

BaCeO3 þCO2 ! BaCO3 þCeO2 ð6Þ

BaCeO3 þH2S�!
½H�

BaSþCeO2 þH2O ð7Þ

Fig. 6 Electrical conductivity of BaCe1−xLnxO3−d materials at 600 °C (Medvedev et al. 2014a,b):
a Wet air: 1 Ln = Gd, 2 Ln = Nd, 3 Ln = Gd, 4 Ln = Gd, 5 Ln = Gd, 6 Ln = Sm; b wet
hydrogen: 1 Ln = Gd, 2 Ln = Sm, 3 Ln = Dy, 4 Ln = Ca
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As a result, research interest arose toward developing materials with high ionic
conductivity and satisfactory stability against atmospheres of real SOFC operation
conditions. The double doping (co-doping) of BaCeO3 has been widely studied,
because this strategy permits simultaneously influencing a number of key properties
of the materials, including stability (Table 3).

Unfortunately, the co-doping with stabilizing dopants inevitably results in a
decrease of ionic conductivity. The researchers highlighted some main reasons of
the observed behavior (Radojković et al. 2013; Chi et al. 2013a, b; Liu et al. 2012;
Xie et al. 2009; Bi et al. 2009):

1. The decrease of the free volume of unit cell and the connected with it decrease
of migration channels size. This can be the reason of concentration and
migration drop of charge carriers (oxygen ions and even protons).

2. The poor densification and/or low average grain size, which results in the sig-
nificant increase of grain-boundary resistance.

3. The drop concentration of free oxygen vacancies in the case of doping by donor
elements.

From the viewpoint of thermomechanical properties, BaCeO3 oxide exhibits
three phase transitions under heating from room temperature to 1000 °C. One of
which is first-order phase transition (realized at *400 °C), while the others are
second-order transitions (*260 and 890 °C) (Medvedev et al. 2014a,b).
Consequently, phase transitions significantly affect the thermal expansion and TEC
characteristics of BaCeO3 and its doped analogs. This is clearly shown in Fig. 3,
where a sharp bend of the dilatometric curve is realized. Such nonmonotonic
behavior of thermal expansion can be the reason of undesirable mechanical stress of
SOFCs. Fortunately, the strategy of Ce-substitution by cations with lower ionic
radii (e.g., Zr) helps to stabilize the cubic perovskite structure of cerates even at
room temperature. Therefore, further heating does not result in sharp changes of
expansion curves.

BaZrO3-based materials. The crystal features of BaZrO3 consist of shorter and
stronger Zr–O bonds (in comparison with Ce–O ones) and practically ideal com-
bination between Zr–O and Ba–O distances causes its excellent chemical stability
of cubic perovskite-structured materials (Bi and Traversa 2014). However, their
total proton conductivity is much lower than that of cerates due to a grain-boundary
effect. The possible reasons of the high grain-boundary resistance of doped BaZrO3

are not clarified yet, but can be associated with the change of chemical composition
in grain boundary regions (Ba volatilization, the presence of traces of nano-sized
impurity phases, increasing concentration of point defects and their associates, and
other local inhomogeneity).

One of the main problems of the present materials is the use of very high
sintering temperatures (1800–2000 °C) to obtain high dense and single-phase
ceramic samples, when solid-state reaction method is used (Table 4).

92 D. Medvedev et al.



T
ab

le
3

C
om

pa
ri
so
n
of

st
ab
ili
ty

of
In
-,
N
b-
,
Sn

-,
T
a-
,
an
d
B
i-
co
nt
ai
ni
ng

m
at
er
ia
ls
ba
se
d
on

B
aC

eO
3

Sy
st
em

T
re
at
m
en
t
co
nd

iti
on

s
D
ec
om

po
si
tio

n
St
ab
ili
ty

R
ef
er
en
ce
s

B
aC

e 0
.8

−
xI
n x
L
n 0

.2
O
3

−
d
(L
n
=
G
d,

Y
)

B
oi
lin

g
w
at
er

(2
h)

!
X
R
D

Fo
r
x
=
0,

th
e
im

pu
ri
ty

ph
as
es

ar
e
ob

se
rv
ed

w
ith

de
co
m
po

si
tio

n
of

pe
ro
vs
ki
te

Fo
r
x
=
0.
1,

no
im

pu
ri
ty

ph
as
es

ar
e

ob
se
rv
ed

L
iu

et
al
.

(2
01

2)

B
aC

e 0
.9
5

−
xI
n x
T
i 0
.0
5O

3

−
d

94
vo

l.%
N
2
+
3
vo

l.%
C
O
2
+
3
vo

l.%
H
2O

at
70

0
°

C
fo
r
di
ff
er
en
t
so
ak
in
g
tim

e
(s
)
!

X
R
D

T
he

m
at
er
ia
ls
ar
e
un

st
ab
le

at
x
=
0,

s
>
20

h;
x
=
0.
1
an
d
0.
2,

s
>
20

h;
x
=
0.
3
an
d
0.
4,

s
>
80

h

T
he

m
at
er
ia
ls
ar
e
st
ab
le

at
x
=
0,

s
<
20

h;
x
=
0.
1
an
d
0.
2,

s
<
20

h;
x
=
0.
3
an
d
0.
4,

s
<
80

h

C
hi

et
al
.

(2
01

3b
)

B
aC

e 0
.9

−
xN

b x
Y
0.
1O

3

−
d

10
0
%

C
O
2
at

70
0
°C

fo
r

5
h
!

X
R
D

A
t
0
�

x
�

0.
01

,
th
e
si
gn

ifi
ca
nt

in
te
ra
ct
io
n

is
ob

se
rv
ed

Fo
r
0.
03

�
x
�

0.
05

,
th
e

co
ns
er
va
tio

n
of

pe
ro
vs
ki
te

st
ru
ct
ur
e

w
ith

th
e
pr
es
en
ce

of
im

pu
ri
ty

ph
as
es

is
ob

se
rv
ed

R
ad
oj
ko

vi
ć

et
al
.(
20

13
)

B
aC

e 0
.8

−
xS
n x
Y
0.
2O

3

−
d

B
ol
in
g
w
at
er

(3
h)

!
X
R
D

Fo
r
x
=
0,

a
si
gn

ifi
ca
nt

in
te
ra
ct
io
n
is
ob

se
rv
ed

w
ith

th
e
fo
rm

at
io
n
of

B
aC

O
3,
C
eO

2
an
d
Y
2O

3

im
pu

ri
ty

ph
as
es

Fo
r
x
=
0.
05

,
th
e
co
ns
er
va
tio

n
of

pe
ro
vs
ki
te

st
ru
ct
ur
e
w
ith

th
e
pr
es
en
ce

of
im

pu
ri
ty

ph
as
es

is
ob

se
rv
ed

A
t
0.
1
�

x
�

0.
25

,
no

im
pu

ri
ty

ph
as
es

ar
e
ob

se
rv
ed

X
ie

et
al
.

(2
00

9)

B
aC

e 0
.8

−
xT
a x
Y
0.
2O

3

−
d

10
0
%

C
O
2
at

70
0
°C

(3
h)
;

10
0
%

C
O
2
at

90
0
°C

(3
h)
;

bo
ili
ng

w
at
er

(6
h)

!
X
R
D

–
Fo

r
x
=
0.
1,

th
e
hi
gh

st
ab
ili
ty

is
no

te
d

B
i
et

al
.

(2
00

9)

B
aC

e 0
.8
–

xB
i x
Y
0.
2O

3−
d

B
oi
lin

g
w
at
er

!
X
R
D

Fo
r
x
=
0
an
d
x
=
0.
1,

th
e
pe
ro
vs
ki
te

de
co
m
po

si
tio

n,
th
e
fo
rm

at
io
n
of

B
a(
O
H
) 2
an
d

C
eO

2
in
te
ra
ct
io
n
ph

as
es

an
d
am

or
ph

ou
s
ph

as
e

ar
e
de
te
ct
ed

Fo
r
x
=
0.
3
an
d
x
=
0.
5,

no
im

pu
ri
ty

ph
as
es

ar
e
ob

se
rv
ed

(C
hi

et
al
.

20
13

a)

Proton-Conducting Electrolytes for Solid Oxide … 93



High-temperature sintering, as was noted above, is closely related to the fol-
lowing problems:

1. The barium volatility, which leads to a decrease in conductivity due to the
change of the composition in grain (volume) and grain-boundary regions
associated with the stoichiometric deficiency of barium.

2. The difficulty of forming fuel cells with a thin layer BaZrO3-based electrolyte.
For obtaining the half-cell structure «electrolyte/electrode» or SOFC structure
«anode/electrolyte/cathode», the green multilayer structures are co-sintered for
good adhesion and to achieve a gastight electrolyte. As shown in Table 4, in the
case of BaZrO3-based materials the sintering temperatures exceed 1450 °C. This
in turn should lead to a strong chemical interaction of the electrolyte with the
electrodes followed by the formation of low conductive phases in interfacial
region.

In order to decrease the sintering temperatures of zirconates, the wet chemical
methods (sol–gel method, citrate–nitrate combustion, co-precipitations, etc.) are
usually used. These methods aim at obtaining the nanopowders which possesses
enhanced sinterability and results in, to some degree, decrease in technological
temperatures. Another possible way is the use of small amounts of MOn sintering
additives (MOn = CuO, NiO, ZnO, LiF, etc., Table 5). This alternative way
involves: (i) the formation of liquid phases (1124 °C for Cu2O, 800 °C for

Table 4 Relative density of BaZr1−xYxO3−d ceramics

x Synthesis method Tsynth (°C/
s, h)

Tsint(°C/
s, h)

qrel
(%)

References

0.1 Hydroxide co-precipitation + solid-state
reaction method

– 1600/3 80 Gorelov and Balakireva
(2009)

0.2 Sol–gel method 1000/5 1500/5 65.7 Guo et al. (2009)

0.2 Sol–gel method 1100/5 1600/8 80 Fabbri et al. (2008)

0.2 Sol–gel method 1000/12 1400/10 78.3 Sawant et al. (2012)

0.1 Sol–gel method 1000/48 1600/6 74 Dahl et al. (2011)

0.15 Solid-state reaction method 1300/2 1670/24 84.1 Park et al. (2015)

0.15 Sol–gel method 900/2 1670/24 95.5 Park et al. (2015)

0.15 Glycine–nitrate synthesis 1300/2 1670/24 80.1 Park et al. (2015)

0.15 Solid-state reaction method 1300/2 1670/24 86.5 Park et al. (2015)

0.2 Solid-state reaction method – 1700/– 92 Kreuer et al. (2001)

0.1 Solid-state reaction method 1250/10 1715/30 96 Schober and Bohn
(2000)

0.1 Hydroxide co-precipitation + solid-state
reaction method

1200/– 1850/1 99.7 Gorelov and Balakireva
(2009)

0.1 Solid-state reaction method 1400/10 2200/– 98 Duval et al. (2007)

Tsynth is the synthesis temperature, s is the soaking time, Tsint is the sintering temperature, and qrel is the relative density
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Ba2CuO3, 1099 °C for BaO·ZnO, 857 °C for BaLiF3) alongside with the solid one
and (ii) the formation of highly defective M-containing phases. Both of these ways
assist ceramics densification at lower sintering temperatures due to the realization of
high-diffusion processes (Medvedev et al. 2015a, b).

In the oxide systems based on zirconates, a decrease in total conductivity with
increasing ionic radius of lanthanides is observed. Due to this fact, the dopants with
ionic radii (Sc3+, Y3+) close to that of zirconium one are more preferred. However,
BaZr1−xYxO3−d (BZY) materials are the most investigated systems among other
zirconates, including Sc-doped ones. The conductivity of BZY continuously
increases when concentration of yttrium grows (Kuzmin et al. 2009); this behavior
can be associated with the formation of oxygen vacancies in the perovskite structure
(Fig. 7).

Grain boundaries have a significant impact on the transport processes. Therefore,
the total conductivity of ceramics is sensitive even to a weak change of the tech-
nological (or technical) factors, such as the properties of precursors, synthesis
methods, and temperature regimes. Consequently, total conductivity can be chan-
ged by one order of magnitude and more. For example, for similarly prepared
BaZr0.8Y0.2O3−d ceramic materials, as reported in literature, conductivity ranges
from 0.7 to 8.1 S cm−1 at 600 °C in a humidified atmosphere of inert gas (Table 6).

BaZrO3-based systems from room temperature to melting temperature exhibit a
cubic structure. Therefore, linear expansion dependences of these materials are

Table 5 Relative density of BaZrO3-based ceramics obtained using sintering additives

System x Synthesis method Tsint.
(°C)

qrel.
(%)

References

BaZr0.9Y0.1O3

−d + x mol% CuO
0 Solid-state reaction

method
1400 55 Gao et al.

(2010)1 1400 70

2 1400 93

3 1400 96

4 1400 96

4 1300 88

BaZr0.8Y0.2O3

−d + x wt% NiO
0 Solid-state reaction

method
1500 <35 Tong et al.

(2010)0.5 1500 70

1 1500 95

2 1500 97

BaZr0.8Y0.2O3−d + x wt
% ZnO

0 Citrate–nitrate
synthesis

1700 >90 Peng et al.
(2010)1 1450 >90

BaZr0.9Y0.1O3−d + x
mol% ZnO

0 Freeze drying 1500 84 Amsif et al.
(2014)4 1300 88

BaZr0.8Y0.2O3−d +x wt
% LiF

0 Glycine–nitrate
synthesis

1400 61 Tsai et al.
(2010)7 1400 91

Tsint is the sintering temperature and qrel is the relative density
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Fig. 7 Total conductivity of BaZr1−xYxO3−d in air with different humidification levels: 0.04 kPa
(a), 0.61 kPa (b), and 3.17 kPa (c) (Kuzmin et al. 2009)

Table 6 Ionic conductivity of BaZr1−xYxO3−d ceramic materials in wet N2 or wet Ar as a function
of the quality of ceramics (mean grain size, Dav, and relative density, qrel.) and technological
regimes of ceramics preparation (method preparation, temperatures of synthesis, Tsynth., and
sintering, Tsint.)

x Preparation method Tsynth/Tsint
(°C)

qrel
(%)

Dav

(lm)
T (°
C)

rtotal
(mS cm−1)

Ea

(eV)
References

0.01 Pechini method 1100/1700 95 3.5 700 0.6 0.61 Park (2011)

0.2 Sol–gel method 1000/1400 78.3 – 600 10.4 0.66 Sawant et al.
(2012)

0.2 Solid-state reaction
method + NiO addition

1200/1450 95 0.6 700 5.4 0.54 Yoo et al.
(2015)

0.2 Glycine–nitrate synthesis 1250/1600 99 0.46 600 8.0 – Babilo et al.
(2007)

0.2 Combustion synthesis 1200/1600 >90 1.00 600 8.1 – Yamazaki
et al. (2009)

0.2 Combustion synthesis 1200/1600 >90 0.44 600 5.6 – Yamazaki
et al. (2009)

0.2 Alkoxides hydrolysis –/1250 98.1 0.05 600 1.0 0.59 Cervera et al.
(2008)

0.2 Alkoxides hydrolysis –/1500 99.4 0.2 600 0.7 0.54 Cervera et al.
(2008)
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smoother than those for BaCeO3-based systems due to the absence of phase tran-
sitions associated with the change in the structure symmetry. However, the TEC
levels of zirconates are rather low (Table 7) in comparison with traditional ZrO2,
CeO2, and LaGaO3 electrolytes (Tsipis and Kharton 2008), which can complicate
the selection of compatible electrode systems.

BaCeO3–BaZrO3 mixed systems. The solid solutions based on BaCeO3 and
BaZrO3 attracted much attention mainly because of their high chemical stability in
the presence of H2O- and CO2-containing atmospheres as well as in the presence of
S-containing components (e.g., H2S). According to thermodynamic calculations,
barium cerate is the most unstable material among other cerates or zirconates of
alkaline earth elements in the presence of CO2 and H2O, whereas barium zirconates
are the most stable (Kreuer 2003; Medvedev et al. 2014a,b). For example, the water
vapor exposition of BaCeO3 at T < 400 °C results in decomposition of this phase
being followed by the formation of barium hydroxide and cerium oxides (Haile
et al. 2001; Wu and Liu 1997; Matsumoto et al. 2007). This is testified by the
thermodynamic calculations (Medvedev et al. 2015a, b). It should be pointed out
that such materials become stable to H2O at T > 400 °C and, hence, may be used
for high-temperature applications.

The stability of BaCeO3 in pure CO2 is lower: According to results reported in
literature (Matsumoto et al. 2007), the chemical interaction of perovskite phase with
CO2 takes place up to 1041 °C. According to the existing experimental data, the
interaction between H2S- and BaZrO3-based materials was found to be almost
negligible, which may be explained by kinetic peculiarities, but for the BaCeO3-
based ones the presence of H2S has a destructive impact (Li et al. 2008; Fang et al.
2008).

Among other doped systems, Y-doped BaCeO3–BaZrO3 materials are the most
studied in literature. Single-phased materials can be formed in the system of BaCe1
−x−yZrxYyO3−d (0 � x� 1–y; 0 < y � 0.2). By increasing zirconium concentra-
tion (x), synthesis and sintering temperatures become higher and they can amount
1400 and 2200 °C, respectively (Table 4). Therefore, the use of wet chemical
methods (such as co-precipitation, combustion method, sol–gel, and Pechini) and
the introduction of sintering aids are the most actual strategies for the formation of
dense ceramics with a non-porous microstructure.

It should be noted that the crystal structure of BaCe1−x−yZrxYyO3−d materials
strongly depends on many factors, such as method of powder preparation,

Table 7 Thermal expansion coefficients of zirconates in ambient or dry (*) and wet (**) air
atmospheres

Composition Temperature range (°C) aav (�106К−1) References

BaZrO3 50–1100 7.1* Yamanaka et al. (2003)

BaZr0.95Y0.05O3−d 100–800 7.8*, (8.8**) Andersson et al. (2014)

BaZr0.9Y0.1O3−d 100–800 7.4*, (8.8**) Andersson et al. (2014)

BaZr0.8Y0.2O3−d 100–900 8.2* Lyagaeva et al. (2015)

BaZr0.8Y0.2O3−d 100–800 8.0*, (9.7**) Andersson et al. (2014)
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synthesis/sintering technological regimes, and concentration of uncontrolled
impurities in precursors. Due to this fact, the same Y-doped BaCeO3–BaZrO3

materials can possess different crystal structures, including monoclinic,
orthorhombic, rhombohedral, and cubic (see Table 7 in Medvedev et al. 2016). At
the same time, with the increase in zirconium concentration an increase in the
perovskite symmetry is observed.

The transport properties of BaCeO3–BaZrO3 materials were thoroughly inves-
tigated by different research groups (Sawant et al. 2012; Fabbri et al. 2008; Ricote
et al. 2012; Katahira et al. 2000; Lagaeva et al. 2015). Despite that the conductivity
for the same oxides greatly differs (by half-order of magnitude or more), a general
trend can be noted:

1. The conductivity decreases with increasing Zr content in cerate-zirconates—
most probably due to the decrease in grain and grain-boundary conductivities.

2. The grain-boundary conductivity deterioration (Figs. 8 and 9) can be associated
with the fact that grains size becomes smaller and relative density of ceramics
drops.

3. The grain conductivity can be also decreased (Fig. 9) due to several reasons,
such as: narrowing of migration channels, which is defined by the free volume
of unit cell and the higher electrostatic repulsion in the Ce–OH pair, rather than
in Zr–OH ones, that follows from the electronegativity concept.

On the other hand, among the reasons that can negatively affect grain conduc-
tivity are (Fig. 10): (i) the narrowing of migration channels, which is defined by the
free volume of unit cell and (ii) the higher electrostatic repulsion in the Ce–OH pair,
rather than in Zr–OH ones, according to electronegativity concept.

Ca- and Sr-based zirconates. From the viewpoint of electrical properties, the
oxide systems based on SrZrO3 are less conductive in comparison with BaZrO3

analogs. However, the scarcity of literature information does not allow one to mark
out the most appropriate dopants for this perovskite system. For example, Omata

Fig. 8 Nyquist plots of
BCZY samples and
equivalent circuit employed
for evaluating the grain and
grain-boundary resistance
(Sawant et al. 2012)
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et al. (Omata et al. 2008) found that the conductivity of SrZr1−xScxO3−d materials is
higher than that of SrZr1−xYxO3−d, whereas the work of Huang and Petric (1995)
showed opposite results.

In- and Sc-doped CaZrO3 demonstrate the better transport properties in contrast
to the materials doped by other elements. For example, the conductivity values of
CaZr1−xScxO3−d are comparable with those of zirconates (Gorelov et al. 2014). It
should be noted that a decrease in the ionic radius of twelve-coordinated elements A
in AZrO3 is the cause of the decrease in conductivity. However, at the same time,

Fig. 9 Bulk, grain-boundary
and total electrical
conductivity of Ba(Ce1
−xZrx)0.9Nd0.1O2.95 solid
solutions as a function of Zr
content (Zając et al. 2012)

Fig. 10 Conductivity of
SrCe1−xYxO3−d materials as a
function of pO2 at 800 °C:
x = 0.1 (a) and x = 0.15
(b) (Sammes et al. 2004)
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the character of conductivity changes from mixed (ionic-hole) to predominately
protonic.

For example, according to results of Gorelov et al. (2014), the CaZr1−xScxO3−d

materials are purely protonic electrolytes at the conditions of wet air atmosphere
and low temperatures (less than 600 °C).

Materials based on SrCeO3. SrCeO3-based oxides are isostructural to BaCeO3

and as already mentioned exhibit also protonic conductivity. Their conductivity
compete the values reached for barium cerates. As shown in section BaCeO3-based
materials, doped BaCeO3 demonstrates a pure ionic conductivity in reducing
atmospheres and mixed ionic–electronic conductivity in oxidizing ones. A decrease
in ionic radius of ACeO3 alkaline earth element results not only the deterioration of
conductivity (due to the decrease in size of migration channels), but also in the
appearance of undesirable electronic conductivity in reducing atmospheres (due to
easier Ce ions reduction, Fig. 10).

This feature does not allow one to use such materials as electrolytes for solid
oxide fuel cells; however, it opens the possibility for their applications as
non-electrode membranes for hydrogen production or carrying out of conversion
processes (Li et al. 2011; Shrivastava et al. 2012; Xing et al. 2015).

Materials with A3+B3+O3 structure. Some oxides with perovskite structure
belonging to A3+B3+O3-structured perovskite class (A, B = Ln or trivalent p- and
d-elements with constant oxidation state) also exhibit proton transport and
demonstrate high chemical stability. The proton transport was found to be the
characteristic feature of oxides based on LaScO3, LaInO3, LaLuO3, LaErO3,
LaYbO3, and LaYO3 (Okuyama et al. 2014). Among this series, the Sc- and
Yb-containing perovskites are highlighted as most promising mainly due to their
good electrical properties (Fig. 11).

Considering the transport properties of these systems with the variation of pO2, it
can be stated that all of such A3+B3+O3 perovskites are characterized by a mixed
ionic–electronic conductivity in oxidizing atmospheres and a pure ionic in reducing
one (Fig. 12).

Fig. 11 Total conductivity of
A3+B3+O3 materials in wet H2

atmosphere (Okuyama et al.
2013)

100 D. Medvedev et al.



The same tendency is maintained for other representatives of A3+B3+O3 protonic
materials [La1−xSrxSc1−xMgxO3−d (Stroeva et al. 2010) and La0.9Sr0.1M0.9Mg0.1O3

−d (Lybye et al. 2000)]. It is found that proton concentration and, correspondingly,
level of proton conductivity grow with increasing ionic radius of B element, which
is in agreement with size factors. Due to this fact, LaYO3- and LaYbO3-based
materials should be considered as the most conductive systems. For example,
Okuyama et al. (2014) revealed that yttrates and ytterbiates possessed unipolar
protonic conductivity under wet reducing atmospheres, whereas scandates, indates,
and aluminates demonstrated also noticeable oxygen ionic transport.

Because A3+B3+O3 perovskites exhibit lower level of conductivity in compar-
ison with A2+B4+O3 systems, their applications in SOFCs should be verified.
However, Y- and Yb-based oxides possess a wide electrolyte domain boundary and
can be successfully used for sensors (Kalyakin et al. 2016) and pumps (Sakai et al.
2013) devices.

4.2 Other Materials

Ba2In2O5-based materials. Two decades ago it was shown for the first time that
proton transport can also be realized in perovskite-related compounds with struc-
tural oxygen vacancies (Nowick and Du 1995; Krug and Schober 1996). Contrary
to simple perovskites, for which vacancies are created by acceptor doping (impurity
oxygen vacancies), these compounds contain oxygen vacancies, which are inher-
ently structural components (structural oxygen vacancies).

The brownmillerite structure of A2B2O5 (or A2BB´O5) incorporates a maximal
amount of oxygen vacancies: *16.7 % (or 1/6) for each formula unit
ABO2.5[VO]0.5 � A2B2O5[VO]1, whereas for simple perovskites the content of
oxygen vacancies (½V��

O�= ½V��
O� þ ½Ox

O�
� �

) is typically less than 4 % (Kochetova et al.
2016). As well-known, Ba2In2O5 brownmillerite compounds also ehibit proton
transport (Jankovic et al. 2012; Islam et al. 2001; Animitsa et al. 2012; Tarasova

Fig. 12 Oxygen partial
pressure dependences of
conductivity for
La0.9Ba0.1YbO3−d (Okuyama
et al. 2013)
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et al. 2015; Tarasova and Animitsa 2015). Upon exposure to a wet atmosphere near
300 °C, Ba2In2O5 undergoes a reversible phase transformation. This hydrated
phase was determined, by Zhang and Smyth in 1995a, b, to be a reasonable proton
conductor though it has been found that the proton conductivity of the
Ba2In2O4(OH)2 is less than 10−5 S cm−1 at 400 °C.

The presence of the phase transition around 930 °C is the main problem asso-
ciated with Ba2In2O5 applications. More precisely, this phase transition signifi-
cantly affects the target properties of ceramic materials, including value and nature
of conductivity, mechanical properties, and stability. The order/disorder phase
transition is accompanied by disordering oxygen vacancies and changing symmetry
from an orthorhombic to tetragonal at 930 °C and then to cubic symmetry around at
1040 °C (Hashimoto et al. 2002). The ionic conductivity of Ba2In2O5 at temper-
ature values higher than 930 °C is comparable with YSZ but below transition
temperature the conductivity dramatically decreases (by 1–1.5 orders of magni-
tude). For this reason, the main doping strategy deals with the stabilization of the
cubic phase at such low temperatures as possible.

Materials science aspects are aimed at the realization of isovalent- or donor-
doping strategies, which contribute to the stabilization of cubic phase of barium
indate at lower temperatures. Numerous cationic substitutions were performed in
Ba2+, In3+, or both sublattices in order to improve the oxygen ion and the proton
conductivities in Ba2In2O5 (Rolle et al. 2008; Ta et al. 2006; Kochetova et al. 2013;
Ito et al. 2012; Shin et al. 2011). For example, the partial isovalent substitution of
In3+ by an element with smaller ionic radius (Sc3+) results in a decrease of the phase
transition (Tpt) temperature, whereas elements with higher ionic radius (Y3+, Ln3+)
lead to an increase of Tpt (Fig. 13) (Ta et al. 2006).

The stabilization of cubic structure of indates can be realized even at 300 °C
when Ba2+ or In3+ is partially substituted by donor elements (Kakinuma et al. 2001,
Niwa et al. 2003). Because of this, the conductivity of donor-doped Ba2In2O5 can
be enhanced by 1–2 orders of magnitude than that of basic barium indate at the
intermediate-temperature range (Fig. 13). The main reason of the phase stabiliza-
tion and the conductivity enhancement of donor-doped indates is the slight decrease

Fig. 13 Temperature of phase transition for Ba2(In1−xRx)2O5 (a) and temperature dependences of
conductivity for Ba2(In0.9R0.1)2O5 in air (b) (Ta et al. 2006)
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in the excess concentration of oxygen vacancies, which results in the conservation
of the disorder structure.

Another problem of these materials is the sharp (non-monotonic) change of
linear and volume parameters of ceramic samples under the heating or cooling
procedure (Yoshinaga et al. 2004; Hui et al. 2006), preventing their utilization as an
ensemble with other functional materials (cathode, anode, interconnect, and seal).
For example, in Fig. 14 the dilatometric results of Ba2–xSrxIn2O5 and Ba2In2–
yGayO5 ceramic materials are shown. As one can distinguish the investigated
temperature ranges, the obtained dependences are nonlinear and exhibit an obvious
inflection point that corresponds to the phase transition point.

LaNbO4-based materials. Materials based on LaNbO4 are the representatives
of a relatively new class of HTPCs, which were firstly investigated by (Norby et al.
2013). The analysis of LaNbO4 reveals that this material exhibits a phase transition
that pass from the low-temperature monoclinic fergusonite-type structure to the
high-temperature tetragonal sheelite-type one (Norby and Magrasó 2015).
Consequently, this phase transition is coupled with a significant variation of both
unit cell volume and linear parameters. The average TEC of low-temperature
LaNbO4 phase is two times higher than that for the high-temperature phase
(Table 8).

Practically, the stabilization of LaNbO4 tetragonal phase at low temperatures is
difficult, since such system possesses a narrow interval of solid solution existence.
The amount of acceptor dopants, resulting in the formation of oxygen defects and the
appearance of oxygen ion and proton conductivities, is usually less than 1–5 mol%
(Haugsrud and Norby 2006). Higher concentrations of dopants result in the for-
mation of multiphase systems (Haugsrud and Norby 2006; Syvertsen et al. 2012).

Although the conductivity of LaNbO4-based materials under humidification
increases by 1–1.5 orders of magnitude, their absolute level of total conductivity is
rather low (Fig. 15a, c), mostly because of the high contribution of grain-boundary

Fig. 14 Thermal expansion
of Ba2−xSrxIn2O5 and Ba2In2
−yGayO5 in the cooling regime
in air (Yoshinaga et al. 2004)
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conductivity (Norby and Magrasó 2015) and low substitution level (Ivanova et al.
2015; Bi et al. 2012; Solís and Serra 2011).

The above fact, alongside with the undesirable high values of n- and p-type
conductivities (Fig. 15b) and the considerable change of mechanical properties
(associated with monoclinic ! tetragonal phase transition), prevents the applica-
tion of LaNbO4-based materials as electrolytes for SOFCs. Either using 15 lm
Ca-doped LaNbO4 (Magrasó et al. 2014) or 30 lm Sr-doped LaNbO4 (Magrasó
et al. 2011) electrolytes, power density results of SOFCs are close to 5 mWcm−2 at
800 °C, that is, about 1–2 orders of magnitude lower than that of a SOFCs based on
BaCeO3 and BaZrO3 proton-conducting electrolytes.

Table 8 Thermal expansion coefficients (a) and transition temperatures (Ttrans) for LaNbO4-based
oxides

Composition amonoclinic

(�106, K−1)
atetragonal
(�106, K−1)

Ttrans (°C) References

LaNbO4 15 8.6 450 Norby and Magrasó (2015)

LaNbO4 14 8.4 504 Mokkelbost et al. (2009)

LaNbO4 17.3 7.1 510 Vullum et al. (2008)

La0.98Ca0.02NbO4−d 12 8.3 504 Haugsrud and Norby (2006)

La0.98Sr0.02NbO4−d 14 9.1 492 Haugsrud and Norby (2006)

La0.98Sr0.02NbO4−d 20 8 500 Brandao et al. (2011)

La0.98Ba0.02NbO4−d 14 8.8 514 Haugsrud and Norby (2006)

LaNb0.8Ta0.2O4 15.7 9.1 670 Syvertsen et al. (2012)

La0.99Mg0.01Nb0.99Al0.01O4−d 12.9 7.8 500 Ivanova et al. (2015)

La0.99Ca0.01Nb0.99Al0.01O4−d 15.1 8.9 490 Vullum et al. (2008)

La0.99Sr0.01Nb0.99Al0.01O4−d 12.8 6.4 470 Vullum et al. (2008)

La0.99Ba0.01Nb0.99Al0.01O4−d 10.3 7.0 450 Vullum et al. (2008)

Fig. 15 Conductivity of LaNb0.99Ti0.01O4 as a function of temperature (a), water vapor partial
pressure (b), and oxygen partial pressure (c) (Huse et al. 2012)
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Fluorite-based materials. As well known, materials with fluorite structure, such
as doped CeO2, are considered mainly as oxygen ion-conducting electrolytes for
different types of electrochemical devices (Patakangas et al. 2014; Figueiredo and
Marques 2013).

However, even in such oxides proton transport can also be realized under certain
conditions (Yokokawa et al. 2004; Nigara et al. 2003; Ruiz-Trejo and Kilner 2009;
Sun et al. 2012). For example, the estimation of proton conductivity
(1.2 � 10−6 S cm−1 at 800 °C) in Gd-doped CeO2 system has been carried out on
the base of hydrogen permeability experiments. Ruiz-Trejo and Kilner (2009),
using electrochemical impedance spectroscopy, measured the response of con-
ductivity on the pH2O change at low temperatures. More precisely, the total con-
ductivity of Ce0.9Gd0.1O2–d does not change with the change of pH2O in air at
temperatures higher than 200 °C and slightly differs at the lower ones. For example,
the value of proton conductivity reaches 1.0 � 10−8 and 3.4 � 10−8 S cm−1 at
150 °C and 2.2 � 10−8 and 4.7 � 10−8 S cm−1 at 200 °C in dry
(pH2O = 0.003 atm) and wet (pH2O = 0.029 atm) air, respectively. The separation
of total conductivity in grain and grain-boundary components allowed the authors
to conclude that bulk conductivity of Ce0.9Gd0.1O2–d is independent on the steam
concentration, demonstrating the oxygen ionic transport. Therefore, proton trans-
port in such and in similar oxides under the mentioned conditions should take place
in grain-boundary regions (Ruiz-Trejo and Kilner 2009).

In the case of equimolar substitution of Ce with La in Ce1−xLaxO2−d, the for-
mation of La2Ce2O7 phase with cubic fluorite structure occurs (Sun et al. 2012).
Absolute value of proton conductivity and proton transport numbers was calculated
by the aid of AC conductivity and EMF measurements. The total conductivity in
wet hydrogen is equal to 5.6 � 10−7 and 5.1 � 10−4 S cm−1 for 250 and 550 °C,
respectively (Fig. 16), and at the same time, the proton transport numbers decrease
from 0.89 to 0.13 (Fig. 17). Thus, the simple calculations show that proton con-
ductivity in the La2Ce2O7 ceramic amounts 5.0 � 10−7 and 6.7 � 10−5 S cm−1 for
250 and 550 °C, respectively.

Pyrochlore-based materials. Oxides with a general A2B2O7 (A = Ln, B = Ti,
Sn, Zr) formula belong to pyrochlore-structured materials. As for the most
proton-conducting materials, both oxygen ion and proton conductivity arise after
doping by acceptor impurities (Mg2+, Ca2+, Sr2+, Ba2+), resulting in anion disorder
of pyrochlore structures. Principally, the partial substitution can be carried out for
both A- and B-sublattices of A2B2O7.

However, A-substitution is more favorable due to the possibility of achieving a
higher conductivity, including the proton component (Eurenius et al. 2010b, c;
Omata et al. 2004). This phenomenon is attributed to different oxygen sites with
different basicities in the pyrochlore crystal. The analysis of the crystallochemical
factors also shows that proton transport increases with increasing the ionic radius of
Ln3+ (Eurenius et al. 2010b) and acceptor dopant (Omata et al. 2004).

In these systems, a relatively high hydration degree can be realized (Eurenius
et al. 2010a), leading to predominantly proton transport in wet reducing
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atmospheres, even at relatively high temperatures (for La1.98Ca0.02Zr1.98Ca0.02O7−d,
tH = 1 at 200–600 °C and tH = 0.82 at 800 °C) (Omata et al. 1997). In spite of this,
pyrochlore systems have not been widely used as components for
intermediate-temperature electrochemical devices, mostly because of their
(Eurenius et al. 2010a, b, c; Omata et al. 2004; Omata et al. 1997): (i) very low
absolute value of proton conductivity (10−7–10−4 S cm−1 between 300 and 800°C);
(ii) low grain-boundary conductivity; and (iii) unstable oxides in reducing atmo-
spheres due to the material decomposition in the case of Sn-containing pyrochlores
and the increase of unwanted electron conductivity as a result of Ti-ions reduction
in the case of Ti-based ones.

Fig. 16 Total conductivity of
La2Ce2O7 in air depending on
pH2O (Sun et al. 2012)

Fig. 17 Proton transport
numbers of La2Ce2O7 in air
depending on pH2O (Sun
et al. 2012)
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5 Useful Concluding Remarks

Proton transport is found to be a characteristic feature of many materials with
different structures and chemical compositions. Many research groups devoted the
last decade particular attention in designing and developing this kind of oxide
materials, examining the proton conductivity phenomenon and their perspective
applications in electrochemical devices.

Among the different high-temperature proton-conducting systems, BaCe1
−xLnxO3−d materials (lanthanide-doped BaCeO3) possess the highest ionic (oxygen
ionic and protonic) conductivity. At first sight, this is favorable for their applica-
tions as electrolytes in solid oxide fuel cells. However, these materials exhibit a low
chemical stability, which—conversely—limits potential applications. The double
doping (co-doping) of BaCeO3 has been widely studied because this strategy
permits simultaneously affecting a number of key properties of the materials,
including stability. The acceptor (In3+), isovalent (Sn4+, Ti4+), and donor (Nb5+,
Ta5+) dopants can be used in order to enhance chemical stability of BaCeO3-based
oxides. But the optimal concentration of such dopants should be verified due to
negative impact on transport properties of the BaCeO3 system.

The electrolytes based on BaZrO3 are characterized by excellent thermodynamic
stability and relatively high proton (bulk) conductivity in the temperature range
300–600 °C. However, the large grain-boundary resistance has a significant impact
on the transport processes. For this reason, the total conductivity of ceramics is
sensitive even to weak changes of the technological factors (such as the properties
of precursors, synthesis methods, and temperature regimes), varying sometimes
by *1 order of magnitude for nominally the same compositions.

Partial substitution of cerium with zirconium in BaCeO3 is one of the best ways
of optimizing transport and mechanical properties enhancing also stability toward
CO2 H2O and H2S. The BaCeO3–BaZrO3 proton-conducting materials are currently
state-of-the-art electrolytes possessing the most optimal combination of functional
properties required for applied aspects. The SOFCs based on this system demon-
strate promising electrochemical characteristics (Table 9) coupled with splendid
long-term stability.

LaScO3, Ba2In2O5, LaNbO4 also can be considered as electrolyte materials for
solid oxide electrochemical devices, although their conductivity is much lower than
those for the above-mentioned systems. On the other hand, these oxides demon-
strate some advantages which consist of a high chemical stability and, in some
cases, a purely ionic (co-ionic) transport under wide ranges of temperatures and
oxygen partial pressures. The material optimization strategies should be used for
extending the scope of their possible application. The proton transport is also
possible for systems (CeO2 with fluorite structure and La2Zr2O5 with pyrochlore
structure) that have traditionally been considered as oxygen ionic electrolytes.
Generally, the proton conductivity for their doped analogs does not exceed
10−5 S cm−1 at 600–1000 °C.
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It should be noticed that the materials considered here still possess certain
drawbacks (Table 10), which at the moment limit their real applications. Future
investigations should encompass the following key areas: material optimization,
novel synthesis/processing routes and dense thin film preparation, chemical and
thermal compatibility with other functional elements of electrochemical cells, and
long-term and RedOx stability.
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Interconnects for Solid Oxide Fuel Cells

Angeliki Brouzgou, Anatoly Demin and Panagiotis Tsiakaras

Abstract Interconnect materials serve an important role in solid oxide fuel cell
(SOFC) technology, connecting the current collectors of each cell to either the next
one or the electrical load. Up to date, two types of interconnects have been
developed: (i) the ceramic and (ii) the metallic ones. The ceramic interconnects are
oxides, which are very stable in oxidizing atmosphere, but their cost is high and
they exhibit lower electrical conductivity in comparison with the metallic ones at
the operating temperatures. The most studied ceramic interconnects are lanthanum
and yttrium chromites, and perovskite p-type semiconductors. Currently, ceramic
conductive materials are widely used as thin protective layers deposited on metallic
interconnects. The metallic interconnects are cheaper than the ceramic ones, and
they are used at lower operating temperatures. Compared with ceramics, they
exhibit higher electronic conductivity, but they are not stable in oxidizing atmo-
spheres. During the last decade, several solutions have been approached, pre-
dominating the surface modification of the metallic interconnects via protective
oxide layers (ceramic one) deposition on them. This alternative approach increases
the lifetime of metallic interconnects, especially under cathode conditions. Reactive
element oxides, perovskites, spinels, and dual layers are the kind of coatings that
have also been developed.
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1 Introduction

Solid oxide fuel cell (SOFC) is an emerging power generation technology. The
most attractive characteristics of SOFCs, among the other types of fuel cells, are
their high efficiency, their flexibility in fuel choice, including carbon-based fuels,
and their high-quality heat by-products (excess heat from SOFCs can be utilized as
a second power source). However, from materials’ standpoint, SOFC technology is
still the most demanding one (Gannon et al. 2007; Zhang et al. 2015; Wu et al.
2015).

For practical SOFC applications, in order to reach the desired voltage output,
several cells are stacked mainly in series and an interconnect is required for con-
necting the single cells (Fig. 1) (Zhu et al. 2003a, b). Tubular and flat plate or
planar are the most studied SOFC designs. In any case, for an effective fuel cell
stack operation, interconnect materials consist of an important key point (Stambouli
et al. 2002).

In the last two decades, low operating temperatures (<800 °C) have been rec-
ognized as an essential point for lowering the cost and avoiding fast degradation of
SOFCs. Nevertheless, even at low operating temperatures, the identification and
fabrication of suitable interconnect materials are very challenging (Fergus 2005).
Interconnects are exposed to both anode and cathode atmospheres (Fig. 1), and they
play an important role for the appropriate SOFC operation (Chen et al. 2005;

Fig. 1 Variable solid oxide fuel cell stack structures using interconnects
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Fontana et al. 2007; Kurokawa et al. 2004; Gannon et al. 2004), demanding specific
physicochemical and electrical properties, which are as follows:

1. Chemical compatibility with the other SOFC components: The interconnect
material being in contact with both electrodes must be stable in both oxidizing
and reducing atmospheres. Thus, any reaction or interdiffusion between inter-
connect and electrode materials should be excluded. In the opposite case, low
conductive phases (mostly oxides) can be formed enhancing the electrical
resistance and/or the mechanical degradation.

2. High-temperature oxidation resistance in both anode and cathode atmospheres:
Poor oxidation resistance can lead to thermally grown of oxide scales and
consequently to chemical and mechanical incompatibilities.

3. High electrical and negligible ionic conductivity: The acceptable area-specific
resistance (ASR) level should be significantly lower than 100 mX cm2.

4. Thermal expansion compatibility with the other SOFC components: The thermal
expansion coefficient (TEC) value should match well with those of electrodes
and electrolytes in order to avoid the generation of excessive stresses during the
thermal cycling. In general, the most acceptable TEC values should be in the
range of 9.9–10.6 � 10−6 K−1.

5. Adequate strength and creep resistance at elevated temperatures: This is of
special relevance to the planar SOFC where the interconnect serves as a
structural support.

6. Zero open porosity and sufficient mechanical strength: Due to high operating
temperatures and to avoid damages, good mechanical strength is necessary. Zero
open porosity also helps avoiding reactant adsorption.

7. Excellent imperviousness for oxygen and hydrogen: It is to prevent direct
combination of oxidant and fuel during fuel cell operation.

8. Good thermal conductivity: It is almost close to 5 Wm−1 K−1.

Low-cost and easier methods of fabrication and inexpensive raw materials could
be considered among the additional characteristics (Fergus 2005).

The following types of interconnects have been extensively studied and
developed.

Ceramic interconnects (for operation at high temperatures: 900–1000 °C) are
oxides stable in oxidizing atmospheres. However, compared with metallic inter-
connects, their cost is relatively high and they exhibit lower electrical conductivity
at lower temperatures. They can be directly used as interconnect materials or can be
deposited as a very thin protective layer between the metallic interconnect and the
anode or the cathode. Doped lanthanum chromite (LaCrO3) is the most widely
investigated among the studied ceramic interconnects (Setz et al. 2015).

Metallic interconnects can be used only at intermediate temperatures (<800 °C),
where the oxidation rate is quite low. They exhibit very good electrical conduc-
tivity, but in oxidizing atmospheres, they possess undesirable stability. Ferritic
stainless steels (FSSs) that usually contain high chromium (Cr) percentage (10 and
26 wt%) are often used as metal interconnects. However, at high temperatures, Cr
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evaporates and tends to migrate to the three phase boundaries of cathode, promoting
poisoning phenomena. Metallic interconnects usually require on the surface a
protective coating against corrosion and SOFC’s life time improvement. By low-
ering SOFC operation temperature (*600 °C or less), cheaper materials may be
used (such as austenitic steels, which do not contain Cr) (Liu et al. 2009).

Coatings fall into three main categories: spinel oxide, perovskite, and reactive
element oxide coatings. They are promising candidate materials for interconnects to
be used in SOFC stacks. During long-term operation, material-related challenges
may arise, including (i) surface instability (oxidation, spallation, and reactions with
neighboring components), (ii) increased electrical resistance due to continuous
oxide scale growth, and (iii) chromia-scale evaporation that may lead to cathode
poisoning.

2 Ceramic Interconnects

As mentioned above, interconnects must be extremely stable, because they are
exposed to both oxidizing and reducing sides of a solid oxide fuel cell. For this
reason, for long-term operation, ceramics have been more successful than metals as
interconnect materials. After many years of investigations, it has been concluded
that chromites (more precisely YCrO3 and LaCrO3) are the most efficient ceramic
interconnects, due to their acceptable stability under oxidizing conditions in a wide
range of temperatures. However, in reducing atmospheres, a several number of
oxides tend to lose oxygen, forming oxygen vacancies, and consequently dramat-
ically decreasing their electrical conductivity (Singhal et al. 2003).

2.1 Lanthanum Chromite

At an early stage of the ceramic materials, research and development perovskite
oxides have been considered among the best candidates. Doped LaCrO3 belongs to
the most promising interconnect materials as it exhibits acceptable conductivity at
the operating temperatures and good stability in oxidizing and reducing atmo-
spheres. More precisely, lanthanum chromite (LaCrO3-d) has been found to be the
most stable compound at low oxygen partial pressures, exhibiting a very high
(*2450 °C) melting point (Hayashi et al. 1988). Moreover, LaCrO3 exhibits good
chemical compatibility with the stack components (sealant, electrolyte, and elec-
trodes). However, at lower temperatures: (i) its not high conductivity, (ii) its mis-
match TEC with the other components, and (iii) its difficulty to sinter to a high
relative density, makes it insufficient for being used on its own. Additionally,
LaCrO3 exhibits low mechanical strength (Fergus 2004; Singhal et al. 2003).

Doping enhancement. Doping LaCrO3 with alkaline earth elements (ions with
lower valence-electron acceptors such as Ca, Mg, and Sr are substituted on either
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the La3+or the Cr3+ sites) leads: (i) to an increase in p-type conductivity (conduc-
tivity due to small polaron hopping from room temperature at *1400 °C and at
oxygen pressures as low as 10−18 atm) and (ii) to a better matching of its TEC with
the other SOFC components (Sakai et al. 2004). Among the most interesting
properties of doped LaCrO3 interconnects (especially those having the
orthorhombic structure) are as follows: (i) high-melting points, (ii) good mechanical
properties, and (iii) acceptable electrical conductivities at 1000 °C in oxidizing and
reducing atmospheres (Fig. 2).

The effect of Sr, Ca, La, Y, Mg, Cu, Ni, Co, and other dopants on relevant
properties for SOFC applications, including conductivity, chemical stability, ther-
mal expansion and mechanical strength, is widely investigated in the last two
decades.

Alkaline metals were conventionally doped at the La-site of LaCrO3 and tran-
sition metals at the Cr-site. Ca and Sr are among the most used and preferable
dopants exhibiting sufficient conductivity in fuel atmosphere that exceeds
1 S cm−1. It was reported (Fergus 2004) that as the content of strontium and
calcium increases, an increase in conductivity of lanthanum chromite at 1000 °C is
observed. Ca has a more sound effect on electrical conductivity than Sr. In general,

Fig. 2 Strontium and
cobalt-doped lanthanum
chromite orthorhombic unit
cells
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the electronic conductivity is enhanced as much closer is the radius of the intro-
duced element to the radius of the host element, e.g., La in CrO3.

It is noted that the extent of expansion due to oxygen loss is directly related to
the oxygen vacancy concentration. Consequently, the substitution of divalent Ca
and Sr with Y and La, respectively, induces the formation of small polarons as
charge carriers, whereas the additional substitution of another element, e.g., Mn for
Cr, results in the formation of a second charge carrier associated with Mn. As a
consequence, TEC is improved (Singhal et al. 2003). Usually, when Sr is used, a
second layer is formed when exposed in air, while when Ca is used only one single
phase is formed. However, it has been stated that for Sr < 0.4, a stable single phase
exists (Liu et al. 2000).

Mg, Cu, Ni, and Co have also been used as dopants for LaCrO3. It was reported
that the doping of LaCrO3 with Mg leads to an increment of its conductivity, but
not as much as when doped with Sr and Ca. The same results were observed for the
doping of LaCrO3 with Cu or Co (Fergus 2004). Mg, against to other alkaline earth
elements, has much smaller radius and occupies Cr sites. TEC values of most of the
above-mentioned materials are not acceptable.

Co-doping of chromites (Me-Sr-La chromite: Me = Co, Ca, etc.) can also
enhance electrical conductivity. Very recently, Sr- and Co-doped LaCrO3 materials
with the composition of La0.8Sr0.2Cr0.92Co0.08O3-d (LSCC) were developed and
tested (Setz et al. 2015). In this case, TEC values were high and close to
14.8 � 10−6 K−1, while the electrical conductivity was close to 27.6 S cm−1 (at
950 °C in air).

Triple-doped LaCrO3 led to more desirable results. Fe doping, at variable doping
levels, in B-site of La0.8Ca0.2Cr0.9Co0.1O3-d (LCCC), resulted in a significant
improvement in the electrical conductivity, about 67 S cm−1 (at 800 °C in air) and
71.9 S cm−1 (at 850 °C in air) (Fu et al. 2015). Up to date, this is the highest value
reported in the literature. Indeed, as it can be distinguished in Fig. 3, the highest
electrical conductivity is observed for Fe content close to 0.03. It is shown that for
less or higher Fe content, electrical conductivity decreases. It was stated that at high
oxygen activity, two compensatory mechanisms are activated: an ionic and an
electronic one. The electronic/ionic ratio decreases as the Fe-doping level increases.
The increase in Fe-doping level causes: (i) the formation of oxygen vacancy and
(ii) the growth of the ionic conductivity contribution. Simultaneously, Fe doping
has no significant effect on TEC value (11.47 � 10−6 K−1) (Wei et al. 2014).

Fabrication and processing. An effort has been made to improve the properties
of LaCrO3 by using different fabrication methods. The main problem is related with
the fact that Cr-containing oxides are difficult to sinter. More precisely, this
problem derives from the vaporization of Cr-O species that leads to the enhance-
ment of the evaporation–condensation mechanism of sintering. Consequently, the
suppression of the densification causes powder coarsening. Thus, in order to
achieve high densification level of LaCrO3, many fabrication methods have been
reported from the early stages, such as hot pressing (Singhal et al. 2003),
co-sintering (Flandermeyer et al. 1988), electrochemical vapor deposition, plasma
spraying, and laser ablation (Singhal 2000).
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The main disadvantages of the above-mentioned methods are mainly related
with their high cost and the production of unstable interconnect materials. Up to
2006, the solid-state method has been the commonly used one: Lanthanum chro-
mite was sintered at 1600 °C or above, presenting, however, no compatible TEC
values with the common yttria zirconia electrolyte (Zhong 2006).

Today, novel preparation purposes are oriented toward: (i) stabilizing rhombo-
hedral phase at room temperature, avoiding phase transition, and (ii) matching
interconnects TEC to that of electrolyte in air atmosphere (Zhong 2006).

In this direction, relatively few research groups proposed cost-effective fabri-
cation methods. In order to improve the properties of LaCrO3, nano-sized La-doped
SrTiO3 powder was synthesized via Pechini method with citric acid. This powder
was further used to form a thin interconnect layer on a porous Ni-YSZ anode
support by the aid of a screen-printing process followed by co-sintering. With this
preparation method, near-full densification ceramic materials were obtained,
improving at a low extent the properties of LaCrO3, as the interconnect material did
not present any modification in reduction atmosphere (Park et al. 2012).

Very encouraging results, in terms of electrical conductivity and TEC values,
were obtained by doping LaCrO3 with Ca and Sr, after sintering them at temperatures
lower than that for pure LaCrO3 (Furtado et al. 2008). Furthermore, by adding Mg to

Fig. 3 Electrical conductivity for LCCCFe (Fe = 0–0.12) in air at 600, 700, and 800 °C
(Fu et al. 2015)
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single-doped LSC (lanthanum strontium chromite), the La0.9Sr0.10Cr0.95Mg0.05O3

(LSCM) has been obtained, the densification of which increased, exhibiting both
acceptable conductivity (22.1 S cm−1) and perfect TEC value (9.8 � 10−6 K−1).

A dense Sr- and Ca-doped LaCrO3 interconnect on Ni-YSZ anode was recently
investigated (Heidarpour et al. 2013). According to the used method, a base layer of
La0.8Sr0.2CrO3−d was screen-printed on the NiO-YSZ substrate and a top layer of
calcium chromite (CaCrO4) was then coated and co-sintered at 1400 °C. Another
dense single layer of La1−x−ySrxCayCrO3−d by a novel bilayer CaCrO4/
La0.8Sr0.2CrO3−d interconnect was prepared by the aid of a cost-effective
co-sintering method with green NiO-YSZ anode (Heidarpour et al. 2012). In
Fig. 4, the way by which the co-sintering procedure leads to the formation of a
protective layer for interconnects is depicted. On the top of the interconnect layer
(LaSrCrO3) is deposited another top layer of CaCrO4, with an initial thickness of
30 lm. During sintering, the top layer dissolves in LaCrO3, forming finally a dense
layer with few closed pores, of around 10 lm thickness. When a 50 lm CaCrO4

top layer is deposited, some liquids of the initial Ca and Cr glycine–nitrate solu-
tions, used during fabrication, sink down to the bottom of the deposited top layer
(CaCrO4) and they are mixed with the substrate, forming undesirable cracks.

Another approach for the fabrication of La0.7Ca0.3CrO3, by reducing the sin-
tering temperature using a combustion process for powder preparation, has also

Fig. 4 Schematic representation of bilayer interconnect and anode before and after sintering (a).
Cross-sectional SEM micrographs of LSC20/CC with 30 and 50 lm CaCrO4 top layer thickness,
(b) and (c), respectively (Heidarpour et al. 2012)
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been proposed (Nair et al. 2008). The conductivity of the prepared material was
found to be close to 57 S cm−1 at 800 °C in air. The material maintained its single
phase and a high density of 98 %. However, its low conductivity in fuel atmosphere
and its chemical expansion still remain unsolved problems.

Despite the many years of research, there are still several problems to be solved
such as (i) unmatched TEC with that of other components of the SOFC and
(ii) insufficiently high conductivity.

Among the additional challenges that should be faced are also the following:

– their extremely inferior sintering behavior in air, which has been attributed to the
formation of a thin layer of Cr2O3 at the interparticle necks during the initial
stages of sintering and

– the reaction of LaCrO3 with the electrolyte (e.g., YSZ) at high temperatures that
causes the formation of a highly resistive lanthanum zirconate (La2Zr2O7) phase,
making impractical the cost-effective co-firing process (Zhu et al. 2003a, b).

Relatively few works concerning LaCrO3 interconnects have been published in
the last years, probably due to the appearance of the following new trends: the
development of acceptor-doped yttrium chromite ceramic interconnects and the
formation of very thin protective ceramic layers between the metallic interconnect
and anode/cathode compartment (Zhu et al. 2003a, b).

2.2 Yttrium Chromite

YCrO3, compared with LaCrO3, is more stable under SOFC operational conditions,
despite the fact that its melting point temperature is lower than that of LaCrO3

(2300 °C against 2450 °C). At temperatures above 1000 °C, YCrO3 starts to
evaporate incongruently with the formation of an excess amount of Y2O3.
Additionally, during the co-firing with SOFC’s materials (usually at *1400 °C),
no other undesired chemical reaction-forming impure phases occurs (Wang et al.
2009a, b).

Among the investigated YCrO3 interconnects, the one doped with Ca has been
suggested for SOFC applications (Yoon et al. 2010). Ca-doped YCrO3 (p-type
conductor) conducts electricity via a small polaron hopping process. However, in
order to avoid the formation of the secondary CaCrO4 phase, Ca content should be
kept constant (<25 %). This phase melts at 1228 °C during sintering, enhancing the
densification (Wang et al. 2009a, b). Despite the fact that Ca-doped YCrO3 exhibits
lower electrical conductivity than LaCrO3, its advantages such as higher mechanical
strength (Paulik et al. 1999), higher stability (Armstrong et al. 1996), and better
chemical compatibility with electrode’s material/YSZ during co-sintering fabrica-
tion method (Wang et al. 2009a, b) make it more attractive.

In order to improve the electrical conductivity, many research groups used
co-doping Ca-doped YCrO3 with another element. For example, by adding Ni, the
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stability of Y0.8Ca0.2Cr1−xNixO3 ± d against reduction was improved; the oxygen
vacancy formation was suppressed, resulting in the appearance of a significantly
increased electrical conductivity of *5.8 S cm−1, in reducing environment at 900 °
C. It was found that the content of Ni significantly affects the properties of the
doped interconnect; when x = 0.15, the electrical conductivity reached its highest
value of 34 S cm−1 (at 900 °C in air), with TEC = 11.5 � 10−6 K−1 (Yoon et al.
2010).

Zn was also used as a dopant element (Y0.7Ca0.3Cr1−xZnxO3−d), and when its
content was x = 0.10, the highest electrical conductivity was measured (19 S cm−1

at 750 °C) and a TEC = 10.8 � 10−6 K−1, a value close to that of YSZ electrolyte.
The doping with transition metals (Ni, Co, Cu), of Ca (20 at.%)-doped YCrO3

(Y0.8Ca0.2Cr0.85Co0.1Ni0.04Cu0.01O3) material, resulted in the closest match with the
8 mol% YSZ (TEC = 11.1 � 10−6 K−1 and 57 S cm−1 of electrical conductivity, at
900 °C in air atmosphere) (Yoon et al. 2011). Conclusively, the addition of Ni is
responsible for the TEC improvement, while the addition of Co and Ni enhances the
electrical conductivity. Moreover, Co improves the interconnect material toward
stability in reducing atmospheres. Table 1 lists the thermal expansion coefficients
and electrical conductivity of the above-discussed materials for interconnects.

As mentioned above, an acceptable TEC value falls in the range of
9.9–10.6 � 10−6 K−1 for the YSZ-based SOFCs and in the range of
8.0–9.8 � 10−6 K−1 for the SOFCs based on protonic electrolytes. However, as it
is shown in Table 1, only the corresponding values of La0.9Sr0.10Cr0.95Mg0.05O3

and La0.803Sr0.197Cr0.92Co0.08O3-d fall in the above range. The substitution of some

Table 1 Thermal expansion coefficient and electrical conductivity in air atmosphere of lanthanum
and yttrium chromite interconnects

Material Electrical
conductivity in
air (S cm−1)

TEC,
(10−6 K−1)

T (°C) Reference

Y0.8Ca0.2Cr0.85Co0.1Ni0.04Cu0.01O3 57.0 11.1 900 Yoon et al.
(2011)

Y0.8Ca0.2Cr0.85Ni0.15O3-d 34.0 11.5 900 Yoon et al.
(2010)

La0.8Sr0.2Cr0.92Co0.08O3-d 27.6 14.8 1000 Setz et al.
(2015)

La0.9Sr0.1Cr0.95Mg0.05O3 22.1 9.8 1000 Furtado et al.
(2008)

La0.8Sr0.2Cr1−xFe0.5O3-d 21.9 11.5 800 Wei et al.
(2014)

La0.803Sr0.197Cr0.92Co0.08O3-d 21.8 9.8 1000 Setz et al.
(2015)

Y0.7Ca0.3Cr0.9Zn0.1O3-d 19.0 10.8 750 Yoon et al.
(2011)
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elements improves TEC values, with their content to be a very sensitive factor.
Moreover, it should be pointed out that their good electrical conductivity makes
them appropriate materials for further investigation as interconnects.

3 Metallic Interconnects

Metallic interconnects have been set as the most suitable materials for improving
the performance and cost-effectiveness of SOFCs, at operating temperatures <800 °
C. They are characterized by relatively lower material and fabrication costs, easier
and more complex shaping, and better electrical and thermal conductivity (in the
range of 650–800 °C). During the last years, many alloys have been examined for
the application as metallic interconnects.

Ferritic stainless steels are considered as the appropriate materials to be used as
SOFC interconnects. In these materials, known as Fe–Cr alloys, the main alloying
element is Cr, with contents typically between 10–26 %, although a higher Cr
content of about 29 % is found in few specialized grades. However, the main
drawback of these materials is that at high temperature, Cr evaporates and then it is
deposited on the cathode surface of SOFC, damaging fuel cell’s long-term stability.

Commercial AISI 430 (� 16 wt% Cr) and Crofer 22 H (� 22 wt% Cr),
exhibiting TEC values closely matched to the most studied cell components, form a
conductive double-layered oxide scale with a layer of loosely packed (Mn, Cr)3O4

on the top of dense Cr2O3 (Zhang et al. 2014a, b; Geng et al. 2006; Froitzheim et al.
2008; Rufner et al. 2008; Jian et al. 2006). However, they are lacking in sufficient
oxidation resistance and electrical conductivity, causing cathode poisoning by Cr
evaporated from the oxide scale layer. Improvements in surface modifications or
coatings are often required for a long-term application with added fabrication
complexity and extra cost (Hua et al. 2010, Zhang et al. 2011; Ajitdoss et al. 2013;
Geng et al. 2012; Yang et al. 2012). Thus, the development of new alloys, espe-
cially with low-Cr content, is extremely desired.

An interesting research concerning commercial interconnect materials of Crofer
22 APU, Crofer 22H, Sanergy HT, ZMG232 G10, and E-Brite, exposed at 850 °C
in a typical SOFC cathode-side environment (air + 3 % H2O), was recently carried
out (Sachitanand et al. 2013). All the investigated steels contained a Cr amount of
about 22–26 % with balanced Fe. In all samples, an outer (Cr,Mn)3O4 spinel and an
inner Cr2O3 corundum layer were formed. However, the spinel layer formed on the
E-Brite steel was discontinuous in nature. It was observed that the steel with the
higher Mn content (Crofer 22APU and Crofer 22H) leads to a lower Cr evaporation
rate. Moreover, higher Mn content in the steel results in a thicker and Mn-rich
spinel layer. It is believed that both factors seriously affect Cr evaporation rates.

Among the examined steels, E-Brite did not contain sufficient Mn for the for-
mation of a continuous outer spinel layer. In this case, the Cr volatilization rate was
found to be approximately four times higher than that for the other steels. It should
be noted that from the examined commercial metallic interconnects, Crofer 22APU
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exhibited the highest mass gain, presenting no mass crackings. Different types of
Crofer 22APU, such as K44M ferritic stainless steel, have also been investigated as
possible interconnect materials (Piccardo et al. 2015).

Low-Cr alloy development. Ni-based and Cr-based alloys and FSSs have also
been studied for their potential use as interconnect materials for solid oxide fuel
cells (Fergus 2005). As mentioned above, TEC values of Ni-based alloys are
considerably higher than those for the other SOFC components. Cr-based alloys are
attractive when dispersed with stable oxides, but their fabrication is relatively
expensive. Low-cost methods of deposition of Cr-based oxide dispersion-
strengthened alloys on FSSs are the most attractive for the production of metallic
interconnect materials.

In the absence of coatings, current metallic interconnects are not suitable for
practical applications at <800 °C, since due to Cr-poisoning effect they may cause
drastic performance degradation of the stack within its expected service lifetime
(Zhu et al. 2003a, b). However, except for coatings’ fabrication, another approach
for overcoming poisoning effects from Cr evaporation is the development of low-Cr
content materials.

Ardigo et al. (2015) examined the corrosion behavior and the electrical con-
ductivity of a commercial stainless steel [K41X (AISI 441)] that contained 18 % of
Cr in dual atmosphere (95 % O2–5 % H2O//10 %H2–90 % H2O, at 800 °C). They
found that the alloy exhibits satisfactory oxidation resistance compared to the single
atmosphere tests, as well as an acceptable ASR value of 100 mX cm2, after 100 h
at 800 °C. This ASR value can be attributed to the formation and the thickness of
the oxide layer.

Zhang et al. (2014a, b) developed a novel low-Cr-containing Fe–Cr-Co alloy for
intermediate temperature SOFCs. The formed oxide scale, after the exposure of the
metallic interconnect at 750 °C for 1000 h in air, was lower than 1 lm, presenting a
double-layered structure with dense (Mn, Cr)3O4 on the top of Cr2O3. In com-
parison with the commercial Crofer 22H alloy, Cr deposition in/around the lan-
thanum strontium manganite (LSM) electrode was remarkably reduced. The
measured ASR was 14 mX cm2. Additionally, the oxidation kinetics at 750 °C was
found to obey the parabolic law, exhibiting a very low rate constant of
1.42 � 10−15 g2 cm−4 s−1. According to the authors, the significant enhancement
of the oxidation resistance of Fe–Cr-Co alloy is due to the unique microstructure of
the formed oxide scale.

Very recently, Jo et al. (2015) presented their results concerning a novel and
low-cost ferritic stainless steel, named 460FC, being developed and fabricated by
the conventional continuous casting and rolling process. The oxidation character-
istics and high-temperature properties of 460FC were investigated at 800 °C and
compared with those of Crofer 22. Although the as-prepared 460FC did not contain
rare earth metals and did not limit the content of Si to extremely low level, it
showed good electrical conductivity and low-Cr evaporation rate. More precisely,
after oxidation at 800 °C for 500 h, the ASR was 12.5 and 13.1 mX cm2 for the
460FC and the Crofer 22, respectively. The two oxidation rate constants were
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comparable with values of 1.20 � 10−10 g2 cm−4 s−1 (460FC) and 1.12 � 10−10

g2 cm−4 s−1 (Crofer 22).
Miguel-Pérez et al. (2012) compared Crofer 22APU (22 wt% Cr), Conicro

4023W188 (22 wt% Cr), and SS430 (18 wt% Cr) against the resistance to oxida-
tion. After 100 h of exposure at 800 °C, the rate of oxidation was found to be
7.51 � 10−10, 4.34 � 10−11, and 1.12 � 10−7 g cm−4 s−1, respectively; SS430
exhibited the lower resistance to oxidation.

Frangini et al. (2014) verified the feasibility of using low-Cr FSSs to improve the
IT-SOFC’s interconnect properties in terms of electrical conductivity and Cr
evaporation resistance. They took the advantage of the low-Cr FSSs forming
conductive and moisture-stable oxide layers of chromite spinels. According to their
results for SS430, with 13.9 % Cr content after 2000 h of exposure at 800 °C, the
Cr evaporation rate remained very low and stable at 1.9 � 10−14 g2 cm−4 s−1. The
big difference reported for SS340 was mostly attributed in the different Cr contents.

Modification of Fe- and La/Cr-based alloys. According to the previous
paragraphs, the behavior of metallic interconnects seems to be strongly dependent
on the alloy composition, in particular on the percentage of Cr. It has been, how-
ever, reported that Fe–Cr interconnects with low-Cr content are susceptible to
breakaway oxidation, due to hematite (Fe2O3)-phase nodular growth in the scale
grown on the air side. In order to optimize Fe–Cr-based alloys with low-Cr content,
the addition of Mn, Ti, Mo, Zr, La, and Y is considered as an alternative method to
the known doping method. As an example (Hua et al. 2010), the addition of 1.05 wt%
Mn, 0.52 wt% Ti, 2.09 wt% Mo, and other elements such as La, Y, and Zr into Fe–
Cr alloy causes the formation of a multilayered structure with conductive
Mn–Cr spinel in between the underneath Cr2O3 and the top Mn2O3 in the thermally
grown oxide scale. For the alloy with the above composition, the oxidation rate
constants obtained under both isothermal and cyclic oxidation condition were very
low and within the range of 5.1 � 10−14 to 7.6 � 10−14 g2 cm−4 s−1, while the
measured ASR value at 750 °C after 1000 h of oxidation was around 10 mX cm2,
lower than that measured for the conventional Fe–Cr stainless steels and compa-
rable with that of the Ni-based alloys (Hua et al. 2010).

Ti and Nb have also been used to stabilize the ferritic structure (Wongpromrat
et al. 2015). A typical dual-layer oxide scale, composed of a (Mn,Cr)3O4 spinel top
layer and a Cr2O3-rich sublayer, was observed, with oxide nodules growing. After
high-temperature oxidation of AISI 441 up to 24 h, nodules were observed on the
top surface. Some of them were located above the substrate grain boundaries, while
others were located above the heart of the grains. These nodules did not contain any
iron and therefore were not sites of future catastrophic oxidation. The location of the
nodules was strongly connected with the presence of niobium-containing phase(s)
within the steel substrate (Wongpromrat et al. 2015).

The effect of Ti addition on the electrical conductivity and on Cr evaporation
resistance was recently discussed (Seo et al. 2012). According to the published
results, the addition of 1 wt% Ti promotes fast Cr2O3 growth due to the excess ionic
defect in Cr2O3 matrix and the presence of a small amount of Ti in Cr2O3 matrix
retards the oxidation rate by changing the oxidation kinetics. However, a high
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amount of Ti in Cr2O3 matrix is able to generate excess ionic defects, reducing the
oxidation resistance. It was also reported that the co-addition of Ti and La enhances
segregation of Ti near the scale/alloy interface; this interface segregation of Ti has
beneficial effects, such as ASR and Cr evaporation reduction and FSS oxidation rate
reduction. More precisely, the oxidation rate constant and the ASR value for the
Cr2O3(La, Ti) sample, in ambient air at 800 °C, were found to be the optimal ones
and equal to 0.58 � 10−10g2 mm−4 h−1 and 5.4 mX cm2, respectively, while those
for Crofer 22APU(La, Ti) were 1.62 � 10−10g2 mm−4 h−1 and 9.8 mX cm2,
respectively. After exposition in humid air for 100 h at 800 °C, Cr evaporation rate
for Cr2O3(La, Ti) was 1.8 � 10−7g cm−2 h−1, while that for Crofer 22APU was
1.1 � 10−7 g cm−2 h−1 and for the sample with high Ti (*1 wt%) and without La
was 0.9 � 10−7 g cm−2 h−1 (Seo et al. 2012).

Tungsten (W) is another element that has been added to Fe–Cr alloy. It was found
that the high amount ofW and low amount of Ti can reduce both the oxidation rate and
the thickness of oxide scale and improve the ASR value. Among the investigated
samples, the one with composition of Fe-19.8 Cr-0.44 Mn-0.18 C-0.23
Ti-3.98W exhibited at 800 °C the lowest Cr evaporation rate close to 3.0 � 10−13 g2

cm−4 s−1 and an ASR value close to 8.5 mX cm2 (Safikhani et al. 2014).
Ferritic stainless steel with composition of Fe-22Cr-0.5Mn (F) alloyed by (a

third element) Nb (F-Nb) or by Mo (F-Mo) was evaluated (Yun et al. 2013) in a
button cell configuration at 750 °C, in terms of degradation in ohmic resistance and
cathodic polarization resistance; STS444 and Crofer 22APU were also evaluated for
comparison reasons. F-Nb, F-Mo, and Crofer 22APU showed comparable ohmic
resistance degradation rates 0.058, 0.066, and 0.074 X cm2 k h−1, respectively, and
almost double of that measured on Pt under the same conditions. On the other hand,
the ohmic resistance degradation rate for STS444 was found to be 0.134 X cm2

kh−1. Moreover, the degradation rates in the cathodic polarization resistance of the
button cell determined by EIS after 400 h were 0.10, 0.06, 0.11, and 0.55 X cm2

kh−1 for F-Nb, F-Mo, Crofer 22APU, and STS444, respectively. Finally, the F-Nb-
or the F-Mo-alloyed steel showed similar degradation rates for the cathodic
polarization resistance, expressed per unit of Cr deposition, with that of Crofer
22APU and close to 0.06 X cm4 lg−1, while for the STS444 was five times higher
(0.30 X cm4 lg−1).

Among the major drawbacks of SOFCs, working at rather low temperatures
(Sarda et al. 2013; Garcia-Fresnillo et al. 2014), is the tendency of the formation of
the so called r phase (r-FeCr) at the interface between the nickel mesh and steel
interconnect. The r-FeCr phase is well known to be inherently brittle (Abiko 1997)
and thus could deteriorate the nickel/steel interface, e.g., as a result of stresses
initiated during thermal cycling. For this reason, the occurrence of this effect needs
to be further investigated. Binary and ternary Fe–Cr alloys are advantageous for
controlling the tendency of the r-phase formation.

A binary Fe-30Cr and the corresponding ternary alloys containing Mn, Mo, or
W (Fe-30Cr-2X) were studied by Niewolak et al. (2015), with respect to r-phase
formation at 650 °C. They found that the presence of W and especially of Mo
promotes the formation of r phase, while the presence of Ni results in accelerated
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formation of a r-phase-rich layer at the ferrite/austenite interface, which is attrib-
uted to the inward diffusion of Ni.

It was also reported that the r-phase-rich layer, which appears to act as an
interdiffusion barrier, is thicker in the case of Fe–Cr and Fe–Cr-Mn alloys than for
Mo- or W-rich ones. Thus, Ni has an important influence on the spinodal
decomposition thermodynamics and kinetics in both Fe–Cr alloys and ferrite
phases, reducing the fraction of Cr-rich phase in the equilibrium phase (Li et al.
2015; Hedström et al. 2013).

For the evaluation of the suitability of the Co-Cr-Mo alloys, as SOFC intercon-
nects, the oxidation behavior of Co-29Cr-6Mo alloy with various Si concentrations
(quaternary alloys) was investigated in air at 700–1000 °C (Tunthawiroon et al.
2015). It was found that the presence of alloyed Si improves the oxide scale adhesion
by promoting the formation of a continuous Cr2O3 film. In the alloy with 1.0 wt% Si,
the parabolic rate constant at 700 °C was 1.56 � 10−7cm s−1/2 and increased: (i) with
decreasing Si concentration (1.93 � 10−7 for 0.5 wt% Si and 4.319 � 10−7 cm s−1/2

for 0.1 wt% Si) and (ii) with increasing temperature (5.65 � 10−7 at 800 °C,
8.39 � 10−7 at 900 °C and 13.65 � 10−7 cm s−1/2 at 1000 °C).

As known, SOFC performance degradation in terms of the protective oxide scale
spalling and the subsequent destructive failure because of the attacks from the
environment, primarily by oxygen, are highly concerned. Minimizing the thermal–
mechanical stresses generated between interconnects and the adjacent ceramic solid
electrolyte has become an important issue for further SOFC’s performance
enhancement. For this reason, the value of the TEC of the interconnect materials
must be close to that of the ceramic solid electrolyte.

Molybdenum (Mo) is usually added to high-temperature alloys to increase
high-temperature strength and creep resistance. It can be easily alloyed up to 4 wt%
to stainless steel with commercial process. It has been reported that the addition of
0.1–2 wt% Mo into Fe-22Cr-0.5Mn steel reduces the oxidation rate and the ASR
(Yun et al. 2012). It has also been reported that Mo addition increases the activation
energy and suppresses the inward diffusion of oxygen, showing that the defect
chemistry of oxide scale is altered. This causes the increase in oxidation resistance
and electric conductivity. It was concluded that Mo addition does not significantly
affect the evaporation of Cr. More precisely, it was found that the parabolic rate
constant of the Mo-containing specimens (0, 0.1, 2, and 4 wt%) tested at 800 °C in
ambient air for 300 h ranged 5.5–6 � 10−15 g2 mm−4 h−1 and increased to
9 � 10−15 g2 mm−2 h−1, after 300 h of exposition to air, when 4 wt% of Mo was
added. Mo evaporation was not detected in 0.1 and 2 wt% Mo samples. However,
in the sample with 4 wt% of Mo, after 100 h of oxidation, the observed Mo
evaporation rate was 5.4 � 10−9 g cm−2 h−1 in humid air at 800 °C. The evapo-
ration of volatile Mo species along with Cr reduced the stability of protective
chromia, so that rapidly growing Fe-rich spinel was formed after 300 h of oxida-
tion. The evaporation rate of Cr in all cases remained relatively high at 1–
1.1 � 10−7 g cm−2 h−1. With the addition of 0, 0.1, 2, and 4 wt% of Mo, the ASR
values decreased from 35, 13, 12, to 7 mX cm2, respectively (Yun et al. 2012).
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Tensile and creep resistance of FSSs, used as small thickness interconnect, are
considered as primary factors for the durable operation of planar SOFC system.
Tensile and creep properties of a newly developed ferritic stainless steel (Crofer
22H) with additions of Nb and W for planar solid oxide fuel cell (pSOFC) inter-
connect were investigated at 25–800 °C (Chiu et al. 2012). These properties were
compared with those of another ferritic stainless steel (Crofer 22 APU) without Nb
or W. It was found that high-temperature tensile strength of the Crofer 22H steel
with additions of Nb and W is superior to that of Crofer 22APU. This is due to a
precipitation strengthening effect of (Fe, Cr)2(Nb, W) Laves phase. It was also
found that the addition of Nb and W, in the Crofer 22H steel, enhances the creep
resistance by reducing the creep strain rate (Chiu et al. 2012).

Doping technique showed positive effects for LaCrO3, which is the most common
base for SOFCs interconnects as it exhibits the highest conductivity among the
lanthanide elements. It was reported that the addition of another element further
enhances the conductivity and reduces the Cr evaporation rate. More precisely, the
addition of Ca into LaCrO3 coating (LaCrO3-coated AISI 430) drastically lowered
the oxidation rate and electrical resistance by approximately 2 and 6 times, respec-
tively. The parabolic rate constant of the La0.8Ca0.2CrO3, after 960 h of exposition at
800 °C in air, was found to be 6.94 � 10−14 g2 cm−4 s−1, compared with the
9.07 � 10−14 g2 cm−4 s−1 exhibited by La0.8Sr0.2CrO3 (Rashtchi et al. 2013).

As shown in Fig. 5, among the studied metallic interconnects (low-Cr-doped
ferritic stainless steel), the Co-doped ferritic stainless steel with only 12.44 wt% Cr
shows the lowest oxidation rate constant. According to the literature, its very good
behavior can be attributed to the formation of a double-layer oxide scale with dense
(Mn, Cr)3O4 spinel on the top of Cr2O3. It is believed that this dense outer (Mn,
Cr)3O4 layer significantly enhances the resistance to oxidation at 750 °C in air and
prevents the Cr volatilization from the thermally grown oxide scale and deposition
in/around the electrode (Zhang et al. 2014a, b) (Table 2).

4 Coatings (Protective Ceramic Layers) for Metallic
Interconnects

Metallic interconnects instead of the ceramic ones are mostly used today, as they
exhibit acceptable conductivity at lower SOFC operating temperature and they are
not cost-effective materials. Among the most promising metallic interconnects are
FSSs (FSS with 10 and 26 wt% of Cr); for high operating temperatures are
chromia-forming (developing Cr-oxide scales) materials. This is the reason FSS
owns two major drawbacks: (i) the volatilization of undesired species of chromium
oxyhydroxide [CrO2(OH)2] and chromium oxides [Cr(IV) and/or Cr2O3] and
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(ii) the formation of oxide scales leading to the significant ohmic losses, mainly in
water vapor-reducing atmospheres. The Cr volatile species are attributed to the
reaction of chromium oxide with water and oxygen molecules (Kornely et al. 2011;
Chen et al. 2011; Smeacetto et al. 2011).

As a consequence to Cr evaporation, the cathode is poisoned and fuel cell’s
performance is reduced. Therefore, in order to overcome the above-mentioned
problems against corrosion, thin ceramic coatings are applied on the metallic
interconnects (Fig. 6), reducing Cr volatilization and increasing, however, the ASR
value. This is because the oxide scale formed on the metallic surface grows during
SOFC’s operation and exhibits lower electronic conductivity than bare stainless
steels (Persson et al. 2012).

Interconnect coatings are considered as a potential solution for the reduction
of the high-temperature corrosion issues. They are able to prevent the migration of
Cr to the surface of interconnect and reduce its oxidation rate. A suitable coating
must consist of a material with the appropriate characteristics; however, equally
important is the process used for its deposition. Deposition process must enable
coatings with good adhesion, low porosity, uniform thickness, good coverage, and
at a low cost.
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A protective ceramic-coating layer should mainly provide the following features
(Park et al. 2013a, b; Wei et al. 2009; Wu et al. 2011; Zhang et al. 2011):

• High density,
• High stability,
• High electrical conductivity, and
• Intimidate contact with an interconnect substrate.

Coatings are usually oxides, owning the structure of fluorite, corundum, spinel,
and perovskite classes. The most common of them are as follows: LSC, LSM,
Co3O4, and MnCo2O4. Based on the literature observations (Persson et al. 2012),
the interaction mechanisms between coating and forming oxides, in a metallic
interconnect during oxidation, can be of the following types:

(a) Coatings that sinter/react with the growing oxide scale.
(b) Partial incorporation of the coating that reacts with the growing oxide scale,

while main part of the coating remains porous.
(c) Incorporation of coating particles in the growing oxide scale.
(d) Elemental addition into the growing oxide scale from a coating that remains

porous and is pushed in front of the growing oxide scale.

In the literature, two basic categories of protective ceramic layers were mainly
investigated:

1. The single protective layers, which includes the following three subgroups of
coatings: (a) spinel, (b) reactive elements oxides, and (c) perovskites, and

2. The dual layers, which have started being developed in the last decade.

Among the above-mentioned subgroups, manganese cobaltite spinel coatings
have received great attention due to their high electrical conductivities at 800 °C,
which can be as high as 60 S cm−1 (in Mn1.5Co1.5O4 at 800 °C, in air) (Yang et al.
2007). (Mn,Co)3O4 is the most widely studied spinel; (Cu,Mn)3O4 is a potential
candidate due to its high electrical conductivity (60 S cm−1) (Hosseini et al. 2014)

Fig. 6 Schematic of mass
transport in a conductive
oxide coating on a
chromia-forming alloy
(Fergus et al. 2008)
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as well as its compatible, with ferritic stainless steel materials, TEC values (Shaigan
et al. 2010).

A detailed classification of the coatings and of their preparation methods was
presented in a recent review (Shaigan et al. 2010). According to the authors, ferritic
stainless steel has become the standard material for SOFC interconnects, with some
disadvantages that are tried to be overcome by the aid of coatings, surface treat-
ments, and modifications.

Perovskites. Despite the fact that perovskite layers do not prevent the formation
of chromia on the surface of the oxidized coating/metal composites, they may
present: (i) considerable resistance to oxidation, (ii) desired electrical conductivity,
and (iii) sufficient ability to absorb gaseous particles of chromium compounds
during the oxidation of commercial ferritic steel used as the metallic interconnect in
SOFCs.

Lanthanum strontium cobalt ferrite (LSCF) is the most investigated
perovskite-type materials, used as cathodes in SOFC, for the oxygen reduction
reaction (ORR). LSCF is a good electronic conductor, exhibiting high stability and
high electrochemical activity for ORR at high temperatures. For these reasons, it
has also been extensively studied as a ceramic protective layer for interconnect
material. It was found that in LSCF films (Lee et al. 2010) posted with
screen-printing method on Crofer 22APU (ferritic stainless steel with 22 wt% Cr,
developed by Thyssen Krup), the ASR was remained close to 14 mX cm2 for the
first 40 h. However, from 40 to 300 h, the ASR increased up to 300 % (*54 mX
cm2). The change in ASR as a function of the oxidation time was attributed to the
increase in the oxide scale thickness. Despite the relatively acceptable ASR, a
mismatch of the TEC values was observed.

Moreover, La0.6Sr0.4Co0.2Fe0.8O3 (LSCF) posted on Crofer 22APU via
screen-printing method (Tsai et al. 2010), followed by sintering the screen-printed
film at 1050 °C, exhibited an ASR value close to 54 mX cm2 at 800 °C for 200 h.
However, after 300-h operation, the ASR was further increased. Additional works
showed the same behavior (Przybylski et al. 2014).

Except for the LSCF perovskite, lanthanum strontium manganites (LSM) have
also been deposited on metallic interconnects, as perovskite ceramic protective
layer. However, after heat treatment (such as calcination or annealing at elevated
temperatures), cracks were formed on their surface, mostly due to the phase
transformation from amorphous to crystalline and volume shrinkage of the LSM
film (Da Conceição et al. 2013; Rashtchi et al. 2013). For example, applied
LSM-coating films on Crofer 22APU and ZMG232 (Hitachi Metals, Japan), via
screen painting and plasma sputtering methods, presented cracks formation. As a
result, during the initial 300 h, the ASR value was doubled increasing from 30 to
60 mX cm2 (Chu et al. 2009).

To avoid cracks formation, the preoxidation process is usually applied.
The ASR of La0.67Sr0.33MnO3-d-coated FSSs, Crofer 22APU, Crofer 22H,
SS441, and ZMG232 L, due to changes in their microstructural and elec-
trical properties (25-h preoxidation), was measured to be close to 2.24, 12.2,
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2.3, and 6.8 mX cm2, respectively, after 500 h of exposition in air atmo-
sphere at 800 °C (Yang et al. 2012).

A solution to this problem is the formation of a highly dense coating that well
adheres to the substrate, recommending the use of nanostructured powders in the
form of spherical particles, the surfaces of which will constitute a 2D structure
approximation (Brylewski et al. 2012). Moreover, it was found that a densely
structured (La,Sr)CrO3 thick film, deposited on a DIN 50049 ferritic stainless steel,
showed reduced chromium evaporation rate. Under cathode environment, the ASR
of the examined layers remained, after 300 h of operation, at about 90 mX cm2

(Brylewski et al. 2012).
In order to overcome the phenomenon of cracking, the formation of a continuous

protective/conductive layer was also suggested. Recently (Morán-Ruiz et al. 2015a, b),
Fe-22Cr meshes were coated with MnCo1.9Fe0.1O4 (MCF) and dipped into
LaNi0.6Fe0.4O3−d (LNF). It was concluded that if the deposition of the protective
coating is not enough to forma dense and continuous layer across thewidth of themesh,
the use ofMCF spinel layerwould not be enough to prevent the chromiummigration. In
this case, the ASR value was remained at 42.5 mX cm2 for 400 min, at 800 °C in air.

LNF/MCF conductive/protective coatings have also been investigated with good
results (Morán-Ruiz et al. 2014; Vidal et al. 2015). More precisely, the
LaNi0.6Fe0.4O3, prepared via a glycine–nitrate route method, exhibited a very close
TEC value with that of interconnects materials. Moreover, (La0.8Sr0.2)0.95Fe0.6
Mn0.3Co0.1O3 (LSFMC), LaNi0.6Fe0.4O3-d (LNF), and LaNi0.6Co0.4O3-d

(LNC) were studied as contact materials between Crofer 22APU interconnect and
a La0.6Sr0.4FeO3 (LSF) cathode; LNC was found to be the most appropriate
material. Under cathode conditions, the ASR value was very low and close to 6 mX
cm2 for 16 h and at 800 °C.

It has been reported that the LNC coating on AL441HP substrate maintained its
ASR value steady at about 3 mX cm2 for more than 500 h in 3 % H2O humidified
air and 800 °C (Seabaugh et al. 2012).

Lanthanum strontium manganese chromite-based materials (LSMCs) have also
been investigated as ceramic coatings on FSSs (De Angelis Korb et al. 2013).
However, the TEC values of the metal and layer were not compatible and Cr
evaporation was observed. Nevertheless, it is necessary to further decrease the
electrical resistance at the ceramics/metal interfaces for longer periods, i.e., thou-
sands of hours. This is a fundamental issue for the proper operation of SOFCs,
emphasizing also to the fabrication methods (Zhang et al. 2015; Huang et al. 2014).

The main drawback of the perovskite materials is that despite the fact that they
lead to a decrease in the interfacial contact resistance, their sintering temperature is
very high, leading to their compaction followed by Cr diffusion, especially at the
cathode compartment.

Reactive element oxides and spinel coatings. The addition of Cr2O3-forming
alloys even of small amounts of some elements, called reactive elements
(La, Y, Nd, etc.), strongly enhances their resistance toward high-temperature
oxidation. With respect to oxidation behavior, Co, Mn, Ti, Si, and Al are among the
most important minor alloying additions in commercial ferritic steels, their

Interconnects for Solid Oxide Fuel Cells 139



concentration commonly being a few tenths of a percent (e.g., <0.005). For
example, Mn is added to Crofer 22 APU to obtain the formation of an external
spinel, which is expected to decrease the formation of volatile Cr species and to
enhance the electrical conductivity of the oxide scale. Fontana et al. (2012) studied
coatings composed of thin reactive element oxides made of La2O3 or Y2O3

deposited on Crofer 22APU. After 23,100 h in air, the measured ASR value was
410 mX cm2, at 800 °C in air.

As shown in Fig. 7, the oxide scale, around 16 mm thick, is composed of a
double-layered scale with a spinel oxide at the outer surface, covering a subscale of
chromia. The YMn2O5 phase is almost completely dispersed across the oxide film,
and only few precipitates are presented in the oxide surface.

Non-Cr-containing spinel coatings, such as (Mn,Co)3O4, are among the most
promising barriers against Cr migration (Yang et al. 2005; Simner et al. 2005; Hoyt
et al. 2012; Zhang et al. 2013; Kruk et al. 2013; Zhang et al. 2014a, b), preserving a
relatively acceptable ASR value. It is worth to be noticed that the usual target of an
ASR of each single SOFC component, in order to be sufficiently protective, is
estimated to be close to 10 mX cm2.

A dense, continuous, and crack-free (10–40-lm thickness) Mn1.5Co1.5O4 spinel,
coated on Crofer 22APU substrate by the aid of cathodic electrophoretic deposition
(EPD) and followed by sintering at 800–1150 °C under different atmospheres,
maintained stable for 2500 h of its ASR value to 20 mX cm2, at 800 °C in air
(Smeacetto et al. 2015).

The fabrication of interconnect protective layers requires the following: (i) syn-
thesis of the desired phase, (ii) formation of the desired shape, and (iii) sintering to
achieve the adequate strength and conductivity. For example, a mixture of
Mn1.5Co1.5O4 + La0.60Sr0.40FeO3 was proved to be a good solution for the
enhancement of the short-term performance of a SOFC stack, since (MnCoO)3O4

provides a protection layer for chromium evaporation and La0.60Sr0.40FeO3

enhances the conductivity of the protective layer (Miguel-Pérez et al. 2013).
As it has already been mentioned, doping affects the properties of the materials.

The effect of doping (Mn,B)3O4 materials at the B position, for the application as
protective layers, was investigated by Pérez et al. (Miguel-Pérez et al. 2013). The
chemical compatibility, Cr diffusion, and mechanical stability of metallic inter-
connects (Crofer 22APU, SS430, and Conicro 4023W188) and the assembled
layers were examined. It was found that due to the reaction between the protective
layer and the chromium species, the first of them exhibited the lowest ASR value of
0.5 mX cm2 at 800 °C for 100 h in air (Miguel-Pérez et al. 2013). Moreover,
incorporating copper dopant into MnCoO4 (Mn1.4Co1.4Cu0.2O4 applied on Crofer
22APU), a very low ASR was achieved (<4 mX cm2), which remained stable for
530 h at 800 °C in air (Chen et al. 2015).

In order to improve the SUS430 properties, a low-cost spinel coating of
MnCu0.5Co1.5O4 was deposited on it by the aid of the solgel method (Xiao et al.
2015). The measured ASR remained less than 4 mX cm2 for 500 h, even though the
coated alloy had undergone oxidation at 800 °C for 530 h in air and four thermal
cycles from 800 °C at room temperature.
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A resistivity of 37.4 mX cm2 for 1000 h at 800 °C in air was observed in Crofer
22APU with MnCo1.9Fe0.1O4 spinel as protective-coating layer and La0.8Sr0.2Co0.75
Fe0.25O3 perovskite as a contact layer (Montero et al. 2008).

Cu- and Ni-doped MnCo spinels were prepared via a slurry-coating process and
subsequent heat treatment. The exhibited ASR for Cu-Mn1.5Co1.5 was found to be
17.6 mX cm2 for 1000 h at 800 °C in air (Park et al. 2013a, b).

The behavior of AISI441 (SS441) coated with Mn1.475Co1.475Ce0.05O4 (Ce-MC)
could be considered remarkable (Stevenson et al. 2013). Ce-MC consisted of a
single-phase spinel, in which most of the Ce was actually presented in the form of
finely dispersed ceria particles throughout the coating matrix, mainly because of the
limited solubility of Ce. In this case, ASR was found to be close to 13 mX cm2, for
9000 h at 800 °C in air.

Moreover, in Cu-Mn spinel, the fabrication of which depends on the Cu:Mn
ratio, the higher copper content in addition with Cu-Mn spinel resulted in the
formation of copper oxide (Chen et al. 2005; Bateni et al. 2007). Cu1.3Mn1.7O4

thermally grown on AISI430 ferritic stainless steel showed an ASR value of
19.3 mX cm2 for 500 h, at 800 °C in air, without allowing Cr migration (Hosseini
et al. 2015). The ASR of the uncoated sample was measured to be 63.5 mX cm2

after 500 h of oxidation (*3.3 times higher compared to the coated one).
Furthermore, a good match between the coating material and the substrate was
observed.

Coatings of the type Fe-Co-Ni have also been investigated (Geng et al. 2012). It
was reported that the formed outer spinel layer of (Fe,Co,Ni)3O4 is able to suppress
Cr outward migration and reduce the growth rate of the inner layer of Cr2O3; a
stable surface oxide scale with ASR of 50 mX cm2 (at 800 °C for 250 h in air) is
formed and this value is lower than that of the bare steel.

Thus, except for the various metals doping into the spinel, many fabrication
methods have been also suggested in the literature. According to Ou et al. (2014),

Fig. 7 SEM observations of
Y2O3-coated Crofer22 APU
after 23,100 h at 800 °C in
air. Cross-sectional image.
Reprinted from Fontana et al.
(2012)
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the dense reaction layer at the coating–alloy interface could be the key to improving
the oxidation resistance of metallic interconnects.

Dual layers. The high sintering temperature is one of the main reasons of the
development of ceramic layers on metallic interconnects. However, this has as a
consequence the development of undesired layers and the increase in the ASR
value. In order to override this drawback, dual-layer coatings have been developed
and novel deposition methods have been investigated (Yang et al. 2015).

The comparison between the behavior of single and dual layer was studied in
terms of ASR behavior (Da Conceição et al. 2013) by coating SS444 with one and
two successive layers of La0.7Sr0.3MnO3. The ASR value of the dual layer showed
initially 30 mX cm2 and reached a maximum of 40 mX cm2, after 200 h at 800 °C
in air. On the contrary, single-layer-coated SS444 maintained the ASR value at a
very low level, 0.6 mX cm2, for 200 h at 800 °C in air.

Two layers of LSC—10 wt% CGO (Ce0.8Gd0.2O2−d) with thickness of *30
and *35 lm, respectively—maintained for 200 h of a low ASR value of about
22.8 mX cm2 at 800 °C in air. More precisely, a cobalt layer has been deposited by
electroplating on commercial SUS430 stainless steel. Then, a composite layer of
LSC precursor and CGO was prepared on the cobalt coating by screen printing
(Yang et al. 2015).

Sputtered Ni coating on ferritic stainless steel, obtained by means of magnetron
sputtering method, was thermally converted into an electrically conductive outer
layer of NiO with small amounts of (Ni,Fe,Cr)3O4, presenting an ASR of 40 mX
cm2 at 800 °C (Geng et al. 2012). Moreover, an ASR value of 25 mX cm2 was
measured in a dual layer of Ni80Cr20/(La0.75Sr0.25)0.95MnO3 deposited on SUS430
via coating plasma spray, after 2800 operational hours at 800 °C (Wu et al. 2014).

In an effort to form a ceramic coating on metallic interconnect, a Fe-22Cr mesh
was dipped into a ceramic (LaNi0.6M0.4O3-d; M:Co, Fe) slurry, in order to form a
metallic/ceramic material as contact coating for solid oxide fuel cells. Despite the
efforts to form a dual layer, many cracks and high ASR values were observed
(Morán-Ruiz et al. 2015a, b).

Crofer 22APU, Crofer 22H, E-Brite, and AL29-4C were coated with Co3O4 and
studied in air + 1 %H2O (Palcut et al. 2012). In Fig. 8, a schematic representation of
the structure of the formed dual-layer metallic interconnect (Crofer 22APU) is
depicted. The dense oxide scale consists of an inner chromium oxide layer followed
by a thin chromium–cobalt oxide phase with the presence of some Mn and Fe. The
inner coating layer, originally Co3O4, contains significant amounts of Cr and Mn
(Palcut et al. 2012). The dual layer reduced the oxidation rate of the coated steels by
82–96 % in comparison with the uncoated one. More precisely, the oxidation rate
values for the coated steels were measured to be in the following order: 0.89 � 10−14

(E-Brite) < 2.50 � 10−14 g2 cm−4 s−1 (Al 49-4C) < 2.87 � 10−14 g2 cm−4 s−1

(Crofer 22APU) < 5.45 � 10−14 g2 cm−4 s−1 (Crofer 22H), while those for the
uncoated ones were 18.9 � 10−14 (Crofer 22APU) < 25.0 � 10−14 (E-Brite) <
29.0 � 10−14 g2 cm−4 s−1 (Al 49-4C) < 30.7 � 10−14 g2 cm−4 s−1 (Crofer 22H).
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Very recently, Sanergy HT metallic interconnects have been investigated, pre-
senting a very interesting behavior (Froitzheim et al. 2012). An oxide scale with an
inner layer of Cr2O3 and a spinel layer on top were formed. In the case of the
uncoated material, the spinel layer was of (Cr,Mn)3O4 type, while in the presence
of a Co coating, the formation of (Co,Mn,Fe)3O4 was observed. The Cr evaporation
measurements showed that despite the fact that the Co coating was very thin
(640 nm), it effectively blocked Cr evaporation for at least 3000 h, without any sign
of degradation. More precisely, for the uncoated interconnect, the evaporated
amount of Cr at the first 1000 h was escalated above 2.0 � 10−3 kg m−2, while for
the coated interconnect at the first 1000 h was 0.5 � 10−3 kg m−2 and at 3000 h
reached 1.0 � 10−3 kg m−2. It should be noted that for the uncoated interconnect,
the evaporation of Cr mass after 3000 h was higher than *10−2 kg m−2

(Froitzheim et al. 2012).
In Fig. 9, a comparison of several protective ceramic layers is presented, in terms

of ASR and oxidation time.
Special interconnects and protective layers. Very recently, a novel intercon-

nect, composed of Ag–glass materials, was investigated by Pi et al. (2013). Their
purpose was to improve the density of the Ag interconnect-coating layers on
anode-supported flat-tubular SOFCs, operated at an intermediate temperature
(Fig. 10). As known, Ag exhibits extremely high electrical conductivity and sta-
bility in both oxidizing and reducing atmospheres, showing, however, very high
vaporization rates even at intermediate temperatures. It was found that the sample of
Ag + 10 wt% glass exhibited the lowest ASR, 2.8 mX cm−2 at 700 °C, and it is
considered a very promising material for interconnect application.

Contrary to other SOFC types, in the case of planar–tubular one, it is difficult to
sinter Ca- and Sr-doped LaCrO3 interconnects with high densities, because the
sintering procedure occurs via a gaseous Cr-O evaporation–condensation mecha-
nism (Yokokawa et al. 1991). As an alternative, a dual-layer interconnect approach,

Fig. 8 Structure of a
dual-layer metallic
interconnect: (I) metal,
(II) Cr2O3, (III) (Co, Mn,
Cr)3O4, and
(IV) La0.85Sr0.15MnO3-d

(Palcut et al. 2012)
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consisting of an n-type-conducting layer on the anode side and a p-type-conducing
layer on the cathode side, was proposed (Gopalan 2005; Huang et al. 2006).

Among the n-type interconnects, SrTiO3 perovskites doped with La or Y were
found to be the most promising candidates for the use in dual-layer interconnects

100

101

102

103

104

2.5x104

O
xi

da
tio

n 
Ti

m
e 

(h
rs

)

10-11

10-9

10-7

10-5

10-3

10-1

Fo
nt

an
a 

et
 a

l.,
 2

01
2

St
ev

en
so

n 
et

 a
l.,

 2
01

3
M

or
á n

-R
ui

z 
et

 a
l.,

 2
01

5
Sm

ea
ce

tto
 e

t a
l.,

 2
01

5
Pa

rk
 e

t a
l.,

 2
01

3
M

on
te

ro
 e

t a
l.,

 2
00

8
C

he
n 

et
 a

l.,
 2

01
5

H
os

se
in

i e
t a

l.,
 2

01
5

Se
ab

au
gh

 e
t a

l.,
 2

01
2

Y
an

g 
et

 a
l.,

 2
01

2
B

ry
le

w
sk

i e
t a

l.,
 2

01
2

A
rd

ig
o 

et
 a

l.,
 2

01
5

Ts
ai

 e
t a

l.,
 2

01
0

G
en

g,
 e

t a
l.,

 2
01

2
Y

an
g 

et
 a

l.,
 2

01
5

D
a 

C
on

ce
iç

ão
 e

t a
l.,

 2
01

3
G

en
g,

 e
t a

l.,
 2

01
2

M
ig

ue
l-P

é
re

z 
et

 a
l.,

 2
01

3

A
re

a 
S

pe
ci

fic
 R

es
is

ta
nc

e 
(Ω

cm
2 )

M
or

án
-R

ui
z 

et
 a

l.,
 2

01
5

Fig. 9 Area-specific resistance and oxidation time for ceramic protective layers (Morán-Ruiz
et al. 2015a, b; Miguel-Pérez et al. 2013; Geng et al. 2012; Da Conceição et al. 2013; Yang et al.
2015; Tsai et al. 2010; Ardigo et al. 2015; Brylewski et al. 2012; Yang et al. 2012; Seabaugh et al.
2012; Hosseini et al. 2015; Chen et al. 2015; Montero et al. 2008; Park et al. 2013a, b; Smeacetto
et al. 2015; Stevenson et al. 2013; Fontana et al. 2012)

Fig. 10 Schematic diagram of the cross section of cathode/electrolyte/anode/Ag–glass intercon-
nect (Pi et al. 2013)
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(Marina et al. 2002; Wang et al. 2010). La-doped SrTiO3 materials, synthesized by
the Pechini method using citric acid, were tested by Park et al. (Park et al. 2012).
The TEC value for Sr0.7La0.2TiO3 was found to be close to 11.8 � 10−6 K−1,
similar to those of other SOFC components. The conductivity of Sr0.8La0.2TiO3 and
Sr0.7La0.2TiO3 ranged between 9 and 18 S cm−1, depending on the composition and
the temperature, which exceeded the conductivity requirement for the SOFC
interconnect (Park et al. 2012).

5 Concluding Remarks

The requirements of the materials for SOFC interconnects are the most demanding
among the other cell components. Successful development of interconnect materials
is vital for the large-scale commercialization of SOFCs technology.

The ceramic interconnects (oxides) are stable in oxidizing atmosphere and
expensive materials, exhibiting lower electrical conductivity in comparison with
their metallic analogs. The most studied ceramic interconnects are lanthanum and
yttrium chromites with the latter to be more stable under SOFC operation
conditions.

Among the available metallic materials, FSSs (Ferritic Stainless Steels) are good
interconnect candidates because of their (i) high electrical conductivity oxide thin
films formed on their surface, (ii) ease manufacturing, (iii) matched TEC, and
(iv) their low cost; crofer22 APU is the best candidate due to its mass continuity
under oxidizing conditions. However, under the SOFC operation temperatures, Cr
evaporates from FSSs, and strongly damaging SOFCs’ performance. Two of the
major degradation mechanisms affecting SOFC stacks are directly linked to chro-
mia formation of the metallic interconnect component: (i) higher stack ohmic
resistance due to the formation of native chromium oxide (growing chromium oxide
layer increases the ohmic resistance) and (ii) chromium poisoning of the SOFC
cathode (chromium vapor diffuses through cracks or pores in the coating).

To avoid this drawback, ceramic protective layers (reactive elements, per-
ovskites, spinels) deposited on the metallic interconnects have been developed.

The addition of reactive elements decreases the formation of volatile Cr species
and enhances the electrical conductivity of the oxide scale. The change in the
diffusion mechanism allows the corrosion rate to decrease and can significantly
increase the scale adherence.

Perovskite structures have been widely studied, especially under cathode envi-
ronment. Most of the studies report that LaxSryFezO3-based coatings on ferritic
alloys are not effective to prevent Cr outward diffusion. On the other hand, per-
ovskite B-site cations (Ni, Fe, Co) diffuse, forming stable spinel with transition
metals from interconnect.

Spinel oxides, in addition to the perovskites, can reduce oxidation and inhibit
chromium volatility from FSSs. However, very long-term applications of these
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coatings still consists an issue. For this reason, Ce is added as reactive element in
order to increase the oxide scale and coating adherence to the metal substrate.

Mn-Co spinels doped with various elements, such as Ni, Ti, Cu, and Fe, which
exhibit higher electrical conductivity and a better densification.

Another examined solution is concerned with the development of dual layers
(metallic–ceramic coatings). They can bridge the “differences” between intercon-
nect and electrode, increasing the conductivity and adhesive ability of the interface,
using low-temperature sintering process. Unfortunately, the relative low bulk
conductivity of spinels and their imperfect thermal expansion match with the
underlying stainless steel, which increases stack resistance. Cobalt physical vapor
thin films (600-800 nm) deposited on ferritic stainless steel Sanergy HT™ have
recently been shown to decrease dramatically the evaporation of Cr(VI) species,
and with an additional 10 nm Ce layer under the Co coating, the oxidation resis-
tance of the overall coating–alloy system is further improved.

Despite the progress of conductive/protective coatings, the stack of degradation
rates is still higher than that required for SOFC commercialization.
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Catalysts and Processes in Solid Oxide
Fuel Cells

Alfonsina Pappacena, Luca Bardini and Marta Boaro

Abstract This chapter describes the requirements necessary for the development
of suitable solid oxide fuel cell electrodes. The materials and the chemical and
electrochemical processes involved in the anode compartment are then specifically
considered. Particular emphasis is given to the advances that have been achieved
and the necessary improvements that are still needed in order to operate at inter-
mediate temperature with renewable resources or light hydrocarbons. Moreover, the
relationship between catalysis and electrocatalysis and the issues correlated with an
integrated or direct oxidation will be introduced.

1 Electrode Properties

By definition, the electrodes in a fuel cell are the place where the redox processes
take place: the oxygen reduction at the cathode and the H2 oxidation at the anode.
A prerogative of solid oxide fuel cells (SOFCs) is the possibility to use other fuels
such as CO, CH4, alcohols, and even solid carbon besides the standard H2.

An SOFC electrode’s main property is its capability to catalyze the proper
electrochemical reaction and to provide pathways for the released electrons to reach
the current collectors. To be suitable for this kind of application, a material must
possess the following characteristics: (i) mixed electronic conductivity (EC) and
ionic conductivity (IC), (ii) good stability at SOFC operating conditions (e.g. stable
at high temperature and reducing/oxidizing atmosphere, tolerant to impurities, and
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insensitive to redox regime), (iii) compatibility with the electrolyte and interconnect
materials, and (iv) electrocatalytic activity toward oxidation reactions (1, 2 at the
anode side) and oxygen reduction (3, at the cathode side)

H2 þ 1=2O2�
ðlÞ $ H2Oþ 2e� ð1Þ

CnH2m þð2nþmÞO2� $ nCO2 þmH2Oþð4nþ 2mÞe� ð2Þ

O2 þ 4e� $ 2O2� ð3Þ

Moreover, electrode’s microstructure must be designed so as to allow transport
of products and reactants (porosity >30 vol.%) and, in specific configurations, to
work as a support.

From Eqs. (1) to (3), it is evident that an electrochemical reaction can take place
only if gas-reactant molecules, electrons, and oxygen anions coexist. If the con-
duction is purely electric in the electrode and ionic in the electrolyte, the three phases
come into simultaneous contact at the interface between electrolyte and electrode.
This zone is denominated “three-phase boundary” (TPB), and maximizing its length
is crucial for the optimization of cell performance. This can be achieved by
employing metal and ceramic composites (cermets) where metallic catalysts and an
ionic conductor are mixed in the proper amount to reach the reciprocal percolation. In
this way, all the metal will be “connected” and allows electrons to flow from the
reaction sites to the external circuit and there will be “fins” that transfer ions from the
electrolyte to the electrode (see Fig. 1). Alternatively, a two-dimensional development

Fig. 1 Representations of the triple-phase boundary (TPB) zones (in red color) in a a pure
electronic conductor in contact with an electrolyte, showing the movement of oxygen ions in the
electrolyte toward the TPB, which is limited to the electrolyte–electrode interface, and the
movement of the electrons, produced in the TPB, toward the current collector. b In a cermet
material (with a metal and a pure ionic conductor), some potential TPB places may be deactivated
because either there is no oxygen pathway toward the TPB zones (1), or the electrons (2) cannot
reach the current collector [reprinted with permission from The Royal Society of Chemistry @
2010, (Ruiz-Morales et al. 2010)]
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of TPB can be achieved through the use of ionic and electronic mixed conductors
(MIEC) (Fig. 2).

In any case, there are many possible combinations for the preparation of com-
posites as it is shown in Fig. 3g–j. Figure 3 summarizes also the functionalities that
electrodes should have to operate effectively (vertices) and the classes of materials
used for electrode assembly (Irvine et al. 2016). The picture evidences that it is
difficult to find a perfect material that alone embodies all the desired characteristics.
In this light, double perovskites, i.e., oxygen-deficient layered perovskites, seem
promising. For example, a good electroactivity and excellent redox stability with
tolerance to coke and sulfur contamination from hydrocarbon fuels are demon-
strated by (Sengodan et al. 2015) for the catalyst PrBaMn2O5+d.

The requirements for electrode materials become more and more stringent with
the development of SOFC technology which aims to operate at intermediate tem-
perature and with complex fuels (hydrocarbons, alcohols, biogas). This challenges
scientists to investigate new materials with a higher activity toward the oxygen
reduction and toward the direct oxidation of carbon-based fuels (Zhao et al. 2013;
Brett et al. 2008 and Ge et al. 2012).

Fig. 2 Schematic diagram of charge and mass transport within and on the surface of a
single-phase mixed conducting porous electrode: green path = flux of holes or electrons, red
path = flux of oxygen vacancies/O2− ions, and blue path = reactant gases or surface adsorbates. In
this case, the electrochemical reaction can occur on the surfaces of MIEC exposed to gas [adapted
from (Liu et al. 2011), © Elsevier Ltd. Open access under CC-BY-NC-ND license]
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2 Electrode Materials

2.1 Cathodes

A cathode material must catalyze the dissociation and reduction of oxygen (ORR,
reaction 3). The kinetics of this reaction is complex and comprises many steps.
Figure 4 outlines some of the mechanisms suggested in the literature to be
important in determining the reaction rate (Adler 2004).

Fig. 3 SOFC electrode materials and microstructure: On the vertices of the triangle the three key
functionalities that an electrode should exhibit and classes of materials employed to deliver these
functionalities (green sphere): IC Ionic conduction, EC Electronic conduction, Cat Catalytic
activity for the desirable reaction, MIEC Mixed electronic and ionic conduction; M = crystal
structure of a metal (as Ni) that behaves as catalyst and electronic conductors, F = fluorite
structures which show catalytic and ionic functions, P = crystal structure of perovskite, which
shows a wide range of functionalities, but often not excels in catalytic activity, DP = double
perovskite, which is an oxygen-deficient layered structure, which results almost an ideal electrode
since most of the functionalities result optimized; RP = Ruddlesden–Popper phases, a
perovskite-related structure, associated with high interstitial oxygen diffusion rates. From g to j
type of possible composites: (g); single-phase MIEC electrode, which also illustrates a 2 PB fuel
electrode in SOEC mode (h); IC–MIEC composite structure (i); MIEC–EC composite structure (j);
From k to n examples of infiltrated anode: MIEC with dispersed catalyst particles (k); IC coated
with a percolating layer of MIEC (l); IC coated with a percolating layer of EC and MIEC (m); EC
coated with a percolating layer of MIEC and dispersed catalyst (n). Reprinted with permission
from Macmillan Publishers Ltd: (Nature Energy) (Irvine et al. 2016)
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Oxygen molecules are generally thought to adsorb somewhere onto one or more
solid surface(s), where they undergo catalytic and/or electrocatalytic reduction steps
to form partially reduced ionic/atomic species. Before, after, or between partial
reduction steps, these species must be transported along surfaces, interfaces, or
inside the bulk of the electrode material(s) to the electrolyte, where they are fully
and formally incorporated as electrolytic O2−. Due to this complex kinetics, the
cathode is responsible for a large portion of cell voltage losses. If, how, and where
any of these processes happen and what step(s) are rate-determining for a particular
electrode depend on the investigated material as well as its microstructure and the
conditions of testing.

Many cathode materials belong to the perovskite family (Jun et al. 2016).
Perovskite with the general formula ABO3 consists of corner-shared BO6 octahedra
together with A cations at the corner of the unit cell (Fig. 5).

Fig. 4 Some mechanisms thought to govern oxygen reduction in SOFC cathodes. Phases a, b, and
c refer to the electronic phase, gas phase, and ionic phase, respectively: a Incorporation of oxygen
into the bulk of the electronic phase (if mixed conducting); b adsorption and/or partial reduction of
oxygen on the surface of the electronic phase; c bulk or d surface transport of O2− or On−,
respectively, to the a/c interface, e electrochemical charge transfer of O2− or f combinations of On−

and e-, respectively, across the a/c interface, and g rates of one or more of these mechanisms
wherein the electrolyte itself is active for generation and transport of electroactive oxygen species.
Reprinted with permission from American Chemical Soc. (Adler 2004)

Fig. 5 Outline of the ideal
cubic perovskite structure
ABO3 [from web https://
www.kek.tp/en/NewsRoom/
Realese/20140516150000/]
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The perovskite structure can “iron out” considerable lattice mismatches between
the A–O and B–O bond lengths and accommodate more than one A site and/or B
site cation species. The great tolerance of lattice vacancies and intergrowth structure
extend the perovskite family to layered or complex structures (Fig. 6).

Generally speaking, perovskites allow first-row transition metal cations to be
introduced into B site and rare earth elements into A site. The doping allows us to
modify the properties of the oxide. First-row transition metal cations usually exhibit
multivalence in function of oxygen pressure, so a proper choice of B dopants can

Fig. 6 Accommodation of no stoichiometry with respect to the ideal perovskite structure: a the
ideal perovskite structure, b deficiency through vacancies denoted by red hollow spheres, c excess
(A/B>1 and /or O/B>3) through intergrowths (marked with red dotted lines). In the case where
only oxygen excess is present, the intergrowth comprises of the region where perovskite slabs are
offset in such way to allow accommodation of extra oxygen ions (e.g., the AnBnO3n+2 series
LaxSr1-xTiO3+x/2), A-site super-stoichiometry is incorporated by an intergrowing of perovskite
slabs with other crystal structures such as rock salt lattice, leading to the well-known Ruddlesden–
Popper structure (e.g., to the Ruddlesden–Popper phases, An+1BnO3n+1) [reprinted with permission
from Macmillan Publishers Ltd: (Nature Chem) (Neagu et al. 2013)]
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modify electronic conductivity and catalytic properties of a given perovskite family
(Goodenough 2004). Doping in A affects the concentration of vacancies and the
ionic and electronic conductivity of materials.

The most popular material used for cathodes is strontium-doped lanthanum
manganite, La1−xSrxMnO3 (LSM) for fuel cells operating at 800–1000 °C (Jiang
2008). In this temperature range, LSM has high electronic conductivity (200 S/cm
at 900 °C) but is a very poor ionic conductor (10−8 S/cm). It follows that, the
oxygen reduction is restricted to the electrode/electrolyte interface, and the
rate-determining step of reaction is the oxygen surface exchange. To increase the
three-phase boundary, LSM is generally combined with an ionic conductor such as
yttrium-doped zirconia (YSZ).

In order to develop cathodes for intermediate- and low-temperature applications,
the research has been recently focused on materials with an increased oxygen
exchange rate and a high ionic conductivity (Sun et al. 2010). Alternative per-
ovskite materials such as La1−xSrxFeO3 (LSF), La1−xSrxCoO3 (LSC), and La1
−xSrxFe1−yCoyO3 (LSCF) are also being investigated. These compounds generally
show a higher ionic conductivity (0.4 S/cm at 800 °C) in comparison with LSM and
reasonably good performance. However, they suffer from a poor chemical stability
due to solid-state reactions with the YSZ electrolyte during the manufacturing
process. A strategy to prevent such an undesired interaction is the deposition of a
thin protective layer of gadolinium- or samarium-doped ceria (GDC, SDC)
(Adijanto et al. 2001).

Another way to tackle the problem is to prepare the cathode via impregnation
(see further in this chapter) of the suitable catalyst into the porous electrolyte
structure, which requires lower sintering temperatures compared to the conventional
manufacturing methods (Vohs and Gorte 2009).

An interesting option is the use of more chemically stable perovskite materials
that also offer higher ionic and electronic conductivity at lower temperatures. It was
found, for example, that Pr0.8Sr0.2FeO3 showed no solid-state reactions with YSZ
and an area-specific polarization resistance of 0.204 and 0.164 X cm2, respectively,
at 800 and 850 °C (Piao et al. 2007). Another interesting material for its good
oxygen surface exchange and diffusion properties is Ba0.5Sr0.5Co0.6Fe0.4O3-d

(BSCF). Shao and Haile (2004) demonstrated for the first time that the area-specific
resistances of this material are 0.055–0.071 and 0.51–0.61 X cm2 at 600 and 500 °
C, respectively. Despite its excellent electrocatalytic activity, the use of BSCF can
be problematic since its thermal expansion coefficient (TEC) (20 � 10−6 K−1

between 50 and 1000 °C) does not match the TEC of the YSZ electrolyte (Wei
et al. 2006). Moreover, BSCF, as most of the perovskite oxides containing alkaline
earth elements, is susceptible to CO2 poisoning, especially at temperatures below
550 °C where poisoning effects are irreversible (Yan et al. 2006).

An alternative strategy retaining some of the characteristics of perovskite is the
development of parent structures that would promote ionic and electronic con-
ductivity. Several A2BO4- structures of the Ruddlesden–Popper type have been
proposed as SOFC cathodes, including those A = La, Sr, Ba, Pr, Nd, and M = Ni,
Cu, Co Fe (Skinner et al. 2013). Among the phases first investigated, there are the
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La2NiO4+d family of compounds (Yoo et al. 2012). They are predominantly p-type
semiconductors with a conductivity around of 100 S/cm. These phases consist of
alternating layers of perovskite structure ABO3 and rock salt structure AO along the
crystallographic c direction (Fig. 7).

In these compounds, ionic transport involves mobility of interstitial oxygen ions
in the rock salt-type layers and vacancies in the perovskite layers, which resulted in
a low polarization resistance (Tsipis and Kharton 2008). Increasing the number of
perovskite blocks in the RP phases leads to an increase in the B site valences, which
leads to changes in the electronic conductivity with significant increases for n = 2
or n = 3 (Takahashi et al. 2010). To date, there are no reports on the ionic con-
ductivity in these higher-order phases, and hence, there is a considerable room for
future developments of such RP materials, incorporated either as single cathodes or
as electronic conductors to enhance current collection.

Further information can be found in the cited literature (Sun et al. 2010; Tsipis
and Kharton 2008; Skinner et al. 2013).

Fig. 7 The structure of Ruddlesden–Popper Lan+1NinO3n+1 (n = 1, 2, and 3) compounds showing
alternating perovskite and rock salt layers [reprinted with permission from the Royal Society of
Chemistry, (Yoo et al. 2012)]
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2.2 Anodes

Materials suitable for anode applications have to satisfy the general requirements
listed in the first paragraph and catalyze the electro-oxidation of fuels (reaction 1,
2). Depending on the anode configuration, materials may also be selective and
promote the internal reforming (see below).

Hydrogen and hydrocarbon oxidation (HOR) can occur following different
mechanisms, depending on the microstructure and composition of the anode and on
the operating conditions. Figure 8 shows the possible mechanisms of H2

electro-oxidation in a traditional Ni-based anode.
The reader can refer to several reviews for a detailed description of anode

materials and their relative configurations (Atkinson et al. 2004; Gorte and Vohs
2009; Mahato et al. 2015). Here, we highlight the main differences among the
materials focusing on their use directly with hydrocarbons and biofuels (Ge el al.
2012).

Ni-Based Anodes In the case of YSZ-based fuel cells, the most studied and used
anode is a cermet of nickel and YSZ. For ceria-based electrolytes, nickel is gen-
erally mixed with a ceria-doped oxide [gadolinium- or samarium-doped ceria
(GDC, SDC)].

In a typical SOFC, NiO and YSZ are mixed and cosintered together at high
temperature and the NiO is reduced in situ via a careful procedure of reduction. The
reduction of NiO usually occurs at high temperature (800 °C) and takes several
hours to complete, it leads to a porous anode owing to the different density of Ni
and NiO.

Both the Ni and YSZ phases have convenient properties to make a suitable
anode. Ni metal has excellent catalytic properties toward the hydrogen dissociation
reaction at SOFC operating temperatures and high electrical conductivity (105–104

S/cm). Moreover, NiO has a melting point of 1955 °C that allows us to cosinter
NiO and YSZ at high temperature (1500 °C) without the risk of a harmful

Fig. 8 Schematic representations of the probable mechanisms of anode processes proposed by
various research groups: a H2 adsorption on the Ni and formation of H+ ions. The latter migrate to
the site for water formation either along the surfaces or through bulk Ni- and bulk-stabilized ZrO2

(SZ). b Migration of O2_ or OH− from the SZ to the Ni along the respective surfaces resulting in
the formation of water at Ni sites. c Water formation occurs at stabilized zirconia surface and
electron transport to the Ni is possible along the surface or via the SZ. Reprinted with permission
from 2015 Elsevier Ltd (Mahato et al. 2015)
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interaction between the two. YSZ is a strong material, easy to form in comparison
with other electrolyte materials, and relatively inexpensive. When mixed with NiO,
it modifies the expansion thermal coefficient of the latter and provides ion channels
for carrying O2− into the electrode. This, in turn, facilitates the formation of an
optimal interface and the extension of TPB.

As both YSZ and Ni play an important role in anode performance, the balance
between the amounts of the two phases is critical to optimize cell performance (Lee
et al. 2002). The Ni-YSZ percolation threshold is at about 30 % (v/v) of Ni with a
conductivity of 10 S/cm, and an amount over 50 % (v/v) permits to reach higher
conductivity (1000 S/cm). In general, the volume ratio of Ni to YSZ phases varies
from 35:65 to 55:45. Besides composition, characteristics of starting oxide powders
‚ such as the reciprocal particle size and particle shape‚ have a profound effect on
the SOFC performance; thus, they can be important variables for the engineering of
an adequate anode microstructure (Fig. 9). In any case, the optimum particle size
and shape depend on the deposition techniques used and on the processing steps
(Jiang et al. 2000; Primdahl and Mogensen 1997; Mahato et al. 2015).

Taking into account how many factors can influence the performance of a
Ni-YSZ cermet, not surprising is the difficulty to reproduce and compare cermet
electrode data. Most of the results were obtained in the temperature range of 800–
1000 °C, and the polarization resistance values were found to vary by a factor from
10 to 102, especially when extrapolated to low-temperature regions. Figure 10
highlights some of the factors that affect the performance of a Ni-YSZ electrode.

The major problem with Ni-YSZ anodes is their redox instability (Busawon et al.
2008) which is associated with the re-expansion of Ni upon its reoxidation.
Reoxidation can occur near the seal in the event of a leak or during shutdown
procedure because Ni easily oxidizes when exposed to high H2O:H2 ratio at low
temperature. Moreover, Ni is sensitive to poisoning. For example, common
impurities in starting materials, such as Na2O and SiO2, may segregate as a glassy
sodium silicate phase at the anode/electrolyte interface reducing performance in few
hundred hours, especially if impurities’ concentration is higher than 100 ppm.

Moreover, besides their high manufacturing flexibility and high performance,
Ni-YSZ systems are not ideal to work directly with hydrocarbons. The cracking
activity of Ni causes the formation of graphitic fibers or tar deposition into the
anode depending on the operating conditions of the cell with a loss of performance
over time. In addition, hydrocarbon fuels often contain sulfur compounds as
impurities which poison nickel (Bøgild Hansen and Rostrup-Nielsen 2010). The
nickel deactivation can occur through two different ways depending on the oper-
ating temperature and on the sulfur concentration inside the fuel. At high temper-
ature, the dissociative adsorption of H2S on metal surface with the irreversible
formation of bulk nickel sulfide is strongly favored even with low concentrations of
pollutant. At low temperature, the degradation is reversible and due to surface
sulfides’ deposition. The tolerance toward sulfur poisoning has been recently
revised (Da Silva and Heck 2015; Gong et al. 2007; Yang et al. 2012), and the
reader can refer to the cited references for more details.
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Fig. 9 a Schematic showing how a cermet structure offers extended TPB length, and so how the
TPB can be modified or affected by the reciprocal size of Ni and YSZ particles. b Fine cermet
Ni/YSZ anode prepared by spray painting with Ni/YSZ volume ratio 40/60 and the related
impedance data. c Coarse cermet anodes prepared by screen printing and the related impedance
data. Adapted (Mahato et al. 2015) by permission from © 2015, Elsevier Ltd
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Fig. 10 (continued)
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Fig. 10 (continued)
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Fig. 10 a Conductivity of Ni–YSZ cermets versus the volume percent of Ni fabricated with
zirconia powders from two different sources, viz. Toya Soda and Zircar from Ref. (Vohs and Gorte
2009), b conductivity of Ni–YSZ cermet anodes as a function of Ni content measured at 1000 °C
in humidified H2 from Ref. (Vohs and Gorte 2009), c variation of electrical content as a function of
Ni content from Ref. (Wang et al. 2005), d variation of interfacial area of Ni pore, Ni–YSZ, and
YSZ pore from Ref. (Wang et al. 2005), e comparison of the power density output of the unit cell
fabricated using two different approaches from Ref. (Wang and Lu 1996), f dependence of
overpotential on the current density of Ni–YSZ cermet anode with 40 vol.% of Ni measured at
various gas flow rates from Ref. (Wei et al. 2006), g dependence of overpotential on the current
density of Ni–YSZ cermet anode with 40 vol.% of Ni measured in dry and wet conditions at 850 °
C from Ref. (Wei et al. 2006), h influence of particle size and anode thickness on the polarization
behavior for H2 oxidation (hydrogen humidified at 50 °C, or H2:H2O = 87.6:12.4) from Ref.
(Xiang et al. 2012), i effect of Ni content on the polarization and internal resistance of Ni–YSZ
anode tested in 200 ml/min of H2 as anode gas and 1000 ml min−1 of oxygen as cathode gas from
Ref. (Wang and Lu 1996), j AC impedance spectra of SOFC with Ni–YSZ cermet anode measured
after equilibration in humidified H2 mixed with several concentrations of H2S from Ref. (Xuan
et al. 2009), k AC impedance spectra of CG4 electrode fed with humidified H2 showing dramatic
suppression of the semicircle in the low-frequency region as a result of minor Ni addition from
Ref. (Yakabe et al. 2000), l the overpotential of Ni–YSZ cermet (50:50 vol.%) anode as a function
of current density at 1000 °C from Ref. (Yan et al. 2006), m interfacial conductivity of Ni–YSZ
cermet (50:50 vol.%) anode as a function of oxygen partial pressure measured at 1000 °C under
OCP; anode gas used: x %H2O–(100 − x) %H2 from Ref. (Yan et al. 2006), n polarization
behavior of Ni–YSZ anode prepared with constant nickel content (40 vol.%), at a constant
precalcination temperature (1400 °C) and at various baking temperatures (A) 1500 °C, (B) 1400 °
C, and (C) 1200 °C, and (o) impedance behavior of Ni–YSZ cermet anodes prepared at a constant
precalcination temperature (1400 °C) and at various baking temperatures (A) 1500 °C, (B) 1400 °
C, and (C) 1200 °C from Ref. (Medford et al. 2015). Reprinted with permission from 2015 ©
Elsevier (Mahato et al. 2015). For the cited reference, see source
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To overcome the drawbacks inherent in using a Ni-YSZ electrode directly with
hydrocarbon, two strategies are adopted: The first implies a modification of Ni
reactivity, and the second consists of using different materials as constituents of the
anode. A different approach is to proceed to an external or an internal reforming of
hydrocarbons to obtain syngas which is in turn directly converted into electricity at
the anode (see below). Figure 11 summarizes the possible methods to modify
nickel-based anodes.

A common practice (Fig. 11, approach a) to avoid carbon deposition is to add
large amounts of steam, with a steam–carbon (S/C) ratio higher than 2; however, it
is possible to obtain the same result with almost dry methane by optimizing tem-
perature and applying high current (Zhan et al. 2006). In case of CH4, a temperature
window between 550 and 650 °C, where carbon would not be thermodynamically
stable, was individuated. Thermal cracking of CH4 to carbon and H2 was inhibited
below 650 °C. Above 550 °C, the disproportion of CO to carbon and CO2 was
shifted to the CO side (Lin et al. 2005).

Another way (Fig. 11, approach b) is to incorporate carbon-resistant species,
such as ceria and noble metal particles, into the Ni cermet matrix. Effective metals
are Ru, Pd, Co, Sn, and Cu. Metals can form alloys with Ni (i.e., NiCu or NiCo
alloys) (An et al. 2011) or interact with it (i.e., Sn) (Nikolla et al. 2007), mitigating
the Ni-cracking activity. On the other hand, metals themselves can be good

Fig. 11 The three strategies
used in Ni cermet-based
SOFC anodes for direct
hydrocarbon utilization.
Reprinted with permission
from © 2012 Wiley-VCH
Verlag GmbH & Co. KGaA
Weinheim (Ge et al. 2012)
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catalysts for the reforming and oxidation of hydrocarbons (Fig. 11, approach c).
Ceria and ceria-based oxygen ion conductors are effective in carbon removal,
thanks to their ionic and electronic mixed properties under reducing atmospheres.
The latter with or without a noble metal can be deposited as a porous protective slab
above the Ni electrode. It is believed that such a layer may work even as a diffusion
layer favoring the preferential diffusion of H2 at the electrolyte/electrode interface.
All these strategies have been demonstrated effective in laboratory scale, but the
scale-up to industrial applications remains challenging. Moreover, for each of them,
there are drawbacks. An O2− flux from the electrolyte may contribute to the carbon
removal not beyond the TPB region; therefore, the first approach cannot protect the
inactive region of Ni-based cermet anodes from carbon coking. The effectiveness of
the second method can be reduced by the rapid coarsening and sintering of the
added catalyst. In the last approach, the insertion of a thick dry reforming layer
increases the complexity of the system and‚ usually‚ the ohmic resistance of the
electrode. These strategies are not mutually exclusive, and their synergic use
deserves further investigations.

Alternative Anodes Alternatively to a Ni cermet, it is possible to develop cermet
with metals that are poor catalysts of cracking. To be suitable, the metals need to be
stable at high operating temperature, not prone to oxidation if exposed to steam and
eventually affordable. Copper seems to be a good candidate since it does not
catalyze carbon formation and is stable at the oxygen partial pressures typically
encountered in SOFC anodes. However, the melting temperature (Tmp) of the
related oxides (CuO and Cu2O) is around 1200–1300 °C, which makes inapplicable
the conventional firing procedure to obtain a cermet. Copper-based cermets are
usually prepared via impregnation of a porous oxide skeleton (ZrO2- or CeO2-based
oxide) with a copper precursor salt solution. In this system, copper works as
electronic conductor, while a co-catalyst, such as CeO2 or/and noble metals (Pd,
Ru, Pt), is requested to achieve good performance (McIntosh and Gorte 2004).
Copper–CeO2 anode allows the use of heavy hydrocarbons, and it is quite resistant
to sulfur poisoning. Nevertheless, the long-term stability of the microstructure of
Cu-based cermet anode is of great concern especially at operating temperature
higher than 800 °C because of copper sintering (Tmp of Cu = 1064 °C). It is
interesting to point out that recently, it has been found these kinds of electrodes can
be rejuvenated through a redox cycle. Oxidation of the aged electrode in air at
intermediate temperature (600–700 °C) causes the redispersion of copper if the
co-catalyst is a ceria–zirconia mixed oxide (CZ). In addition, it is also observed that
copper nanoparticles could play a role in the mechanism of oxygen transport due to
a strong interaction with the CZ (Boaro et al. 2014).

The development of materials and systems in alternative to the Ni-based elec-
trode has brought several researchers to investigate also many other classes of
oxides. These are generally classified on the basis of their crystalline structure,
namely fluorites, perovskites, double perovskites, pyrochlores, rutiles, and tungsten
bronzes. Each class presents advantages and disadvantages to be used as SOFC
anode material (Tao and Irvine 2004).
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Early attempts to identify an alternative anode material consisted in doping the
zirconia and ceria lattice with ions of transition metals and rare earth elements,
respectively. In any case, the electronic conductivity and catalytic activity of the
so-modified material remain too low for anode applications.

Recently, great attention has been given to the development of perovskites and
double perovskites. As discussed before, the doping at the site B can modify the
catalytic properties of the perovskites. Table 1 lists some of the possible metal to be
included in a perovskite structure, highlighting those that would be expected to
allow a decrease in coordination number in the perovskite lattice and hence afford
catalytic behavior. The elements stable in the reducing conditions of an SOFC
anode are indicated on the bottom line.

The use of these species produces a dimensionally stable anode that does not
change significantly between fully oxidized and fully reduced anode. For operation
with hydrocarbon fuels, the ability to oxide the anode, without damaging it, is
particularly useful, since periodic oxidation cycles will remove impurities brought
in with the fuel or carbon deposits formed by gas-phase reactions.

Promising electrochemical performances have been obtained with
La0.75Sr0.25Cr0.5Mn0.5O3 (LSCM), which showed excellent redox stability, good
conductivity, and good electrode kinetics. A particularly important property of
LSCM is its catalytic activity for direct oxidation of hydrocarbons, which is more
significant than its reforming activity (Ge et al. 2012; Gorte and Vohs 2011).

Figure 12 shows a qualitative classification of these alternative materials in
terms of electrical conductivity, electrocatalytic activity, redox stability, and fuel
flexibility.

Titanates show higher electronic conductivity when materials are sintered in
reducing atmosphere. LaxSr1-xTiO3 (x = 0.2, 0.3, and 0.4) sintered in H2 shows
initial conductivity of the order of 400–5000 S cm−1 and redox stability up to
1200 °C. La0.4Sr0.4TiO3 does not react with YSZ and has a very close thermal
expansion coefficient (TEC) with YSZ (Burnat et al. 2012). For these characteris-
tics, LST has been often used as anode support, anode scaffold, and anode barrier
layer. The catalytic properties of titanates are modest, but can be improved by
doping B sites with Mn, Sc, or Ga (Ge et al. 2012 and reference therein). Mn- and
Ga-codoped LSTs were proven to be excellent SOFC anode materials for the direct
use of hydrocarbons, showing high OCV (1.25–1.4 V) in wet methane at 950 °C
(Ruiz Morales et al. 2006).

Table 1 Transition metal elements in a perovskite framework, relative coordination number MOx,
and stability in fuel atmosphere

Sc Ti V Cr Mn Fe Co Ni Cu Zn

MO5 VV ✓ ✓ ✓ ✓ Cuu

MO4tet VV ? ? ? ✓

MO4Sq ? Cuu

Fuel ✓ ✓ ✓ ✓ ✓ ?

Reprinted with permission from ©Springer-Verlag London 2013 (Irvine and Connor 2013)
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Vanadate perovskites as La1-xSrxVO3 (LSV) are good electronic conductor,
active toward hydrocarbon oxidation, and thermally stable in reducing condition;
moreover, they show a high resistance to carbon deposition and sulfur poisoning. In
particular, LSV anodes underwent continuous improvement rather than being
poisoned, in H2S-laden coal gas and biogas up to 500 h (Ge et al. 2011).

To summarize, with respect to a conventional Ni-based electrode, all these
alternative materials generally show higher redox stability and higher tolerance to
carbon formation and sulfur poisoning, albeit they show lower conductivity and
more sluggish reaction kinetics. Generally, good performance requires operating
temperature higher than 800 °C, in opposite to the necessity of developing mate-
rials active below 700 °C.

It is worth noting that some of these materials can operate also as cathode
catalysts, and for example, La0.75Sr0.25Cr0.5Mn0.5O3− d (LSCM) (Bastidas et al.
2006; Ruiz-Morales et al. 2006, 2007), La4Sr8Ti12−xFexO38−d (LSTF)
(Canales-Vázquez et al. 2007), and CeO2 (Ruiz-Morales et al. 2008) have been
demonstrated to be good candidates for symmetric cell. This can simplify a lot
SOFC manufacturing as shown in Fig. 13.

Fig. 12 Qualitative indexing of different SOFC anode materials in terms of electrical
conductivity, electrocatalytic activity, redox stability, and fuel flexibility. Reprinted with
permission from © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim (Ge et al. 2012)

172 A. Pappacena et al.



3 Engineering Electrodes: Development
of Nanostructured Interfaces

It is well-known that to ensure high power densities with target of 1 W/cm2 at 0.7 V,
the total area-specific resistance (ASR = ASRelectrolyte + ASRanode + ASRcathode) of
a cell requires to be of 0.3 X cm2 (0.1 X cm2 for each component) (Steel and Heinzel
2001). This means that the conductivity of 1 mm-thick electrode must be around
1 S cm−1.

Keeping in mind this, an approach to optimize mechanical properties and per-
formance consists in splitting the electrode into two layers: a thick conductive layer
engineered to have high porosity to facilitate the diffusion of reactants and a high
conductivity to decrease ohmic losses‚ and a thin (5–10 lm) functional layer near
the electrolyte, designed to maximize the TPB extension, with only enough con-
ductivity and porosity to minimize potential drops across its thickness (see Fig. 14)
(Gross et al. 2007).

With this strategy, materials in each layer can be optimized independently for
their specific function, thus allowing greater flexibility in electrode design.

The functional layer where the faradaic processes take place is often considered
the “true electrode” since cell performance is largely determined by its properties at

Fig. 13 A schematic illustration of a simple SOFC based on the use of chromite oxide as anode
and cathode. Reprinted with permission from Elsevier B.V (Lin et al. 2010)
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nanoscale. As proof of this, we have been assisting to an evolution of functional
electrode layer’s nanostructures with the development of SOFC technology.
Therefore, single-phase electrodes have left the path to composite electrodes, to
impregnated skeletons, and nowadays to locally exsolved structures. In this
evolvement, the main goal is the optimization of cell performance and durability by
carefully designing and controlling the interface architecture. Taking into account
that electrolyte/electrode interface can be also modified under operating conditions,
there are many approaches that can be used to achieve such purpose (selection and
combination of specific materials, their treatment, etc.). Infiltration and in situ
exsolution are among the methods most investigated.

3.1 Preparation of Electrodes by Infiltration (Impregnation)

A useful way to modify an electrode is to deposit another active component into a
porous skeleton through impregnation. This technique is often used to prepare
supported catalysts and offers several advantages when used for the preparation of
electrodes. There are excellent reviews to engineer both cathodes and anodes with
this approach (Gorte and Vohs 2009; Liu et al. 2013; Jiang 2012; Jiang et al. 2010;
Ding et al. 2014). The usual procedure to prepare electrodes via impregnation is the
use of suspensions or precursor solutions of catalytically active materials to wet and
cover the surface of a porous scaffold previously cosintered with the electrolyte.
The final microstructure is obtained through a suitable thermal treatment and often
after reduction in situ (in case of anode), achieving a good distribution and high
surface areas for the impregnated components. The infiltrated catalytic nanoparti-
cles can form discrete distribution or a thin and continuous network on the surface
of the porous scaffold. Key parameters for a good deposition are (i) the

Fig. 14 Concept of the additional functional layer. Schematic of anode-supported SOFC single
cell with a tape-casting anode support and an anode functional layer. Reprinted with permission
from © 2007 Elsevier B.V (Kim et al. 2007)
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concentration of solution, (ii) the type of solvent, and (iii) the heating rate used to
dry and to decompose the salt. From our experience, the best results are often
obtained with diluted solution and slow heating rate (Boaro 2014; Jung et al. 2006).

Figure 15 represents the process (Fig. 15a–b) and the different distributions
(Fig. 15c–d) that can be obtained.

Porosity higher than 70 % is necessary to allow the introduction of enough
active material on the scaffold, which must be mechanically strong. Catalyst loading
is generally around 10–20 wt% of total electrode weight using non-noble metal and
up to 5 % when the catalyst is a precious metal.

In general, it would be very difficult for concentrated precursor solutions to
penetrate and infiltrate uniformly into micro and nanopores of the scaffold by
capillary force and multiple infiltration–calcination steps are required, particularly
in the case of a thick anode/cathode substrate. The application of vacuum was
demonstrated beneficial to expediting the infiltration process, which despite that
remains a long procedure (Jiang et al. 2002).

To obtain infiltrated electrodes, there are five possible impregnation’s ways:
(i) nanoparticle dispersion, (ii) metal–salt precipitation, (iii) metal–salt plus additive
precipitation, (iv) molten salt decomposition and (v) molten salt plus surfactant
decomposition (Sholklapper et al. 2008).

Fig. 15 A schematic of a typical infiltration process: a an as-fired electrode backbone; b a process
of solution drops entering into the electrode backbone; two typical morphologies of infiltrated
electrode after thermal treatment: c particle deposition and d thin-film coating. Reprinted with
permission from © 2014, The Royal Society of Chemistry, (Ding et al. 2014)
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The most straightforward one is to disperse catalyst nanoparticles in a solvent,
then to impregnate the suspension into the electrode, and finally to calcine the
resultant product. This method allows for a high level of control in the catalysts,
since synthesis can be done before and in a controlled environment. A limitation is
that the nanoparticle agglomeration may be difficult to control. Additionally, the
electrode itself acts as a filter preventing the deposition of catalysts deep inside the
pores which clog, thus leading to gas starvation. To avoid this inconvenience, the
catalyst can be deposited from a solution of salt precursors, such as nitrates. As
example, the involved reaction could be the decomposition of metal nitrates:

Ce3þ þNO�
3 $ Ce NO3ð Þ3!

D
CeO2 ð4Þ

This method is not suitable to prepare complex phases such as perovskites
although it has been often adopted for the impregnation of a single component (Lu
et al. 2006). The method does not give uniform deposition due to thermal gradients
of the heating source used to dry the solution.

More uniform distribution can be achieved using urea as a precipitant agent
(Jung et al. 2006). In this case, the nucleation of the catalyst is driven by the
precipitation with urea which decomposes following the reaction below releasing
OH− and CO3

– as precipitating ligands (Qin et al. 2015).

CO NH2ð Þ2 þ 3H2O!D 2NHþ
4 þ 2OH� þCO2 ð5Þ

An example of the differences obtained with this method is shown in Fig. 16 for
the infiltration of CuO in a YSZ backbone (Jung et al. 2006).

Fig. 16 SEM images of porous YSZ blocks after impregnation of CeO2 and Cu (13 vol.% Cu, 5
vol.% CeO2) and subsequent reduction in H2 for 2 h at 973 K. The Cu was added using the
a nitrate only and b nitrate/urea methods. Reprinted with permission from © 2006, Elsevier VB
(Jung et al. 2006)
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These images show large differences in the morphology of the Cu deposits
produced by the two different impregnation methods. Impregnation using only
aqueous copper nitrate produced relatively large patches of copper agglomerates,
while a much more continuous Cu layer was produced when urea was added to the
impregnation solution. In a conventional impregnation from copper nitrate solution,
the morphology of the initial copper deposits is controlled by the drying process.
The size and shape of the Cu deposits therefore depend on the size of the water
droplets during drying. When using solutions containing urea, the following reac-
tions take place upon heating to 80 °C.

CO NH2ð Þ2 þ 3H2O ! 2NH4 þ 2OH� þCO2ðgÞ ð6Þ

Cu2þ þ 2OH� ! Cu(OH)2ðsÞ ð7Þ

The Cu(OH)2 nucleation occurs prior to evaporation, and its deposition remains
homogenous and not affected by the drying process. Thus, following reduction, it
was possible to obtain a more even distribution of Cu in the YSZ matrix.

The urea-based precursor method allows the uniform deposition of the catalyst
on the walls of the pores avoiding their clogging. However each impregnation step
requires 2 h, and many steps are necessary to obtain contiguous coatings. The
method is thus best suited for producing dispersed catalysts and is less practical
when contiguous coatings are required. Such a pattern is necessary when the
purpose is to increase electronic or ionic electrode’s conductivity.

Taking into account that many salt precursors have a low melting point or a high
solubility in water, the impregnation of the porous ceramic skeleton can be made
using molten salt precursors or highly concentrated salt precursor solutions. Using
this approach, it is possible to accelerate the process of deposition; however, the
approach is restricted to simple compounds that melt at low temperature and are
thermally stable above 100 °C. Additionally, the catalyst distribution is often
random and not uniform. The temperature gradient between precursors and sub-
strate is the leading cause of poor impregnations since it induces viscosity varia-
tions; thus, it must be reduced for an optimal deposition.

A higher versatility in the compositions of infiltrated compunds is given from the
use of surfactants such as Triton X-100. Surfactants can coordinate the metal ions
favoring the formation of complex phases. Also, surfactants’ addition improves the
wettability of the substrate, allowing a homogeneous deposition of the
composites/catalysts. The wettability can be further improved with a combined use
of surfactants and ethanol (Lou et al. 2010).

The advantages and disadvantage of the above methods are summarized in
Table 2.

Other approaches to infiltrate active/or conductive phases into the electrode
backbone can be properly adapted from the conventional methods to prepare filters
and structured porous reactors such as sol-gel, incipient wetness, and solution
combustion synthesis (Boaro et al. 2014; Gorte and Vohs 2009). In these methods,
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the addition of a complexant agent such as citrate acid or glycine is crucial to get
homogeneous compounds.

The first anode developed via infiltration was a YSZ porous backbone
impregnated with CeO2 (as catalyst component) and copper (as conductive phase)
designed in order to develop a coking-resistant electrode (Gorte and Vohs 2009).
The technique was then adopted to modify the conventional nickel cermet with the
aim of improving its cooking and sulfur tolerance and redox properties (Busawon
et al. 2008). Typical impregnates to these ends are copper, iron, ruthenium, pal-
ladium, and (doped) ceria.

Regarding ceramic anodes, infiltration is the way often used to introduce and to
enhance catalytic properties. Figure 17 shows the performance of different
(La0.75Sr0.25)(Cr0.5Mn0.5)O3 (LSCM/YSZ) composite anodes in the H2 oxidation
reaction (Kim et al. 2009) when impregnated with 0.46 % of Pd.

LSCM/YSZ electrodes were prepared by traditional method (a) or through
impregnation of LSCM in the scaffold of YSZ (b). The apparently significant
differences in the promotion effect of infiltrated Pd are due to the different mor-
phology of LSCM. After reduction, the infiltrated LSCM layer is broken into very
small particles and is highly porous (see Fig. 17c), while LSCM prepared with a
traditional method shows larger and compact grains. Pd particles can be therefore
distributed differently, remaining isolated on the surface in the conventional elec-
trode while penetrating at the interface between YSZ and the infiltrated LSCM in
the LSCM-impregnated electrode.

Table 2 Impregnation methods and their properties discussed in this paper

Impregnation method

Nanoparticle
dispersion

Metal salt
precipitation

Metal salt–urea
precipitation

Molten salt Molten salt plus
surfactant

Infiltrant
properties

(*) Low loading (*) Low loading (*) Low
loading

(*) High loading (*) High loading

(+) Fast (+) Fast (+) Preferential
deposition

(+) Fast Non-preferential
deposition

(+) Complex phases
possible

(–) Only simple
phases possible

(+) Complex
phases possible

(–) Only simple
phases possible

(+) Fast

(–) Non-uniform
deposition

(–) Non-uniform
deposition

(–) Slow (–) random
deposition

(+) Complex
phases possible

(–) Electrode acts as
filter

– – – (+) Continuous in
minimum steps

(–) Limited to highly
porous electrodes

– – – –

Neutral, positive, and negative properties are denoted by *, +, or –, respectively. Reprinted with permission from
Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim (Sholklapper et al. 2008)
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It is clear that the morphology and microstructure of scaffold could affect the
distribution and thus the catalytic activity of the infiltrated nanoparticles.

The infiltration method has been greatly utilized also to improve cathode
properties or to prepare alternative cathodes (Ding et al. 2014; Jiang et al. 2010 and
reference therein). Infiltration of La0.8Sr0.2MnO3 (LSM) into a porous electrolyte
backbone has enabled much improved performance as compared with conven-
tionally processed LSM-YSZ-based electrodes. This because‚ via impregnation
LSM can be dispersed in small nanoparticles, that leads to an increase of the
number of sites available for oxygen reduction. It has been also shown that the
conductivity of the infiltrated LSM-YSZ composite cathodes increases at very low
LSM loading with a threshold of 20 % for an acceptable conductivity (according to
the percolation theory for the composites, the minimum value is 30 %) (Vohs and
Gorte 2009; He et al. 2004). Moreover, since it requires only low temperatures to
synthesize and calcine the catalysts, infiltration resulted an expedient approach for

Fig. 17 Cell performance in humidified H2 (3 % H2O) of a conventional LSCM/YSZ composite
anodes with and without Pd infiltration at 800 °C; the infiltrated Pd loading was 0.46 wt%;
b infiltrated LSCM/YSZ composite anodes at 700 °C: (inverted triangles) indicate the anode
infiltrated only with LSCM; (circles) indicate the LSCM/YSZ anode with 5 wt% ceria;
(rhombuses) indicate the LSCM/YSZ anode with 0.5 wt% Pd, and (triangles) indicate the
LSCM/YSZ anode with 5wt% ceria and 0.5 wt% Pd; c SEM micrograph of an infiltrated
LSCM/YSZ composite anode after reduction in humidified H2 at 800 °C for 4 h. Reprinted with
permission from © Elsevier Ltd, 2012 (Jiang 2012)
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the preparation of low/intermediate-temperature cathodes based on cobaltites La1–
xSrxCoO3–d (LSC) and ferrites La1−xSrxCo1−yFeyO3−d. These latter are more active
than the LSM since they possess a higher ionic conductivity, but would react with
YSZ at the temperatures necessary for sintering with conventional methods.

Some of the most promising nanostructured electrodes prepared by impregnation
are reported in Table 3. Here, the promotion factor, fp is a measure of the effec-
tiveness of this technique compared to the conventional methods of preparation. It
is calculated by dividing the ASR (i.e., the electrode polarization resistance) or the
overpotential, η of the nanostructured electrodes by the performance of the baseline
electrodes fabricated by conventional mixing and sintering processes, measured
under identical conditions.

fp = ASR infiltrated electrode/ASR conventional electrode
or
fp = η infiltrated electrode/η conventional electrode.
What emerges immediately is the outstanding performance of the infiltrated

electrodes with respect to those conventionally prepared and the variability of the fp
factors.

Table 3 Performance and promotion factors for electrodes prepared by infiltration

Impregnated
nanoparticle

Scaffold/skeleton Performance Promotion
factor, fp

References

Cathode of SOFC

GDC
(5.8 mg cm−2)

LSM Re ¼ 0.21
X cm2 @ 700 °
C

56 for O2

reduction
Laosiripojana and
Assabumrungrat (2007)

Pd
(1.8 mg cm−2)

LSM/YSF Re ¼ 0.9 X cm2

@ 600 °C
78 for O2

reduction
Marbán and Valdés-Solís
(2007)

Pd
(1.2 mg cm−2)

LSCF Re ¼ 2.9 X cm2

@ 600 °C
1.9 for O2

reduction
Mahato et al. (2015)

GDC
(1.5 mg cm−2)

LSCF Re ¼1.6 X cm2

@ 600 °C
3.4 for O2

reduction
Mahato et al. (2015)

LSM
(*2 mg cm−2)

YSZ Re ¼ 1.6 X cm2

@ 600 °C
44 for O2

reductiona
Marbán and Valdés-Solís
(2007)

LSCF
(1.1 mg cm−2)

YSZ Re ¼0.54 X cm2

@ 600 °C
Lou et al. (2010)

LSCF (12.5
vol.%)

GDC Re ¼ 0.25
X cm2 @ 600 °
C

14 for O2

reduction
Michaels and Vayenas
(1984)

LaO.6
SrO.4CoO3 (30
wt%)

YSZ P = 2.1 W cm−2

@ 800 °C in
H2/air

Mogensen and Kammer
(2003)

LaO.6
SrO.4CoO3 (55
vol.%)

SDC Re ¼ 0.36
X cm2 @ 600 °
C

McIntosh and Gorte (2004)

Ag LSCF/GDC Re ¼ 0.98 W
cm−2 @ 600 °C

3.3 for H2/
air

McNaught and Wilkinson
(1997)

YSZ
(continued)
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Table 3 (continued)

Impregnated
nanoparticle

Scaffold/skeleton Performance Promotion
factor, fp

References

Pd
(1.4 mg cm−2)

Re ¼ 0.22
X cm2 @ 700 °
C

Michaels and Vayenas
(1984)

BSCF
(1.8 mg cm−2)

LSM Re ¼ 1.3 X cm2

@ 700 °C
12 for O2

reduction
Lu et al. (2006)

SmO.6

Sr0.4CoO3

LSM/YSZ Re ¼ 8.5 X cm2

@ 600 °C
2.3 for O2

reduction
Ho (2014)

Y0.5Bi1.5O3 (50
wt%)

LSM Re ¼ 0.14
X cm2 @ 700 °
C

Mogensen and Skarup
(1996), Muradov and
Veriroǧlu (2005)

Anode of SOFC

Sm0.2Ce0.8O2

(*4 mg cm−2)
Ni/YSZ Re ¼ 0.24

X cm2 @ 800 °
C

7.3 for H2

oxidation
He et al. (2004)

GDC
(4 mg cm−2)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3

Re ¼ 0.44
X cm2 @ 800 °
C

26 for CH4

oxidation
Lin et al. (2005)

GDC
(4 mg cm−2)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3

Re ¼ 0.12
X cm2 @ 800 °
C

20 for H2

oxidation
Lin et al. (2005)

GDC
(1.42 mg cm−2)

Ni Re ¼ 1.29
X cm2 @ 800 °
C

25 for CH4

oxidation
Lin et al. (2010)

Pd (0.36–
0.46 mg cm−2)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3/
YSZ

Re ¼ 0.88
X cm2 @ 800 °
C

1.5 for H2

oxidation
Lorente et al. (2012)

Pd (0.36–
0.46 mg cm−2)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3/
YSZ

Re ¼ 2.0 X cm2

@ 800 °C
4.6 for CH4

oxidation
Lorente et al. (2012), Liu
et al. (2011)

Pd (0.36–
0.46 mg cm−2)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3/
YSZ

P = 0.111 W
cm2 @ 800 °C

8 for
C2H5OH/air

Lorente et al. (2012)

Pd
(0.06 mg cm−2)

(La0.7Sr0.25)
(Cr0.5Mn0.5)O3/
GDC

Re ¼ 1.1 X cm2

@ 750 °C
6.5 for CH4

oxidation
Liu et al. (2013)

Pd
(0.11 mg cm−2)

Ni/GDC Re ¼ 0.6 X cm2

@ 700 °C
*5 for H2

oxidation
Mann et al. (2006)

Pd (5 wt%)
CeO2 (5 wt%)

(La0.75Sr0.25)
(Cr0.5Mn0.5)O3/
YSZ

P = 0.52 W cm2

@ 700 °C
*5 for H2/
air

Medford et al. (2015)

(continued)
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In order to explain the above results, we can consider that:

1. The impregnation method affects positively the performance of an electrode since
it yields to the deposition of high surface area nanostructured catalysts, which
enlarge TPBs for the electrode reactions. This is confirmed by several models (Zhu
et al. 2008; Nicholas and Barnett 2009). For instance, assuming a model based on
the random packing of sphere particles and electronic or ionic conducting scaffold
coated with a continuous nanoparticle layer, it is predicted a substantial increase in
the TPB length, e.g., 6.2 and 14.6 times higher as compared to conventional mixed
composites when the infiltrated nanoparticle size is 50 and 20 nm, respectively,
assuming the particle size of a conventional composite phase is 1 mm).

2. The variability in the promotion effects is due to the significant differences in the
microstructure, electronic and ionic properties of the scaffold, the distribution,
and loading and catalytic activities of the infiltrated nanoparticles.

3. The observed significant promotion effect of the nanostructured electrodes with
discretely distributed nanoparticles indicates that there must be significant catalytic
effects of the infiltrated nanoparticles on the electrochemical performance of the
electrodes in addition to the enhanced TPB. However, the broad range of results
suggests that much more systematic and extensive studies are needed to funda-
mentally understand the promotion mechanism of the infiltrated nanoparticles.

Taking into account the above observations, the strategy for the development of
an electrode through infiltration should consider the conduction properties of the
backbone (ionic, electronic mixed conductor) in order to select the appropriate
material to be infiltrated. Once the choice is made, it is necessary to have a careful
control of the microstructure of the infiltrated materials in order to gain a significant
increment in performance. The final microstructure is dependent on a careful
optimization of the wettability of the impregnation solution toward the support.
That implies the use of specific solvents and a careful control of variables that
concur to the impregnation process (Lou et al. 2010; Jiang 2012).

Table 3 (continued)

Impregnated
nanoparticle

Scaffold/skeleton Performance Promotion
factor, fp

References

Oxygen electrode of SOEC

GDC
(2 mg cm−2)

LSM Re ¼ 0.15
X cm2 @ 800 °
Cb

148 for O2

oxidation
Nagata et al. (2001)

LSM YSZ Re ¼ 0.48
X cm2 @ 800 °
Cc

2.3 with
50 % AHc

Neagu et al. (2013)

Reprinted with permission from © Elsevier Ltd. 2012 (Jiang 2012)
a Calculated based on the performance for LSM/YSZ composite cathodes
b Measured after polarized at 1000 mA cm−2, 800 °C for 22 h
c Measured on a SOEC with 50 % absolute humidity (AH) and based on the performance for LSM/YSF
oxygen electrode
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Despite the several advantages offered by the infiltration technique, this approach is
time-consuming, and developing effective ways to accelerate the impregnation process
with an exact control of catalyst’s microstructure represents the main demand to an
industrial scale-up of the method. The use of a layer-by-layer (LbL)-assisted approach
seems highly promising thanks to the versatile and tunable properties of LbL assembly
(see box below, Xiang et al. 2012).
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The method has been recently exploited to prepare Pr0.7Sr0.3CoO3−d

(PSC) infiltrated cathodes, making possible a reduction of the fabrication time by a
factor of 6–7 % (Choi et al. 2014).

The stability of infiltrated nanostructured catalysts in SOFC operating conditions
is also an issue for a realistic scale-up of the method. The nanostructures often are
prone to coarsening or to segregating on the electrode surface. Several solutions are
proposed to avoid this phenomenon such as multicomponent infiltrations, selective
alloying, or the engineering of specific nanostructures such as core–shell M@MOx
catalysts (Bardini et al. 2016; Cargnello et al. 2010).

Cargnello et al. (2010) successfully prepared dispersible Pd-CeO2 core–shell
nanostructures by exploiting the self-assembly between functionalized Pd
nanoparticles and cerium (IV) alkoxides. Such nanostructures when infiltrated in a
YSZ scaffold showed an higher resistance to degradation with respect to a Pd-CeO2

catalyst prepared through a conventional multi-steps infiltration. The core–shell
nanostructure in fact inhibits the growth of Pd nanoparticles.

Promoting a strong interaction between infiltrated phase and the scaffold support
has also shown beneficial effect (Serra and Buchkremer 2007).

To conclude among the methods of preparation of the SOFC electrodes, the
impregnation technique has been growing in popularity since it offers several advantages:

It allows an extraordinary flexibility in the selection and combination of mate-
rials. Not only catalytic components but also ionic, electronic MIEC phases can be
successively introduced to implement different functionalities and to meet stringent
requirements of SOFC anodes and cathodes.

Low temperatures of calcination prevent catalysts from coarsening; thus, their
specific surface area can be preserved, with beneficial effect on the size of TPB and
on cell performance.

Impregnation relaxes thermal expansion coefficient (TEC) matching restrictions.
A catalyst material with mismatched thermal expansion coefficient (TEC) as
compared with the other cell components can be incorporated into the electrode,
since the sintered backbone dominates the electrode’s TEC.

Moreover, the method makes easier and feasible the decoupling of catalytic and
charge transport functionalities, so it is a valid tool to investigate the complex interplay
between the intrinsic catalytic activity of a material and its microstructural properties.

Developing effective methods to accelerate the impregnation process with an
exact control of the catalyst microstructure represents the main challenge to make
its scale-up possible.

3.2 Preparation of Electrodes by in Situ Extrusion
of Metallic Catalyst

If infiltration is an effective way to prepare nanostructured catalyst, another recent
approach with a great potential and further interesting development is the in situ
growth of catalytic nanoparticles through a redox exsolution mechanism.
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The infiltration method offers limited control over the size, distribution, and
anchorage of the deposited species in the various steps of catalyst preparation. In
addition, it is often time-consuming and costly.

In the latter approach, catalytic active transition metals are incorporated in a host
oxide lattice to form solid solutions and released (exsolved) on the surface as metal
particles, once the oxide lattice has been sufficiently reduced. The redox exsolution
can be described by a decomposition process driven by reduction and controlled by
the bulk and surface distribution of defects. Initially, the lattice is reduced, losing
oxygen and gaining electrons until the point where metal nucleation becomes
favorable. Nucleation occurs on surfaces rich of defects since the nucleation barrier
is lower. The process drains exsolvable ions from the nearby lattice, so that addi-
tional ions diffuse to the surface to balance the compositional gradient leading to the
growth of metal clusters. The process has been well demonstrated for perovskite
oxides (ABO3), in which the cations in position B can be partially exsolved to form
catalytic nanoparticles. As compared to traditional deposition techniques, this
process yields finer and better-distributed catalyst nanoparticles, and it is faster
because it does not require multiple deposition steps. Typical systems demonstrated
so far include metal particles predominantly consisting of Pd, Pt, Rh, Ru, Ni on
ferrite, titanate, chromite, or chromite–manganite perovskite supports. It has been
demonstrated for stoichiometric perovskite with A/B ratio = 1. In this case, exso-
lution occurs in the bulk; thus, it is not so effective to prepare catalysts.

Recently, the process was demonstrated also for A site-deficient perovskite
(A/B < 1) (Sun et al. 2015; Neagu et al. 2013). In this case, the exsolution from B
sites yields to nanoparticles on the surface, which are very stable and well
distributed (Fig. 18). The mechanism of exsolution for this kind of materials was
addressed by Neagu et al. (2013), which showed that in A site-deficient perovskites

Fig. 18 The role of non-stoichiometry in the formation of exsolutions on stoichiometric and A
site-deficient perovskites illustrated through SEM micrographs. a, Exsolutions from the initially A
site-deficient, O-stoichiometric La0.52Sr0.28Ni0.06Ti0.94O3 after reduction at 930 °C (20 h) in
5 % H2/Ar. b, A site-stoichiometric, O-excess La0.3Sr0.7Ni0.06Ti0.94O3.09 sample reduced at 930 °
C (20 h) in 5 % H2/Ar indicates that no exsolution has occurred. Reprinted with permission from
Macmillan Publishers Limited, © 2013 (Neagu et al. 2013)
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exsolution acts to locally revert the perovskite toward a stable defect-free ABO3

stoichiometry. At an atomic scale, the removal of oxygen from a perovskite cell
with the A site vacant may be visualized as locally segregating the B site dopants
from the main perovskite framework into an incipient exsolution (Fig. 19).

This mechanism implies that anchoring/coherence between the nucleating par-
ticles and the parent perovskite may easily occur because of reminiscent bonds
between the two phases‚ which entails that particles can experience lattice strain.
Electron microscopic analysis showed that particles are usually imbibed on the
support for almost one-third (Fig. 20).

Such characteristics are expected to bring about peculiar chemical and physical
properties to these catalysts. Not surprisingly, exsolved particles possess enhanced
thermal stability and display low tendency to coalesce. Moreover, they can show a
remarkable coking resistance while maintaining activity for desirable reactions. For
instance, nickel-supported nanoparticles prepared by conventional methods
underwent deactivation due to the formation and growth of carbon fibers at the
nickel/support interface‚ that causes an uplifting of nanoparticles and the pulver-
ization of catalyst. Conversely, when anchored because prepared by exsolution
nickel nanoparticles show an outstanding resistance to coking deactivation (Negau
et al. 2015).

Fig. 19 Schematic representation of the exsolution of B site cations from A site-deficient
perovskites (a). The O sites are depicted by large silver spheres, the B sites by small gray spheres
highlighted in yellow, and the A sites by large dark spheres. A large hashed red sphere, shows an
A-site vacancy. By removing oxygen from the A site-deficient unit cell through reduction, some
B sites are locally isolated from the parent perovskite into an incipient BOn exsolution (depicted by
the red group of atoms in the right panel). Reprinted with permission from Macmillan Publishers
Limited [Nature Chem.] (Neagu et al. 2013)
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4 Use of Hydrocarbons and Biofuels in SOFC Anodes

4.1 Type of Fuels for SOFC Anodes

H2 is the primary fuel for solid oxide fuel cell. The main advantage of its utilization
is the absence of CO2 emissions as well as of other pollutant emissions (NOx, etc.).
The problem is that H2 is very reactive and it does not exist chemically free in
nature, it is instead mostly bound to either oxygen or carbon atoms, so H2 can be
obtained from natural compounds only with an energy expenditure. H2 production
is possible starting from the water molecule using renewable sources such as solar-
or wind-related technologies or using thermochemical processes such as those
related to nuclear plants (Bartels et al. 2010). However, at present, the most quantity
of hydrogen is obtained by different processing technologies of hydrocarbon fuels.
Besides the expensive production of hydrogen, there are difficulties related to its
transportation and storage. This is because although hydrogen has the highest
energy content per unit mass of any fuel, 140.4 MJ/Kg versus 48.6 MJ/Kg of
gasoline, on a volume basis, the situation is reversed: 8.49 MJ/m3 versus
31.15 MJ/m3 of gasoline. Then, to improve penetration market of this fuel, it is
desirable its in situ and on demand production.

Syngas, H2 + CO gaseous mixture with a high content of H2, can be successfully
used instead of hydrogen in SOFC units. This is due to the high SOFC operating
temperature at which CO can be directly oxidized according to Eq. (8).

Fig. 20 Exsolved particle–substrate interface. a TEM micrograph (dark field) of a Ni particle
exsolved on (110) native surface facet after aging (% H2O/5 % H2/Ar, 930 °C, 60 h); scale bar
10 nm. b TEM micrograph detail (bright field) of the metal–perovskite interface highlighting the
corresponding atomic planes and orientations; scale bar 1 nm. c Schematic illustration of the
particle–substrate interface for deposited and exsolved nickel particles. Reprinted from (Neagu
et al. 2015), through Creative Commons CC-BY license
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COþO2� ! CO2 þ 2e� ð8Þ

Therefore, CO is not a pollutant as in the case of low-temperature fuel cells such as
PEMFCs (Steele and Heinzel 2001). This is a great advantage especially on lowering
the costs related to H2 purification required in the latter devices. It is commonly
understood that in the reforming processes occuring in an anode, CO can be also
consumed in the gas phase through the water gas shift reaction (WGSR) (9)

COþH2O ! CO2 þH2 DH� ¼ �9; 8 Kcal=mol ð9Þ

and H2 produced subsequently consumed electrochemically. This behavior depends
on the anode composition and on its operating temperature, since WGSR is favored
at low temperatures.

H2 and syngas are generally produced mainly by the same reforming oxidative
processes such as steam reforming (SR), partial oxidation (POx), autothermal
reforming (ATR), dry reforming (DR), and coal gasification. We refer elsewhere for
others non-oxidative processes such as thermal decomposition or refinery processes
(Wang et al. 2005). Natural gas and fossil fuels are currently the two main feed-
stocks used for the production of these energetic molecules, and they satisfy 80 %
of world energy demand. This scenario is expected to last up to 2050 as recent
reports on fuel sources have emphasized (Muradov and Veriroğlu 2005; Marbán
and Valdés-Solís 2007; Specchia 2014). This temporal window is considered as a
period of transition that will lead to produce free carbon emission energy. Research
projects are focused on maximizing the efficiencies of current technology in fuel
processing and on developing technologies for the production of fuels from
renewable resources and biomasses. In this perspective, nowadays more and more

Table 4 Types of fuel for SOFCs and related sources

Fuel Chemical
composition

Feedstocks

Hydrogen H2 Reforming processes of hydrocarbons and electrolysis of water
with renewable technologies such as solar and wind or nuclear
plants

Natural
gas

CH4 Underground reserves and renewable biogas

Coal Geological

Propane C3H8 A by-product of petroleum refining or natural gas processing

Biogas CH4–CO2 Coming from the anaerobic fermentation of sludge and
wastewater

Gasoline C4–C12 Crude oil

Diesel C9–C25 Fats and oils from sources such as soybeans, waste cooking
oil, animal fats, and rapeseed

Methanol CH3OH Natural gas, coal, or woody biomass

Ethanol C3H7OH Corn, grains, or agricultural waste (cellulose)

Glycerol C3H8O3 By-product of biodiesel
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attention is given to the use of “biofuels” (i.e., fuels obtained from the processing of
biologic matter) to power solid oxide fuel cells (Shiratori et al. 2010; Laosiripojana
and Assabumrungrat 2007; Xuan et al. 2009). Biogas is one of the most used
biofuels (Kowalik et al. 2015). It can be obtained via anaerobic digestion or fer-
mentation of biodegradable materials such as municipal waste, green waste, and
biomass, and via gasification of wood or other biomasses. Biogas is composed of
CH4 and CO2 and other gases such as sulfur, halogenated and silica compounds
which are considered as contaminants. CH4 content is generally in the range of 50–
65 vol.%.

Other biofuels used to feed directly/indirectly SOFC anodes are bioalcohols such
as ethanol and methanol. These fuels have a high energy density and are readily
produced from renewable resources; in addition, they have the advantage to be
easily transported and stored as liquid fuels (Nigam and Singh 2011). Another
molecule that is attracting interest as fuel for SOFCs is glycerol. Glycerol is
obtained as a by-product of the transesterification reaction of vegetable oils to
obtain biodiesel, and it is a molecule with high energy value (four times much
powerful than methanol) (Pagliaro and Rossi 2010).

Another important power source is coal, which is generally used to produce heat
and electricity by combustion. For SOFC applications, coke can be used directly as
solid fuel or converted into syngas through a gasification process (Lorente et al.
2012). The use of solid carbon offers the advantage of extremely high electric
efficiency (>65–70 %), high fuel utilization, and production of pure stream of CO2

without the additional cost of capture and energy penalty (Giddey et al. 2012).
Some chemical–physical characteristics of the main fuels used in reforming

processes for the production of syngas and H2 are shown in Tables 4 and 5.

Table 5 Properties of main fuels for SOFC applications

Fuel Autoignition
temperature (°C)

EDa (MJ/m3

of liquid)
GEDb

(MJ/Kg)
Carbon
content wt
%

Hydrogen
content wt%

Hydrogen 585 8.491 140.4 0 100

Natural
gas

540–630 20.92 43.6 75 25

Propane 450 23.488 28.3 82 18

Gasoline 260–460 31.15 48.6 85–88 12–15

Diesel 180–320 31.435 33.8 84–87 13–16

Methanol 460 15.8 20.1 39.5 12.6

Ethanol 365 22 26.4 52.2 13.1

Glycerol 260 16 39.1 8.6
aEnergy density
bGravimetric energy density
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4.2 Hydrocarbon Reforming Processes in SOFC Anodes

Catalytic reforming of hydrocarbon fuels is widely recognized as a practical method
to produce hydrogen-rich reformates to be fed in fuel cell systems, and it has the
advantage of utilizing various fuel sources (e.g., natural gas, ethanol, propane,
gasoline, diesel, biodiesel, and glycerol).

Reformer Dual-Chamber Cell Configurations A general scheme described as a
SOFC can operate with different fuel processing methods is reported in Fig. 21.

There are three possible configurations. In case A, the fuel is processed in an
external reactor providing a syngas mixture to feed the cell and produce energy
through electrochemical oxidation of it; in case B, fuel cell is coupled with an
internal reformer and the resulting reformate gas is used to feed the cell. This
configuration is called indirect internal reforming SOFC (IIR-SOFC); finally, in
case C, the cell is powered directly with the fuel (DIR-SOFC) and reforming and
electrocatalytic reactions can occur simultaneously inside the anode
(Dokmaingram, references therein 2014).

The choice of the right configuration to be used depends on many factors, such
as the operating temperature, the type of fuel used, and the final desired power. The
criteria of choice should be addressed to maximize the efficiency with a lower cost
of operation. What finally emerges from many dedicated studies is that the choice of
the fuel plays the main role in defining the best configuration. However, heat
transfer management issues can also address the choice.

Fig. 21 Scheme of different
methods of feeding
carbon-based fuels to a
dual-chamber SOFC
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In the external reforming configuration (A), there is not a direct heat transfer
between the reformer and the SOFC unit, but the heat developed during the elec-
trochemical reaction can be recovered and utilized. Generally, only 50 % of the
energy contained in the fuel is converted into electricity, and the rest is converted
into heat that in turn may be used for the hydrocarbon reforming process or for
other purposes such as gas turbine combined cycles (Choudhury et al. 2013).

In the IIR-SOFC configuration (B), the reforming reactions occur in a separate
compartment but in close contact with the anode side. This approach is used to
exploit the thermal exchange between the endothermic reforming reaction and the
exothermic electro-oxidation reaction resulting in an autothermal operation; fur-
thermore, material design can be optimized separately. However, also in this case,
the temperature management is not easy due to the local mismatch between the
rates of endothermic and exothermic reactions occurring in the two systems.

In the DIR-SOFC configuration (C), it is possible either to feed the SOFC anode
with dry fuels that are electrochemically oxidized according to the general reaction
(10):

CnH2nþ 2 þð3n þ 1ÞO2� ! nCO2 þðnþ 1ÞH2Oþð6nþ 2Þe� ð10Þ

or to premix hydrocarbons with small amount of steam or oxygen/air so that at the
anode, the reforming reactions occur simultaneously with the electrochemical
oxidation of CO and H2. Both the approaches lead to a complex kinetics internally
to the electrode, which is difficult to be rationalized. The issues related to the use of
dry or humidified hydrocarbon fuels in SOFC anode have been critically reviewed
by Mogensen and Kammer (2003) using methane as fuel. They noticed that with
respect to a conventional external steam reforming process of methane, the direct
use of steam/hydrocarbon premix in a SOFC presents further difficulties that go
beyond the deactivation of the catalyst for the formation of carbon resulting
from the side reactions that accompany the reforming process. They pointed out the
disadvantages related to the use of an internal reforming process demonstrating that
the water used in the process dilutes the fuel with a negative effect on the elec-
tromotive force of the cell. Moreover, the endothermicity of the process can cause
large thermal gradients that can damage the cell. The management of temperature
gradients in SOFC is currently an issue. The efficiency would be much higher with
a direct conversion of dry hydrocarbons according to the general reaction (10).
Reaction (10) is unlikely to occur in one single step. Hydrocarbon pyrolysis and
oligomerization are not uncommon under typical SOFC operating temperature, and
consequently, chemical conversions and electrochemical fuel oxidation pathways
are very complex (see box below, Ge et al. 2012). Gas chromatographic analyses
indicated that partial oxidation reactions are dominant for some oxide anodes (Shin
et al. 2011).
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Shiratori et al. (2010) offered an example of internal reforming of biogas with
and without O2. In this case, the addition of the oxidant was to prevent carbon
formation and to avoid deactivation of active sites of the catalyst. Using oxygen,
they observed a power loss of the cell, due to the predominance of the reforming
reactions rather than of the electrochemical processes. This would contribute to
dilute the feeding.

The direct utilization of hydrocarbon fuels was extensively considered by Gorte
et al. (2000) using copper as active metal and they emphasized that the penetration
market of SOFC technology strongly depends on the development of DIR-SOFC.

Single-Chamber Cells An alternative configuration for SOFC is the use of one gas
chamber where both the anode and the cathode are exposed to the same mixture of
fuel and air (Fig. 22).

This configuration is referred to as a single-chamber SOFC (SC-SOFC). This
design has the advantage of improving mechanical and thermal cell properties due
to its simplified structure and of reducing carbon deposition, thanks to the level of
oxygen in the mixture. Moreover, it overcomes the problem of sealing and allows
the use of porous electrolyte with a significant simplification in the construction of
stacks. However, there is the risk of forming explosive mixture between H2 and O2.
The use of much diluted gases may mitigate the problem. Also, it would be safer
working with mixtures of air and methane or air and propane (Riess 2015).

Figure 23 shows a schematic representation of the operating principle of
SC-SOFCs fed with a mixture of methane and air. The principle relays on
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selectivity of the electrode catalysts toward the electrocatalytic processes. In this
case, anode catalyst promotes the partial oxidation of methane to CO and H2. The
syngas formed then reacts electrochemically with oxygen ions at the anode. The
cathode is inactive toward the fuel and promotes the electrochemical reduction of
oxygen.

The partial fuel oxidation and depletion of incoming oxygen lead to a drop of the
oxygen partial pressure at the anode, whereas a high oxygen partial pressure is
registered at the cathode due to its inertness toward the fuel. This gradient in
oxygen partial pressure is the driving force for the fuel cell operation and is at the
origin of the OCV according to the Nernst equation. In closed-circuit conditions,
the electrochemical reactions lead to a net flow of current through the electrolyte
and in the external circuit. In case the anode is ideally selective, OCV would be the
same of that measured in a dual-chamber cell and maximum current could be drawn
at elevated efficiencies:

Fig. 22 Schematic of a single-chamber cell (SC–FC). Same gas mixture of fuel and air (oxygen) is
supplied to both anode and cathode. Anode and cathode can be located in the same gas
compartment. Reprinted with permission from © World Scientific Publishing Company (Riess
2015)

Fig. 23 Schematic
representation of the
single-chamber working
principle. Reprinted from
(Kuhn and Napporn 2010)
open access licenses (http://
creativecommons.org/
licenses/by/3.0/)
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CH4 þ 4O�
2 ! CO2 þ 2H2Oþ 8e� ð11Þ

In practice, current electrode materials are not selective enough to catalyze only
the respective electrode reactions and fuel can be lost by the catalytic activity of the
cathode materials or the complete oxidation over the anode. Transport of reaction
gases from one electrode to another can impede the establishment of an open-circuit
voltage (OCV), and gas intermixing may enhance reactions that should not be
catalyzed on the respective electrode. As consequence of these phenomena, the fuel
utilization and cell efficiency of real SC-SOFCs are generally lower than 10 %.
Selectivity can be controlled and improved not only through a proper choice of
materials and cell design but also by playing with the working conditions. For
instance, the lack of selectivity of one of the two electrodes can be managed at
detriment of the fuel utilization. If the anode is not selective, then excess fuel in the
gas mixture has to be used, the excess fuel being sacrificed in order to remove
oxygen from the anode side. Conversely, if the anode is selective but not so the
cathode, excess oxygen has to be introduced in order to remove (by reaction) all the
fuel near the cathode. In both cases, this strategy demands wasting energy in terms
of fuel utilization.

A tutorial review on how to select and to investigate materials suitable for this
kind of cells is given by Riess (2015). The approach is interesting since it intro-
duces general concepts that can be applied also to other type of cells.

For anode materials, it is possible to distinguish between electrocatalytic and
catalytic functionalities. Both the processes are characterized by peculiar mecha-
nisms: (1) Electrocatalytic processes involve incorporation/excorporation of the
ions in/from the solid electrolyte, and in heterogeneous catalytic processes, this step
can be possible using oxides with a good oxygen storage capability (i.e.,
ceria-based oxides); (2) chemisorption is an important step both in heterogeneous
catalysis and in electrocatalysis; and (3) a unique property of the electrocatalytic
process is the electrical current.

Therefore, in search for an electrocatalyst rather than a catalyst, it is important to
characterize chemisorption, redox, and catalytic properties of the materials with ex
situ characterization techniques for a preliminary screening, but it is also mandatory
to test materials in operating conditions since the presence of an electric field can
alter their surface properties and the type of adsorbed species.

4.3 Fuel Reforming Processes

The main fuel processing technologies used to produce H2 or syngas to feed
externally the fuel cell unit are briefly revised below.

Steam Reforming Processes From the decomposition of any hydrocarbon fuel, it
is possible to obtain H2 according to the following general equation:
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CnHm ! nCþm=2H2 ð12Þ
The drawback of this reaction is the formation of solid carbon, so water as steam

is introduced in the process to have a different decomposition reaction and to avoid
solid carbon formation, and so the general reaction (12) becomes

CnHm þ nH2Oþ nCOþðm=2þ nÞH2 ð13Þ

These reactions can occur with different hydrocarbon molecules; herein, we will
consider methane (SMR) and ethanol (SER).

Steam Methane Reforming
In the case of methane, reactions (12) and (13) become, respectively

CH4 ! Cþ 2H2 DH� ¼ 74; 91 kJ=mol ð14Þ

CH4 þH2O ! COþ 3H2 DH� ¼ 206 kJ=mol ð15Þ

Another reaction that normally occurs is

CH4 þ 2H2O ! CO2 þ 4H2 DH� ¼ 165 kJ=mol ð16Þ

The process was also accompanied by the moderately exothermic water gas shift
reaction and the Boudouard reaction:

COþH2O $ CO2 þH2 DH� ¼ �41 kJ=mol: ð17Þ

2CO $ CþCO2 DH� ¼ �172; 54 kJ=mol: ð18Þ

The latter is one of the main sources of coal deposition and deactivation of the
catalysts used in the reforming process. The SMR is a highly endothermic process,
and it is favored at high temperatures where reaction (15) becomes predominant and
the water gas shift (17), which is favored at low temperature, becomes disadvan-
tageous. The reactions involved in the process are never complete and tend to reach
an equilibrium condition that depends on the temperature. To maximize the yield of
reaction is possible to play with the steam-to-carbon ratio (generally indicated S/C)
and with the pressure. The conversion of methane is complete at temperatures over
923 K, with a S/C ratio equal to 3 and 1 atm. Higher pressures over 1 MPa (10 bar)
shift the temperature for the complete methane conversion above 1173 K. The
operating parameters are the result of an optimization of the process to maximize
methane conversion, selectivity, and durability and to minimize deactivation due,
for example, to carbon formation, sulfur contamination, and catalyst degradation.

The main components of SMR plant are a furnace, where a reactor containing a
nickel-based catalyst is placed and heated at 1123 K for the activation of reac-
tions (14) and (15). Afterward, the reformate gas mixture is treated in a water gas
shift reactor at low temperature where the mixture is enriched in H2, and finally, H2
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is purified from CO2 and unconverted CH4 by CO2 adsorbents and the use of a
methanator, respectively, if ultrapure hydrogen is requested.

Steam Reforming of Ethanol
The overall steam reforming reaction of C2H5OH could be represented as

follows:

C2H5OHþ 3H2O ! 2CO2 þ 6H2 DH� ¼ þ 347; 4 kJ=mol ð19Þ

This strongly endothermic reaction is normally favored at high temperatures and
low pressures; however, there are several reaction pathways that could occur during
the reforming process, which generally take place at low temperature. Firstly, the
dehydration of ethanol to ethylene, followed by its polymerization to form coke,
can occur:

C2H5OH ! C2H4 þH2O ð20Þ

C2H4 ! coke ð21Þ

Ethanol decomposes to methane which is simultaneously converted by steam.

C2H5OH ! CH4 þCOþH2 ð22Þ

CH4 þ 2H2O ! 4H2 þCO2 ð23Þ

Ethanol can dehydrogenate to acetaldehyde that can then react with steam;
furthermore, acetaldehyde can decompose to methane:

C2H5OH ! C2H4OþH2 ð24Þ

C2H4OþH2O ! 3H2 þ 2CO ð25Þ

C2H4O ! CH4 þCO ð26Þ

Ethanol can decompose to acetone, and the latter reacts with water to give
syngas:

2C2H5OH ! CH3COCH3 þCOþ 3H2 ð27Þ

CH3COCH3 þ 2H2O ! 5H2 þ 3CO ð28Þ

Finally, ethanol can react with water to give directly syngas, and the reaction
products are involved in different reactions such as water gas shift, methanation,
methane decomposition, and Boudouard reaction:
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C2H5OH þH2O ! 2COþ 4H2 ð29Þ

COþH2O ! CO2 þH2 ð30Þ

COþ 3H2 ! CH4 þH2O ð31Þ

CO2 þ 4H2 ! CH4 þ 2H2O ð32Þ

CH4 ! 2H2 þC ð33Þ

CO2 ! O2 þC ð34Þ

The overall process is also affected by the dissociative adsorption of water to
form acetic acid

C2H5OHþH2O ! CH3COOHþ 2H2 ð35Þ

Therefore, the process is very complex and the final goal is to obtain an H2-rich
gas mixture, but the yield of the reaction strongly depends on the catalyst used. It is
also important to avoid the formation of C4 and C2H4 species (Contras et al. 2014)
to hinder the formation of coke and therefore the deactivation of the catalyst.

Catalytic Partial Oxidation Partial oxidation technologies (POx) are used to form
hydrogen, carbon monoxide, carbon dioxide, and water from liquids and highly
viscous hydrocarbons. Partial oxidation consists of an oxidation reaction where the
hydrocarbon fuel is mixed with just enough oxygen to convert the fuel to carbon
monoxide according to the following general reaction:

CnHm þ nþm=2O2 ! nCOþm=2H2O ð36Þ
When the reaction occurs with a catalyst (CPOx), it becomes

CnHm þ n=2O2 ! nCOþm=2H2 ð37Þ

Fuel reacts with air over a catalyst, and the combustion is prevented from going
to completion by controlling the amount of oxygen and residence time. Due to the
fast reaction rates, the CPOX reformer has short response times; these reactors are
very compact, and contact times are typically milliseconds. The CPOX system is
comparatively more fuel flexible than SR or ATR and can tolerate higher levels of
sulfur contaminants in the hydrocarbon fuels. Two disadvantages of this technology
are that the reformate has low hydrogen content and the high operating tempera-
tures could lead to catalyst degradation. Moreover, at high temperatures, the
reforming reaction was followed by secondary reactions forming CO2 as product:
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CnHm þ nþm=4ð ÞO2 ! nCO2 þm=2H2O ð38Þ

H2 þ 1=2O2 ! H2O ð39Þ

COþ 1=2O2 ! CO2 ð40Þ

Also, in this process, catalysts were deactivated by carbon deposition owing to
the reduction of CO at high temperatures, and to the Boudouard reaction at low
temperatures.

Autothermal Reforming The autothermal reforming (ATR) is a kind of combi-
nation of the both reforming methods explained above; in other words, in this
process, the endothermic reaction of steam reforming takes advantage of the heat
developed from the exothermic reaction of partial oxidation.

The reaction normally occurs inside a vessel containing a catalyst bed where the
fuel, oxidant, and water are fed together (Fig. 24).

The process, which can be used to process both hydrocarbons and oxygenate
fuels, is described by the following general reaction:

CnHmOp þ x O2 þ 3:76N2ð Þþ ð2n�2x�pÞH2O !
! nCO2 þ 2n�2x�pþm=2ð ÞH2 þ 3:76x N2

ð41Þ

In this equation, as reported by Ahmed and Krumpelt (2001), x corresponds to
the oxygen-to-fuel molar ratio, and this variable controls the quantity of water
necessary to convert the fuel in CO2, H2, and heat. When x is equal to 0, the
reaction corresponds to the steam reforming reaction.

Dry Reforming The dry reforming of methane (DR) is the largest and the most
economical way to produce hydrogen, and the process produces an equimolar
synthesis gas (H2:CO = 1), from carbon dioxide and methane (CH4), according to
the following reaction:

CH4 þCO2 ! 2COþ 2H2 DH
�
1023 ¼ 261 kJmol�1 ð42Þ

Thermodynamics for the DR reaction are not as favorable as the ATR or even
the SMR reactions. However, the proportional consumption of one mole of carbon
dioxide per mole of invested methane could reduce the carbon impact, which could
overall lead to a “greener” consumption of natural gas. Thermodynamic aspects of
this reaction were carefully analyzed by several scientists (Wang and Lu 1996;
Pakhare and Spivery 2014), and the obtained results can be used to maximize the
advantages coming from this kind of fuel processing approach.

These studies revealed that the reaction is not spontaneous below 640 °C, and
the side reactions (43), (44), and (45), listed below, strongly affect the process yield.

198 A. Pappacena et al.



CO2 þH2 ! COþH2O ð43Þ

CH4 ! Cþ 2H2 ð44Þ

2CO ! CþCO2 ð45Þ

All reactions took place at a significant rate between 633 and 700 °C. Therefore,
a higher temperature (T > 700 °C) was employed to minimize the effect of these
side reactions. From the point of view of the final performance, the reforming of
natural gas with CO2 at atmospheric pressure is considered inefficient, because part
of the hydrogen produced is consumed by the reverse water gas shift (Oyama et al.
2012). This yields to H2:CO ratio lower than the unity and variable depending on
the operating conditions and the catalyst used.

Coal Gasification Gasification may be one of the most flexible technologies to
produce clean-burning hydrogen for tomorrow’s automobiles and power-generating
fuel cell systems (Higman et al. 2014). In the process, carbon-based feedstocks are
converted into the gasifier in the presence of steam and oxygen at high temperatures
and moderate pressures to synthesize gas containing a mixture of CO, H2, CO2,
H2O, CH4, and also trace amounts of nearly all of the naturally occurring elements
depending on the rank and geographic origin of the coal. The produced syngas is
extremely dependent on the type of coal as well as on the gasification process used
to produce it (Cayan et al. 2008). During coal gasification, the following main
reactions may be considered:

CþCO2 ! 2CO ð46Þ

CþH2O ! COþH2 ð47Þ

CþO2 ! CO2 ð48Þ

COþH2O $ CO2 þH2 ð49Þ

Cþ 2H2 ! CH4 ð50Þ
The endothermic reactions (46) and (47) can be considered as the most important

in a gasification process and they are promoted by the heat released from the
exothermic reaction (48). During the process, if high steam concentrations are
present, water gas shift reaction occurs (49). Finally, reaction (50) is more important
at high pressures. In the work of Molina and Mondragón (1998), coal gasification
process is well described, and particularly, they analyzed the parameters that
influenced the process such as the coal rank, the thermal history of char, pores, and
chemical structure of raw material. The syngas produced by the process was also
used as a reagent for chemicals synthesis. Depending on the gasification technology
employed, significant quantities of water (H2O), carbon dioxide (CO2) and methane
(CH4) can be present in the synthesis gas as well as several minor and trace
components such as sulfur, ammonia, and a small amount of hydrogen cyanide,
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arsenic, and mercury. The obtained reformate is thus further purified with different
technologies (e.g., Selexol™ and Rectisol™) depending on the purity requirements
of downstream operations (Cayan et al. 2008).

Catalysts used in the Reforming Processes Nowadays, fuel processing technol-
ogy is focused on the development of high-efficiency integrated systems with the
objective to reduce costs, increase efficiency, and reduce operational temperatures.

Generally, catalysts based on nickel, due to its low cost and its high activity,
have been extensively studied in all processes of reforming catalysts. Carbon
deposition, fuel contaminants, and microstructure optimization are the issues
addressed in many studies regarding nickel-based materials. Angeli et al. (2014)
reported an overview on nickel, noble metals, and bimetallic-based catalysts for
steam reforming at low temperature. They pointed out that although nickel was
subjected to a strong carbon deposition, the incorporation of small amounts of other
metals affected positively the catalytic activity.

Concerning the ethanol steam reforming, Haryanto et al. (2005) highlighted how
crucial is the choice and the preparation method of the catalyst for the overall
efficiency of the process. They concluded that the best catalyst for SER are ceria-
and alumina-based catalysts loaded with Rh. Contreras et al. (2014) have given an
exhaustive overview of catalysts tested in SER process.

Mechanisms involved in the use of noble metals as methane dry reforming
catalysts were investigated by Pakhare and Spivery (2014). In their study, kinetics
and thermodynamic issues were assessed and considered. They concluded that due
to the high endothermicity of dry reforming reaction, it would be useful to support
the process with another exothermic reaction such as partial oxidation to reach
thermoneutral conditions. Catalysts for partial oxidation have been reviewed by
Enger et al. (2008) with a special eye to reaction mechanisms and to the use of
metal transition catalysts.

Concerning coal gasification, Irfan et al. (2011) investigated the utilization of
CO2 as gasification agent taking into account all parameters affecting the process
such as the type of catalyst, pressure, and temperature.

4.4 Relationship Between Catalysis and Cell Performance

The results of all the studies cited above can serve as a reference and as a sound
basis for the development of SOFC anodes operating with hydrocarbons or biofuels
(see Sect. 2.2) since the catalysts and processes involved in a SOFC anode (con-
figurations B and C) are similar to those examined here.

In this light, often a first screening of anode materials is obtained through an ex
situ investigation of their catalytic properties toward some of the reforming pro-
cesses described above, which depends on the type of fuel and on the final cell
configuration. Steam reforming and autothermal reforming are often considered in
the case of methane, light hydrocarbons, and alcohols, while dry reforming is taken
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into consideration using biogas. In fact, fuels are often fed to the anode with a
certain degree of humidification, and the process of autothermal is considered the
most suitable to simulate the concomitant occurrence of catalytic and electro-
chemical reactions at the anode (Boaro et al. 2010). In the ATR process, the partial
oxidation would simulate the electrochemical oxidation in which O2− anions are
provided through the electrolyte.

Despite this approach is commonly adopted, the reader has to be aware that often
ex situ catalytic studies can lead to misleading conclusions. Often‚ these studies do
not take properly into account that electrode’s microstructure plays a fundamental
role in the electrochemical processes, since the catalytic tests are carried out using
powders or configurations different from those present in the electrode.

In addition, gas-phase reactions, catalytic and electrochemical processes in an
electrode can occur simultaneously with synergistic kinetics complicating the
global reaction mechanism.

In relation to the interplay between catalysis and electrocatalysis in SOFC devices,
we can also infer some useful conclusions from the pioneering studies of Vayenas on
hydrocarbon-fed solid electrolytic cells focused on the electrocatalysis and chemical
production rather than on the electric power generation (Stoukides and Vayenas 1984;
Michaels and Vayenas 1984). In these studies, it was demonstrated that the application
of a potential can increase the catalytic activity and selectivity of reactions taking place
on electrodes composed of a metal supported on an oxygen ion-conducting electrolyte,
with an enhancement that can, in some cases, be several orders of magnitude. The
phenomenon is called NEMCA (Non-faradic, Electrochemical Modification of
Chemical Activity) and has found controversial explanations (Gorte and Vohs 2011).
Its discussion goes beyond the scope of this work. The NEMCA effect has not been
convincingly documented for working electrodes in SOFC devices. Despite that, it is
worth pointing out how the overall kinetics of the electrode reactions can be different
from that involved in a conventional catalytic process due to surface modifications
related to the presence of an electrical field.

Fig. 24 Scheme of an
autothermal reactor
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All the above observations allow us to conclude that to distinguish and to
understand catalytic processes inside the anode and their effect on the electro-
chemical process and on cell performance is very complicated. In situ studies and
sophisticated techniques of analysis to individuate intermediates and define
mechanisms would be necessary. In this regard, modeling could be a useful tool to
predict and prove results not always rationalizable (see following chapters).

5 Introduction to Modeling Electrodic
Processes in Fuel Cells

At first sight, a fuel cell is not very different from an electrochemical cell in
solution. In both cases, one needs four basic elements to form a circuit: an anode
and a cathode to perform oxidation and reduction reactions, respectively, an
external circuit to conduct electrons, and an electrolyte to conduct ions between the
electrodes (Fig. 25).

For both solid-state and solution-based systems, in order for a reaction to occur,
redox active species will have to reach the electrodes: This means that in both cases,
the influence of mass transport to the electrodes might contribute significantly to the
apparent reaction rate; the fact that reactants diffuse through a liquid in one case and
from the gas phase in the other does not change the fact that diffusion will ulti-
mately determine the availability of the reactant at the reaction site, i.e., in both
situations, if the redox reaction happens faster than reactants can diffuse at the
electrode, the process will be diffusion-limited. Similarly, ions will diffuse in order
to maintain electroneutrality and, for solid-state systems, react themselves at the
interface; the electrolyte being a solid in one case and a liquid in the other means

Fig. 25 Simplified scheme of a solid oxide fuel cell
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that ionic conduction will involve different kinetics and activation energies, but
does not change the topological similarity of the systems.

Imperfections in one or more of the above processes will decrease the Vtheo, that
is, the theoretical voltage developed by an ideal device, equivalent to the oxygen
reduction potential in a H2–O2 fuel cell, thereby acting as bottlenecks that do not
allow the fuel cell to reach its theoretical limits. This is usually expressed using the
following expression:

Vcell ¼ Vtheo � gact;c � gact;a � gohm � gdif;c � gdif;c ð51Þ

where contributions termed a and c are relative to the anode and cathode, respec-
tively; ηact defines activation losses due to slow reaction kinetics, ηohm defines
ohmic losses due to slow ionic transport, and ηdif defines concentration losses due to
insufficient mass transport of fuel molecules to reaction sites. One of the main issues
in achieving high enough accuracy when modeling a SOFC (or a fuel cell in
general) is that none of these contributions can be ignored (Ni et al. 2007; Gawel
et al. 2015; Chan and Xia 2002): Each of them can, in fact, significantly affect
performance, particularly as a consequence of material degradation during the
operation of the device. Moreover, the contributions are highly correlated. As
shown in Fig. 26, the diffusion of gases, which depends on their partial pressure P
and electrode geometry, determines the concentration of reactants at active sites (c
at the anode for oxygen ions and Pf, PO for the partial pressure of the fuel in the
anode and oxygen in the cathode, respectively), which in turn affects electrode
kinetics.

Electrode kinetics then determines the cell voltage which drives the diffusion of
oxygen ions through the electrolyte. All these factors contribute to the cell voltage
and output current. Last but not least, cell temperature also influences all these
variables at the same time.

Given the high number of processes that must be simulated concurrently, in
order to build computational models able to replicate the functioning of a device in
a reasonable amount of time, approximations have to be introduced. However, an
oversimplification can lead to the exclusion of important factors that affect fuel cell

Fig. 26 Simplified scheme of the processes driving a fuel cell which highlights their
interdependence
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performance, thereby providing skewed results. The aim is then to achieve a
compromise between accuracy and efficiency in order to isolate the most important
bottlenecks that ultimately determine the performance in a device. In the following
sections, the most common methods to achieve this compromise will be briefly
introduced and their limitations will be exposed.

5.1 Non-electrochemical Contributions
to Fuel Cell Performance

Diffusion The current that can be generated by a fuel cell strongly depends on the
availability of the reactants (see the next section). In turn, the concentration of the
reactants depends on how quickly they can reach the interface at which they can
react: This contribution to fuel cell performance is termed concentration polariza-
tion and corresponds to the term ηdif in Eq. 5.1. Fick’s laws are widely employed
for the theoretical description of mass transport phenomena in many electro-
chemical techniques in solution as well as in the modeling of gas flows in solid
oxide fuel cell systems (Izzo et al. 2008). Fick’s laws define the relation of the
molecular flux to the concentration gradient of the species of interest / (Eq. 52) and
of the time derivative of the concentration / to the Laplacian of the concentration /
(Eq. 53) through the diffusion coefficient.
The strength of this approach lies in being able to employ a relatively simple model
which can be expanded to take into account the effect of other phenomena (i.e.,
porosity and convection) or simplified to one dimension as needed, thereby mini-
mizing the computational effort required to describe the system at hand by avoiding
unnecessary complications.

J ¼ �Dr/ ð52Þ
du
dt

¼ D2r/ ð53Þ

For example, Fick’s equations are commonly modified to include the effect of
the porosity of SOFC anodes and cathodes on diffusion by substituting the diffusion
coefficient in Eq. 52 with an effective diffusion coefficient (Eq. (54)), which is a
combination of a coefficient related to molecular diffusion (Dm) and a coefficient
related to diffusion in pores, called Knudsen diffusion (Dk); depending on the
system at hand, different methods can be used to calculate these parameters
(Yakabe et al. 2000).

Deff ¼ 1
Dm

þ 1
Dk

� ��1

ð54Þ
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Using the same approach, the model can be further modified for binary and
ternary systems (i.e., systems in which two or three different diffusing species are
present); in this case, however, the limits of Fick’s model become apparent when
the condition of equimolar counter diffusion does not hold anymore. In a binary
mixture of two components A and B, equimolar counterdiffusion means that the
diffusivity of A in B is similar to the diffusivity of B in A. This condition is true
until the molecular weights of A and B are relatively similar. In situations com-
monly encountered in fuel cells, such as a gas feed composed of H2 and CO/CO2,
this is not the case. In such cases, a model based on the more general Maxwell–
Stefan equation can be employed.

�Du ¼
Xn

j¼1; j6¼i

ujNi � uiNj

CDi;j
ð55Þ

The summation in Eq. 55 goes over all species i and j and uses a binary diffusion
coefficient for each couple: This means that the model allows the diffusivity of
species i in species j to be different from the diffusivity of species j in species i. This
characteristic makes the model suitable for situations in which the molecular
weights of the diffusing species are significantly different, such as in the case of
humidified hydrogen (H2–H2O mixtures). The Maxwell–Stefan equation, however,
does not include the Knudsen diffusivity, meaning that it ignores pore size and its
effect on the flux.

If the contribution of pore size cannot be excluded from the treatment, as in the
case of small pores, a modified Maxwell–Stefan equation is often used: the dusty
gas model (DGM).

�Dui ¼
Ni

Di;k
þ

Xn

j¼1; j6¼i

ujNi � uiNj

CDi;j
ð56Þ

In Eq. 56, the basic formulation of the dusty gas model is presented, with ui

indicating the concentration of species i, Di,k the Knudsen coefficient for species i,
and Di,j the binary diffusivity of species i in species j. The effect of pores and
counterdiffusion are both accounted for; this comes at the cost of more computa-
tional overhead and a more complex model which requires a numerical solution (as
opposed to analytical solutions available for the Fick and Stefan–Maxwell models).

Even though the model itself is arguably more complete, the DGM approach is
not always recommended. The choice of the model largely depends on operating
parameters such as the size of pores in the anodic scaffold, the fuel, and the current
density at which the fuel cell is simulated; i.e., if the current density is low and the
molecular weights of the species involved are not very different (i.e., if equimolar
counter diffusion holds), simpler models can provide equally accurate results with
less computational overhead (Suwanwarangkul et al. 2003; Bertei and Nicolella
2015). Similarly, if pores are sufficiently large, the Stefan–Maxwell formulation can
give accurate results.
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Geometry Geometry includes two broad areas, namely the macroscopic cell
geometry and the microscopic geometry of the electrodes. Concerning the macro-
scopic geometry of the fuel cell, two configurations are commonly encountered:
planar and tubular. From a computational perspective, the macroscopic geometry is
often overlooked in favor of a more thorough description of the microstructural and
electrochemical aspects of the device. This being said, studies that analyze the
impact of different fuel cell geometries on current output through modeling have
been conducted and successfully managed to highlight the different parameters that
can be used to optimize performance (Stiller et al. 2005).

The microstructural aspect, on the other hand, is more complex. Efforts toward
the formulation of realistic 3D models of the electrodes based on experimental data
are ongoing and are providing interesting insight into the relative importance of
processes in fuel cell electrodes at a microscopic scale (Al-Masri et al. 2014; Cai
et al. 2011, Claire et al. 2011). A 3D description of the fuel cell is also indis-
pensable to correctly account for heat dissipation in the device (Ho 2014) which,
particularly in fuel cell stacks, can pose a serious threat to the lifetime of the system.
The experimental and computational effort required to realistically reproduce the
electrode structure, however, makes this approach difficult to use routinely, making
it more suitable for an a priori analysis to rationalize the engineering of the cells
before their construction; following this line of thought, specialized models to
optimize the electrode microstructure by predicting the optimal values of parame-
ters such as the anode-sintering temperature have also been proposed (Suzue et al.
2007), as well as studies investigating the relationship between grain size and the
area of catalytically active regions (Deng and Petric 2005).

Even though reducing the number of dimensions can affect the ability of the
model to precisely quantify the concentration overpotential (Tseronis et al. 2008),
2D and 1D models are the most widely employed due to the reduced computational
resources they require (Campanari and Iora 2004). The use of low-dimensional
models, 1D in particular, usually means that the geometry of the electrodes is
disregarded and mass transport through the porous electrode is computed solely on
the basis of the gas diffusivities. The microstructure of electrodes, however,
including thickness, porosity, and pore size, can significantly hamper the ability to
generate large currents even in the presence of good catalysts (Noh et al. 2011). The
ability to include these parameters in the description of a fuel cell is then desirable.
An example of a model that includes both the description of gas flows and that of
the solid state is the cross-linked pore model (Haugaard and Livbjerg 1998; Feng
and Stewart 1973; Johnson and Stewart 1965). Equation 57 presents the model in
the case of binary diffusion.

NA ¼ cqP
s

Z
1� vA
DAB

þ 1
Dk

� ��1

m0dr

" #
dvA
dn

ð57Þ

The core of the equation is similar to the dusty gas model, featuring the flux as
the inverse of the sum of the reciprocal binary and Knudsen diffusivities DAB and
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Dk; the flux, however, is integrated over the pore volume distribution m’(r) and
weighted by the apparent catalyst particle density qp and a tortuosity factor s,
thereby coupling it to the effective geometry of the porous scaffold; these param-
eters allow one to gauge the influence of the electrodic structure on mass transport
and make the cross-linked model particularly versatile (Haugaard and Livbjerg
1998).

Monte Carlo methods have also been successfully employed to investigate the
dynamics of various aspects of the fuel cell, such as the microstructural evolution of
anodes due to thermal aging (Zhang et al. 2015) and the correlation between the
variation in different parameters (i.e., temperature, activation energy of the anodic
and cathodic reactions, and electrolyte thickness) and the average current density
(He et al. 2014, 2016). In all cases, simulations were able to provide insights which
could be employed to predict the properties of real-life device and hence optimize
their synthesis.

Ionic Transport Ionic transport in solid oxide fuel cells is a complex process.
Oxygen atoms are generated at the cathode where molecular gaseous oxygen is
reduced and incorporated into a metal oxide. Driven by the potential difference
present between anode and cathode, the oxygen atoms then diffuse through the
cathode, the solid electrolyte itself, and the electrolyte–anode interface before they
can reach the active sites where the fuel is oxidized. If the diffusion process is too
slow, it can act as a bottleneck which will increase the internal resistance of the fuel
cell. Many different parameters can affect the mobility of ions through the fuel cell.
For example, specialized models have been developed to investigate the interplay
between ionic conductivity and factors such as particle size and lattice distortion on
the ionic conduction of the anodic and cathodic scaffolds (Costamagna et al. 1998);
similarly, the transition of ions between the electrode/electrolyte interfaces can
create significant resistive and capacitive contributions; models have been devel-
oped to target the behavior of ions and the potential distribution at the
electrode/electrolyte specifically (Hong et al. 2015). While these are important
details which can hamper the performance of devices, incorporating them into a
model of a fuel cell is generally not computationally viable.

Accurate descriptions of the movement of oxygen atoms have been carried out
as atomistic simulations, which try to map the energy landscape diffusing ions face
in order to discern the effect of the structure and chemistry of materials on the
diffusivity (Dholabhai and Adams 2012; Yuan et al. 2015). In practice, the effect of
slow ionic transport in solid oxide fuel cells is usually described by using Ohm’s
law, which shows a linear decrease in the current that can be extracted from the fuel
cell at any given cell voltage.

I ¼ V
R

ð58Þ

The resistance R is then usually associated with the resistance posed by the
electrolyte against diffusion of oxygen ions. The resistance also includes current
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leakage through the electrolyte, that is, a flow of electrons from the anode toward
the cathode. This phenomenon is particularly relevant when reducible materials are
used in the electrolyte, such as ceria-based oxides for applications in
intermediate-temperature fuel cells. Examples are also present in the literature in
which the two effects are quantified separately (Donazzi et al. 2016).

Internal Reforming When alkanes are used as fuels, the gases can be transformed
into more reactive species in a pre-reforming stage before the fuel enters the fuel
cell (Zhu et al. 2008; Finnerty et al. 2000) or inside the fuel cell in a process called
internal reforming (Ge et al. 2012). The simplest example of the latter case is the
reforming of methane by water or carbon dioxide to yield carbon monoxide and
hydrogen. As shown in Eq. 59, reforming will contribute to determine the con-
centration and the nature of the species that will react in the anode, with the effect
that the SOFC will burn more reactive gases, thereby allowing for an increased
current output.

CH4 þH2O ! COþ 3H2 ð59Þ
At intermediate temperature, the homogeneous reforming of methane is usually

slow enough that it can be disregarded and only the heterogeneous reaction can be
included in a model (Hecht et al. 2005); when more reactive alkanes, such as
propane and butane, are employed, gas-phase reactions can become important and
they also need to be accounted for. Since internal reforming occurs inside the
anodic compartment, besides increasing power output (Zhu et al. 2015), the process
also has a significant influence on the thermal management of the fuel cell, because
it absorbs a considerable amount of the heat generated in the anode (Nagata et al.
2001).

The most straightforward approach is to assume a steady state in order to avoid
cumbersome calculations of gas-phase kinetics (Aguiar et al. 2002). This approach,
however, is a severe approximation since the gas phase is not near thermodynamic
equilibrium (Girona et al. 2015). Moreover, by not describing gas-phase reactions,
it is not possible to take into account the possibility of carbon deposition, one of the
major limiting factors to the lifetime of a SOFC operating on organic fuels.

CH4 ! Cþ 2H2 ð60Þ

2CO ! CþCO2 ð61Þ

Equations 60 and 61, methane cracking and the Boudouard reaction, respec-
tively, show the most important reactions which lead to carbon deposition: By
correctly modeling gas-phase kinetics, important information regarding these pro-
cesses can be obtained, which can aid in the prediction of cell performance over
time (Klein et al. 2007; Girona et al. 2015).
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5.2 Electrochemical Contributions to Fuel Cell
Performance

The Butler–Volmer Equation Following the similarities between solution-based
and solid-state electrochemical systems outlined at the beginning of Sect. 5, ana-
lytical current–potential relationships developed for the description of electrodes
immersed in a liquid are often employed to describe the electrochemical processes
which take place at a solid/gas interface. Among these, the most well known and
widespread is the Butler–Volmer equation. The Butler–Volmer formalism derives
from the assumption that a reactant A transforms into a product B by moving along
a one-dimensional, continuous reaction path with the transfer of one electron via an
outer sphere mechanism (Fig. 3), that is, one where no significant interaction occurs
between reactants in the transition state (McNaught and Wilkinson 1997). The
Butler–Volmer formalism, in fact, fails if applied to reactions which follow an inner
sphere mechanism, that is reactions where there are significant rearrangements in
the bond configuration of the molecules involved in the redox reaction. If sufficient
energy is provided, the reactant reaches a saddle point termed the transition state;
the energy required to reach the transition state is defined with an exponential. Two
such exponentials are employed: one for the forward reaction A ! B and one for
the backward reaction B ! A. This description translates mathematically in
Eq. 62:

j ¼ j0 exp � anFm
RT

� �
� exp

ð1� aÞnFm
RT

� �
ð62Þ

where j is the current density, F is the Faraday constant, R is the ideal gas constant,
and j0 is the exchange current density. The energetics for the two reactions are
defined by two parameters, v and a.

The overpotential v = E − Eeq quantifies the driving force or how much the
applied potential E differs from the equilibrium potential Eeq that is from the
potential at which no current flows across the cell. Multiplying the overpotential by
the Faraday constant gives the difference in Gibbs’ free energy ΔG° between the
reactant and the product at that overpotential (see Fig. 27).

The parameter a is the charge transfer coefficient, which varies from 0 to 1 and
stems from the assumption that a linear transformation along a single reaction
coordinate connects the reactant to the transition state and then to the product.
Depending on the molecule and the type of reaction, the position of the transition
state might be closer to the reactant or to the product, where being closer means
being more similar in structure. a quantifies this similarity: a < 0.5 indicates that
the transition state is structurally similar to the reactant, while a > 0.5 indicates that
the transition state is structurally similar to the product. It should be noted that since
the structural reorganization of a molecule requires energy, being similar in
structure implies being similar in energy; therefore, if a is close to 1, a large amount
of energy will be required for the reaction to happen (a large overpotential in
electrochemical terms), that is, in order to change the reactant enough to bring it to
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the transition state. In most cases, a is more or less arbitrarily set equal to 0.5, which
implies that the transition state is structurally (and thus energetically) equidistant
from reactants and products.

In specific situations, the Butler–Volmer equation can also be simplified, thereby
decreasing the use of computational resources. Two of the most common variants
of the formula are the high and low polarization approximations: The former can be
applied when one exponential in the B–V equation is significantly larger than the
other and the latter when the exponents of the exponentials are sufficiently small,
thereby allowing one to use the approximation ex = 1 + x (Eq. 63).

ln
j
j0
¼ RT

anFm
ð63Þ

A more in-depth analysis of when it is appropriate to use each approximation can
be found in the literature (Noren and Hoffman 2005).

Expanding the Butler–Volmer Formalism The Butler–Volmer equation has been
employed extensively to describe electrochemical processes in fuel cells because it
is assumed that if one concentrates on the rate-determining step, interfacial redox
reactions occur in the same way, regardless of the medium. The differences that do
arise because of the different diffusion dynamics are accounted for in the description
of mass transport, while other elementary steps that constitute the overall redox
reaction are compressed in a single A ! B event described by a single apparent
rate constant. This practice, albeit practical, is misleading if one wants to under-
stand and correctly describe the inner workings of fuel cell anodes and cathodes. In

Fig. 27 Simplified scheme of a reaction involving a reactant A, a product B, and a transition state
at the intersection of the two parabolae. The reaction path along the reaction coordinate is
highlighted in red
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Fig. 28, a schematic reaction scheme for the hydrogen oxidation reaction in a SOFC
anode is presented, depicting the main steps that lead to the formation of water.
A hydrogen molecule (orange) diffuses from the gas phase and chemisorbs to the
catalyst, where it decomposes. Hydrogen atoms subsequently diffuse on the surface
of the catalyst to meet the oxygen atoms diffusing from the cathode at the
triple-phase boundary (TPB), that is, the boundary between the gas phase, the
catalyst, and the support. At the TPB, water can form and then desorb. The first
problem one encounters in applying the BV equation to this scheme is that of
actually identifying the reactant and the product in the A ! B scheme. Taking the
hydrogen oxidation reaction as example, defining the anodic process as H2 + 1/2
O2 ! 2H2O would not be, in fact, correct. As will be discussed in the next section,
in order for the product to form, gas reactants must first adsorb on the solid catalyst
and dissociate.

This means that the assumption that the reaction follows an outer sphere
mechanism is also invalid: In solid/gas systems, in fact, the adsorption and
decomposition of the fuel are an essential part of the catalytic process, which
implies a strong interaction between the reactants at the transition state. Even if one
tries to take this into account by defining the reactants as dissociated hydrogen and
oxygen 2H⋅ + O2− ! H2O, one is still overlooking what often are the
rate-determining steps of these reactions, that is, the adsorption, the dissociation,
and sometimes the desorption of the reaction products (Mogensen and Skarup
1996), or the formation of particularly stable reaction intermediates (Nørskov et al.
2004; Gorski et al. 2011).

On top of this, the solid catalyst is treated as an inert substrate, when it is clear
that it actively participates in the reactions by undergoing redox and structural
transitions itself. This complexity is compressed in the BV equation into a single
rate constant, which should represent the slower and thus rate-determining step.

Multistep Reactions In order to try to overcome these limits, variations to the
Butler–Volmer formalism have been developed that allow to take the factors dis-
cussed above into account in some measure. Gas–solid reactions are complex. They
invariably feature at least three separate stages: adsorption, decomposition of
reactants, and recombination of reactants’ fragments into the products. Even for
relatively small molecules such as methane, the decomposition and recombination
stages can be complex multistep processes. This means that describing electrode
kinetics with only one rate constant effectively masks the complexity of the elec-
trochemical processes occurring in the anode. In order to describe the redox kinetics
more realistically, the Butler–Volmer equation can be modified to accommodate an
arbitrary number of reaction steps and many electron transfer processes by acting on
the definition of the charge transfer coefficient (Mann et al. 2006). This approach
involves defining the charge transfer coefficient as shown in Eq. 64

a ¼ bðn� nb � naÞ
m

ð64Þ
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where b is the symmetry factor, n the number of electrons transferred in the
overall reaction, nb and na the number of electrons transferred before and after the
rate-determining step, respectively, and m the stoichiometric coefficient defined as
the number of times the rate-determining step must take place in order for the
overall reaction to occur. A detailed description of this approach can be found in
Bockris et al. (1970).

Adsorption and Chemisorption The first step in the reaction of gas molecules is the
adsorption of the gas onto a solid catalyst. In fuel cells, this adsorption is often a
chemisorption, that is, a chemical reaction between the surface and the fuel
molecule (Nørskov 1990). In Fig. 28, the chemisorption of hydrogen is shown as an
example: In the reaction, the hydrogen molecule is broken into individual hydrogen
atoms, each bound to the active site (shown in red). In the case of larger molecules
such as methane, the decomposition is a multistep process which involves the
formation of various intermediates. The fuel and oxygen atoms must then meet and
recombine to form the product(s). Once formed, the reaction product is still attached
to the surface and must desorb in order for the reaction to be complete and the
active site to become available for the adsorption of another fuel molecule. In order
to account for the limited number of reaction sites available, the Butler–Volmer
equation can be modified to incorporate a function describing the surface coverage
of catalyst particles.

j ¼ j0f1ðh; h0Þexp � anFm
RT

� �
� f2ðh; h0Þexp ð1� aÞnFm

RT

� �
ð65Þ

f (h, h0) depends on the number of surface sites available and on the number of
fuel molecules that can adsorb on those sites at any given time. The function f (h,
h0) can be derived from classical adsorption theories, such as those of Langmuir and
Frumkin. It should be noted that the choice of the function describing adsorption

Fig. 28 Schematic depiction of the reaction of a hydrogen molecule (shown in orange) in solid
oxide fuel cell anode, highlighting the steps of chemisorption on a catalytically active substrate
(red spheres); scission into two hydrogen atoms, each bound to the active site; diffusion to the
triple-phase boundary and reaction with an oxygen atom (green sphere) to form water. The oxygen
atom diffuses through the electrolyte (gray spheres) and the anodic scaffold (yellowish spheres)
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has strong implications on the reaction mechanism proposed, e.g., describing
adsorption through the Langmuir model means that the assumptions of the
Langmuir model, that is, adsorbed molecules do not interact with one another and
all adsorption sites are equivalent, will be applied to the processes occurring in the
anode as well.

It should be kept in mind that no matter what the sophistication of these
extensions, the Butler–Volmer formalism models a macroscopic quantity, that is,
the output current and the cell voltage. What the Butler–Volmer equation allows
one to do is to discriminate between the macroscopic factors that influence cell
performance as described in Fig. 26, but cannot provide unambiguous information
on the reaction mechanism or the reaction intermediates.

To be able to describe the basic processes that drive the fuel cell at the level of
detail shown in Fig. 28, the time and length scales investigated must be changed,
and atomistic simulations based on ab initio methods, mostly based on density
functional theory (DFT) and molecular dynamics, are required. An in-depth anal-
ysis of the elementary steps that take place inside a fuel cell electrode can provide
complementary information that can help interpret experimental data and clarify
reaction mechanisms (Peng et al. 2016).

Poisoning In the previous section, it was said that in order to react, gas molecules
must first chemisorb to the surface. If the bond between a reactant or a product and
the surface is too strong, however, the reaction will proceed slowly, since a larger
energy will be needed to desorb the reaction product from the catalyst. Eventually,
if the intermediates accumulate on the surface, the catalyst will be rendered inactive
not because of a missing interaction between catalyst and fuel, but as a consequence
of the formation of a bond which requires too much energy to be broken: The active
site will then be permanently occupied and will not be able to react with other
molecules. This observation was formalized in the Sabatier principle, which states
that the interaction between substrate and catalyst should be neither too weak nor
too strong, but “just right” (Roduner 2014; Medford et al. 2015). Experimentally,
the Sabatier principle is observed through the formation of nonvolatile side prod-
ucts (i.e., carbon deposition) which can physically impede the contact between
catalyst and reactants, as well as the chemical modification of the surface compo-
sition of the solid catalyst. The effect of having too strong a catalyst–substrate
interaction can be investigated experimentally by comparing the activity of different
catalysts with the heat of formation of the bond between the catalyst and a target
reactant: Such experiments can cause the appearance of the so-called volcano plots:
These plots show how catalytic activity is highest at intermediate catalyst–substrate
bonding energies and decreases when the bonding energy becomes too strong.
These experiments provide a useful guide for the screening of new catalyst for-
mulations (Toulhoat and Raybaud 2003; Jiang et al. 2003). Computationally,
information on the bonding energy between catalyst and reactants or intermediates
can only be accessed through atomistic simulations, which can allow us to predict
whether a catalyst will be poisoned by calculating a priori the enthalpy of bond
formation between the active site and reaction intermediates (Medford et al. 2015).
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Understanding the reaction at the molecular and atomic levels allows one to
rationalize the activity of catalysts by revealing the rate-determining step(s) of the
reactions and the intermediates involved (Rossmeisl and Bessler 2005). The ato-
mistic and multiphysics modeling of cells acts as complementary tools: the former
to optimize existing catalysts as well to discover new ones, the latter to monitor the
functioning of the entire fuel cell device and make sure that other factors, e.g., mass
transport, are sufficiently optimized.
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Energy System Analysis of SOFC Systems

Andrea Lanzini, Domenico Ferrero and Massimo Santarelli

Abstract A solid oxide fuel cell (SOFC) system involves phenomena that take
place at different scales. The electrochemical active cell—a multicomposite struc-
ture that consists of different microscopic layers made of different materials—is
thus at the center of a broader and complex energy system, whose efficient and
durable performance much depends on several other integrated subsystems and
auxiliaries which both provide reactants to the fuel cell and extract exhausts from
the same. This is the reason energy analysis focuses on the overall plant behavior
and not only on cell and stack performance. This chapter will review modeling tools
and approaches for system performance evaluation.
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�h Molar specific enthalpy (J mol-1)
�s Molar specific entropy (J mol-1 K-1)
p (partial) pressure, bar
x Cathodic recirculation ratio
y Anodic recirculation ratio

Greek Symbols

Rirr Rate of irreversibilities production (W)
U Thermal power (W)
k Air excess ratio

List of Subscripts and Superscripts

an Anode
aux Auxiliaries
cat Cathode
f Fuel
i i-component of a mixture
in Inlet
mix Mixture
N Total number of components (chemical species) in a mixture
N, Nernst Nernst potential
op Operating
out Outlet
r Reaction
tot Total
0 Reference thermodynamic condition (25 °C, 1 bar)

List of Acronyms

A-SOFC Atmospheric SOFC
BoP Balance of Plant
DIR-SOFC Direct internal reforming SOFC
ER-SOFC External reformer SOFC
GT Gas turbine
IGFC Integrated gasifier fuel cell
IIR-SOFC Indirect internal reformer SOFC
LHV Lower heating value
NETL National Energy Technology Lab
NG Natural gas
OCV Open-circuit voltage
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P-SOFC Pressurized SOFC
S(M)R Steam (methane) reforming
SOFC Solid oxide fuel cell
WGS Water gas shift
WWTP Wastewater treatment plant

1 Energy System Analysis of SOFC Systems

The scope of this chapter is to introduce the reader to the tools and techniques that
are widely used to model the energy and electrochemical performance of solid
oxide fuel cell (SOFC) systems. A brief description of the intrinsic SOFC eco-
nomics in order to assess the plant profitability is also included.

The perspective offered is that of the professional engineer or scientist who is
interested in modeling the performance of the SOFC system and compares it to that
of other conventional power technologies. In addition, tools for the preliminary
design, design improvement, and system optimization of SOFC plants are also
presented.

The energy and techno-economic performance of SOFC systems can be assessed
through mass and energy balances of control volumes that include the SOFC power
unit and the required Balance of Plant (BoP). The control volume of an SOFC
generator and its auxiliaries can be easily modeled through process engineering
software (e.g., Aspen Plus®, Aspen Hysys®, and Chemcad®). Underlying
assumptions and equations required for this type of energy modeling will be cov-
ered in this section.

The first section of this chapter provides a description of the main BoP com-
ponents of SOFC plants. Different SOFC plant configurations and design features
are introduce in the following of this chapter. Finally, the energy model of the
SOFC is described in detail with related equations for the 0-D modeling of the fuel
cell plant.

2 SOFC Stack and Balance of Plant (BoP) Components

The SOFC system mainly includes the following components:

• Gas cleanup sections;
• Chemical reactors (e.g., catalytic reformer and anode off-gas burner).
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• SOFC module(s): Each module consists of several stack towers either series- or
parallel-connected;

• Heat exchangers;
• Turbomachinery equipment (fuel/air blowers or compressors, gas turbines for

hybrid cycles, etc.);

Instrumentation, control and automation devices, piping, valves, and electrical
equipment complete the list presented above. The system layout for the SOFC
fueled by compressed natural gas (CNG) is shown in Fig. 1. The main input
streams are cathode air (dried and filtered), fuel gas, and demineralized water. The
requirement of external water depends on whether anodic recirculation is used or
not. In case of hot anodic recirculation (or alternatively water condensation from the
exhaust gas), the need for external water is eliminated.

Gas cleanup system. A high purity in the fuel stream is required for the SOFC
anode and reformer catalyst. The amount and typology of fuel contaminants vary
widely depending on the fuel type. For gaseous feeds, sulfur compounds are
generally the most abundant. In particular, a high H2S concentration is found in coal
syngas and in digester or landfill gas (see Table 1). Concerning fossil gas, most of
the sulfur in European natural gas is removed at the well. NG from Russia and the
North Sea contains some H2S and COS, while most overseas supply of NG arrives
as liquefied NG and thus contains no sulfur. For instance, in Italy, the gas pipeline

Fig. 1 SOFC system layout
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network operator specifies for H2S an upper limit of 6.6 mg/m3 that corresponds to
less than 5 ppm (v).

In natural gas (NG), sulfur odorants are added in the gas distribution lines for
safety reasons. Tetrahydrothiophene (THT) is a cyclic sulfide compound with the
chemical formula (CH2)4S that is often used for the odorization of domestic gas.
The minimum range is 32 mg/m3 according to UNI EN ISO 19739. Tert-butyl
mercaptan (TBM)—(CH3)3CSH—is the most used component of gas odorants.
TBM has to be blended with other types of odorant due to its rather high melting
point of 0.5 °C. It is thus always utilized as a blend of other compounds, typically
dimethyl sulfide (DMS), methyl ethyl sulfide, tetrahydrothiophene, or other mer-
captans such as isopropyl mercaptan, sec-butyl mercaptan, and/or n-butyl mer-
captan. For a blend with 75–80 % TBM, the minimum TMB concentration only to
provide sufficient odorization is 9 mg/m3.

Organosulfur compounds will decompose to H2S in the anode or reformer H2-
rich environment, thus causing sulfur passivation of the catalyst. For this reason, the
natural gas is passed through fixed bed reactors filled with adequate adsorbent
materials to remove the sulfur odorants. Common adsorbent materials for fossil gas
desulfurization are activated carbons, activated alumina, and zeolites. Higher sulfur
capacity is obtained with zinc oxide as sorbent material. The involved
chemisorption reaction is the following:

H2SþZnO ! H2OþZnS ð1Þ

The ZnO polisher generally is operated at 200–350 °C.
Currently, there are non-sulfur gas odorants being tested in Europe to avoid the

burden of gas desulfurization. This would be highly beneficial for fuel cell systems.
For biogas fuels (e.g., digester gas from wastewater treatment plant or landfill

gas), both capital and operating costs of the cleanup system become significant as
several contaminants are found. Sulfur (H2S and other organic sulfur compounds),
siloxanes, and halogenated materials are the impurities that have the greatest impact
on gas cleanup system reliability and capital and operating costs. In Tables 2, 3 and
4, the average and maximum concentrations of sulfur and halogenated and organic
silicon compounds are given for biogas that is produced from sludge digestion in a
wastewater treatment plant (WWTP).

Table 1 Sulfur type and amount in gaseous fuels

Fuel type Sulfur contaminant(s) Typical sulfur concentration

Natural gas H2S, COS, odorants 2–12 ppm(v)

LPG Odorants 20–100 ppm(v)

Digester gas (manure) H2S, COS, mercaptans 500–2000 ppm(v)

Sewage biogas H2S, mercaptans <100 ppm(v) with in situ abatement
in the digester

Landfill gas H2S, COS, mercaptans >100 ppm(v)

Coal syngas H2S >100 ppm(v)
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COS, C2S, DMS, and DMDS are also expected to be present in the raw biogas;
however, they were excluded in the analyses carried out in the WWTP.

Biogas from manure or the organic fraction of municipal solid waste (OFMSW)
is generally higher in H2S and other sulfur contaminants. Even more critical is the
situation for landfill gas where higher loads of contaminants are present also in term
of halocarbons.

Lifetime and durability issues connected with SOFC technology are strongly
related to the amount of contaminants that reach the stack. H2S underdoes a dis-
sociative chemisorption process on the Ni surface that is well described by a
Temkin-like isotherm (see Hansen 2008). Atomic sulfur adsorbs on the Ni surface in

Table 2 Sulfur contaminants: average and maximum concentrations in typical WWTP biogas

Formula Compound Average (ppm) Max. (ppm)

H2S Hydrogen sulfide 70 200

COS Carbonyl sulfide n.a. n.a.

CS2 Carbon disulfide n.a. n.a.

C2H6S Dimethyl sulfide (DMS) n.a. n.a.

C2H6S2 Dimethyl disulfide (DMDS) n.a. n.a.

CH4S Methanethiol (methyl mercaptan) 1.70 7.90

C2H6S Ethanethiol (ethyl mercaptan) 0.77 1.30

C3H8S Propanethiol (propyl mercaptan) 0.33 3.55

C4H10S Tert-butyl mercaptan (TBM) 0.94 8.38

Table 3 Siloxane contaminants: average and maximum concentrations in typical WWTP biogas

Formula Compound Average (ppm) Max. (ppm)

C6H18O3Si3 (D3) Hexamethylcyclotrisiloxane 0.101 0.200

C8H24O4Si4 (D4) Octamethylcyclotetrasiloxane 0.095 0.268

C10H30O5Si5 (D5) Decamethylcyclopentasiloxane 0.346 1.221

C12H36O6Si6 (D6) Dodecamethylcyclohexasiloxane n.a. n.a.

C6H18OSi2 (L2) Hexamethyldisiloxane 0.032 0.060

C8H24O2Si3 (L3) Octamethyltrisiloxane 0.079 0.192

C10H30O3Si4 (L4) Decamethyltetrasiloxane 0.283 0.980

C12H36O4Si5 (L5) Dodecamethylpentasiloxane 0.023 0.041

C4H12Si Tetramethylsilane n.a. n.a.

C3H10OSi Trimethylsilanol (TMS) 0.037 0.149

Table 4 Halogen contaminants: average and maximum concentrations in typical WWTP biogas

Formula Compound Average (ppm) Max. (ppm)

HCl Hydrogen chloride 0.24 0.59

C2Cl4 Tetrachloroethylene 0.029 0.081

C2H4Cl2 1,2-dichloroethane 0.088 0.109
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the anode electrode, thus reducing the three-phase boundary (TPB). A sudden drop
of cell voltage occurs as the Ni surface gets saturated with sulfur. Anode deactivation
is generally reversible if not protracted over the time. Sluggish degradation in cell
voltage is instead observed with HCl (see Trembly et al. 2007). HCl is a rather stable
compound in the anode environment that has a limited interaction with Ni. Siloxanes
are instead extremely detrimental for the SOFC performance. High degradation rates
are observed already at ppb(v) level of contaminant in the fuel stream. Posttest
analysis revealed that Si (as silica) is mostly deposited at the inlet of the fuel channel
on both the interconnect and the anode side of the cell suggesting a relatively fast
condensation-type process (see Madi et al. 2015).

In Fig. 2, a possible configuration for the cleanup of biogas is shown. First, a
gravel filter is placed to remove particulates and liquid droplets from the as-received
biogas in order to reach a water-saturated stream. An additional scrubber unit can be
inserted upstream the chiller to wash out NH3. In case of high loads of H2S, a
chemical wash would be required to reduce the H2S content below 50–100 ppm (v).
The chiller serves to reduce the water content of the biogas. A dew point of 3–5 °C
is achieved in the biogas stream at the outlet of the chiller. Finally, cleanup vessels
with activated carbons as adsorbent materials are used to remove sulfur compounds
and siloxanes. A lead-and-lag configuration is often preferred for the vessels which
are responsible of the S/Si removal. The lead reactor is responsible for removing
most of the contaminant. The lag reactor, instead, acts as a guard bed in case of
temporary higher loads of contaminants reaching the cleanup section. Once the
breakthrough concentration is measured, the current lag reactor becomes the new
lead vessel. Saturated catalyst is replaced with a fresh amount in the previous lead
reactor that will be eventually put online again as the new lag one.

Chemical reactors. Chemical reactors in the SOFC plant include among others
the catalytic reformer and the anode off-gas afterburner. Gas cleanup reactors are
the other relevant chemical reactors that are usually found in the plant and that were
already described in the previous section. In addition, cartridges with ion exchange
resins are used for the water demineralization.

Fig. 2 Example of biogas cleanup unit for fuel cell applications
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In Fig. 3, the schematic of a catalytic steam reformer is shown. Ni-based pellets
are contained in the annular region. The inner part of the reactor contains the
combustion chamber where the gas fuel is burnt with air. The hot exhaust generated
from fuel combustion flows through the external annulus to provide heat to the
endothermic reformer volume. The fuel feed at the catalytic annulus is generally a
mixture of natural gas (or biogas) and steam.

Otherwise, the reformer is integrated internally to the stack so as to achieve the
‘in-stack reformer’ configuration. According to this arrangement, the reformer is
heated directly by the SOFC solid structure through combined radiative and con-
vection heat transfer phenomena. For instance, the ‘in-stack’ reformer configuration
was used in the Siemens Westinghouse 5 kW unit (see Fig. 4).

SOFC modules. Single cells are piled together and series connected through
metallic interconnects in order to form larger units called stacks. Stacks can be
further bundled together (either in series or in parallel connection) to form the
power core unit of the SOFC module. The bundled stacks are then insulated and
enclosed in metallic vessels to form the full SOFC module. In Fig. 5, the bundling
of stack units together to build large power modules is shown. A thick insulation is
eventually required to reduce heat losses toward the environment. Ultra-low
conductivity materials are used for the SOFC insulation with values in the range
0.2–0.4 Wm−1 K−1 at 600 °C.

Fig. 3 Schematic a fuel processor reactor integrated with a fuel burner and heat recovery section
for the hot exhaust gas
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Fig. 4 Layout of the 5 kWe
Siemens Westinghouse SOFC
generator

Fig. 5 Bundling of SOFC stacks in power core modules
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In Fig. 6, the layers that constitute the stack repeat unit (SRU) are shown. On the
anode side, a contact layer (e.g., Ni mesh or Ni foam) is used to achieve a good
contact between the anode and the interconnect. At the cathode side, the oxidant
atmosphere is more severe in terms of metal corrosion. The cathode electrode is
generally connected to the interconnect through a contact layer (e.g., contact paste).
Also, the interconnect is protected by a special electric conducting coating (e.g.,
Co–Mn spinel) to reduce corrosion while preventing/reducing Cr evaporation
which irreversibly poisons the cathode electrode.

In Fig. 7, a planar anode-supported cell is shown together with the metal
interconnect plate. In Fig. 8, a naked stack that consists of several planar cells
connected together is shown.

Fig. 6 Layers in the stack repeat unit (SRU)

Fig. 7 Planar
anode-supported cell with
interconnector (courtesy of
SOLIDpower S.p.a.)
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Heat exchangers. High-temperature heat exchangers are required for SOFC
applications to preheat the feed gases. The air preheater is often one the largest
devices by volume, and for this reason, one of the most expensive items of the
overall BoP. In order to reduce the required heat exchange area, the temperature
difference of the hot/cold streams should be the largest possible in this component.
This is the reason why the air preheater is often placed downstream from the
afterburner; the hot afterburner off-gas enters the air preheater and flows through
countercurrent with respect to the fresh cathode air.

Key material selection criteria for the air preheater are listed below:

• oxidation resistance;
• joining via conventional methods;
• resistance to chromium evaporation;
• good creep strength;
• availability; and
• cost (e.g., $/kg).

Ni alloys are often employed due to the good mechanical properties even at
temperature above 650 °C. The reformer also requires heat exchange surface to
recover sensible heat of the hot exhaust gas from the afterburner and to sustain the
endothermic reforming reactions. In Fig. 9, the photograph of a high-surface area

Fig. 8 Naked SOFC stack
(courtesy of SOLIDpower S.
p.a.)
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gas–gas heat exchanger is provided. A similar configuration is also feasible for the
cathode air preheater.

Turbomachinery equipment and fuel/air feeding systems. The typical tur-
bomachinery equipment for a fuel cell plant consists in blowers or compressors for
the fuel and air feeding to the SOFC. For atmospheric systems, the typical pressure
drop is limited to few hundreds of mbar in the overall system. For this reason,
low-Dp components are selected to avoid excessive pressurization of the SOFC
internal volume against atmospheric pressure. SOFC planar stacks in fact are
generally incapable to withstand a differential pressure higher than 50–100 mbar
across the fuel and air volumes. In particular, the portions of the cell jointed with
glass-ceramic sealant to the interconnects are among the weakest points from a
mechanical point of view. SOFC stacks are generally air-cooled. This means that
excess waste heat generated within the stack is removed by cathode air that enters
the stack volume at a cooler temperature than the stack inner temperature. The air
blower/compressor thus must be capable to rapidly adjust the airflow rate in order to
maintain constant stack core temperature. For the fuel feeding, NG is generally
available at 5 bar or more at distribution lines for industrial users. If this is the case
for the involved SOFC plant installation, then a mass flow controller device is able
to control the fuel rate of the fuel cell. An ejector that takes the pressurized fuel as
primary fluid can be used then to entrain a portion of the anode exhaust to provide
steam to the reformer. For residential applications, the NG is instead available at
only few mbars. Demineralized and pressurized water is generally used in a venturi
device to mix with the NG feed, thus assuring enough pressure in the anode side to
feed the mixed and then evaporated fuel/steam mixture. The anode exhaust is often
cooled upstream of the afterburner to recover condensed water. The drained water is
filtered, demineralized, and finally recirculated to a venturi device so as to avoid the
need for external water source. In Fig. 10, the main connections and components of
an SOFC stack power core are shown.

Fig. 9 Catalytic heat
exchanger (SMR = steam
methane reforming) (Source
Jolly, S., Ghezel-Ayagh, H.,
“High Performance Catalytic
Heat Exchanger for SOFC
Systems”, Poster presentation
at the 12th Annual SECA
Workshop. July 26–28, 2011.
https://www.netl.doe.gov/file
%20library/events/2011/seca/
poster-abstracts/Jolly.pdf)
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3 SOFC Plant Design Features

Different SOFC plant configurations are mainly based on one of the following
distinguishing design features listed below:

– Cell type (tubular, planar, flat tubular, delta design).
– Fuel processing arrangement; direct internal (DIR-SOFC) or indirect internal

reformer (IIR-SOFC) and external reformer (ER-SOFC).
– Anodic and/or cathodic recirculation.
– Atmospheric versus pressurized operation (A-SOFC vs. P-SOFC).
– Hybridization with a bottoming cycle to enhance electrical efficiency.
– CO2 capture from the CO2-rich anode exhaust.

Cell types. Siemens Westinghouse—one of the first company that attempted the
commercialization of SOFC systems—has gradually evolved their cell design to
enhance the cell power density (see Vora 2005). The original tubular design was
gradually replaced by a delta design that was able to minimize the electronic path of
electric charges, thus increasing the performance of the SOFC.

By increasing the power density, the SOFC-specific cost (that is expressed in $
per m2 of active cell/stack area) is proportionally decreased. Also, having more
compact systems is beneficial to minimize heat losses toward the external envi-
ronment and to reduce the volume size of other equipment.

The planar cell design has gradually demonstrated to be the easiest one to
mass-manufacture with high power density performance. The success of the planar
design is attested by the many cell and stack manufacturers presently relying on this
design. In particular, the Ni-YSZ anode-supported planar cell is now the dominant

Fig. 10 50 kW proof-of-concept module design from FCE (Source Jolly, S., Ghezel-Ayagh, H.,
“High Performance Catalytic Heat Exchanger for SOFC Systems”, Poster presentation at the 12th
Annual SECA Workshop. July 26–28, 2011. https://www.netl.doe.gov/file%20library/events/
2011/seca/poster-abstracts/Jolly.pdf)
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design, even though metal-supported cells and different anode compositions are
available. The electrolyte-supported cell is a robust alternative to the
anode-supported cell type also often employed.

Fuel processor. The most efficient design for an SOFC plant is to have the fuel
processor internally arranged with respect to the SOFC hot volume. In this way, a
considerable amount of the SOFC waste heat—that comes from the heat of elec-
trochemical reactions plus the internal irreversibilities given by the cell polarization
—is internally recycled to the fuel processor. In fact, endothermic steam-reforming
reactions require a high-temperature source that is provided by the SOFC hot volume.
The fuel processor can be either direct or indirect depending on the role of the anode
electrode. In the direct internal reforming (DIR) configuration, the SOFC Ni anode
itself is the catalyst that promotes steam-reforming reactions. The twofold function of
Ni is to provide active sites for both chemical and electrochemical reactions. Ideally,
the DIR-SOFC configuration is the most appealing one since a dedicated fuel pro-
cessor unit is avoided at all. Presently, this is a widely explored and partially proven
solution with CH4-based fuels (i.e., NG and biogas). In fact, the kinetics of CH4

steam-reforming reaction on Ni is very fast so that the risk of a local cold spot at the
fuel inlet region is observed. To overcome this issue, either the fuel is partially
prereformed before reaching the anode (partial DIR-SOFC) or a staged fuel feed
across the fuel channel is adopted. The degree of internal reforming is often limited to
50 % to avoid excessive cooling of the stack at the fuel inlet region.

For the IIR-SOFC configuration, the reformer section is thermally integrated
with the SOFC stack; however, a different catalyst is used that is physically located
in a volume other than that of the anode electrode. In this way, the kinetics of
steam-reforming reactions is controlled independently from the SOFC anode
microstructure, which is optimized to provide the best electrochemical performance.
A typical arrangement of the IIR-SOFC is having the reforming section in-between
two stack towers. An additional configuration is the in-stack reforming option, i.e.,
the reforming section is placed within the stack tower and it is repeated after each
block, or section, of n identical cells. The external reformer configuration is
employed instead for simpler SOFC systems for which a less thermally-integrated
‘hot-box’ arrangement is sought. An external reformer (i.e., a catalytic fuel
processor) can also be more practical for dealing with unconventional fuels that
might require reforming options different from steam-reforming. For instance, the
catalytic partial oxidation (POX) fuel processor is often employed for fuels such as
kerosene or diesel. The advantage of the C-POX reformer is that no external heat is
required for the reforming reactions.

Atmospheric versus pressurized operation. SOFC modules can be operated at
relatively high pressures in order to reap the thermodynamic benefits of close
integration with large gas turbines. From a practical standpoint, pressurized
operation might also be required in order to reduce the considerable footprint of a
GWe-scale SOFC power island (see Traverso et al. 2010).

Operating planar SOFCs at the relatively high pressures (*20 bar) are deemed
to be feasible as long as the thin ceramic electrolyte membranes are not exposed to
significant pressure differentials (see Seidler et al. 2011). SOFC manufacturers—

236 A. Lanzini et al.



e.g., Rolls-Royce Fuel Cell Division (see Trasino et al. 2011) and the German
Aerospace Center DLR (Seidler et al. 2011)—are currently operating single cells
and planar stacks at pressures of 3–7 bara. When operating a pressurized SOFC/GT
hybrid (i.e., with a gas turbine providing both cathode pressurization and power
recovery from the hot cathode exhaust), transient fluctuations in pressure are per-
haps the most critical concern, as even modest pressure differences between the
anode and cathode chambers can damage or entirely destroy the fuel cell.
Higher SOFC operating pressures require more accurate and costly control systems
and are likely to engender higher O&M costs and reduced system availability.
Furthermore, as a result of elevated partial pressures of the reactant and product
gases, high-pressure operation may also accelerate common chemical
reaction-based SOFC degradation mechanisms, such as interconnector oxidation
and electrode phase instability. Such considerations require careful investigation
before high-pressure SOFC/GT operation can be considered a realistic option.

The plant depicted in Fig. 11 is an atmospheric plant with anodic recirculation
through a hot recirculator. A fraction of the anode exhaust is indeed required to
achieve a safe steam-to-carbon (S/C) ratio at the inlet of the reformer. The remaining
exhaust gas is burnt with the cathode exhaust in the afterburner. The hot flue gas is
thus used to preheat feeding fuel and cathode air. The reformer is thermally sustained
by the SOFC waste heat based on an internal indirect reforming configuration.

In Fig. 12, the pressurized SOFC-GT hybrid cycle is shown. Both the anode and
cathode feeding streams are pressurized. The burner off-gas is thus expanded in a
turbine to recover additional electric power. The SOFC fuel utilization is generally
lower in atmospheric plant in order to have sufficient waste heat in the expanded

Fig. 11 Atmospheric SOFC plant layout with anodic recirculation
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exhaust to preheat fresh fuel and fresh cathode air feeds. The anodic recirculation
can be accomplished by means of an ejector-based recirculation system.

In Fig. 13, the schematic of an ejector for SOFC applications is shown. The
primary flow is the pressurized anode feed. The suction chamber is the region
where the secondary flow (i.e., the anode exhaust) becomes entrained by the
high-pressure fuel stream that is accelerated by passing it through the throat

Fig. 12 Pressurized hybrid SOFC-GT plant layout with ejector-based anodic recirculation

Fig. 13 Ejector-based anode exhaust recirculation
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(or nozzle) of the ejector. The primary fuel, once injected through the nozzle into
the suction chamber, will expand and mix with the entrained anode exhaust stream.
The resulting pressure of the mixed fluid will much reduced compared to the
pressure of the anode feed.

CO2capture. CO2 capture from large emitters such as power plants is an
important task to be accomplished over the next few decades in order to curb
greenhouse gas emissions in the electricity sector (see IEA, 2012). In light of this
goal, novel energy systems that promise high efficiency and low carbon emissions,
such as fuel cell hybrid cycles with CCS (Lanzini 2011; Discepoli et al. 2012;
Campanari et al. 2010), merit research, development, and detailed analysis of their
prospective economics. Of particular interest are SOFC-based power cycles, which
have the potential to significantly increase the fuel-to-electricity conversion effi-
ciency of next-generation power plants. Moreover, capturing CO2 from
SOFC-based power exacts a notably smaller efficiency penalty than that associated
with conventional power cycles + CCS.

More than a decade ago, Singhal (1999) and Hassmann (2001) found that
NG-fueled Siemens Westinghouse hybrid gas turbine–fuel cell cycles (at scales >2–
3 MW) without CO2 capture could achieve ideal conversion efficiencies as high as
70 % LHV; the system investigated by Hassmann (2001) employed a ‘sophisti-
cated’ turbine cycle (rather than, e.g., a microturbine). More recently, a 2011
DOE-NETL report (NETL 2011b) on NG SOFC plants with CO2 capture calculated
a LHV efficiency of 70.3 % for a pressurized plant with external reforming of
methane. According to a NETL review of conventional fossil energy power plants
(NETL 2011a), the LHV efficiency penalty due to CCS is almost 8 percentage point
(p.p.) in NG-fed combined cycles and *8–11 p.p. for IGCC plants (depending on
the specific gasifier employed). For NG pressurized hybrid SOFC cycles, Franzoni
et al. (2008) calculated a CCS efficiency penalty of less than 3 p.p. using
post-SOFC CO2 capture. Similarly, Park et al. (2011) calculated a LHV efficiency
of 67.4 % for a NG hybrid SOFC plant venting CO2 and 65.0 % when CO2 was
captured after the SOFC. In post-SOFC capture, the anode exhaust is
oxy-combusted, yielding a stream containing mostly steam and CO2, from which
the latter is separated after steam condensation and water knockout.

Regarding coal IGFC plants, Grol (2009) investigated a pressurized SOFC
integrated with a low-temperature catalytic gasifier (producing a syngas with a
relatively high methane content, *18 %), with/without post-SOFC CCS; LHV
efficiencies of 62.4 and 59.2 % were obtained in the vented and CCS cases,
respectively. In another recent report, DOE-NETL (NETL 2011c) calculated a LHV
efficiency of 51.6 % for a pressurized IGFC-CCS plant that employs an enhanced
gasifier able to produce a syngas with up to 11 % volume of methane.

Spallina et al. (2011a) designed and analyzed several IGFC plant configurations,
all based on a shell gasifier and a pressurized SOFC, with different gas turbine inlet
temperatures (TITs); LHV efficiencies were 52–54 %. Spallina et al. (2011b)
extended this work by adding post-SOFC CO2 capture via oxy-combustion of the
anode exhaust and calculated a 6 % drop in efficiency. Romano et al. (2011) studied
a novel IGFC plant configuration that captures CO2 before the SOFC through
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physical absorption in a Selexol-based AGR unit; the plant design also features a
methanation process upstream of the SOFC (to increase the methane content of the
syngas to*26 % vol.), a complete recycle of the shifted anode exhaust to the AGR
unit for CO2 capture, and a state-of-the-art cooled gas turbine capable of exploiting
both anode and cathode hot exhaust gases with high efficiency. With this config-
uration, a LHV efficiency of 51.7 % was achieved, 4.5 percentage points higher
than that of the plant proposed by Spallina et al. (2011b).

Rao (1991) was the first to propose the use of a methanator to convert part of the
chemical energy of the synthesis gas into heat and then to recover power from it
efficiently through an expander. More recently, Li et al. (2010) investigated the role
of a methanator and syngas expander topping cycle placed upstream an IGFC plant
featuring a low-temperature catalytic gasifier, e.g., see Grol (2009); however, no
significant improvement in efficiency was observed (with respect to the case
without methanation) because the methane content of the syngas coming from the
catalytic hydrogasifier was already so high (36 % vol.) to obscure the potential
benefit of methanation upstream of the SOFC.

Carbon capture is a design option for SOFC systems that is relatively more
straightforward to integrate then in conventional fossil power plants. A schematic of
the SOFC-GT cycle with carbon capture through oxy-combustion is shown in
Fig. 14.

Fig. 14 Pressurized hybrid SOFC-GT plant layout with carbon capture through oxy-combustion
of the anode exhaust
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4 Energy System Analysis of SOFC Systems

In this section, all the equations that are required to build a lumped volume model
of the SOFC are introduced.

Reversible potential of a fuel cell. The fundamental driving force of an elec-
trochemical cell is the gradient of chemical potential that is established across the
two electrodes (anode and cathode) which are separated by an ion-conducting
electrolyte layer. Compared to a battery, the fuel cell is an open system where
reactants (fuel and oxidant) are continuously supplied to sustain electrochemical
reactions. A solid oxide cell operates by conducting oxygen ions (O��) through the
electrolyte layer that generally consists of zirconia (ZrO2) doped with yttria (Y2O3)

1.
Referring to the fuel cell operation mode (SOFC), oxygen ions are the electric
charges which are transported through the electrolyte layer from cathode to anode. In
the electrolysis mode (SOEC), the oxygen flux through the electrolyte is reversed.

For SOFC operation, the involved reactions at the fuel electrode are listed below:

Fuel electrode reactionð Þ H2 ! 2Hþ þ 2e� ð2Þ

Fuel electrode reactionð Þ 2Hþ þO�� ! H2O ð3Þ

Oxygen electrode reactionð Þ 1
2
O2 þ 2e� ! O�� ð4Þ

For SOEC operation, the above-listed reactions are reversed:

Fuel electrode reactionð Þ H2O ! 2Hþ þO�� ð5Þ

Fuel electrode reactionð Þ 2Hþ þ 2e� ! H2 ð6Þ

Oxygen electrode reactionð Þ O�� ! 1
2
O2 þ 2e� ð7Þ

Clearly, the overall oxidation reaction is as follows:

H2 þ 1
2
O2 � H2O ð8Þ

The Nernst voltage expresses the ideal reversible potential available across a fuel
cell membrane when no internal current and/or fuel leaks occur. It is expressed as a
variation of the Gibbs free energy involved with the complete redox reactions of the
reactants that feed the fuel cell, divided by the electric charges (nel � F) exchanged
in it:

1The dopant is added to increase the ionic conductivity of zirconia.
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VNernst ¼ �Dr�gðT ; pÞ
nel � F ¼ �Dr�gðTÞ

nel � F � RT
nel � F lnðKÞ ð9Þ

The sign ‘−’ (minus) before the Gibbs free energy term is valid for the fuel cell
mode. For electrolysis operation, the sign changes to a ‘+’ (plus).

The term inside the natural logarithm establishes the dependency of the Gibbs
free energy variation from the partial pressure of the reactant gases, and it is
expressed as following:

K ¼
Y
j

pj
p0

� �mj

ð10Þ

where mj are the stoichiometric coefficients of the involved reaction.
Hence, a dependency of the Nernst voltage on both temperature and fuel

composition is thus found.

Remark 1 Let us consider a H2/H2O binary mixture feeding the anode of the SOFC.
The overall electrochemical redox reaction occurring is given in Eq. (8).

The Nernst voltage potential is thus calculated as follows:

VNernst ¼ �Dr�g T ; pð Þ
2F

¼ �Dr�g Tð Þ
2F

þ RT
2F

ln
pH2

p
1
2
O2

pH2O

1

p
1
2
0

0
@

1
A

¼ �Dr�g Tð Þ
2F

þ RT
2F

ln
yH2

y
1
2
O2

yH2O

0
@

1
A p

p0

� �1
2

2
4

3
5 ð11Þ

where the Gibbs free term is written as follows:

Dr�g Tð Þ ¼ �gH2O Tð Þ � �gH2
Tð Þ � 1

2
�gO2

Tð Þ ð12Þ

Equation (11) can be rewritten as follows:

VNernst ¼ �Dr�gðTÞ
2F

� RT
2F

ln

pH2O
p0

pH2
p0

� pcatO2
p0

� �1=2
0
BB@

1
CCA

¼ � 1
2

DrgðTÞ
F

þ RT
F

ln

pH2O
p0
pH2
p0

 !
� RT

2F
ln

pcatO2

p0

� � !
ð13Þ

Looking at the potential of the anodic electrode only, the partial pressure of
oxygen at the anode side can be calculated by writing the equilibrium constant2 of
Eq. (8) as the following:

2The equilibrium condition is assumed for OCV condition.
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��Dr�gðTÞ
RT

¼ ln Kð Þ ð14Þ

Equation (13) can be then rewritten as follows:

0 ¼ Dr�g Tð Þ
RT

þ ln

pH2O
p0

pH2
p0

� panO2
p0

� �1=2
0
B@

1
CA ð15Þ

From the previous equation, the following expression for panO2
is obtained as

follows:

ln
panO2

p0

� �
¼ 2

Dr�g Tð Þ
RT

þ 2 ln

pH2O
p0
pH2
p0

 !
ð16Þ

Equation (16) can be rewritten as follows:

RT
2F

ln
panO2

p0

� �
¼ Dr�g Tð Þ

F
þ RT

F
ln

pH2O
p0
pH2
p0

 !
ð17Þ

By inserting Eq. (17) into Eq. (11), we obtain an expression of the Nernst
voltage only in terms of the oxygen chemical potential across the SOFC electrolyte:

VNernst ¼ � 1
2

RT
2F

ln
panO2

p0

� �
� RT

2F
ln

pcatO2

p0

� �� �
¼ RT

4F
ln

pcatO2

panO2

 !
ð18Þ

The expression of the Nernst voltage as depending on the ratio of oxygen partial
pressure across the electrolyte is useful to evaluate the ideal reversible potential of
multifuel mixtures—this is under the assumption that the gas reaches equilibrium
inside the anode reactor. The partial pressure of oxygen at the anode chamber, i.e.,
the numerator of the natural logarithm of the last term of Eq. (18), is directly
evaluated by calculating the equilibrium gas composition of the inlet mixture that
reacts within the fuel cell.

Remark 2 The following section provides the mathematical derivation which
shows how under equilibrium condition the same result for the Nernst potential is
obtained either using the H2 or the CO oxidation reactions.

The Nernst potential for H2 and CO oxidation is given in Eqs. (19) and (20),
respectively:
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VH2
N ¼ �D�gðTÞH2

2F
þ RT

2F
ln

pH2
p

1
2
O2

pH2O

1

p
1
2
0

0
@

1
A ð19Þ

VCO
N ¼ �D�g Tð ÞCO

2F
þ RT

2F
ln

pCOp
1
2
O2

pCO2

1

p
1
2
0

0
@

1
A ð20Þ

The condition which must be satisfied is that VH2
N ¼ VCO

N , otherwise stated as
follows:

VH2
N � VCO

N ¼ 0 ð21Þ

Equations (18) and (19) are thus combined together as the following:

VH2
N � VCO

N ¼ �D�gH2

2F
þ D�gCO

2F
� RT

2F
ln

pH2OpCO
pH2

pCO2

� �
ð22Þ

VH2
N � VCO

N ¼ � 1
2F

�gH2O � �gH2
� 1
2
�gO2

� �gCO2
þ �gCO þ 1

2
�gO2

� �

� RT
2F

ln
pH2OpCO
pH2

pCO2

� �
ð23Þ

Since the fuel gas is assumed to be under equilibrium, the relation expressed by
the equilibrium constant of the water–gas shift reaction (COþH2O � H2 þCO2)
applies:

ln Ke
WGS ¼ ��DWGS�g T ; pð Þ

RT
¼ ln

pH2
pCO2

pH2OpCO

� �
ð24Þ

Ke
WGS ¼ exp �D�gWGS

RT

� �
¼ pH2

pCO2

pH2OpCO
ð25Þ

�D�gWGS

2F
¼ RT

2F
ln

pH2
pCO2

pH2OpCO

� �
ð26Þ

By substituting Eq. (26) in Eq. (23), the following expression yields:

VH2
N � VCO

N ¼ � 1
2F

ð�D�gWGSÞ �
1
2F

D�gWGS ¼ 0 ð27Þ

Fuel processor Chemical Model
A common and effective approach for the calculation of the fuel processor performance
is to apply the chemical equilibrium condition to the reformer unit. This method is
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useful and computationally fast to evaluate the thermal load and outlet chemical
composition of the reactor. The main drawback is that no information for the sizing of
the reactor volume is gained.Amultidimensional kinetic approach is required instead to
design the reactor. For instance, a 1D plug-flow reactor model based on global reaction
rates of the main reactions involved is generally sufficient to capture the gas compo-
sition change along the reactor’s bed and thus to calculate the required length (and
volume) of the reactor in order to approach the equilibrium composition.

Before starting to introduce the equations, the reactions for steam reforming of
methane are presented:

CH4 þH2O $ 3H2 þCO DH0
298 ¼ 206

kJ
mol

ð28Þ

COþH2O $ H2 þCO2 DH0
298 ¼ �41

kJ
mol

ð29Þ

CH4 þ 2H2O $ 4H2 þCO2 DH0
298 ¼ 165

kJ
mol

ð30Þ

Equilibrium Modeling Approach
The calculation of chemical equilibrium at fixed temperature and pressure for a
multicomponent and multiphase system corresponds to the minimization of the
Gibbs free energy of the mixture. For a system with NP phases and NC components,
the total Gibbs free energy is as follows:

Gmix ¼
XNP
i

XNC
j

nki l
k
i ð31Þ

where nki is the number of moles of component i in k phase, and lki is the chemical
potential of component i in k phase, in which the chemical potential is a function of
k phase composition, temperature, and pressure (P).

By introducing the fugacity terms, the previous equation can be rewritten as
follows:

Gmix ¼
XNP
i

XNC
j

nki l0i þRT ln
f̂
k
i

f 0i

" #
ð32Þ

where l0i is the reference chemical potential of pure substance i, and f 0i is the
fugacity of pure component i at standard state.3

For an ideal gas mixture, Eq. (32) becomes:

3The standard state for vapour phase is taken as an ideal gas at system temperature and pressure of
1 bar, for the liquid phase is taken as the fugacity of pure component i in liquid phase at system
temperature and for solid phase the reference state is the solid phase at 298.15 K and 1 bar.
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Gmix ¼
XNP
i

XNC
j

nki �g0i T; pð ÞþRT ln
yip
pref

� �
ð33Þ

The equilibrium approach through the minimization of the Gibbs free energy of
the reformer mixture is also able to predict the formation of solid carbon (Fig. 15).

Kinetic modeling approach. The macroscopic kinetic approach is used to
predict the gas outlet composition, given a certain volume of the reactor and under
known properties of the catalyst (e.g., Ni surface area and bed porosity). This
approach generally aims to provide the intrinsic reaction rate of global reactions.
For steam methane reforming (SMR) of methane onto Ni catalyst, Xu and Froment
(1989) performed a series of experiments on a catalyst containing 15.2 % Ni,
having a surface area of 9.3 m2/gcat and a void fraction of 0.528. The catalyst was
crushed into small particles (0.18–0.25 mm) to avoid diffusion limitations and
obtain pure intrinsic reaction rates.

Fig. 15 Carbon formation boundaries for biogas fuel at different temperature and for
steam-reforming, dry-reforming, and POX conditions
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Xu and Froment developed the SMR reaction based on the following
assumptions:

• H2O reacts with surface nickel atoms to form adsorbed atomic oxygen and
gaseous hydrogen;

• Methane is adsorbed onto surface nickel atoms. The adsorbed methane either
reacts with the adsorbed oxygen or dissociates to form chemisorbed radicals
CHx with x = 0–3.

• The concentration of the carbon-containing radicals is much lower than the total
available concentration of active sites.

• The adsorbed oxygen and the carbon-containing radicals react to form chemi-
sorbed CH2O, CHO, CO, or CO2.

• The H2 formed is directly released into the gas phase, and/or the gaseous H2 is in
equilibrium with adsorbed H and H2.

Based on the above-mentioned assumptions, a Langmuir–Hinshelwood reaction
mechanism is established which includes as many as 13 reaction steps:

s1: CH4 + (S) = CH4(S)

s2: H2O + (S) = O(S) + H2

s3: CO(S) = CO + (S)

s4: CO2(S) = CO2 + (S)

s5: H(S) + H(S) = H2(S) + (S)

s6: H2(S) = H2 + (S)

s7: CH4(S) + (S) = CH3(S) + H(S)

s8: CH3(S) + (S) = CH2(S) + H(S)

s9: CH2(S) + O(S) = CH2O(S) + (S)

s10: CH2O(S) + (S) = CHO(S) + H(S)

s11: CHO(S) + (S) = CO(S) + H(S) (rate determining step)

s12: CHO(S) + O(S) = CO2(S) + H(S) (rate determining step)

s13: CO(S) + O(S) = CO2(S) + (S) (rate determining step)

where (S) represents a site on the catalytic surface.
Using the rate-determining step assumption, the rate expression for the reactions

in Eqs. (28), (29), and (30) is the following:

r1 ¼
k1
p2:5H2

pCH4
pH2O � p3H2

pCO
K1

� �
DEN2 ð34Þ

r2 ¼
k2
pH2

pCOpH2O � pH2pCO2
K2

h i
DEN2 ð35Þ
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r3 ¼
k3
p3:5H2

pCH4
p2H2O � p4H2

pCO2
K3

� �
DEN2 ð36Þ

DEN ¼ 1þKCH4pCH4
þKCOpCO þKH2pH2

þ KH2OpH2O

pH2

ð37Þ

The reaction rates are expressed in [kmol kg−1 (of catalyst)], while the partial
pressures of components are expressed in [bar].

The kinetic constants kiði¼1;2;3Þ are calculated according to the Arrhenius form
(pre-exponential terms and activation energies are given in Table 5):

ki ¼ Aiexp �Ea;i

RT

� �
ð38Þ

The equilibrium constants of the three reactions are given by the following
expressions:

K1 ¼ expð30:42� 27106=TÞ ½bar2�
K2 ¼ expð�3:798þ 4160=TÞ ½��
K3 ¼ exp 34:218� 31266=TÞ ½bar2� 	

Finally, the temperature-dependent adsorption coefficients are given below:

KCH4 ¼ 6:65 � 10�4expð38280=RTÞ ½bar�1�
KH2 ¼ 6:12 � 10�9expð82900=RTÞ ½bar�1�
KCO ¼ 8:23 � 10�5expð70650=RTÞ ½bar�1�
KH2 ¼ 1:77 � 105expð82900=TÞ ½��

Table 5 Pre-exponential
terms and activation energies
for the kinetics formulation of
SMR

A1
kmol�bar0:5

kg�h

h i
4.22 � 1015

A2
kmol

kg�h�bar

h i
1.96 � 106

A3
kmol�bar0:5

kg�h

h i
1.02 � 1015

E1
kJ
mol

h i
240.10

E2
kJ
mol

h i
67.13

E3
kJ
mol

h i
243.9
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Recently, a new study based on the same model developed by Xu and Froment
was performed by Oliveira et al. (2009). The new model was applied to a different
kind of catalyst (small extrudates with a diameter of 1.6 mm and a height of 4 mm)
in order to obtain new model constants (activation energies and pre-exponential
factors in the Arrhenius expression). The parameters obtained by Oliveira et al. are
listed in the Table 6.

Equilibrium constants and adsorption expressions are the same used by Xu and
Froment (1989).

Thermal balance of the fuel processor. For POX and autothermal conditions,
no external heat is required. For steam- and dry- reforming conditions instead, a
certain amount of heat is required to sustain the endothermic reactions in the fuel
processor. Heat is often recovered from the afterburner exhaust gas or from the
SOFC itself, whose heat production is generally sufficient to sustain the
endothermic reforming reactions provided that FU is higher than 55–60 % (see the
simulation depicted in Fig. 16).

Energy model of the SOFC stack. The SOFC performance for system mod-
eling applications and preliminary evaluation of the performance of different pro-
cess design configurations and operating conditions can be predicted by means of
0-D lumped volume models of the SOFC power module. In order to build a

Table 6 Kinetic parameters
for the model of Oliveira et al A1

mol kPa0:5

kg

h i
5.79 � 1013

A2
mol

kg kPa

h i
9.33 � 104

A3
mol kPa0:5

kg

h i
1.29 � 1014

E1
kJ
mol

h i
217.01

E2
kJ
mol

h i
68.20

E3
kJ
mol

h i
215.84
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thermodynamically consistent model, the following equations are used to calculate
the amount of waste heat rate that is removed by the cooling cathode air within the
SOFC stack (Eq. 39) refers to the anode side, while Eq. (40) refers to the cathode
side). Heat generation occurs in the SOFC solid due to electrochemical reactions
(reversible heat rate production) and polarization effects (irreversible heat rate
production). The better are the performance of the SOFC (i.e., lower area specific
resistance), the lower are the irreversibilities, and thus, less internal heat generation
(i.e., waste heat) is involved.

/�W el ¼
X
i

��nan;i�han;i ð39Þ

/ ¼
X
i

��ncat;i�hcat;i ð40Þ

Looking at the overall stack control volume, the energy balance equation reads
as the following:

�W el ¼
X
i

��ni�hi ð41Þ

Equation (41) shows how the anode feed can also have a cooling effect on the
SOFC stack as long as the reformate temperature is lower than the average stack
temperature (Figure 17).

The amount of fuel required by the fuel cell is strictly depending on the overall
current produced in the stack. Assuming for simplicity nCELLS single cells series
connected, the total stack current is as follows:

ITOT ¼ nCELLSI ð42Þ

The fuel flow rate to supply to the SOFC is thus as follows:

�nfuel ¼ ITOT
nelF

� 1
FU

ð43Þ

Fuel electrode
(ANODE)

SOFC

Air electrode
(CATHODE)

Wel

Reformate
(650 °C)

Cathode exhaust
(750 °C)

Anode exhaust
(750 °C)

HOT-BOX CONTROL VOLUME

Air (700 °C)

Fig. 17 SOFC control
volume with anode and
cathode reactant and product
streams
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The total electric power produced by the SOFC is calculated as follows:

W el ¼ VopITOT ð44Þ

The cathode airflow rate that is required to control the SOFC temperature at the
desired value is calculated using Eqs. (39) and (41).

Finally, the overall plant electrical efficiency should take into account the losses
in the power conditioning (PC) unit that serves for the DC/DC conversion of the
SOFC electrical output and conversion to AC power through a DC/AC inverter.
Also, the parasitic consumption of auxiliaries (e.g., air blower) must be accounted
for. Hence, the final expression for the net electrical efficiency is as follows:

gtotel ¼ VopITOTgPC �W aux

�nfuel � LHV
ð45Þ

The SOFC polarization (and so the stack operating voltage) is generally a
complex function of operating temperature and pressure, FU, stack interconnector
flow fields, electrodes materials, etc.

Nonetheless, for system applications, the SOFC performance is often described
in terms of its overall area specific resistance (ASR) that is measured in X cm2. The
ASR accounts for the overall polarization of the stack including cell polarization
and the contact resistances between cell and interconnector. The operating voltage
is then calculated as following:

Vop ¼ VNernst T ; p; yð Þ � j � ASR ð46Þ

The average Nernst voltage is calculated using the anode and cathode gas com-
positions evaluated at inlet and outlet channels of the fuel cell, respectively.

An alternative to the use of the Nernst voltage is the so-called Gibbs voltage.
The Gibbs voltage denotes the maximum thermodynamic work that can be
extracted from a fuel cell that operates without generating irreversibilities. The
formulation of the Gibbs voltage is similar to that of Nernst voltage. Nonetheless,
while the Nernst voltage is consistently determined only at open-circuit condition
(OCV), the Gibbs voltage is the ideal reversible voltage that could be observed
during stack operation (i.e., I > 0).

VG ¼ �DGr T ; pð Þ
I

¼ �Pi ��ni � gi
�nan;in � nel � F � FU ð47Þ

The Gibbs voltage thus takes into account the actual Gibbs free energy change
across the SOFC stack. The mathematical derivation of the Gibbs voltage requires
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to apply both the first and second principles of thermodynamics to the stack control
volume (that is assumed isothermal4):

U�W el ¼ DH ¼
XN
i

�ni�hi ð48Þ

U
T
� Rirr ¼ DS ¼

XN
i

�ni�si ð49Þ

If no irreversibilities occur in the SOFC (i.e., Rirr ¼ 0), then the previous two
equations combined together yield the following expression:

�I � VG ¼ DH � TDS ¼ DG ð50Þ

The previous equation finally leads to (51).
Finally, Eqs. (48) and (49) show the two contributions (sources) to the SOFC

internal heat generation:

U� VopI ¼ DG� TDS ð51Þ

The previous equation is rewritten as follows:

U ¼ ðVG � VopÞI � TDS ¼ gpolI � TDS ð52Þ

The term gpolI indicates the internal heat source due to the irreversible stack
polarization, while the term �TDS denotes that reversible heat connected to the
electrochemical oxidation reactions.

When chemical reactions also take place inside the SOFC stack, the internal heat
generation is changed. In case of the endothermic reforming reactions (e.g., this the
case of direct internal reforming), the heat sink UREF must be included in the SOFC
thermal balance that will result in a reduced internal heat generation in the SOFC
stack. Note that the energy balance expression given in Eq. 1.40 is still consistent as
the heat source/sink terms are simply included as the enthalpy balance term.

Heat Exchanger Network. The heat exchanger network (HEN) includes the
heat exchanger devices that are required to match hot and cold streams within the
plant. The methodology of pinch analysis is generally used to identify the minimum
external energy requirement of the analyzed process. The first step to develop the
pinch analysis is to extract from the process flow sheet thermal data for each stream.

4Note that the stack control volume considered here is different from the previous one through
which the SOFC waste heat rate was calculated. The stack control volume described here is
isothermal and thus it does not include the cooling effect of cathode air. This is pretty much like
looking at a restricted stack volume in which the cooling effect of reactants/products is not
accounted for yet.
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As an example, hot and cold streams for the SOFC-GT plant used as example in
this chapter are given in Table 7. ‘Hot steams’ refer to those streams that need
cooling (i.e., heat sources), while ‘cold streams’ are the streams that require heating
(i.e., heat sinks). Once the heat/cold streams are known, the composite curve is built
(see Fig. 18). Composite curves consist of temperature–enthalpy (T-H) profiles of
heat availability in the process (the ‘hot composite curve’) and heat demands in the
process (the ‘cold composite curve’) together in a graphical representation. In
Fig. 19, an example on how to build the composite curve of streams 1 and 3 given
in Table 1 is shown. The two streams share the temperature range between 255 and
700 °C. Therefore, in this range, the heat duty of the two streams is added together.

Table 7 Hot/cold stream in the SOFC-GT hybrid plant

Stream ID Type Start temperature (°C) Target temperature (°C)

1 (fuel feed) Cold 182 700

2 (water feed) Cold 15 700

3 (air feed) Cold 255 700

4 (SOFC exhaust) Hot 771 174
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To build the a generic hot/cold composite curve, this same procedure is applied to
all hot/cold streams after having identified all the temperature ranges where one or
more streams are being cooled/heated.

Since the water feed is changing phase and large temperature differences apply
for each stream, a 1D discretization of the heating/cooling processes in several steps
is beneficial to have accuracy of the results.

Reactants’ recirculation. In this paragraph, the effect of the recirculation of the
anodic and cathodic exhaust on the SOFC reversible voltage is discussed.

Hot anodic recirculation is mostly used to feed the required steam to the reformer
reactor. In this way, not an external water source is avoided but also the latent heat
of vaporization is recovered compared to cold recirculation systems.

Hot cathodic recirculation is instead employed to reduce the size of the cathode
air preheater at the expenses of a more O2-depleted reactant at the cathode side.

When exhaust recirculation is employed, it is always useful to distinguish
between local parameters (e.g., local fuel utilization and local air excess ratio) and
global ones. Local parameters express what is actually experienced by the SOFC
stack, while global values refer to the same parameters, but they are experienced by
the overall system. In Fig. 20, the control volumes defining both local and global
parameters are shown, respectively.

It is particularly important to establish an analytical interrelation between local
and global parameters as a function of the reactant recirculation ratios, to identify to
what extent the recirculation of the SOFC exhaust modifies the baseline case, i.e.,
without any hot recirculation.

Fig. 20 Anodic and cathodic recirculation in an SOFC stack

254 A. Lanzini et al.



From an electrochemical point of view, the exhaust recirculation always brings a
dilution of the inlet reactants. So a recirculation (either on the anode or on the cathode
side) always entails a decrease in the inlet Nernst voltage of the SOFC stack.

Anodic recirculation

For the anodic recirculation, we can define the FU inside (local FU) and outside
(global FU) generator as the following:

FU ¼
I
2F

_nH2;in
ð53Þ

FU� ¼
I
2F

_n�H2;in
ð54Þ

The relation between FU and FU* as a function of the anodic recirculation ratio
is simply obtained by solving a H2 molar balance across the SOFC anode side.

The H2 molar flow rate inlet and outlet of the SOFC, respectively, is given by:

_n�H2;in ¼ _nH2;in þ y � _n�H2O;out ¼ _nH2;in þ y � ð _n�H2;in � FU � _ninH2
Þ ð55Þ

_n�H2;out ¼ _n�H2;in �
I
2F

¼ _n�H2;in � FU � _ninH2
ð56Þ

By combining together Eqs. (54)–(56), we obtain the H2 flow rate that feeds the
stack as a function of the anodic recirculation ratio and the fresh inlet fuel (coming
from the reformer):

_n�H2;in ¼
_nH2;inð1� y � FUÞ

1� y
ð57Þ

By inserting Eq. (57) into Eq. (53), we finally obtain an expression (Eq. 58)
which provides the relation between local FU and global FU as depending on the
anode recirculation ratio:

FU� ¼ FU � _ninH2

_n�H2;in
¼ FU � ð1� yÞ

1� y � FU ð58Þ

Cathodic recirculation

In analogy with what we did in the case of anode recirculation, we can also
define local and global air excess ratio values:

k ¼ _nO2;in

_nstoichO2

; k� ¼
_n�O2;in

_nstoichO2

ð59Þ
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This time, we need solve for the O2 molar balance across the SOFC cathode
chamber to establish an analytic correlation between global and local k values, as
function of the cathodic recirculation ratio.

The O2 molar flow entering and exiting the SOFC, respectively, is given by:

_n�O2;in
¼ _nO2;in þ x � _n�O2;out ð60Þ

_n�O2;out ¼ _n�O2;in
� _nstoichO2

ð61Þ

By combining together Eqs. (60) and (61), we obtain the following expression:

_n�O2;in
ð1� xÞ ¼ _nO2;in � x � _nstoichO2

ð62Þ

Equation (62) can be rearranged to obtain an expression of the fresh O2 molar
flow at the inlet of the generator (global inlet), as function of the cathodic recir-
culation ratio, and the local O2 molar flow at inlet inside the SOFC cathode (local
inlet); the flowing expression is obtained by the following:

_nO2;in ¼ _n�O2;in 1� xð Þþ _n�O2;stoich � x ð63Þ

By inserting Eq. (63) in Eq. (59), we finally obtain the expression which pro-
vides the analytic interdependency relation between local and global k, as a
function of the cathodic recirculation ratio:

k� ¼ _nO2;in � x � _nstoichO2

ð1� xÞ � _nstoichO2

¼ k� x
1� x

ð64Þ

Most of the SOFC systems do not employ cathode recirculation. For such
systems, a quite common indication is that k should be equal or greater than 2. This
is equivalent to say the outlet oxygen partial pressure has to equal or greater than
0.12 roughly.

However, in the air-recirculated system, the inlet oxygen partial pressure in the
cathode chamber is less than 0.21 (this value corresponds to a fresh air cathode
stream, i.e., without any recirculation). For this reason, it is important to determine
to which extent the amount of recirculated air affects both the inlet and outlet
oxygen partial pressures of the fuel cell cathode.

The oxygen inlet partial pressure of SOFC cathode under a recirculation’s
regime is expressed as follows:

y�O2;in ¼
_n�O2;in

_n�air;in
ð65Þ
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where

_n�O2;in
¼ _nO2;in þ x _n�O2;in

� _nstoichO2

� �
ð66Þ

Equation (66) can be rewritten the as follows:

_n�O2;in
¼ _nO2;in � x � _nstoichO2

1� x
ð67Þ

To calculate the oxygen molar fraction at the SOFC cathode, we need to solve
the air molar balance across the cathode electrode. For the air balance, the two
following equations hold:

_n�air;in ¼ _nair;in þ x � _n�air;out ð68Þ

_n�air;out ¼ _n�air;in � _nstoichO2
ð69Þ

Combined together, they produce the following expression:

_n�air;in ¼ _nair;in þ x � ð _n�air;in � _nstoichO2
Þ ð70Þ

which can be rewritten as follows:

_n�air;in ¼
_nair;in � x � _nstoichO2

1� x
ð71Þ

By substituting Eq. (71) into Eq. (65), we obtain an expression for the molar
fraction of oxygen at the cathode inlet (local value):

y�O2;in ¼
_nO2;in � x � _nstoichO2

k� _nstoichO2
yO2 ;in

� x � _nstoichO2

ð72Þ

Considering also the following equation:

_nair;in ¼
k � _nstoichO2

yO2;in
ð73Þ

we can rearrange Eq. (72) in the following form:

y�O2;in ¼
k� x
k

yO2 ;in
� x

ð74Þ
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The oxygen molar fraction at the cathode outlet in the presence of cathodic
recirculation can be derived considering again the usual molar/mass balances across
the SOFC (one for the O2 and one for air, respectively).

For the oxygen mass balance, we have the following:

_n�O2;out ¼ _nO2;in þ x � _n�O2;out � _nstechO2
ð75Þ

that we can rewritten as follows:

_n�O2;out ¼
_nO2;in � _nstoichO2

1� x
ð76Þ

Similarly, the air mass balance gives:

_n�air;out ¼ _nair;in þ x � _n�air;out � _nstoichO2
ð77Þ

that we can rewritten as follws:

_n�air;out ¼
_nair;in � _nstoichO2

1� x
ð78Þ

Finally, we obtain the following expression for the oxygen molar fraction at the
cathode outlet:

y�O2;out ¼
_n�O2;out

_n�air;out
¼ _nO2;in � _nstoichO2

_nair;in � _nstoichO2

¼ _nstoichO2
ðk� 1Þ

_nstoichO2

k
yO2 ;in

� 1
� � ð79Þ

From Figs. 21 , 22 and 23, graphs concerning the quantities described in this
paragraph are given. In particular, Figs. 22 and 23 show how critical the cathodic
recirculation becomes for the Nernst voltage if a too vitiated air stream travels along
the cathode channel. In other words, there exists a threshold above which an
increase of air recirculation starts, leading to a significant drop in the Nernst
voltage.
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Fig. 21 Oxygen molar fraction as a function of the global air excess ratio and the cathodic
recirculation fraction

Fig. 22 Nernst voltage with
the outlet composition as a
function of the global air
excess ratio and the cathodic
recirculation fraction (contour
plot)
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5 SOFC Plant Optimization

The design parameters of the SOFC can be optimized in order to maximize the
electrical efficiency. In this section, the performance of the SOFC-GT plant is
analyzed while varying the FU and operating pressure.

The impact of pressurization on the SOFC-GT plant is given in Fig. 24. The
plant configuration is the same as Fig. 12, with the only differences that a hot

Fig. 23 Nernst voltage with the outlet composition as a function of the global air excess ratio and
the cathodic recirculation fraction (surface plot)
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recirculator is used instead of the ejector-based system and that a single multistream
heat exchanger is used to preheat anode and cathode feeds from the hot expanded
exhaust. Increasing the operating pressure is beneficial to the SOFC performance. It
is also observed that the larger efficiency increase is obtained for pressures below
6–7 bar. The trends shown in Fig. 24 resemble that of the efficiency of a con-
ventional GT when varying the pressure ratio of the compressor. Maintaining this
analogy, the SOFC acts as the combustor of the Joule cycle. However, the pres-
surization is also beneficial to the SOFC stack performance because of the higher
Nernst voltage.

The curves in Fig. 24 are plotted in different pressure ranges because some point
results unfeasible. For instance, all the simulation cases that require external heating
(i.e., the waste heat recovery from the SOFC exhaust gas is not sufficient to preheat
the anode and cathode feeds) are disregarded.

The optimal plant performance has been calculated introducing a constraint on
the pinch point of the heat exchanger that is used to preheat the inlet feed gases. The
optimization problem is solved using a sequential quadratic processing
(SQP) algorithm.

Hence, the objective function is to maximize the electrical efficiency while
varying the operating pressure and the FU of the SOFC with a minimum internal
temperature difference of 50 °C in the heat exchanger that recover from the exhaust
gas. The resulting optimal FU is 72.1 %, while the operating pressure is 7.4 bar.
Under these operating conditions, the calculated SOFC-GT electrical efficiency is
74.84 %. In Fig. 25, the impact of FU is shown for the SOFC-GT cycle operated at
7.5 bar. Above FU = 72 %, the minimum internal temperature difference in the
heat exchanger drops below 50 °C, thus violating the constraint.
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Economics of SOFC systems. The trade-off between energy efficiency and
economic profit is crucial for every power-producing system. Schematic on the
interplay between the fuel cell operating conditions and the resulting active area (for
instance, an higher voltage entails better fuel cell efficiency at the expense of a
larger required active area, which translates in larger capital costs) is shown in
Figure 26. The SOFC electrical efficiency is enhanced by reducing the current
density as less irreversibilities are generated that result in higher operating voltage.

In fact, the electrical efficiency of the SOFC is written as follows:

gel;SOFC ¼ W el

LHVf �nf
¼ VopITOT

LHVf
ITOT
nelF

� 1
FU

¼ nelF

LHVf
VopFU ð80Þ

Eq. (80) shows how the SOFC efficiency is directly proportional to both the
operating voltage and FU.

To better clarify the impact of the operating point on the active area requirement,
the graphs in Fig. 27 should be looked at. SOFC cells are generally operated at
0.8 V because a drastic increase in the required active area results for higher
operating voltage.

The economic trade-off is therefore between operating and capital costs.
A higher installed active area mostly increases the capital expenditure of the plant.
However, the larger is the active, the higher is the electrical efficiency that results in
lower operating costs due to reduced fuel consumption per electricity unit delivered.
For the profitability of SOFC, maintenance costs are also important. Since the unit
cost expressed in $/kW for fuel cell systems is generally higher than that for
conventional systems (e.g., ICES and gas turbines), operating costs must be lower
to compensate for the higher initial capital cost. It has been already shown that the
better fuel efficiency is beneficial for reducing operating costs. However, the

Fig. 26 The impact of SOFC
performance on energy
efficiency and capital
investment
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lifetime of the SOFC stack is also important. Ideally, SOFC systems require low
maintenance compared to engines since no moving parts are present in the power
core. However, the assumption here is that the degradation rate of the SOFC is
almost negligible (i.e., below 0.1–0.2 % per 1000 h).
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DOE Methodologies for Analysis of Large
SOFC Systems

Domenico Ferrero, Andrea Lanzini, Pierlugi Leone
and Massimo Santarelli

Abstract The experimental analysis of large systems in operation is a complex
task, due to the large number of variables which affect their operation, the limited
number of measurements points, and the necessity to avoid malfunctions in the real
operation. To make a good use of the collected experimental data, and to reduce the
efforts of the test session, the experimental analysis of large systems can be
effectively developed with the methods of Design of Experiments (DoE), and with a
statistical analysis of the collected data. The design of experiments approach allows
one to study the main effect of the factors and also their interaction effect. The
approach also allows obtaining analytical relations which express the dependent
variables as a function of the examined control factors through first (simple fac-
torial) or second-order (e.g. spherical CCD) regression models. The results can be
analysed in terms of sensitivity analysis and response surface analysis. Finally,
optimization procedures can be applied to the regression models in order to get the
best behaviour of the system analysed. The utilization of the DoE methods has been
particular useful in experimental approach to large solid oxide fuel cells (SOFC)
plants. As a real example, the experimental analysis of the CHP-100 SOFC Field
Unit has been developed with the methods of Design of Experiments, and with a
statistical analysis of the collected data.

1 Design of Experiment Methodologies for Analysis
of Large SOFC Systems: Introduction

The experimental analysis of a real large SOFC generator in operation is a complex
task. The generator is a big plant, with many variables which affect its operation;
therefore, the experimental environment is completely different compared to a
laboratory, because it is difficult to control the many variables involved during the
development of the experiment; moreover, the data acquired in the experimental
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session have to be carefully analyzed, in order to isolate the main effects which have
to be detected, to take care of the interactions and to quantify the significance of
every effect. This causes the necessity of a careful design of the experiment coupled
with a consequent statistical analysis of the collected data in order to be able to
outline the significance of every observed effect.

Moreover, the large plant is characterized by a not uniform distribution of its
physical and chemical variables (e.g., temperatures, chemical composition of mass
flows), and at the same time the measurement points are discrete; therefore, in many
parts of the plant, the data are not available. As a consequence, a combination of
some experimental techniques and of analytical models could be used to deduce the
distribution, inside the generator volume, of some important variables.

Finally, the generator is in real operating conditions, and therefore, its experi-
mental analysis has to avoid malfunctions and dangerous operations; usually, one
possibility is the perturbation of some independent variables in a safety experi-
mental range, and the analysis of the sensitivity of the other variables (the
dependent variables) to the imposed perturbation.

As a conclusion, the experimental analysis of a large SOFC system can be
developed with methods of design of experiments and with a statistical analysis of
the collected data.

In these pages, the methods of design of experiments have been applied to an
example of large SOFC generator installed in CCHP (combined cooling, heat and
power) configuration: the CHP-100 SOFC Field Unit built by Siemens Power
Generation Stationary Fuel Cells (SPG-SFC). The generator has been installed in a
SOFC laboratory at TurboCare S.p.A. (a subsidiary of SPG-SFC) since June 19,
2005, and to date has shown the record availability of 99.5 %. The SOFC CHP-100
is the first to utilize the commercial prototype air electrode-supported cells and
in-stack reformers. The generator is fed with natural gas from the grid. The stack is
composed of 1152 single tubes, arranged in 48 cell bundles (4 cell bundles are
connected in series to form a bundle row, and 12 bundle rows are aligned side by
side, interconnected with an in-stack reformer between each bundle row).

A design of experiments procedure has been used to study in a rigorous manner
the collected experimental data and also to relate, through analytical expressions,
the investigated dependent variables with the control factors (independent vari-
ables). The design of experiments approach allows one to study the main effect of
the factors and also their interaction effects. The aim is the description of the
analytical relations which express the dependent variables as a function of the
examined control factors through first- (simple factorial) or second-order (spherical
CCD) regression models.

The experimental sessions have been designed in order to investigate the effect
of two important operation factors: the overall fuel consumption (FC) and the air
stoichs (kox). The main expectation has been the characterization of the operation of
the single sectors of the SOFC generator, pointing out the analysis on the distri-
bution of the local voltages (and temperatures). Particular attention has been
addressed in the description of the operation in terms of sensitivity maps of the
main investigated dependent variables (voltages).
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2 Description of the Plant

The CHP-100 kWe SOFC Field Unit (Siemens Power Generation-Stationary Fuel
Cells) is the first to utilize the commercial prototype air electrode-supported cells
(22 mm diameter, 150 cm active length, 834 cm2 active area) and in-stack
reformers. The generator is fed with natural gas from the grid distribution. In Fig. 1,
the picture representing the CHP 100 test site in TurboCare (Torino, Italy) is shown.

The upper level of the system hierarchy after the single cell is the cell bundle,
which consists of a 24-cell array arranged as 8 cells in electrical series by 3 cells in
electrical parallel. Two bundles in series form a sector; two sectors are connected in
series to form a row, and 12 rows are aligned side by side, interconnected in
serpentine fashion with an in-stack reformer between each row (for a total of 1152
single tubes). The schematic of the cell stack arrangement is shown in Fig. 2 (Kabs
2001), outlining the position of the fuel ejectors and the power leads.

In this chapter, the results will be discussed dividing ideally the primary gen-
erator in four main zones (north; south; power leads side, and ejectors side), and
also in the central zone (in the middle between the power leads and the ejectors
sides). Supply of NG arrives as liquefied NG and thus contains no sulfur. For
instance in Italy, the gas pipeline network operator specifies for H2S an upper limit
of 6.6 mg/m3, which corresponds to less than 5 ppm (v).

Cell AES Siemens:

• ELECTROLYTE: ZrO2 + Y2O3 0.04 mm

Fig. 1 Picture of the SOFC CHP-100 test site in TurboCare (Torino, Italy) Walpole and Myers
(1993)
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• ANODE: Ni/ZrO2, 0.10 mm
• CATHODE: LaMnO3, 2.20 mm

Cell bundle: 24-cell array arranged as 8 cells in electrical series by 3 cells in
electrical parallel.

Fig. 2 Schematic of the stack arrangement
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The stack is defined by 12 bundle rows aligned side by side, interconnected in
serpentine fashion with an in-stack reformer between each bundle row (for a total of
1152 single tubes).

The system is completed by the balance of plant (BoP), with five major skids:
generator module, electrical control system, fuel supply system (FSS), thermal
management system (TMS), and heat export system (HES) (George 1998; Singhal
2004).

From the electrical point of view, the module is made up of four parts: (a) the
electrochemical generator; (b) the power conditioning system (PCS): an inverter,
which operates the DC/AC conversion; (c) the SOFC auxiliaries (blowers); (d) the
board fuel cell (QFC), planned from Politecnico of Torino, which allows the
electrical connection of the SOFC CHP-100 to the net. From the thermal point of
view, the exhausts from the stack, passing in a cross-finned tubes gas-water
exchanger, provide, in nominal conditions, approximately 60 kWt of thermal
energy, used for the winter and summer conditioning (through a absorption
refrigerator cycle water–lithium bromide fed with warm water) of some offices of
the TurboCare factory.

The simplified flow schematic of the SOFC CHP-100 BoP is shown in Fig. 3,
while in Fig. 4 the simplified schematic of the primary generator structure is
reported.

Data acquisition:

• Electric data:

– generator terminal voltage and
sector (two cell bundles) voltage, for a total of 24 measurements (around
10 V);

Fig. 3 Simplified flow schematic of the SOFC CHP-100 BoP
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• Thermal data:

– 3 vertical measurement planes corresponding three cell lengths: bottom,
medium, and top plane,

• 36 S-thermocouples at the bottom and medium plane (72 S-thermocouples),
• 4 S-thermocouples at the top plane,
• 5 S-thermocouples for the regulation of the generator (TG1 (row 3), TG2 (row

4), TG3 (row 7), TG4 (row 9), and TG5 (row 10), and
• 5 thermocouples in the combustion zone.

The commissioning date in TurboCare was June 19, 2005. The operational data
of @ December 2006 report a number of run hours in TurboCare of around 12,000,
with a total run hours of around 32,000 (including run hours in the Netherlands and
Germany); a average stack temperature of 954 °C; a DC-generated power of 123.6
kWe, at 246.1 VDC and 502.3 A; a AC-generated power of 113 kWe; a power to
TurboCare workshop grid of 103 kWe (20 % of the workshop requirement); a heat
generation of 60 kWt (hot water @85 °C). Other characteristics are as follows: a

Fuel

AI

Exhau

Fig. 4 Simplified schematic
of the primary generator
structure
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reliable operation also with significant LHV changes of the natural gas; no mea-
surable voltage or power degradation; a very high availability of 99.5 % (actual, on
annual basis); 4 stops (one operation error, three inverter failures); 24 successful
operation transition to power dissipator due to utility (AEMD, Azienda Energetica
Metropolitana Torino Distribuzione) or TurboCare grid failures; one complete
thermal cycle (August 2006); a very dependable automatic operation (no operator in
control room); a remote control capability via modem; a easy maintenance (re-
placement of air filters and of reactant desulphurization).

Politecnico di Torino has developed several activities, such as the design of the
SOFC thermal plant (Saroglia et al. 2005), the modeling of the generator and of the
BoP (Leone 2005, 2006; Calì 2005a, 2007), and the safety design and analysis (Calì
2005b). In (Calì 2005c), a model of the operation of the SOFC CHP-100 has been
developed using a 0-D approach and validated through a first session of experi-
mental tests. In (Calì 2006a, b) the effect of the setpoint generator temperature and
fuel consumption factors on several dependent variables (i.e., DC and AC electric
power, recovered heat, electric and global efficiency, efficiency of the pre-reforming
process) is analyzed in the form of screening tests, and the process responses are
treated in form of response surface plots. In (Saltarelli 2006), the regression models
have been used in constrained optimization procedures to maximize different
objective functions (AC electric power and recovered heat).

3 ANOVA of the Experimental Data, the Regression
Models, and RSP (Response Surface Plots)

The procedures of ANOVA to obtain suitable regression models for some depen-
dent variables of the system (so, an analytical form in which the dependent variable
is linked with an analytical function to the selected independent variables of the
system) starting from the analysis of the experimental session are here applied to the
case study of the SOFC CHP 100 system.

In the example, the independent variables (factors) that have been selected are
among the most important control variables of such kind of systems:

• Setup temperature (TGEN)
• Fuel consumption (FC)

Having selected the independent variables of the system, is now possible to
organize the experimental test session in order to obtain suitable regression models
for the dependent variables.

In the example, two different designs of experiments are described:

• Simple 22 factorial: to obtain first-order regression models of the analyzed
dependent variables;

• 22 central composite design factorial: to obtain second-order regression models
of the analyzed dependent variables (Fig. 5).

DOE Methodologies for Analysis of Large SOFC Systems 271



Among the several dependent variables that can be analyzed with an ANOVA,
and then expressed in form of a regression model, one of the most important is the
generator voltage.

Therefore, the ANOVA on the experimental data of the generator voltage is
described in Table 1.

From the ANOVA of the experimental data of the generator voltage versus the
setup temperature (TGEN) and the fuel consumption (FC), it is possible to check
that:

• The main effect of the Factor A (the setup temperature) over the generator
voltage is significant.

• The main effect of the Factor B (the fuel consumption) over the generator
voltage is significant.

• The main effect of the interaction AB of the two factors over the generator
voltage is not significant.

Therefore, it is possible to consider that the crossing effect of the two inde-
pendent variables has no significant effect on the dependent variable “generator
voltage.” As a consequence, the regression model of the generator voltage that can

Fig. 5 Two different designs of experiments for the SOFC CHP100 system
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Table 1 ANOVA on the experimental data of the generator voltage

Source of
variation

Sum of
squares

Degrees of
freedom

Mean square F0 Percent
contribution

Factor A:
TGEN

SSA: 0.609 a − 1: 1 MSA: 0.609 F0,A:
42.8237

4.1

Factor B:
FC

SSB:
14.2013

b − 1: 1 MSB:
14.2013

F0,B:
998.6598

95.52

Interact. AB SSAB:
0.00022898

(a − 1)
(b − 1): 1

MSAB:
0.00022898

F0,AB:
0.0161

0.00154

Error SSE: 0.0569 ab(n − 1): 4 MSE: 0.0142

Total SST:
14.8673

abn − 1: 7

Significance test

F0.05, D0FA,D0FE: 771 F0,A > F0.05DOFA,DOFE: the main effect of the factor A is
significant

F0.05, DOFB,DOFE: 7.71 F0,B > F0.05,dofb,dofe: the main effect of the factor B is
significant

F0. 05,DOFAB,DOFE: 7.71 F0,AB < F0.05,D0FAB,D0FE: the main effect of the interaction AB
is NOT significant

Table 2 ANOVA on the first-order regression model of the generator voltage

Source of
variation

Sum of
squares

Degrees of
freedom

Mean
square

F0

Regression SSR: 14.8102 k: 2 MSR:
7.4051

F0, R:
648.3174

SSr(b1|b1) (0.609) (1) F0, b1: 53.315

SSr(b2|b0, b1) (14.2013) (1) F0, b2: 1243.3

Error SSE: 0.0571 n − p: 5 MSE:
0.0114

SSLOF (0.00022898) m − p: (1)

SSPE (0.0569) n − m: (4)

Total Syy: 14.8673 n − 1: 7

R2 0.9962 R2adj 0.9946

r̂2 0.0114

Significance test for the regression model

F0.05, k, n – k − 1: 5.79 F0, R > F0.05, k, n – k − 1: At least one of the
regressors contributes to the model

F0.05, r, n − p: 6.61 F0, b 1 > F0.05, r, n − p: The TGEN variable
contributes to the regression model

F0.05, r, n − p: 6.61 F0, b 2 > F0.05, r, n − p: The f.c. variable contributes
to the regression model

Coded variables: VGEN = 246.3321 + 0.2759 tGEN − 1.3323 f.c.

Physical variables: VGEN = 282.0447 + 0.05518 TGEN − 1.06608 f.c.

Significance test for the regression model
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be constructed from the ANOVA can neglect the crossed term represented by the
product of the two dependent variables.

Thus, when using the simple 22 factorial, a first-order regression model of the
generator voltage has been obtained in the form:

V ¼ b0 þ b1TGEN þ b2FC

The ANOVA on the first-order regression model of the generator voltage is
described in Table 2.

From the ANOVA over the regression model, it is possible to see that the
regressors of both the independent variables have a significant effect on the correct
analytical expression of the dependent variable “generator voltage.”

The same activity has been performed using 22 central composite design fac-
torial to obtain second-order regression models; the complete list of variables
modeled is reported in Table 3.

When considering, as a comparison, only the generator voltage of the SOFC as
dependent variable, the response surface and contour plot of the generator voltage
with first- and second-order regression models are shown Figs. 6 and 7.

Table 3 22 central composite design factorial and second-order regression models with coded
variables

Dependent variable 2° order regression models—CCD face centered R2

(1) Generator voltage (V) VGEN = 471.1213 + 1.1516 tGEN − l8.3075 f.c.
− 0.00096 tGEN

2 + 0.0584 f.c.2 + 0.0084 tGEN f.c.
0.8974

(2) DC power (kW) Wel.DC = 327.9443 + 0.3166 tGEN − 8.3765 f.c.
− 0.000312 tGEN

2 + 0.0289 f.c.2 − 0.0035 tGEN f.c.
0.9029

(3) AC power (kW) Wel.AC = −578.2861 + 22.1368tGEN − 8.64 f.c.
− 0 0012 tGEN

2 + 0.0498 f.c.2 − 0.000064 tGEN f.c.
0.6446

(4) Thermal power (kW) WTH = 3176.3 − 16.4995 tGEN + 115.0163 f.c.
+ 0.0147 tGEN

2 + 0.1024 f.c2 − 0.1395 tGEN f.c.
0.198

(5) DC efficiency (%) ηel,DC = 288.4456 − 0.1471 tGEN − 4.391 f.c.
− 0.00006 tGEN

2 + 0.0098 f.c.2 + 0.0032 tGEN f.c.
0.9379

(6) AC efficiency (%) ηel,AC = −100.1377 + 0 6467 tGEN − 4.2018 f.c.
− 0.000404 tGEN

2 − 0.0175 f.c.2 + 0.0015 tGEN f.c.
0.5243

(7) Thermal efficiency
(%)

ηTH = 1327.2 − 6.6378 tGEN + 44.893 f.c. + 0 0058
tGEN
2 + 0.036 f.c.2 − 0.0536 tGEN f.c.

0.1223

(8) Global efficiency (%) ηg = 1234.4 − 6.0064 tGEN + 40.691 f.c. + 0.0054
tGEN.
2 + 0.0535 f.c.2 − 0.0521 tGEN f.c.

0.0765

(9) Exhaust temperature
at HES [°C]

TLEXGAS = 10,637 − 8.208 tGEN − 149.2843 f.c.
+ 0.0036 tGEN

2 + 0.7806 f.c.2 + 0.015 tGEN f.c.
0.8536

(10) Hot Spot
temperature (°C)

Thot spot = −12,892 + 29,864�tGEN −15,616�f.c.
− 0.016�tGEN2 + 0.016�tGEN�f.c.

0.592

274 D. Ferrero et al.



4 Operation Maps (Voltage, Heat–Power Ratio, DC
and AC Electric Power)

From the DoE methods, and especially when obtained the regression models of the
dependent variables, it is possible to obtain the operation maps of these dependent
variables. In Fig. 8, the operation maps are shown for the generator voltage, the
heat-to-power ratio, the DC and AC electric power, all as functions of the inde-
pendent variables setup temperature (TGEN) and fuel consumption (FC). In Fig. 9,
instead, the response surface and the contour plots of the temperatures of the anodic
recirculation and of the pre-reformer outlet are reported:

• High terminal voltage is obtained at low fuel consumption and high temper-
ature operating conditions because respectively: increase of average Nernst

Fig. 6 Response surface plot
of the generator voltage with
first-order regression model

Fig. 7 Response surface plot
of the generator voltage with
second-order regression
model
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potential and reduction of diffusion overpotential, decrease of the main cell
overpotential (ohmic contribution).

• The variation in the HP ratio is around 6 % due to the operation of the
afterburners.

• The temperature modification becomes significant in the AC power because
its reduction determines an increase in air flow, and thus an increase in power
consumed by the blowers.

Also, it is possible to obtain the response surface and the contour plots of the
temperatures of the anodic recirculation and of the pre-reformer outlet:

Fig. 8 Operation maps for the generator voltage, the heat-to-power ratio, the DC and AC electric
power

Fig. 9 Response surface and the contour plots of the temperatures of the anodic recirculation and
of the pre-reformer outlet
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• Anodic recirculation temperature: The increase in TGEN leads to a slight
increase in the variable; the increase in FC has a negative effect due to the
reduced temperature in the combustion chamber. Factor interaction: The anodic
recirculation temperature shows a higher sensitivity to TGEN when the opera-
tion is carried out at high FC.

• Temperature of the pre-reformer outlet flow slightly changes during the session,
and the factor interaction has a positive effect.

5 DoE on the Analytical Model (Regression Models
and Optimization)

The methodology used for the planning of the experimental campaign can also been
applied to a computer model simulation. In previous works (Leone 2005, 2006), we
already applied the factorial analysis to the same problem: We considered a 25

factorial analysis performed at three current levels, useful to perform a first
screening test. In fact, it is possible to obtain regression models and consequently to
analyze the operation by treating with simple polynomial structures. Three inde-
pendent variables have been chosen: fuel utilization factor (UF), air utilization factor
(Uox), and the air temperature at the inlet of the generator (Tox). The data are
analyzed by applying the response surface methodology (RSM) analysis. Finally,
constrained optimization methods have been applied to investigate the optimal
operation points of the generator in terms of DC-generated power or in terms of
exhausts’ recovered heat. A comparison with the actual operation point of the
SOFC generator is also shown.

5.1 Design for Fitting Regression Models to the Process
Responses

A full factorial design of experiments has been employed in this work. The
well-known Yates’ technique has been applied (Torchio 2005; Walpole and Myers
1993; Montgomery 2005). This technique allows to perform a parametric analysis
on the generator operation by evaluating whether a factor (independent variable)
has a significant effect on the generator physical processes (dependent variables) or
its effect is negligible. A positive main effect of a factor means that, when the factor
is fixed at its upper level, it causes an increase in the dependent variable. In this
work, the computer model simulation has been designed using a 23 factorial
problem. The three factors chosen are air utilization factor, Uox; fuel utilization
factor, UF; air pre-heating temperature, Tox. The eight treatments (23 factorial) can
be displayed geometrically as a cube, as shown in Fig. 3. In the figure, the lower
and upper values of the factors are shown, with the randomized uncertainties used
to modify the factors values: This uncertainty simulates the uncertainties of the
measurement instruments. The designed treatments have been performed with
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completely randomized design and with three repetitions for each treatment in order
to analyze the simulated data with an analysis of variance (ANOVA). The treat-
ments have been performed for three different current levels of the generator: 400 A
(0.16 A cm−2); 500 A (0.2 A cm−2); and 600 A (0.24 A cm−2).

With this design of experiments, it is possible to obtain first-order regression
models for the investigated dependent variables in terms of the significant factors. If
higher-order regression models would be obtained, then the experimental campaign
should be designed by using a different approach (i.e., 2k factorial analysis with
central composite design CCD for the second-order regression models or 3k fac-
torial analysis). The aim of this sequential approach is to obtain analytical relations
between the dependent variables (i.e., average generator temperature, combustion
zone temperature, exhaust’s temperature, and generator voltage) and the analyzed
independent variables (fuel utilization factor, air utilization factor, and air
pre-heating temperature). The regression models allow to represent multiple
responses of the generator operation by plotting contour plots and response sur-
faces. Moreover, they allow to apply constrained optimization methods in order to
maximize one or more dependent variables (i.e., DC-generated power or heat
recovered) at different current levels.

In the regression models, the coefficient linking the independent and dependent
variables is not one dimension, because they represent the sensitivity coefficient
linking these variables when the regression models are expressed in the physical
form. Therefore, the unit measures are consistent in a regression model due to the
procedure applied to obtain them.

In tables and figures presented here, the regression models are written in coded
forms, where the independent variables varies between the values −1 (corre-
sponding to the lower bound of its experimental domain) and +1 (corresponding to
the upper bound of its experimental domain). The models can be expressed in
physical form with a simple manipulation of the equation (Fig. 10).

Uf (B)
±1,5%

0,87

abcbc

Tox (C)
±1 °C

Uox (A)
±1,5%

500 ° C

0,15

 (L)

 b

700 ° C
c

0,25

 a
0,83

ab

ac

A

C
B

Fig. 10 Cube plot of Yate’s treatment for NG feeding

278 D. Ferrero et al.



5.2 Response Surface Plots

Several variables were investigated during the simulation work. The attention was
focused mainly on two types of dependent variables. The first class is related to two
physical performance data of the SOFC CHP operation: the generator voltage and
the generator exhausts’ temperature. The second class involves physical data related
to potentially dangerous operation of the generator: Such dependent variables
should be constrained in order to avoid dangerous operation. The analysis was
carried out first by applying a Yates’s analysis (estimation of the significance of the
independent variables), then regression models, and finally by observing the
response surface plots. In this paragraph, the responses of the average generator
voltage and of the exhaust temperature are shown at the three considered current
levels.

Generator Voltage. In Fig. 11, the contour plots of the average generator
voltage are shown for the three different current levels of 400, 500, and 600 A. The
three analyzed factors have main significant effects on the average generator
voltage. The air utilization factor at high level (Uox = 0.25) has a positive main
effect on the generator voltage; this is due to an increase in the generator average
temperature and subsequently to a reduction in the cell overvoltages; the fuel
utilization factor has a negative main effect on the voltage when it is at the upper
level (UF = 0.87), this is due to an increase in the steam partial pressure at the

Fig. 11 Contour Plot of the average terminal generator voltage for the three analyzed current
levels
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anode side with a reduction in the Nernst voltage, and moreover with an increase in
the activation and concentration losses; the air temperature at the inlet canister at
high level (Tox = 700 °C) leads to an increase in the generator operating temper-
ature with a reduction in the ohmic overpotentials (positive main effect on the
voltage). The contour plots shown in Fig. 11 express the interaction effect between
the factors. At fixed air utilization factor Uox = 0.25 (Fig. 11a, d, g), (1) the fuel
utilization factor has a negative effect on the voltage if it is at high level for the three
current levels; (2) the effect of the air temperature at the inlet canister changes for
the three considered current levels, and it is related to the values of the equilibrium
temperature reached in the generator and to the consequent effect on the polar-
ization behavior: If the generator works at high temperature, the effect of the
reduction on the ohmic overvoltages cannot balance the reduction of the Gibbs free
energy with the temperature at low current, and in Fig. 11A, at the fixed value of
Uox of 0.25 (small air-cooling effect) and at low currents, the increase of the air
temperature causes a reduction in the generator voltage. At the current levels of 500
and 600 Amps and fixing Uox = 0.25 (Fig. 11D,G), the effect on the voltage of the
air temperature is nearly negligible, while the fuel utilization factor shows a sig-
nificant effect.

In Fig. 11b, e, h, the contour plots of the voltage are shown at fixed air tem-
perature at the inlet canister, Tox = 700 °C: (1) The effect of the Uox changes at
different current levels due to the already described behavior of the polarization
with tube temperature; (2) an increase in the fuel utilization factor has a negative
main effect on the voltage at every current level because of the increasing of the
steam partial pressure and the reduction in the Nernst voltage.

In Figs. 12, 13, and 14, the response surface plots are shown at the fixed fuel
utilization factor of UF = 0.87: (1) The effect of the cell tube temperature is quite
clear in Fig. 4c where the interaction of Uox and Tox is well represented: It is

Fig. 12 Response surface at the fixed fuel utilization factor of 0.87 for the average terminal
generator voltage at 400 A
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interesting to notice that working at high temperatures (treatment with Tox = 700 °C
and Uox = 0.25) causes a local minimum for the average generator voltage (Fig. 12)
when operating at low currents; in Fig. 11c, it is also interesting to notice that the
average voltage presents a second local minimum when operating at low temper-
ature (treatment with Tox = 500 °C and Uox = 0.15): therefore, at low currents, the
optimal design point should be found between these two conditions (see Fig. 12);
(2) the minimum due to high temperature operations disappears when increasing the

Fig. 13 Response surface at the fixed fuel utilization factor of 0.87 for the average terminal
generator voltage at 500 A

Fig. 14 Response surface at the fixed fuel utilization factor of 0.87 for the average terminal
generator voltage at 600 A
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current demand (Figs. 11f, i, 13 and 14), and the effect of Tox is positive on the
voltage: At these current levels, the effect of the reduction in the ohmic overvolt-
ages with temperature prevails on the reduction in the OCV with temperature; the
response of the generator voltage presents only a local minimum for the operation at
low temperature (treatment with Tox = 500 °C and Uox = 0.15) at the nominal
condition (Fig. 13), and this behavior is confirmed at the highest current (Figs. 11i
and 14).

Exhaust temperature. In Fig. 15, the contour plots of the generator exhausts’
temperature are shown for the three different current levels of 400, 500, and 600 A.
All the three considered factors have main significant effects: (1) The main sig-
nificant factor is the air utilization, with positive effect. The air utilization at high
level (Uox = 0.25) means to feed the generator with less air flow; the generator is
less cooled and its temperature rises up, with the effect of an increase in the
exhausts’ temperature; working at high air utilization factor means also a lower
cooling of the exhaust flow to pre-heat the process air because of the reduced air
mass flow; (2) the air temperature at the inlet canister has negative effect when the
factor is at high level (Tox = 700 °C); if the air process is highly pre-heated by the
stack exhausts, then their exit temperature is reduced; (3) the fuel utilization factor
has a negative effect. At high fuel utilization (UF = 0.87), less heat is recovered in
the post combustion zone because a smaller amount of depleted fuel can be com-
busted, causing a decrease in the temperature of the exhausts; nevertheless, it has to
be noticed that its effect is nearly negligible (only 2 % contribution of the total
variability), as shown in the contour plots.

Fig. 15 Contour plot of the generator exhaust temperature for the three analyzed current levels
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At different current levels, the tendency is similar, and even the contribution of
each factor to the total variability of the dependent variable remains quite constant
(the effect of the air utilization is slightly decreased and the air temperature slightly
increased).

5.3 Results and Discussion: Optimization

Factorial analysis allows to define analytical relations among the analyzed depen-
dent variables and the investigated factors, the regression models. In Table 4, the
regressions model obtained by the factorial analysis for some of the analyzed
dependent variables are shown (first-order regression models with interactions),
where the regression models are written in coded forms.

In the regression models, the coefficient linking the independent and dependent
variables is not one dimension, because they represent the sensitivity coefficient
linking these variables. Therefore, the unit measures are consistent in a regression
model due to the procedure applied to obtain them. This is true if the regression
models are expressed in the physical form. For example, consider Eq. (1):

Table 4 First-order regression models (coded form) at different currents

Generator
current
(A)

Regression models

400 TGen ¼ 990:70þ 41:54� Uox þ 8:81� UF þ 29:23� TOX
þ 2:79� Uox � UF þ 3:04� Uox � TOX

TCZ ¼ 979:1337þ 61:55667� Uox � 11:5589� UF þ 48:87205� TOX
TEXH ¼ 248:5264þ 43:40135� Uox � 7:32563� UF � 23:0719� TOX
VGen ¼ 267:0624� 4:1632� UF � 2:3872� Uox � TOX
WDC ¼ 107:23� 1:41� UF � 0:48� Uox � UF � 0:60� Uox � TOX

U ¼ 40:43þ 3:33� Uox � 2:16� UF � 7:45� TOX þ 2:49� Uox � TOX
500 TGen ¼ 976:97þ 39:65� Uox þ 5:40� UF þ 26:06� TOX

TCZ ¼ 993:84þ 62:16� Uox � 11:51� UF þ 45:18� TOX
TEXH ¼ 252:91þ 43:24� Uox � 7:10� UF � 24:64� TOX

VGen ¼ 255:80þ 4:52� Uox � 3:35� UF þ 2:70� TOX � 2:65� Uox � TOX
WDC ¼ 128:27þ 2:04� Uox � 1:91� UF þ 1:40� TOX � 1:33� Uox � TO

U ¼ 52:24þ 3:73� Uox � 2:86� UF � 9:91� TOX þ 3:06� Uox � TOX
600 TGen ¼ 972:97þ 41:79� Uox þ 4:61� UF þ 25:50� TOX þ 2:20� Uox � TOX

TCZ ¼ 1007:92þ 60:33� Uox � 10:61� UF þ 43:74� TOX
TEXH ¼ 261:85þ 42:42� Uox � 6:55� UF � 25:66� TOX

VGen ¼ 243:94þ 6:76� Uox � 3:50� UF þ 4:55� TOX � 3:32� Uox � TOX
WDC ¼ 146:79þ 4:29� Uox � 1:53� UF þ 2:68� TOX � 2:19� Uox � TOX

U ¼ 67:01þ 3:16� Uox � 2:83� UF � 12:58� TOX þ 3:69� Uox � TOX
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VGen ¼ 427:495� 227:6 � Uox;phy � 167:5 � Uf;phy � 0:079 � Tox;phy
þ 0:53 � Uox;phy � Tox;phy

ð1Þ

The sensitivity of the terminal voltage to the fuel utilization is estimated in
−1.675 V/%Uf; this value corresponds to a single cell sensitivity of around −4 mV/
%Uf. In a recent experimental session, we estimated for the generator a fuel uti-
lization sensitivity of around −1.06 V/%FC. The difference is due to the different
tested experimental domains of the fuel utilization: In the model analysis, we tested
83 % < Uf < 87 %, while the experimental investigation was performed in the
range 81.75 % < Uc < 84.25 % (77.5 % < Uf < 80 %). In the model analysis, we
have found a higher sensitivity because the operation was simulated at lower fuel
excess. The study of fuel utilization tests is actually more complicated because
another concept of fuel utilization should be introduced, including also eventual cell
leakages or fuel bypass in the stack. A deeper investigation on this aspect will be
performed experimentally, but very rich information can be found in (Gopalan
2004).

Once the regression models are defined, optimization procedures can be
implemented, with different objective functions. In this work, the optimization is
performed separately on the DC-generated electric power (WDC) and on the
exhausts’ heat recovered (U). There is no optimization for the electric efficiency or
global plant efficiency. We decided to not optimize the efficiencies because the DC
efficiency is not so useful, while the useful one would be the AC efficiency; but the
regression model of the AC power has no negligible error due to the model of the
auxiliaries; therefore, the optimization of the efficiencies (AC electric and global)
has not been performed.

The procedure is repeated for the different current levels considered. In the
optimization procedure, some constraints are imposed in order to find optimal
operation points which have also technical feasibility and which ensure safe
operation of the generator. The constraints are applied with particular attention to
the working cell tube temperature and the combustion zone temperature. Also the
considered factors (independent variables) have been constrained by defining an
upper bound and a lower bound (experimental domain). Three optimization pro-
cedures have been considered: They differ for the constraints applied to the average
generator temperature and the combustion zone temperature. They can be resumed
in Table 5. These values come from the direct operational experience on the

Table 5 Performed optimization procedures

Optimization procedures Case 1 Case 2 Case 3

Constraints on some
variables

0.15 < Uox < 0.25
0.83 < UF < 0.87
500 < Tox < 700 °C
940 < TGen < 970 °C
TCZ < 1020 °C

0.15 < Uox < 0.25
0.83 < UF < 0.87
500 < Tox < 700 °C
940 < TGen < 1000 °C
TCZ < 1020 °C

0.15 < Uox < 0.25
0.83 < UF < 0.87
500 < Tox < 700 °C
940 < TGen < 1020 °C
TCZ < 1050 °C
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SOFC CHP 100 and from previous technical reports. The various limits mean that
there are normal operating conditions (applied to assure a high number of operation
hours to the generator), but also more “extreme” operating conditions (which can be
performed assuring the safety operation and which create no problems on the
materials, but which are not suggested for a high number of operation hours). As an
example, TGEN has a suggested value of 970 °C, but the generator could operate in
same conditions even at 1000 °C. Moreover, the evaluation is made in this simu-
lation activity also to analyze which would occur in case of relaxing some of the
limits in the control variables such as TGEN and TCZ.

DC-generated electric power. The obtained results of the optimization proce-
dure performed, imposing the maximization of the DC-generated electric power, are
shown in Table 6. The first case of the optimization procedure is characterized by a
maximum constrained generator temperature of 970 °C (Table 5, Case 1), while in
the second case the constraint on this variable is relaxed (Tgen < 1000 °C, Table 5,
Case 2); in the third case also, the constraint on the combustion zone temperature is
relaxed and is fixed at 1050 °C (TCZ < 1050 °C, Table 5, Case 3). In the Case 1,
the maximum of the DC power is obtained for the value of the cell tube temperature
at the constrained upper bound (970 °C), while in the Cases 2 and 3 the value of the
cell tube temperature is not at its constrained upper bound when the DC electric
power is maximized (Table 6). In Case 3, the cell tube temperature rises up more
than in Case 2, due to the relaxation imposed to the combustion zone temperature;
this condition leads to a higher generator equilibrium temperature with a conse-
quent increase in the cell tube temperature. The post-combustion temperature TCZ

considered in the Case 3 is too high for a safety operating condition, and the
DC-generated electric power with respect to the Case 2 is only slightly higher: For
this reason, the optimal working condition for the generator concerning the
DC-generated electric power WDC seems to be the one of the Case 2.

Table 6 Optimization of the plant in terms of DC-generated electric power

Case 1 (WDC optimized)

Generator
Current

U0x Uf Tox
(°c)

Power DC
(KW)

U
(KW)

TEXH
(°c)

Vgen

(V)s
Tgen (°
c)

Tcz (°
c)

400 A (a) 0.224 0.83 500 109.18 50.45 300.0 272.38 970.0 971.7

500 A (b) 0.231 0.83 500 130.87 65.43 311.4 260.89 970.0 998.6

600 A (c) 0.234 0.83 500 150.08 82.08 323.1 249.80 970.0 1016.0

1.2 Case 2 (WDC optimized)

400 A (a) 0.250 0.83 500 109.74 50.89 322.3 273.61 988.4 1003.4

500 A (b) 0.248 0.83 500 130.04 65.66 326.3 263.36 983.0 1020.0

600 A (c) 0.238 0.83 500 150.49 82.04 325.8 250.44 972.5 1020.0

1 Case 3 (WDC optimized)

400 A (a) 0.250 0.83 500 109.74 50.89 322.3 273.61 988.4 1003.4

500 A (b) 0.250 0.83 561.2 132.21 61.49 312.8 263.67 1001.1 1050.0

600 A (c) 0.250 0.83 534 152.29 78.89 327.8 253.40 991.9 1050.0
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In Table 6 also, the heat recoverable in the WDC optimized operation points are
shown. With the increasing of generator current, the heat recoverable increases due
to the operation irreversibilities.

Exhausts’ heat recovered. The obtained results of the optimization procedure
performed imposing the maximization of the exhausts’ heat recovered U are shown
in Table 7. In the case of this dependent variable, the optimization procedure allows
to find an absolute maximum for the three analyzed cases. In Case 1 (Table 7), the
cell tube temperature is forced at its constrained upper bound, while this does not
happen in other cases. The behavior is different at low and nominal currents with
respect to the high current. At high current, the heat recovered is mainly due to the
irreversibilities of the operation; the maximum refers to the operating condition at
lower generator temperature where the single cell overvoltages are at their higher
values; in this condition, the operation is characterized by low exhausts’ temper-
atures but high mass flows (Table 7 Case 2(c): TEXH = 291 °C and
GEXH = 1504 kg/h with k = 5). At the low and nominal currents, the operation is
characterized by high exhaust temperature and smaller exhaust’s mass flow
[Table 7 Case 2(a, b)].

It is interesting to notice that in Case 1(a, b), Case 2(a, b), Case 3(a) (Table 7),
the maxima found for the heat recovered are the same points found in the opti-
mization of the DC-generated power (Table 6): It means that there are operating
conditions which maximizes both DC-generated power WDC and exhausts’ heat
recovered U; thus, in order to optimize the CHP performances, the SOFC plant
should work at the optimal points found in the optimization procedure for the DC
power labeled with Case 2 (Table 6).

This fact does not happens at the highest current. In Case 2 (the suggested case),
the operation point with maximum WDC [Table 6 Case 2(c)] does not correspond to
the operation point with maximum U [Table 7 Case 2(c)], but the heat recovered

Table 7 Optimization of the plant in terms of recovered heat

1.3 Case 1 (U optimized)

Generator
current

U0x Uf Tox (°
c)

Power DC
(KW)

U
(KW)

TEXH
(°c)

Vgen

(V)s
Tgen
(°c)

Tcz (°
c)

400 A (a) 0.224 0.83 500 109.180 50.46 300.0 272.37 970 971.7

500 A (b) 0.230 0.83 500 130.879 65.43 311.3 260.89 970 998.6

600 A (c) 0.196 0.83 500 145.170 82.47 291.0 242.16 940 970.4

1.4 Case 2 (U optimized)

400 A (a) 0.250 0.83 500 109.740 50.89 322.3 273.61 988.3 1003.4

500 A (b) 0.248 0.83 500 132.044 65.66 326.2 263.36 983.0 1020.0

600 A (c) 0.196 0.83 500 145.170 82.47 291.0 242.16 940.0 970.4

Case 3 (U optimized)

400 A (a) 0.250 0.83 500 109.740 50.89 322.3 273.61 988.3 1003.4

500 A (b) 0.250 0.83 561.2 132.170 65.69 327.9 263.63 985.1 1022.3

600 A (c) 0.250 0.83 534 145.170 82.47 2917.0 242.16 940.0 970.4
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values are quite similar, resulting in the opportunity of choosing the operation point
which maximizes the DC-generated electric power [Table 6 Case 2(c)].

In Table 8, the comparison between the actual SOFC CHP 100 kWe operation
point and the CHP optimized operation point is shown.

The optimization procedure seems to suggest that the global CHP performance
(sum of electric power and recovered heat) of the SOFC plant could be improved.

Finally, we can represent in a graph the actual operation points of the
SOFC CHP 100 and the optimized operation (Fig. 9). The data refer to Table 8, and
the contour plots are defined for two fixed values of the fuel utilization factor
(UF = 0.85 dashed contour plot and UF = 0.83 dash-dot contour plot). In Fig. 16,

Table 8 Comparison between the actual operation point and the CHP optimized operation point

CHP 100 design pointa CHP 100 optimized operation

1.5
Generator
current

U0x Uf Tox
(°c)

Power
DC
(KW)

U
(KW)

U0x Uf Tox(°
c)

Power
DC
(KW)

U
(KW)

400 A (a) 0.163 0.85 655.41 107.859 33.000 0.25 0.83 500 109.74 50.89

500 A (b) 0.195 0.85 596.51 128.546 52.512 0.248 0.83 500 132.04 65.66

600 A (c) 0.231 0.85 537.62 149.883 74.884 0.237 0.83 500 150.49 82.04
aModel result

Fig. 16 Comparison between the actual operation and the optimized operation point with the
respective values of the obtained DC power and recovered heat
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this comparison between the actual operation point and the CHP optimized oper-
ation is shown in terms of DC-generated power and recovered heat, and the actual
operation points are indicated with squares (DP: design point) while the optimized
points with circles (OP: optimized point). The optimized operation is characterized
by low air pre-heating (lower value of 500 °C) and small air excess; the results
suggest that it is possible to improve the global CHP performance by modifying the
thermal management of the generator and reducing the energy used to pre-heat the
process air.
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Solid Oxide Fuel Cells Modeling

Domenico Ferrero, Andrea Lanzini and Massimo Santarelli

Abstract A solid oxide fuel cell (SOFC) is a complex system consisting of dif-
ferent components, in which interconnected physical phenomena occur simulta-
neously and contribute to determine the global thermo-electrochemical response of
the system. The simulation and prediction of the response of an SOFC are of
paramount importance for the analysis of possible applications without resorting to
extensive experimental investigations. Simulating the SOFC response requires to
develop reliable models that can describe the significant phenomena occurring in
the system. Different approaches can be followed for the SOFC modeling,
depending on the goals of the model. This chapter will provide an introduction to
SOFC modeling focusing on a macroscopic, physically based approach.

Abbreviations

List of Symbols

a Thermodynamic activity
Bp Permeability (m2)
Cf Drag constant
Cp Specific heat at constant pressure (J kg−1 K−1)
d Molecule, particle, pore diameter (m, μm)
D Diffusion coefficient (m2 s−1, cm2 s−1)
DT Thermal diffusion coefficient (kg m−1 s−1)
E Equilibrium, electrode potential (V)
Eact Activation energy (J mol−1)
Eb Emissive power of black body (W m−2)
f Volume fraction of ionic/electronic phase in the electrode
f Body forces acting on the fluid (m s−2)
F Faraday’s constant (C mol−1)
F Volume force (N m−3)
Fi−j View factor between i and j surface elements
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�g Molar Gibbs free energy variation (J mol−1)
�h Molar enthalpy (J mol−1)
H0 Incident irradiation (W m−2)
i Current density (A m−2)
i0 Exchange current density (A m−2)
iv Volumetric current density (A m−3)
iTPB Current per unit of TPB length (A m−1)
I Current (A)
~j Mass flux (kg m−2 s−1)
k Thermal conductivity (W m−1 K−1)
kB Boltzmann constant (J K−1)
Kr Equilibrium constant of r reaction
Lp Characteristic size of the pore (m)
Mn Molecular weight (kg mol−1)
n Number of electrons involved in redox reactions
p Pressure (Pa, bar)
P Percolation probability
q Rate of charge-transfer reaction (mol m−1 s−1)
~q Heat flux (W m−2)
Q Volumetric heat source (W m−3)
r Reaction rate (mol m−3 s−1)
R Ideal gas constant (J mol−1 K−1)
Rcon Contact resistance (Ω cm2)
�s Molar entropy (J mol−1 K−1)
_sk Molar rate of k species (mol cm−2 s−1)
S Mass source term (kg m−3 s−1)
t Time (s)
T Temperature (K)
u Fluid velocity vector (m s−1)
�u Superficial velocity (m s−1)
V Cell voltage (V)
Va Atomic diffusion volumes (cm3 mol−1)
x Mass fraction
[X] Molar concentration (mol m−3, mol m−2)
y Molar fraction

Greek Symbols

α Symmetry coefficient of Butler–Volmer equation
β Symmetry coefficient of charge-transfer reaction
be Extinction coefficient of the medium (m−1)
γ Pre-exponential activation parameter (A cm−2)
cs Scaling factor (1 or m−1)
c0i Sticking coefficient of i-reaction
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Γ Surface site density (mol cm−2)
ε Porosity
η Overpotential (V)
hk Surface coverage of k species
λ Mean free path (m)
kTPB Volumetric TPB density (m−2)
μ Gas viscosity (Pa s)
v Stoichiometric coefficient
ξ Surface emissivity
ρ Density (kg m−3)
σ Electronic, ionic conductivity (S m−1)
rB Stefan–Boltzmann constant (W m−2 K−4)
rk Coordination number of k species
rab Average collision diameter (Å)
sg Tortuosity
~s Stress tensor (Pa)
/ Electronic, ionic potential (V)
/v Viscous dissipation (kg m−1 s−3)
v Volumetric charge density (C m−3)
w Volumetric charge source (C s−1 m−3)
Xab Collision integral

List of Subscripts and Superscripts

act Activation
adv Advection
an Anode
cat Cathode
chem Chemical
con Contact
conc Concentration
diff Diffusion
eff Effective
eq Equilibrium
irr Irreversible
mol Molecular
oc Open-circuit
ohm Ohmic
rad Radiative
react Reaction
res Resistance
rev Reversible

Solid Oxide Fuel Cells Modeling 293



List of Acronyms

BV Butler–Volmer
DGM Dusty gas model
SMM Stefan–Maxwell model
SOFC Solid oxide fuel cell
SRU Stack repeating unit
TPB Three phase boundary

The scope of this chapter is to provide an introduction to solid oxide fuel cell
(SOFC) modeling. A SOFC is a complex system consisting of three main com-
ponents (electrolyte and porous electrodes, i.e., anode and cathode), each one
composed of peculiar materials in which interconnected physical phenomena occur
simultaneously involving gas and solid phases.

In SOFC applications, the individual cells are stacked together to increase the
generated power, and if we consider the single unit of a stack of cells, which is
called SRU (i.e., stack repeating unit), other components as interconnects, seals,
and gas channels must be taken into account. Finally, if we look at the entire stack
of cells, gas manifolds, insulation, and current collection plates have to be con-
sidered. Therefore, the modeling SOFC cells, SRUs, and stacks are the challenging
tasks due to the wide variety of the components involved.

SOFC modeling can be carried out following different approaches, techniques,
and levels of details depending on the objective of the model (e.g., cell performance
simulation, study of the degradation of materials, and optimization of fluid distri-
bution) and on the particular component or group of components on which the
model is focused.

From a general point of view, SOFC systems (whether they are single cells,
SRUs or stacks) can be considered as nonlinear dynamic systems with multiple
inputs and outputs in which mass, momentum, energy, and charge transfer take
place together with chemical and catalytic reactions. The goal of modeling is to
develop mathematical tools capable of simulating the response of the system, with
the purpose to provide models that can be applied to the design, analysis, control, or
diagnostic of SOFC systems.

SOFC models can be generally classified into two main categories: experi-
mentally based and physically based models (Wang et al. 2011a).

Experimentally based models of SOFC systems are developed using statistical
data-driven approaches without applying equations derived from the knowledge of
the involved physics. Regression-based and artificial neutral network techniques are
applied to experimental databases in order to identify the relationship between
inputs and outputs of the system that are implemented into predictive models which
are mostly applied in the design of SOFC control strategies.

In the SOFC literature, most of the models are physically based. These models
range from microscale (atomic or molecular level) to macroscale due to the fact that
physical processes of SOFC systems have characteristic length and time scales from
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angstrom and femtoseconds to centimeters and seconds. Consequently, the mod-
eling techniques adopted strictly depend on the length and time scale of the
described phenomena (Fig. 1).

At the scale of the electronic structure of matter, ab initio methods are used for
the study of atomic interactions, followed by molecular dynamics and Monte Carlo
techniques at the level of molecular structures, while discrete elements and phase
field methods are adopted at the characteristic length of grain and crystals. Lattice
Boltzmann Methods can be applied for the study of the fluid transport within
microstructures, and finally the modeling methods that follow the continuum
approach and use volume-averaged equations can be applied from the length scale
of micrometers onwards to describe the physics of SOFC systems from the
macroscopic point of view (Grew and Chiu 2012).

The modeling approaches presented in this chapter are physically based and
focus on the macroscopic description of the phenomena.

In general, macroscopic models describe SOFC systems by using conservation
laws and governing equations of the involved physics and range from 0-D to 3-D
depending on the model objectives. Multidimensional models take into account the
spatial distribution of the physical variables (temperature, species concentration,
etc.) and are typically aimed at simulate cell/stack for design or optimization

Fig. 1 Multidimensional SOFCmodeling. [Reprinted with permission fromGrew and Chiu (2012)]
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purposes. The prediction of the steady state and transient response at cell, stack, and
system level for diagnostic and control is frequently addressed by 0-D and 1-D
models, due to their low computational cost.

When a macroscopic approach is adopted, many physical phenomena that are
implicitly derived in the atomistic and molecular modeling are described by using
empirical parameters. In particular, the representation of microscopic structures,
chemical, and electrochemical kinetics is assigned to macroscopic parameters (e.g.,
porosity, tortuosity, and exchange current density) that can be estimated directly or
indirectly (i.e., by fitting) from experimental measurements. Thus, in order to
develop a physically based model, a representative set of experimental data is
necessary.

Finally, physically based macroscopic models of SOFCs can follow two main
goals: they can be oriented to the simulation of the performance or they can study
the degradation processes occurring in the materials. In the first case, the models
calculate system responses mainly in terms of voltage, current, temperature,
chemical species, and pressure distributions; in the second, simulations focus on the
calculation of thermal stresses, strain, and stress fields.

In the following sections, the discussion will be focused on the mathematical
modeling of the physical phenomena that determine the SOFC performance.
Transport and conservation of mass, momentum, charge, and energy are described
and the basics of electrochemical and chemical reactions modeling are given.

1 Modeling the Mass Transfer in SOFCs

In SOFC systems, mass transfer takes place both in the gas phase (i.e., stack
manifolds, gas channels, and porous electrodes) and in the solid phase (i.e.,
transport of ions in the electrolyte). The mass transfer of gases is studied in this
section, while the transport of ions in the electrolyte is addressed in Sect. 4.

Mass transfer in the gas phase occurs by advection and diffusion. In general,
mass transport and conservation can be expressed by using the continuity equation
in the advection–diffusion form:

@q
@t

þr � ~jadv þ~jdiff
� � ¼ S ð1Þ

where ρ is the fluid density, t is the time,~jadv is the advective flux of mass due to the
motion of the fluid,~jdiff is the total diffusive flux of mass related to local gradients
of temperature and partial pressures, and S accounts for the volumetric mass sources
or sinks.

At the high operating temperatures of SOFC systems, fluids can be considered as
ideal gases with a good approximation, thus the ideal gas law can be applied for the
calculation of the fluid density:
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q ¼ pMn

RT
ð2Þ

where p is the total pressure of the gas mixture, Mn is the molecular weight of the
mixture, T is the temperature, and R is the ideal gas constant.

The composition of gas mixtures in SOFC systems is not spatially homogeneous
due to chemical and electrochemical reactions; moreover, a gas that moves in the
electrodes can occupy only the void fraction of the porous domains. Hence, the
mass transport Eq. (1) has to be re-elaborated in order to formulate a species
balance that takes into account the porosity of materials and the mass fractions of
chemical species in the gas mixture. For each component, the mass balance can be
written as:

@ðeqxaÞ
@t

þr � ð~jadv;a þ~jdiff;aÞ ¼ Sa ð3Þ

where ε is the porosity and xa is the mass fraction of the α component. Equation (3)
is also valid in non-porous domains, where the porosity assumes the value of 1. For
non-porous domains, the advective term of Eq. (3) can be expressed as:

~jadv;a ¼ qxau ð4Þ

where u is the fluid velocity field. In porous media, the advection term can be
written as:

~jadv;a ¼ qxa�u ð5Þ

where �u is the superficial velocity of the fluid in the porous domain (also called
velocity of permeation, filtration or Darcy velocity). The superficial velocity is
given by the Dupuit–Forchheimer relationship: �u ¼ eU, being U the mean velocity
of the fluid through the pore space of the electrode, obtained by averaging the fluid
velocity over a macroscopic volume of the electrode (Nield and Bejan 2006).

The source term of Eq. (3) accounts for the net volumetric production of the α
species due to the electrochemical and chemical reactions. In general, Sa is given
by:

Sa ¼ Ma

X
i

csimairi ð6Þ

where ri is the molar rate of the i-reaction, mai is the net stoichiometric coefficient of
α species in the i-reaction, and csi is a scaling factor that assumes either a unitary
value if the i-reaction rate is given per unit volume or it has the unit of inverse
length (i.e., surface area per unit volume) if the i-reaction has a rate expressed per
unit surface.
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The molar rates of electrochemical reactions are given by the Faraday’s law:

ri ¼ ivj j
nF

ð7Þ

where F is Faraday’s constant, n is the number of electrons released during the
reaction of one fuel molecule, and iv is the volumetric current density. The cal-
culation of the current density requires an electrochemical model that describes the
charge-transfer chemistry in the SOFC electrodes, this topic will be treated in
Sect. 4.

The molar rates of chemical reactions can be calculated from the study of global
or detailed reaction mechanisms, as described in Sect. 5.

The electrochemical reactions involve limited regions of electrodes where
charge-transfer reactions occur on the electrochemically reactive sites characterized
by the coexistence of electron and ion conductor phases in the presence of
gas-phase reactants. These regions are called triple- or three-phase boundaries
(TPBs) and spread from the electrode/electrolyte interface of SOFCs into the
electrode volume. In anode-supported cell models, the three-phase boundary is
frequently assumed as a layer of negligible thickness at the anode/electrolyte
interface (Costamagna et al. 2004; Ni 2009; Laurencin et al. 2011; Ferrero
et al. 2015) and the mass sources due to the electrochemical reactions are imposed
as boundary conditions at the border between electrode and electrolyte, instead of
being included in the source term Sa.

Chemical reactions take place within the gas phase (i.e., homogeneous reactions)
or on the surface of the solid medium of the electrode that acts as a catalyst for the
reactions (i.e., heterogeneous reactions). In both cases, the volume in which
chemical reactions occur covers the entire domain of SOFCs electrodes, and the
reaction rates must be included in the volumetric source term of Eq. (3).

As stated before, the total diffusive flux of mass is due to the presence of
temperature and partial pressures gradients. The thermal diffusion can be easily
highlighted:

~jdiff;a ¼~jd;a � Da;T
rT
T

ð8Þ

where Da;T is the thermal diffusion coefficient. The thermal diffusion of mass is also
referred to as the Soret effect, which occurs in mixtures with high temperature
gradients and large variations in molecular weight of the species. This type of
diffusion is always neglected in SOFC models. The diffusive flux~jd;a related to
partial pressure gradients of the species will be described in detail in the following
sections, where different diffusion models are introduced.

The solution of the mass balances requires to combine Eqs. (3) and (2) with a
momentum balance (see Sect. 2) for the determination of the fluid velocity field,
with a gas diffusion model for the calculation of the diffusive fluxes of the species,
with an energy balance (see Sect. 3) for the determination of the temperature
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distribution, and also with electrochemical and chemical models (see Sects. 4 and
5), which are required for the calculation of the species source term [see Eq. (6)].

As will be shown later, some gas diffusion models for the porous media [i.e.,
Fick’s model in the advection–diffusion form (22) and dusty gas model (29)]
already include the momentum balance. In these models, the mass flux determined
by Eq. (5)—usually expressed as a function of the total pressure gradient by the
application of Darcy’s law (38) for the conservation of momentum—is included in
the calculation of the total diffusive flux and referred to as a viscous flux.

The modeling of the gas diffusion depends on the medium where the diffusion
occurs (i.e., porous or non-porous) and on the characteristics of the gas mixture
(i.e., binary or multicomponent).

Before introducing the mathematical description of the diffusive flux~jd;a; a brief
presentation of the diffusive models is given.

In the SOFC literature, three theoretical models are usually applied to describe
the diffusive mass transport: Fick model, Stefan–Maxwell model, and dusty gas
model.

Diffusion models based on Fick’s law assume that the flux of a chemical species
in a gas mixture is proportional to its concentration gradient. These models are often
presented in the advective-diffusive form, in which molecular diffusion due to
concentration gradients and viscous flow due to pressure gradients are linearly
combined (Webb and Pruess 2003). Fick’s law is rigorously valid only for binary
mixtures or in the case of diffusion of dilute species in a multicomponent mixture
(Krishna and Wesselingh 1997; He et al. 2014a, b), and its application to the
diffusion in porous media is consistent in a very narrow range of conditions (Bertei
and Nicolella 2015). Nevertheless, Fick-based models are widely employed not
only in modeling the diffusion in binary mixtures, but also in the modeling of
concentrated species diffusion in multicomponent mixtures in both porous and
non-porous media, due to their simplicity (Ferguson et al. 1996; Ho et al. 2008,
2009; Goldin et al. 2009; Elizalde-Blancas et al. 2013).

The Stefan–Maxwell model is frequently used in the literature to overcome the
limitations of Fick’s law (Krishna and Wesselingh 1997; Suwanwarangkul et al.
2003). This model is derived from the kinetic theory and correctly describes the
multicomponent diffusion in non-porous domains, but it does not include the
interaction between pore walls and gas molecules (Webb and Pruess 2003;
Suwanwarangkul et al. 2003). In some diffusion models, the Stefan–Maxwell
equations have been modified to include the gas-pore interactions, as in the binary
friction model of Kerkhof (1996) or in the work of Hussain et al. (2005).

The dusty gas model (Mason and Malinauskas 1983), which takes into account
both the interactions between the different components of a gas mixture and the
gas–wall collisions, has proven to be the most suitable and rigorous model for the
description of multicomponent diffusion in porous media (Suwanwarangkul et al.
2003; Hernández-Pacheco et al. 2004). Even if it has the higher predictive capa-
bility, the dusty gas model is not widely applied as the Fick’s one due to its
complexity. In particular, Fick and Stefan–Maxwell models can be solved
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analytically by deriving explicit expressions for the diffusion fluxes, while the dusty
gas model requires a numerical solution (Suwanwarangkul et al. 2003). For this
reason, the dusty gas model is frequently presented in simplified forms in the SOFC
literature, usually by assuming uniform pressure in the electrodes (Jiang and Virkar
2003; Hernández-Pacheco et al. 2004; Janardhanan and Deutschmann 2006;
Matsuzaki et al. 2011; Geisler et al. 2014; Ferrero et al. 2015), and in the work of
Kong et al. (2012) it has been reformulated in the form of a Fickian model in order
to facilitate its implementation.

Modeling diffusion in non-porous domains: Fick and Stefan–Maxwell models
In the non-porous domains (i.e., gas channels and manifolds),~jd;a is the mass flux
originated by the molecular diffusion of the species α in the gas mixture that can be
binary (i.e., typically air in the cathode channels) or multicomponent. The molec-
ular diffusion (also called continuum or ordinary diffusion) is due to the relative
motion of the different species of the gas mixture driven by partial pressure gra-
dients. For the diffusion modeling in non-porous media, Fick and Stefan–Maxwell
models are usually applied in the literature.

The simplest diffusion model is the Fick’s one. The model is given by (Bird et al.
2006):

~jd;a ¼ �qDamrxa ð9Þ

where Dam is the diffusivity of the species α in the gas mixture. For a binary
mixture, Dam coincides with the ordinary diffusion coefficient of the gas phase, Dab,
which is independent of the gas mixture composition and can be calculated using
the theoretical correlation of Chapman–Enskog (Poling et al. 2001):

Dab ¼ 0:00266ffiffiffi
2

p 1
Ma

þ 1
Mb

� �1=2 T3=2

pr2abXab
ð10Þ

where Ma and Mb are molecular weights, rab is the average collision diameter, Xab

denotes the collision integral, and p is the total pressure of the mixture (bar). In the
literature, the empirical correlations of Fuller et al. (1966) are frequently used for
the calculation of the binary diffusion coefficients:

Dab ¼ 0:00143 � T1:75

p 2
ð1=Ma þ 1=MbÞ
h i1=2

RVaAð Þ1=3 þ RVaBð Þ1=3
h i2 ð11Þ

where RVai are the sums of the atomic diffusion volumes, p is the total pressure of
the mixture (bar), and Dab is expressed in (cm2 s−1).

Many researchers have applied Fick’s law to multicomponent diffusion model-
ing; in this case, the ordinary diffusivity of the species α in the gas mixture is
usually given by the Wilke’s formula (Yakabe et al. 2000; Wilke 1950a, b):
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Dam ¼ 1� yaP
b 6¼a

yb
Dab

ð12Þ

Equation (12) is strictly valid for the diffusion of gases in a stagnant multi-
component mixture. When this assumption is not satisfied, as in the case of dif-
fusion in SOFC channels, manifolds, and electrodes, the solution of the system of
Eq. (9) leads to an intrinsic flux inconsistency, i.e., the sum of the diffusive fluxes is
not zero (Désilets et al. 1997). In order to overcome this drawback of the model, it
is necessary to replace one of the Eq. (9) with the consistency condition:

X
8a

~jd;a ¼ 0 ð13Þ

In this way, one of the diffusion mass fluxes is “artificially” calculated so that
their sum gives zero. A consistent method that combines Fick’s law and flux
consistency has been proposed by Ramshaw (1990):

~jd;a ¼ �qDamrxa þ qxa
X
8b

ðDbmrxbÞ ð14Þ

The Stefan–Maxwell model describes the multicomponent mass transport fol-
lowing a rigorous theoretical approach that allows to correctly describe the coun-
terdiffusion effects of ternary mixtures of gases. Stefan–Maxwell equations are
formulated as force balances on the chemical species of a gas mixture. The equa-
tions are written as a balance between the driving force of the motion of a species
(i.e., the partial pressure gradient) and the friction between that species and each of
the other species of the mixture (Krishna and Wesselingh 1997). The equations are
given by:

X
b 6¼a

yb~Jd;a � ya~Jd;b
Dab

¼ � p
RT

rya ð15Þ

where ~Jd;a is the molar diffusive flux relative to concentration gradients, and the
Stefan–Maxwell diffusion coefficient Dab is equal to the binary diffusion coefficient
used for Fick’s law (11). Equation (15) can be rearranged to show the mass dif-
fusive fluxes:

X
b 6¼a

Mn

Mb

xb~jd;a � xa~jd;b
Dab

 !
¼ �qrxa ð16Þ

It is worth noting that Stefan–Maxwell expressed with Eqs. (15)–(16) does not
take into account the effect of total pressure gradients, as well as the Fick’s model
(9).
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Some authors have proposed different diffusion models based on Stefan–
Maxwell equations that also include the viscous effects due to the presence of a total
pressure gradient.

In the works of Andersson et al. (2010), Stefan–Maxwell equations are for-
mulated with a different approach (Curtiss and Bird 1999) that includes the total
pressure gradient in the forces balance on the gas species:

~jd;a ¼ � qxa
X
i

Daidi

 !
ð17Þ

where di is the diffusional driving force:

di ¼ ryi þ 1
p
ðyi � xiÞrp½ � ð18Þ

In the work of Novaresio et al. (2012), Stefan–Maxwell equations are derived by
using a thermodynamic approach in which partial pressure gradients are expressed
as the sum of the pressure gradients due to diffusive and viscous effects. The
equation obtained is given by:

1
RT

rpa ¼
X
b 6¼a

ya~Jd;b � yb~Jd;a
Dab

þ 1
RT

xarp ð19Þ

For a multicomponent mixture composed of n gases, the Stefan–Maxwell model
expressed by (15), (17), or (19) is a system of n equations in the n flux unknowns.
However, only n − 1 of the equations are linearly independent (Ramshaw 1990).
Thus, the flux consistency (13) has to be imposed to close the system of equations.

Finally, it is worth noting that both the Fick and Stefan–Maxwell models pre-
sented in this section do not comprise a momentum balance; thus, in the formu-
lation of the complete mass transport model for the fluid, the momentum
conservation equations have to be added. A complete comparison of the perfor-
mance between Fick’s and Stefan–Maxwell models is given in the works of Krishna
and Wesselingh (1997) and Suwanwarangkul et al. (2003).

Modeling diffusion in porous domains: Fick and dusty gas models The pre-
diction of partial pressure profiles within porous electrodes is of paramount
importance to allow the correct estimation of current density, electrode potential,
and local reaction rates in a cell model. In order to correctly model the gas transport
in SOFC electrodes, it is necessary to describe the motion of gas mixtures in porous
media by taking into account the interactions of the gas species among themselves
and with the walls of the pores.

The mass transport of gases in porous media is generally described by three
mechanisms: viscous flow, molecular diffusion, and Knudsen diffusion. The vis-
cous flow is related to total pressure gradients, the molecular diffusion to partial
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pressure gradients, and the Knudsen diffusion is produced by both type of gradients
combined with molecule-pore wall collisions. The transport of adsorbed gas
molecules on the solid surfaces of pores is another transport mechanism that takes
place in porous structures; however, its contribution to the diffusivity is usually
neglected (Froment et al. 1990; Kast and Hohenthanner 2000).

In order to identify the type of transport mechanism that is dominant in the
porous electrode, the Knudsen number is usually adopted (He et al. 2014a, b):

Kn ¼ k
Lp

ð20Þ

where λ is mean free path of gas molecules and Lp is the characteristic size of the
pore, typically its diameter if pores are assumed as spherical. The mean free path of
a gas molecule can be directly calculated from the kinetic theory:

k ¼ kBTffiffiffi
2

p
ppd2mol

ð21Þ

where dmol is the molecule diameter and kB is the Boltzmann constant.
Depending on the value assumed by the Knudsen number, three different flow

regimes can be identified: a continuum regime for Kn smaller than 0.01, a transition
regime for Kn in the range of 0.01–10, and a Knudsen regime when Kn is larger
than 10.

Molecular diffusion and viscous flow are the dominant mechanisms in the
continuum regime; in this case, the momentum transfer occurs by collisions
between molecules, which are more frequent than the surface collisions between
molecules and pore walls. In the continuum regime, concentration gradients lead to
mass transfer due to molecular diffusion and a total pressure gradient produces a
viscous flow.

In the Knudsen regime, the molecule-pore collisions are more frequent than the
intermolecular collisions, and the momentum transfer is determined by the inter-
actions between molecules and pore walls. In this regime, a gradient of pressure or
concentration leads to a mass transfer due to Knudsen flow, as there is no dis-
tinction between flow and diffusion in a non-continuum regime (Kast and
Hohenthanner 2000).

In an SOFC electrode, the gas flow takes place in a transitional regime, as the
mean pore diameter usually ranges between 0.4 and 2.6 μm (Funahashi et al. 2007;
Greene et al. 2006; Hao et al. 2008; Jung et al. 2006; Lanzini et al. 2009; Moon
et al. 2008; Park et al. 2009; Yakabe et al. 2000; Zhu and Kee 2003) and the mean
free path for typical SOFC gases and operating conditions is about 0.2–0.5 μm
(Hirschfelder et al. 1954); thus, in the presence of concentration and pressure
gradients, all the three mechanisms must be taken into account.

For the diffusion modeling in porous media, Fick and dusty gas model are
usually applied in the literature.
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The Fick model given by Eq. (9) is also applied in the porous media. In order to
consider the viscous diffusion, the model is frequently presented in the
advective-diffusive form (Webb and Pruess 2003):

~jdþ a;a ¼ �qðDeff
amKrxa þ Bpxa

lg
rpÞ ð22Þ

where Bp is the permeability of the porous medium, lg is the gas viscosity, and
Deff

amK is the effective diffusive coefficient which takes into account both the
molecular and Knudsen diffusivity. The permeability can be expressed by thy
Kozeny–Carman relationship (Bear 1972), which is based on the assumption that
the porous electrode is formed by closely packed spherical particles:

Bp ¼
e3d2p

72sgð1� eÞ2 ð23Þ

where sg is the tortuosity parameter and dp is the diameter of the particles (μm).
Firstly introduced by Carman (1956), the tortuosity takes into account the com-
plexity of the diffusion path of a fluid inside the porous media and can be defined as
the ratio between the lengths of real diffusion path and straight path. There is a
strong disagreement in the literature about the value of the tortuosity in fuel cell
electrodes; the survey of Brus et al. (2014) shows values between 1 and 10 and
indicates that the most precise estimations of tortuosity can be derived from the
image analysis of real electrodes obtained by FIB–SEM methods (Lanzini et al.
2009; Wilson et al. 2011; Joos et al. 2011; Lee et al. 2013; Iwai et al. 2010;
Kishimoto et al. 2011) (Fig. 2).

Using these techniques, the typical tortuosity of SOFC anodes is in the range of
1.5–4 (Brus et al. 2014).

The Knudsen diffusivity of the gas species α in a porous media is given by
Lehnert et al. (2000):

DK;a ¼ de
3

ffiffiffiffiffiffiffiffiffi
8RT
pMa

r
ð24Þ

where de is the mean pore size of the porous media (μm).
The molecular and Knudsen diffusion coefficients can be combined in a global

diffusion coefficient (Welty et al. 2001):

1
DamK

¼ 1
DK;a

þ 1� � ya
Dam

ð25Þ

The coefficient Y is usually assumed to be zero in the SOFC literature, leading to
the Bosanquet formula (Suwanwarangkul et al. 2003; Pollard and Present 1948;
Veldsink et al. 1995):
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DamK ¼ 1
DK;a

þ 1
Dam

� ��1

ð26Þ

The Bosanquet relation is based on diffusion in aligned cylindrical pores, and it
does not take into account the real geometry of the electrode structure in which
gases diffuse through convoluted paths. The effective diffusivity has been studied
by Bruggeman (1935) who analyzed the properties of various heterogeneous sub-
stances. If the porous electrode is assumed as composed of a solid phase made of
spheres and the bed phase surrounding the spheres is treated as the void fraction of
the electrode, the Bruggeman’s equation for the diffusivity can be used:

Fig. 2 Microstructural
characterization of SOFC: in
the upper panel, the EDS
element mapping of Ni/YSZ
anode regions (red Ni, green
Zr, black pore); in the lower
panel, the average phase
distribution of the anode.
[Reprinted with permission
from Lanzini et al. (2009)]
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Deff
amK ¼ e1:5DamK ð27Þ

In the SOFC literature, the effective diffusivity is usually presented (Chan et al.
2001; Hajimolana et al. 2011) in a different form, which takes into account the
tortuosity of the porous structure:

Deff
amK ¼ e

sg
DamK ð28Þ

In the work of Webb and Preuss (2003), the Knudsen diffusion is included in the
advective-diffusive form of the Fick model through the use of the Klinkenberg
factor to obtain an effective permeability, while in the first term of Eq. (22), the
effective diffusivity used does not include the Knudsen effect.

As stated before, numerous studies have shown the limitations and drawbacks of
the use of Fick’s law to predict the diffusion fluxes for multicomponent mixtures in
porous media. In particular, the work of Bertei and Nicolella (2015) has pointed out
how the use of Bosanquet formulation, which is strictly valid for self-diffusion or
equimolar counter transfer (Welty et al. 2001), can lead to inconsistent results in the
diffusive flow calculations.

The dusty gas model is derived from the kinetic theory and treats the porous
medium as one component of the gas mixture. The medium is assumed as a gaseous
phase of giant molecules (the “dust”) uniformly distributed in the porous domain,
motionless and with infinite molar mass (Krishna and Wesselingh 1997). By
applying the Stefan–Maxwell equations to this mixture, the transport of gases is
described by an implicit expression that includes the effect of concentration and
total pressure gradients (Mason and Malinauskas 1983):

� 1
RT

rpa ¼
X
b 6¼a

yb~Ja � ya~Jb
Deff

ab

þ
~Ja
Deff

Ka
þ 1

Deff
Ka

pa
RT

Bp

lg
rp ð29Þ

where Deff
ab and Deff

Ka are the effective multicomponent and Knudsen diffusivities,
directly calculated from Dab and DK;a by using (27) or (28). The dusty gas model
includes the momentum balance in the form of Darcy’s Law, as can be seen from
the last term of Eq. (29), which is the viscous flow, and intrinsically ensures the flux
consistency. A large number of studies have shown the validity of the dusty gas
model (Krishna and Wesselingh 1997; Veldsink et al. 1995; Tseronis et al. 2008;
Wang et al. 2012) for multicomponent flows in porous media.

In the work of García-Camprubí et al. (2010), the total flux of a species in a
multicomponent mixture obtained from the application of the dusty gas model has
been expressed as the contribution of three terms:

~Ja ¼ �Carpa þ~vpapa þ~vNa pa ð30Þ
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where

Ca ¼ 1

RT
P

b 6¼a
pb
Deff

ab

� �
þ 1

Deff
Ka

� � ð31Þ

~vpa ¼
Ca

Deff
Ka

�Bp

lg
rp

" #
ð32Þ

~vNa ¼ CaRT
X
b 6¼a

~Jb
pDeff

ab

" #
ð33Þ

The first term represents the total diffusion of the species related to concentration
gradients (i.e., a purely diffusive term), the second is the viscous flux due to
pressure gradients, and the third is the flow of the species α induced by the motion
of the other species. The last term, peculiar of the dusty gas model and totally
neglected by Fick-based models, has a growing importance with the increasing of
the current density. For this reason, the application of dusty gas model is recom-
mended (Suwanwarangkul et al. 2003; Cayan et al. 2009) for predicting concen-
tration overpotentials in SOFC models in the polarization regions where limiting
currents occur due to the presence of high current densities and low concentration
of electrochemical reactants.

The implicit formulation of fluxes and the presence of a term dependent on the
pressure gradient make it difficult to solve the equations of dusty gas model.
Therefore, many authors assume the viscous flow to be negligible and use the
model in combination with the momentum equation given by Darcy’s Law.
However, the dusty gas model applied with the uniform pressure simplification no
longer guarantees the flux consistency, and Eq. (13) must be applied to calculate the
flux of one species. In particular, Bertei and Nicolella (2015) have shown that the
uniform pressure assumption is equivalent to assume the Graham’s law of effusion,
which is rigorously valid only in a confined system in the absence of reactions and
pressure gradients, conditions that are not satisfied in an SOFC electrode.

2 Momentum Conservation

The momentum conservation equations derive directly from the application of the
second Newton’s law of motion. Mathematically, the momentum conservation in
the non-porous domains (i.e., gas channel and manifolds) is described by the
Navier–Stokes equations for compressible fluids:
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@ðquÞ
@t

þr � quuð Þ ¼ �rpþr �~sþF ð34Þ

where F are the body forces (e.g., gravity and electromagnetic forces.) and~s is the
stress tensor. Equation (34) represents a force balance on the fluid particles; it states
that the total force applied to the particles is the sum of three contributions: pres-
sure, stress, and external forces. The external forces in SOFC channels are usually
neglected. For a Newtonian compressible fluid, the stress tensor is given by:

~s ¼ lg ruþðruÞT� �� 2
3
lgðr � uÞ

� �
ð35Þ

where lg is the dynamic viscosity of the fluid. This property can be estimated
through the combination of the viscosities of single components by using the
Wilke’s formula (Wilke 1950a, b):

l ¼
X
8i

yiliP
8j yjhij
� �

" #
ð36Þ

where hij is given by the equation:

hij ¼
1þ li

lj

	 
1=2 Mj

Mi

	 
1=2� �2

4=
ffiffiffi
2

p� �
1þ Mi

Mj

	 
h i1=2 ð37Þ

The fluid flow through porous media is characterized by convoluted paths, and it
is not possible to apply the classical laws of mechanics separately to fluid and solid
phases, due to the complex configuration of the contact boundaries between the
phases. A continuum approximation has to be applied in order to formulate the
momentum balance, and the macroscopic equations are derived by using averaging
methods.

Several approaches have been proposed to formulate the momentum balance
through a porous media; in the simplest form, the momentum conservation is
expressed by Darcy’s law, which assumes a linear proportionality between the flow
velocity and the applied pressure difference:

�u ¼ �Bp

lg
rp ð38Þ

This equation describes the balance on the fluid between the force applied by the
pressure gradient and the frictional resistance due to the presence of a porous
medium. In the Darcy’s equation, the inertia forces are neglected, and the validity of
the model is limited to laminar flows in low-porosity media dominated by viscous
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forces. Typically, the linear relation of Darcy’s equation is valid for Reynolds
number of the flow in the order of unity or smaller (Nield and Bejan 2006).

An extension of the Darcy model to high velocity flows in porous media, or to
high porosity media, is given by the Forchheimer’s equation:

rp ¼ � lg
Bp

�u� Cfq
�uj j�uffiffiffiffiffi
Bp

p ð39Þ

where Cf is a dimensionless drag constant. The last term of Eq. (39) is referred to as
Forchheimer term and takes into account the inertia effects in the fluid flow. The Cf

coefficient varies with the characteristics of the porous medium; a thorough dis-
cussion on the several different approaches adopted in the literature for the eval-
uation of this coefficient can be found in Nield and Bejan (2006).

The main limitation of the Darcy and Forchheimer equations is the impossibility
to impose the no-slip boundary condition (Amhalhel and Furmański 1997). Hence,
when Eqs. (38) or (39) is imposed in the porous medium, it is difficult to define
interfacial conditions with an adjacent domain in which there is a free-flow and
Navier–Stokes equations are applied, as typically happens at the electrode/channel
interface of SOFC cells (Andersson et al. 2010).

The Brinkmann–Darcy flow model can be adopted to overcome the limitations
of Darcy–Forchheimer equations. The Brinkmann–Darcy equations are given by
Brinkman (1949a, b):

rp ¼ � lg
Bp

�uþ ~lgr2�u ð40Þ

where ~lg is an effective dynamic viscosity that Brinkman set equal to the gas
viscosity. More recent studies have shown that the effective viscosity is a function
of the characteristic of the porous medium, in particular of the porosity (Amhalhel
and Furmański 1997; Nield and Bejan 2006). The Brinkman–Darcy flow model
allows to account for all boundary conditions at a solid or fluid interface.

A generalized flow model that includes the Forchheimer term into the
Brinkman–Darcy equation has been derived by Hsu and Cheng (1990) starting from
the Navier–Stokes equations and utilizing volume-averaging techniques:

1
e

@ðq�uÞ
@t

þr � q
e
�u�u

	 
� �
¼ �rpþr � ~s

e

� �
þ lgr2�u� lg

Bp
�u� Cfq

�uj j�uffiffiffiffiffi
Bp

p þ F
e

ð41Þ

Equation (41) is known as Darcy–Brinkman–Forchheimer (DBF) flow model. In
the work of Lage (1993), a complete study on the influence of each term of the DBF
equation depending on the flow regime is presented.

The Darcy–Brinkman–Forchheimer equation is the most complete formulation
of momentum conservation in the porous medium. When the free-flow
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approximation (i.e., infinite permeability and e ¼ 1) is applied in Eq. (41), the
equation reduces to the Navier–Stokes form (34). Therefore, when modeling a fuel
cell, it is possible to apply Eq. (41) in both free-flow and porous-medium domains.
With this approach, the velocity field is continuous in the entire domain and cou-
pling conditions between porous electrodes and free channels are not need. The
Darcy–Brinkman flow model (with or without the Forchheimer term) is the stan-
dard model used by many CFD softwares (Fluent, COMSOL Multiphysics,
OpenFOAM, etc.) to deal with fluid transport problems in porous media.

3 Energy Transport and Conservation

Modeling the heat transfer in SOFC systems allows the prediction of temperature
distribution within cells and stacks, which is necessary for an accurate simulation of
cell performance and for the prediction of thermo-mechanical degradation of cells
and stack components.

Heat transport models must take into account the different heat transfer mech-
anisms, namely convective heat transfer between solid surfaces and gas mixtures,
conductive heat transfer in gaseous and solid phases, and radiative heat transfer.
Moreover, energy conservation equations must include the presence of heat sources
(or sinks) due to chemical and electrochemical reactions, and the heat production
due to the motion of electronic and ionic charges.

The conservation of energy can be implemented in a model by applying the first
law of thermodynamics, which assumes different forms depending on the heat
transfer phenomena that dominate the domain under investigation.

In the following part of the section, the equations describing heat transfer and
conservation are introduced by type of domain from the non-porous fluid and solid
domains to the porous domains of the electrodes.

Heat transfer in non-porous media: fluid domains The general form of the
energy conservation equation for the heat transfer in a fluid domain is given by the
enthalpy conservation equation, which can be expressed in terms of temperature, as
follows:

@ qCpT
� �
@t

þr � qCpTu
� �þr �~q ¼ Dp

Dt
þ/v þ qfuþQ ð42Þ

where ~q is the heat flux by conduction, /v is the viscous dissipation, f are the
specific body forces acting on the fluid (e.g., gravity), and Q represents the volu-
metric heat sources. The energy dissipation due to viscous forces is important for
highly viscous fluids at high velocity but is negligible for gas flows under the
typical laminar regimes of SOFCs. Also the pressure work may be neglected, since
the pressure differences of fuel cells are very small. Moreover, it can be assumed
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with a good approximation that the body forces are irrelevant in the energy balance.
Thus, Eq. (42) can be rewritten as follows:

@ qCpT
� �
@t

þr � qCpTu
� �þr �~q ¼ Q ð43Þ

The conductive heat transfer is given by the Fourier’s law:

~q ¼ �kgrT ð44Þ

where kg is the thermal conductivity of the gas mixture. This property can be
calculated by the Wilke’s formula [see Eq. (36)], as in the case of the viscosity.

The volumetric heat sources in fluid domains are chemical reactions and
radiative heating. The latter heating mechanism is related to the absorption, scat-
tering, and emission of radiation by the fluid that occurs in the presence of par-
ticipating gases.

The heat source term is negligible when considering the cathodic fluids of
SOFCs, because they are composed of non polar molecules (i.e., oxygen and
nitrogen) that do not react with each other and that can be considered as transparent
gases non-interacting with thermal radiation at the conditions of SOFC applications.

Chemical reactions between the typical fuel mixture components (i.e., H2, H2O,
CO, CO2, and CH4) at SOFC operating conditions occur when the gas flow comes
in contact with suitable catalysts, as typically happens within the porous structure of
the anode. The studies of Gupta et al. (2006) and Walters et al. (2003) have shown
that homogeneous reactions cannot be ignored in non-catalytic regions of SOFCs
only with particular fuel mixtures, specifically air/methane and dry natural gas.
However, if we consider the typical fuel mixtures in stack manifolds and cell
channels, chemical reactions between components can be neglected. Moreover, the
calculated gas transmittance for a typical SOFC fuel stream composition at atmo-
spheric pressure yields a value approaching unity (Damm and Fedorov 2005); thus,
the fuel gas medium can be treated as transparent. Hence, the Q term is negligible
for both anodic and cathodic gas mixtures in the non-porous domains of a SOFC
system.

Once the conservation equation has been imposed in the fluid domains of the
model, proper boundary conditions have to be chosen.

The conditions imposed at the boundaries of fluid domains strictly depend on the
geometry and assumptions of the model. Most the models impose a fixed tem-
perature at the fluid inlets and a convective flux at the outlets. Typical boundary
conditions at the walls of fluid domains are thermal insulation, convective heat
transfer, continuity of the temperature field across the boundary, or periodic
boundary conditions, depending on the model. Even if heat transfer by radiation is
not included into the energy conservation equation, the radiative exchange between
the surfaces of channel and manifolds should be considered when defining the
boundary conditions at the walls of the fluid domains. The surface-to-surface
radiation is usually modeled using view-factor methods (Sánchez et al. 2007;
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Damm and Fedorov 2005), and the radiative flux for an infinitesimal element of a
surface is given by (García-Camprubí 2011):

~qrad;i ¼ ni Eb;i �
X
j

Fi�jEb;j
� �� H0;i þ

X
j

1
nj
� 1

� �
Fi�jqrad;j

� �" #
~n ð45Þ

where n is the emissivity of the surface, Eb is the emissive power of a black body,
H0 is the incident radiation, and Fi�j is the view factor between two infinitesimal
elements i and j. The view factor of Eq. (45) represents the fraction of radiation
emitted by the surface element i that is directly incident on the element j. In the case
of domains with high aspect ratio, typical of planar-type SOFC channels, the walls
can be treated as black surfaces with unitary emissivity (i.e., ni = 1). The radiative
heat flux calculated at the surface can be then imposed as a boundary flux:

�r � krTð Þ ¼ r �~qrad ð46Þ

The modeling study of Yakabe et al. (2001) on a planar SOFC has shown that
when the surface-to-surface heat exchange is taken into account, the temperature
distribution in the cell is flatter and the maximum temperature is 30 °C lower with
respect to profiles obtained without considering the radiant heat exchange.

Heat transfer in non-porous media: solid domains In the solid domains of
SOFC systems (i.e., electrolyte, interconnects, and other impervious stack com-
ponents), conduction is the dominant heat transfer mechanism, and radiation can
play a role, while the convection is negligible since the material is not moving. In
the absence of convective terms, the energy conservation equation is given by:

@ qCpT
� �
@t

þr �~q ¼ Qv ð47Þ
In order to determine whether or not to include radiation in the heat transfer

model of solid domains, it is necessary to evaluate the magnitude of the heat
transfer by radiation and compare it with that of the conductive heat flux. A simple
evaluation method is suggested by Damm and Fedorov (2005), which is based on
the comparison of the maximum possible heat flux exchanged by radiation between
two black walls separated by a transparent medium with the conductive flux cal-
culated by the Fourier’s law. If the magnitude of the radiation is not negligible, the
heat flux exchanged by radiation should be included in Eq. (47) into the source or
heat flux terms.

The radiative heat flux can be calculated by solving the radiative transfer
equation (RTE) (Modest 2013). The RTE is an integro-differential equation, whose
analytic solution exists only for few simple cases, and its numerical solution has a
high computational cost; thus, the radiative flux is usually evaluated using
approximate solutions of the RTE.

If the material is optically thin, radiation can be included in the energy con-
servation equation as a volumetric source that is accounted for in the Qv term. In
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Eq. (47), the total volumetric heat source Qv can be expressed as the sum of the
Joule heating, which occurs in electrically conductive materials traversed by ionic
or electronic current, and the radiative heating. Electrochemical and chemical
reactions take place in the electrode domains and should not be accounted for in the
source term. The resulting total source is given by:

Qv ¼ Qohm þQrad ¼
ie=i
�� ��2
re=i

�r � qr: ð48Þ

where re=i is the ionic/electronic conductivity of the material, ie=i
�� �� is the local

current density (see Sect. 4), and qr is the radiative heat flux, which derives from
approximate solutions of the RTE, for example the Schuster–Schwartzchild
two-flux approximation in the case of 1-D models (Murthy and Fedorov 2003). The
traditional YSZ electrolyte of SOFCs can be considered as an optically thin material
(Damm and Fedorov 2004); thus, Eq. (48) is applicable in the YSZ domains. The
work of Murthy and Fedorov (2003) has shown that the radiative heat flux strongly
affects the temperature distribution in thick electrolytes (i.e., electrolyte supported
cells), while the effect of radiation is negligible for thin electrolytes (i.e.,
anode-supported cells).

If the material is optically thick, the radiative heat flux can be calculated by the
Rosseland diffusion approximation and included into the ~q term of Eq. (47)
(Murthy and Fedorov 2003). The term~q takes into account both the conductive and
radiative heat fluxes and is given by:

~q ¼ � ks þ kradð ÞrT ð49Þ

where ks is thermal conductivity of the solid and krad expressed by the Rosseland
approximation is given by:

kr ¼ 16n2r rBT
3

3be
ð50Þ

where nr is the refractive index of the medium, rB is Stefan–Boltzmann constant,
and be is the spectrally averaged mean extinction coefficient of the medium.

Heat transfer in porous media The problem of modeling the heat transfer in the
porous domains of SOFCs, which are composed of mixed solid and gas phases, is
usually addressed employing a local thermal equilibrium (LTE) approach that
locally assumes the same temperature for gas species and solid structure. The LTE
assumption is very common in thermal modeling of SOFCs and allows to use only
one energy conservation equation for both the phases in the computational domain
of the porous medium (Andersson et al. 2013; Haberman and Young 2004; Ferrero
et al. 2015). The conservation equation is given by:
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qCp
� �

eff

@T
@t

þ qgCpgu � rT ¼ r � keffrTð ÞþQv ð51Þ

where the terms qCp
� �

eff and keff are effective transport parameters, namely the
energy stored per unit volume and the effective heat conduction flux, both obtained
as volume averages of the quantities defined for the gas and solid phases. The
effective properties are given by:

qCp
� �

eff¼ eqgCpg þ 1� eð ÞqsCps ð52Þ

keff ¼ ekg þ 1� eð Þks ð53Þ

where the subscripts “g” and “s” stand for gas and solid.
The validity of the LTE approach has been discussed by Damm and Fedorov for

hydrogen fueled SOFCs (Damm and Fedorov 2006) and subsequently by Zheng
et al. (2013) who investigated the local thermal non-equilibrium (LTNE) effects in
SOFCs electrodes in the presence of methane reforming and ammonia thermal
cracking. Both studies indicates that LTNE effects within SOFC electrodes lead to
insignificant local temperature differences between gas and solid phases of the order
10−2–10−3 K; thus, the LTE assumption can be safely adopted in the thermal
modeling of SOFCs.

The heat transfer by radiation is not included in Eq. (51), since SOFC electrodes
are opaque to radiation and have a negligible radiative conductivity (Damm and
Fedorov 2005). However, the radiative heat flux should be considered when
defining the boundary conditions by using the same approach described for the heat
transfer in fluid domains. In this case, surface-to-surface radiation is imposed on the
boundary between electrode and gas channel.

The volumetric heat source term of Eq. (51) must include all the sources (or
sinks) related to the phenomena that occur within the SOFC electrode in both the
solid and gas phases. Heat generation is related to three different phenomena:
(1) electrochemical reactions, (2) chemical reactions, and (3) Ohmic losses due to
the resistance of the materials to the charge flow (i.e., Joule effect).

The heat generation due to the electrochemical reactions can be divided in
reversible and irreversible; the first one account for the thermodynamic heat
released by the ideal reactions and the second one takes into account the heat
released for the activation of the charge-transfer reactions. These source terms are
given by:

Qel;rev ¼ � ivj j
nF

� �
TD�s ð54Þ

Qel;irr ¼ gact ivj j ð55Þ
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where D�s is the molar entropy change of the electrochemical reactions, the term
ivj j=nFð Þ is the molar volumetric flow of reacted molecules steaming from the

Faraday’s Law, and gact is the activation overpotential (see Sect. 4). As previously
stated, anode-supported cells models frequently assume the electrochemical reac-
tions to be confined at the interface between the fuel electrode and the electrolyte. If
this assumption is adopted, the electrochemical heat generation should be imposed
as a boundary condition at the electrode/electrolyte border instead of being included
in the source term of Eq. (51).

In typical SOFC systems, chemical reactions between the gas species occur in
the anode, where gas streams typically containing H2, H2O, CO, CO2, and CH4

come in contact with the metal phase of the porous structure—usually nickel—
which promotes the heterogeneous chemical reactions (see Sect. 5). The chemical
reactions can be endothermic or exothermic, thus the chemical source term of
Eq. (51) can be positive or negative depending on the reaction. The chemical heat
source is given by:

Qchem ¼ �
X
i

csiriD�hi ð56Þ

where D�hi is the molar enthalpy of reaction.
The ohmic losses are due to electronic and ionic resistivities of the solid structure

of the electrode. Under operating conditions, SOFC electrodes are traversed by
ionic and electronic currents—which depend on electrode morphology, tempera-
ture, and reactant distributions—that can be determined by using an electrochemical
model of the cell (see Sect. 4). The heat released in the electrode volume due to the
ohmic losses is calculated as in Eq. (48) by using the effective conductivity of the
electronic/ionic phase in the porous media, whose expression is given in Eq. (81).

Finally, ohmic heating due to contact resistance between electrodes and inter-
connects should also be taken into account when defining the thermal boundary
conditions.

�n � ð�keffrTÞ ¼ Qohm;res ð57Þ

This type of resistance is usually expressed in terms of an area-specific resistance
(i.e., Ω cm2) that depends on the contact method, the interface area between the
materials and their resistivities (Wu et al. 2013). The heating source is given by:

Qohm;res ¼ Rcon~ib
�� ��2 ð58Þ

where ~ib
�� �� is the absolute loss of the local current per unit surface that is crossing the

boundary interface.
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4 Electrochemical Modeling

The goal of an electrochemical SOFC model is to provide a mathematical formu-
lation of the relation between the electrical variables of the fuel cell (i.e., current and
voltage) and the thermo-fluidic and chemical ones (i.e., temperature and species
partial pressures). In order to do this, it is necessary to implement in the model
equations that give a suitable description of the electrochemical phenomena
occurring in a fuel cell.

Before going into the details of the physics-based modeling, a brief introduction
is given to highlight the main phenomena that an electrochemical model must
address.

A SOFC is an electrochemical device that performs the direct conversion of the
chemical energy of a fuel into electricity through redox reactions. The reactants
(fuel and oxygen) are supplied in the gaseous form to the electrodes of the cell,
where the electrochemical reactions take place, and an ion conductive layer—the
electrolyte—ensures that the charged molecules produced in the redox processes
can move between the electrodes. A potential difference arises between electrodes
when reactants are supplied to them; if the electrodes are not electrically connected,
this potential difference is exactly the electromotive force due to redox reactions
and represents the maximum potential difference that the cell could achieve with
these reactants. Instead, if the electrodes are connected through an external elec-
trical circuit, the electrons move from an electrode to the other driven by the
potential difference and irreversible phenomena connected to electrochemical
reactions and charge transport occur and reduce the available potential difference.

A complete electrochemical model should encompass all these phenomena and
give a mathematical description of the following: (1) generation of potential dif-
ference between electrodes, (2) electrochemical reactions, and (3) charge transport.

In the following sections, the description of the three aforementioned phenom-
ena is given by presenting an overview of the approaches usually followed in the
physical-based SOFC modeling.

Modeling the Equilibrium Potential The generation of a potential difference
between the anode and cathode of a fuel cell depends on the redox reactions
occurring at the electrodes. In general, the overall half-cell reactions consist in the
oxidation of fuel molecules at the anode and the reduction of oxygen (or other
oxidizing agents) at the cathode.

Typical fuels that are oxidized at the anode are hydrogen and carbon monoxide,
but solid carbon, hydrogen sulfide, methane, and other higher hydrocarbons can
participate directly to the electrochemical oxidation. In this chapter, the analysis
will be limited to reactions involving H2 and CO, as they are the electrochemical
fuels in the vast majority of SOFC applications. The methane is frequently provided
directly to the SOFC; however, it plays a role more as a reactant into the internal
reforming reactions in which H2 and CO are produced (see Sect. 5) rather than
being the principal fuel in the electrochemical oxidation processes.
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The half-cell oxidation reactions for H2 and CO in SOFCs with
oxygen-conductive electrolytes are given by:

H2 gð ÞþO2� elð Þ � H2O gð Þþ 2e� ð59Þ

CO gð ÞþO2� elð Þ � CO2 gð Þþ 2e� ð60Þ

The oxygen reduction at cathode is given by:

O2 gð Þþ 4e� � 2O2� elð Þ ð61Þ

The reversible potential of the cell generated by the redox reactions—which is
also called equilibrium, open-circuit, Nernst potential, or voltage—is the theoretical
maximum potential difference that a fuel cell can produce between the electrodes
for a given reactants composition. The reversible potential can be expressed as the
difference between the equilibrium potentials of the reactions occurring at the anode
and the cathode (Bagotsky 2005):

Erev ¼ Eeq;c � Eeq;a ð62Þ

The equilibrium potentials are functions of the Gibbs free energy of reaction,
which depends on the temperature and activities of reactants and products. The
equilibrium potential of the single electrode is given by:

Eeq ¼ 1
neF

D�goe þRTln
Y
k

avkk

" #
ð63Þ

where ne is the number of electrons exchanged per molecule of fuel/oxidant in the
electrode reaction, D�goe is the molar standard-state free energy change of the
reaction, ak is the activity of species k, and mk is the stoichiometric coefficient of the
species (negative for reactants). In the case of gaseous reactants/products at low
pressure—typical conditions of SOFC electrodes—the activity can be expressed as
the ratio of the partial pressure of the gas over the standard pressure. For the
coupled reactions (59)–(61) and (60)–(61), Eqs. (62) and (63) (84) result in the
Nernst’s formulation of the reversible potential:

Erev;H2�H2O ¼ RT
4F

ln
pTPBO2

po

� �
� 1
2F

D�goH2�H2O þRTln
pTPBH2O

pTPBH2

 !" #
ð64Þ

Erev;CO�CO2
¼ RT

4F
ln

pTPBO2

po

� �
� 1
2F

D�goCO�CO2
þRTln

pTPBCO2

pTPBCO

� �� �
ð65Þ

where the partial pressures are those of the species on the reacting surfaces, i.e., the
TPB.
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In most of the SOFCs models, the potentials given by Eqs. (64) or (65) are
rearranged to show the species concentration in the bulk of the feeding gases:

Erev;H2�H2O ¼ �D�goH2�H2O

2F
þ RT

2F
ln

pbH2

pbH2O

pbO2

po

 !1=2
2
4

3
5� gconc;a � gconc;c ð66Þ

where the first two terms on the right side grouped together are referred to as
reversible voltage under open-circuit conditions—usually named Voc—and gconc is
the concentration overpotential due to the variation of the partial pressure of the
species from the bulk of feeding streams to the reacting regions of the electrodes.
The concentration overpotential is given by:

gconc ¼
RT
neF

ln
Y
k

pb
mk

k

pTPB
mk

k

 !
ð67Þ

The difference in species concentration between the feeding flow and the
reacting zone is usually attributed to the depletion of fuel/oxidizer due to the
electrochemical reactions and to the mass transfer limitations in the electrodes that
determine lower partial pressure of reactants in the TPB. Thus, the concentration
overpotentials are frequently neglected at open-circuit, when electrochemical
reactions do not occur. However, this is an oversimplification if gas streams contain
components that can chemically react among themselves; in this case, the species
concentrations also vary because of the chemical reactions even if the cell is at
open-circuit.

A large part of SOFC models use Eq. (66) in combination with the activation
and ohmic overpotentials to obtain the voltage of the cell:

Vcell ¼ Voc � gconc;a � gconc;c � gact;a � gact;a � gohm ð68Þ

This is the standard expression of the cell polarization, usually adopted in the
models to impose a constraint to the sum of the overpotentials of the cell (Fig. 3).

Given certain temperature and species distributions calculated from the
thermo-fluidic models, the dependent variable of the polarization equation is the
current density, which is given by the solution of Eq. (68). It is worth noting that
the use of the Nernst’s equation for the calculation of the reversible potential is not
rigorously valid or applicable in all the models, unless proper assumptions are
made. In particular, the Nernst’s potential is a singular scalar value, whose calcu-
lation requires to evaluate the difference between the equilibrium potentials of
anode and cathode; however, these two potentials are defined in different domains
and the subtraction can be made if and only if each of them assumes a single scalar
value. This is always true in 0-D models, but for higher dimension models the
equilibrium potentials in general are not constant within the electrodes. Common
assumptions adopted in 1-D and 2-D models impose the electrochemical reactions
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at the electrode/electrolyte interface and assume the electrodes as ideal electron
conductors on which the electronic potential is constant (Ferrero et al. 2015; Ni
2009; Janardhanan and Deutschmann 2007). In this way, the TPBs are treated as
lines on which the equilibrium potential varies with the position along the length of
the electrode, and the Nernst potential can be calculated as the difference between
the anodic and cathodic equilibrium potentials at each position of the electrode
length. Another further assumption can be made by considering the equilibrium
potential of the cathode as a constant, because in SOFC applications the compo-
sition of the air electrode mixture is less variable than the anodic one during the
operations.

The use of Nernst’s equation has no meaning in 3-D models or 2-D models
where electrochemical reactions are imposed in the volume instead of being
assumed at the electrolyte/electrode interface. In this case, a more general modeling
approach based on the implementation of equations which contain the electronic
and ionic potentials of the cell as dependent variables should be used. With this
approach, it is not necessary to calculate a reversible potential to be introduced in a
polarization equation, but it is sufficient to calculate the local equilibrium potential
with Eq. (66) or by using the potential expression dependent on oxygen partial
pressure in the gas mixture at equilibrium, as shown later in the case of multi-fuel
mixtures. The current density produced in the cell can be then calculated as a
function of the difference between electronic, ionic, and equilibrium potentials in
the TPBs regions by implementing a Butler–Volmer equation for the
charge-transfer reactions, as will be shown in the next pages, and the transport of
charge is the result of the gradients of the potentials. In the general approach based
on the potentials, the voltage of the cell is imposed on the surface of one of the
electrodes as a boundary condition for the electrical potential, while on the surface
of the other the ground potential (i.e., zero potential) can be assumed.

Some considerations have to be spent in the case of multi-fuel mixtures. In
principle, when two or more different electrochemical reactants (i.e., H2 and CO)

Fig. 3 Polarization curve.
[Reprinted with permission
from Kim et al. (2009)]
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are present at the anode at the same time, each oxidation reaction has a different
value of equilibrium potential, and thus, it seems not possible to define a unique
value of reversible potential. However, it is possible to demonstrate that, under the
assumption of having the fuel mixture in equilibrium conditions on the TPB sur-
faces of the electrode, the equilibrium potential is the same for all the fuels, and
consequently, it is possible to define unambiguously the reversible potential of the
cell.

When the chemical equilibrium of the gaseous species within the electrode is
assumed, the Nernst’s voltage can be also re-written in terms of the oxygen partial
pressures in the anode and cathode TPBs:

Erev ¼ RT
4F

ln
pTPB;catO2

pTPB;anO2

 !
ð69Þ

where the partial pressure of oxygen at the anode is directly evaluated by calcu-
lating the equilibrium composition of the gas mixture. Expression (69) is useful to
evaluate the ideal reversible potential of multi-fuel mixtures inside the anode just
from the equilibrium composition of the fuel mixture.

It is worth noting that the equality between the equilibrium potentials of different
reactions in multi-fuel mixtures is not valid when the gas mixture within the anode
is far from equilibrium. If we consider anode-supported SOFCs with Ni/YSZ
anodes, the equilibrium assumption can be considered applicable because the fuel
gas has to cross a large volume of electrode before reaching the TPB, and thus, it
has a sufficient contact time with the nickel catalyst that allow gas-shift and other
reactions to reach the equilibrium. However, the gas equilibrium assumption has to
be carefully verified case by case before applying it into a model.

If the gas mixture is not in equilibrium, it is not possible to define a single value
of equilibrium potential within the electrode and both the Nernst- and
potentials-based approach are not applicable. In this case, an elementary
mass-action formulation based on the modeling of the rates of the single
charge-transfer reactions is needed (Goodwin et al. 2009). As will be shown in the
next section, with this approach, it is possible to avoid the calculation of the
equilibrium potentials because the current generated by the electrochemical reac-
tions is computed directly from the rates of the single charge-transfer reactions and
the use of Butler–Volmer formalism is not required.

Electrochemical Reactions Modeling The electrochemical reactions can occur
only where electron conductive, ion conductive, and gas phase coexist. The
simultaneous presence of the three phases allows the conduction of electrons, the
migration of ions, and the transport of gas molecules to/from the reaction sites. As
stated before, these are the TPB regions of the electrodes.

The mere presence of the TPB is not sufficient to ensure the electrochemical
reactions to happen, but the TPB must be connected to the rest of the structure. If
either the electronic, ionic, or pore network is interrupted or badly interconnected,
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the electrochemical reactions cannot take place properly because electrons, ions, or
gaseous reactants/products cannot reach or leave the TPB surfaces. Most of the
electrode materials are predominantly electronic conductors (e.g., Ni metal and La–
Sr–Mn oxides), and when these materials are used, the TPB is limited to the contact
region between the electrode and the electrolyte. In particular, the commonly used
anode Ni–YSZ cermets have a TPB extension that several studies have estimated in
the order of 5–20 μm (Cai et al. 2011; Zhu and Kee 2008). The TPB length of
SOFC cathodes can be typically higher, when mixed ionic and electronic con-
ductors are used as cathode materials.

The reaction mechanisms that occur on the TPB consist of complex chains of
intertwined physiochemical phenomena, which include adsorption/desorption of
gas molecules on/from the electrode surface, dissociation, surface transport and
solid-state diffusion of adsorbed species, and charge-transfer reactions. The study of
electrochemical reaction mechanisms of SOFC electrodes has been addressed by
countless works, and it is out of the scope of this chapter, a thorough review of the
literature pertaining these mechanisms has been presented by Hanna et al. (2014)
and Li et al. (2010).

The problem of modeling the electrochemical reaction mechanisms is usually
addressed by following two different approaches: (1) by assuming a charge-transfer
step to be the rate-determining step of the entire reaction mechanism and using
Butler–Volmer expressions for the calculation of the current electrochemically
generated in SOFC (Noren and Hoffman 2005) or (2) by using fundamental
mass-action kinetics to describe each elementary reaction of the entire mechanism
and calculating the electrochemical current from the rates of the elementary
charge-transfer reactions (Goodwin et al. 2009).

In the following paragraphs, these two different modeling approaches are
described.

In both approaches, it is necessary to define what the elementary steps of the
reactions are, but in the first one, the total rate of the electrochemical reaction is
assumed to be controlled only by the transfer of the electric charge at the TPB and
not by the transport of the species. Most of the SOFC models adopt this approach
and use the Butler–Volmer equation either combined with a polarization equation
that couples the reversible cell potential—usually calculated by the Nernst’s
equation—with the voltage losses (i.e., overpotentials) related to the irreversible
phenomena, namely the activation; ohmic and concentration overpotentials are
expressed as a function of the electric, ionic, and equilibrium potentials. Some
authors have also adopted a mixed approach where the description of elementary
charge-transfer reactions through mass-action kinetics is introduced into the Butler–
Volmer formulation by adopting simplifying assumptions (Zhu et al. 2005; Menon
et al. 2013).

When the global electrochemical reaction is assumed to be controlled by a
charge-transfer step, the Butler–Volmer equation can be used to calculate the net
current density generated in the electrode by the reaction (Bagotsky 2005):
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i ¼ i0 exp af
nBVFgact

RT

� �
� exp �ab

nBVFgact
RT

� �� �
ð70Þ

where i0 is the exchange current density of the electrode reaction, af and ab are
symmetry parameters of forward and backward reactions, gact is the activation
overpotential of the reaction, and nBV is the number of electrons transferred in the
charge-transfer step. It is worth noting that only if the electrochemistry is repre-
sented with a single, global charge-transfer process that corresponds with the
half-cell reaction (Shi et al. 2011), then nBV is the number of electrons transferred in
the half-cell reaction.

If the Bulter–Volmer equation is describing a global charge-transfer reaction, the
coefficients af and ab have no constraints, while for elementary reactions—in which
only one electron is transferred—these factors take on values between 0 and 1 and
their sum is constrained to 1 (Goodwin et al. 2009).

The activation overpotential arises because the electric charge cannot move
directly between the ionic and electronic conductive phases of a cell. Both the
phases have free charge carriers and are globally neutral, however an excess charge
is distributed on their surfaces. Therefore, at the interface between the phases—the
TPB—an electric double layer is formed, with the charged surfaces behaving as the
plates of a capacitor. During the charge-transfer reaction, the electrons are trans-
ferred across the double layer moving against the potential difference existing
between the ionic and electronic phases. When the net current crossing the double
layer is zero, the potential difference between the phases is equal to the equilibrium
potential of the electrode, while if a potential difference higher than the equilibrium
is needed to allow a non-zero net current to exist. The activation overpotential
measures the disequilibrium between the potential difference in the phases and the
equilibrium potential:

gact ¼ /e � /i � Eeq ð71Þ

where /e is the electronic potential of the electrode, /i is the ionic potential and Eeq

is the equilibrium potential of the electrode that can be expressed by using Eq. (63).
In most of models that use a Butler–Volmer approach, the activation overpo-

tential is related to the current density by Eq. (71) that is coupled to the polarization
Eq. (68) to solve the electrochemical problem and obtain the current density dis-
tribution without explicitly introduce the ionic and electronic potentials in the
equations (Chan et al. 2001; Ni et al. 2007; Ferrero et al. 2015). However, for the
distributed charge-transfer modeling in 2-D and 3-D models, the electronic and
ionic potentials are frequently used as dependent variables instead of the current
density; in this case, the activation overpotential is expressed by using Eq. (71) and
the Butler–Volmer equation is coupled with the charge transport equations to define
the current density distribution within the electrodes (Zhu et al. 2005; Klein et al.
2007; Shi et al. 2007; Andersson et al. 2012).
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The exchange current density provides a quantitative measure of the electro-
catalytic activity of the electrode for a certain electrochemical reaction. Its value
depends on the charge-transfer kinetics, temperature, partial pressures, and elec-
trode microstructure. The dependency of i0 on so many parameters makes it difficult
to define it without the use of semi-empirical relations. In most of the SOFC
literature, the exchange current density is expressed as the product of
temperature-dependent terms, written in Arrhenius form, and pressure-dependent
terms (Costamagna and Honegger 1998; Hosoi et al. 2015):

i0 ¼ c � exp �Eact

RT

� �Y
k

pk
pk;ref

� �ek

ð72Þ

where pk is the partial pressure of the k species involved in the electrochemical
reaction as reactant or product and pk;ref is a reference pressure for the k species. Eact

is the activation energy of the electrode reaction, which depends on reaction and
materials, ek is a dimensionless exponent and c is a pre-exponential parameter
dependent on electrode materials and microstructure, and in some cases also on the
temperature (Leonide 2010). The values of c and ek are widely scattered in the
literature.

Equation (72) is a semi-empirical relation in which the parameter c is usually
determined by fitting experimental data. Theoretical expressions of the exchange
current density have been derived by Hosoi et al. (2015) and Zhu et al. (2005) from
the study of reaction mechanisms. In these works, the current density is expressed
as a function of rates and equilibrium constants of the elementary reactions that are
assumed to compose the entire reaction mechanism. The theoretical formulation of
the exchange current density allows to describe its dependency on the partial
pressures in a physically based way; however, the high number of constant
dependent on reactions and materials makes it necessary to use empirical data for a
quantitative evaluation of i0.

It is worth noting that the current density evaluated by Eq. (70) is expressed per
unit of electrochemically active area of the electrode; thus, in order to obtain the
volumetric current generated in the electrode, namely iv. The current density has to
be multiplied by the active electrode area per unit volume (Costamagna et al. 1998):

iv ¼ Avi ð73Þ

The use of Butler–Volmer equation is consistent when the charge transfer is the
rate-determining step of the electrochemical reaction, and its application requires
the definition of an equilibrium potential within the electrode; however, if the gas
mixture is not in equilibrium, it is not possible to define properly the equilibrium
potential and the Butler–Volmer is not applicable. In this case, the current density
generated by the electrochemical reaction can be calculated by using an elementary
mass-action formulation of the rates of the elementary charge-transfer reactions
(Goodwin et al. 2009).
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In general, a charge-transfer reaction can be written as:

Aa þBb � Cc þDd þ tee
�: ð74Þ

where A, B, C, and D are the species having charge a, b, c, and d that are involved
in the transfer of te electrons. For an elementary charge-transfer reaction, the
coefficient te assumes the value of +1 for the forward (i.e., anodic) reaction—which
“produces” electrons—and −1 for the backward (i.e., cathodic) reaction. The net
rate of the reaction is given by the difference in the forward and backward rates of
the charge-transfer reaction, which can be written as follows:

qi;f ¼ kf Tð Þ
Y
i;r

aiexp
bfFEel

RT

� �
ð75Þ

qi;b ¼ kb Tð Þ
Y
i;p

ai exp � bbFEel

RT

� �
ð76Þ

where the rate constants k can be expressed in the Arrhenius form, ai are the
activities either of the reactants in the case of the forward reaction or of the products
for the backward one. The coefficient bf and bb are the symmetry coefficients,
which range between 0 and 1 and are constrained to have sum equal to one. Eel is
the electrode potential, which is given by:

Eel ¼ /e � /i ð77Þ

The current generated for unit of TPB length is given by:

iTPB ¼ F
X
i

qi;f � qi;b
� � ð78Þ

where the summation includes all the charge-transfer reactions. The volumetric
current density is related to iTPB by the volume-specific TPB length (Janardhanan
et al. 2008):

iv ¼ kTPBiTPB ð79Þ

With this approach, it is possible to calculate the current generated by the
electrochemical reactions by avoiding the Butler–Volmer formulation.

Charge transport and conservation In an SOFC stack, the charge transport takes
place in the solid phases—ionic and electronic—of cells and components.

Both the ionic and the electronic conductive materials exert a resistance to the
charge flow and the movement of charges is driven by the potential difference
existing between the electrodes of the cells. The charge flux is referred to as the
current density, which is given by the Ohm’s Law:
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ii=e ¼ �ri=er/i=e ð80Þ

where r/i=e is the gradient of the ionic/electronic potential that drives the charge
flow and ri=e is the conductivity of the material. In the case of the impervious solids
(i.e., electrolyte, interconnects, and current collectors), the conductivity is that of
the pure material, while in the porous electrodes, an effective conductivity must be
calculated in order to take into account the presence of pores and
electron-conductive phase. The effective conductivity can be calculated by using a
statistical approach in which the porous electrode is assumed as system of packed
spherical particles (Nam and Jeon 2006). The effective conductivity is given by:

reffi=e ¼ ri=e 1� eð Þfi=ePi=e

� k ð81Þ

where fi=e is the volume fraction of the ionic/electronic phase in the electrode and
Pi=e is the percolation probability. The exponent k, generally larger than 1, depends
on the distribution of the conductive phase in the electrode.

The conservation equation must be applied in the model to enforce the con-
servation of charge:

dve=i
dt

þr � ie=i ¼ wi=e ð82Þ

where ve=i is the volumetric charge density and wi=e is the volumetric charge source.
The term wi=e is different from zero only when the charge-transfer reactions are
assumed to take place in the volume of the electrode. In this case, the charge is
transferred from the ionic to the electronic phase of the electrodes in the TPB
volume of the electrodes; the variation of ionic and electronic currents is given by:

wi=e ¼ �iv ð83Þ

where iv is the current that is transferred at the TPB, which is calculated from
Eqs. (73) or (79).

When the electrochemical reactions are imposed at the interface between elec-
trode and electrolyte, the volumetric charge source is null, and the continuity
between the ionic and electronic current is imposed on the boundary.

In SOFC models, the charge transport in the electronic conductive materials is
usually neglected by assuming them as ideal conductors (i.e., infinite conductivity)
and only the transport of ions in the electrolyte is taken into account. Also, the ions
transport is frequently assumed to be one-dimensional and normal to the
electrolyte/electrode interfaces. This assumption is valid for thin electrolytes and
allows to express the potential drop due to ion transport as the difference between
the potentials at electrode/electrolyte interfaces:
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gohm ¼ /i;an � /i;cat ð84Þ

Equation (71) involves the electric/ionic potentials as dependent variables,
which are put in relation by Butler–Volmer (70) or elementary rate Eqs. (75) and
(76) imposed on the TPB boundary or volume. On the external surface of the
electrodes or on the current-collecting plates in the case of a stack, where only the
electrical potential is defined because the ionic phase is not present, a boundary
condition is needed in order to solve the charge-conservation equation. The cell (or
stack) voltage is usually imposed on one of the electrode (or current collector)
surfaces, while on the other the ground (i.e., zero) potential is fixed.

Another possible approach is to impose the ground potential on one of the
electric boundaries and fix the total current value on the other by imposing a
constraint to the integral of the current density:

Z
@X

i �~ndS ¼ Itot ð85Þ

With this approach, the input of the electrical model is the current, while the
voltage of the SOFC cell/stack can be calculated from the difference between the
potentials on the two electric boundaries.

5 Modeling the Heterogeneous Chemistry in SOFCs

Chemical reactions can occur within the fuel stream at the typical operating con-
ditions of SOFCs. In particular, when fuels other than hydrogen are fed to the cells,
the operating temperatures are sufficient to promote both homogeneous and
heterogeneous reactions between the fuel components.

If we consider the typical SOFC mixtures—which contain H2, H2O, CO, CO2

and CH4—and operating conditions, the reactions that occur within the gas phase
are very slow when compared to the heterogeneous ones; thus, the homogeneous
chemistry can be safely neglected in the anode domains (Zhu et al. 2005). In
particular, when the fuel mixture comes in contact with the porous structure of the
anode, typically made by a Ni/YSZ cermet, the heterogeneous reactions are pro-
moted by the presence of the nickel that acts as a catalyst for the reactions, such as
methane reforming and gas shifting. However, homogeneous reactions can play a
non-negligible role in non-catalytic SOFC regions when dry natural gas (Walters
et al. 2003) or higher hydrocarbons are fed to the cells—especially at very high
temperatures (T > 800 °C)—or when partial oxidation conditions are reached
(Gupta et al. 2006) due to the presence of oxygen or air into the fuel stream.

This chapter will focus on the modeling of the heterogeneous reactions in SOFC
anodes. Modeling the reactions means to find a suitable mathematical description of
the physics that allows to calculate the rates of the reactions. In particular, rates are
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necessary to interface the chemical model with the thermal and fluidic ones through
the source terms of Eqs. (6) and (56).

The problem of describing the heterogeneous reaction rates has been addressed
in the SOFC literature in two different ways: by using global expressions for the
calculation of an overall reaction rate or through detailed kinetic models that
include intermediate reaction steps. Both the approaches are based on the
mean-field approximation, which describes the surface state with average quantities
and neglects the non-uniformity of the catalytic surfaces.

Global reaction mechanism Two different approaches can be adopted when
modeling the chemistry by using global rate expressions: one is based on the
assumption that the reaction is controlled by kinetics and the other assumes that the
reaction rate is limited by the equilibrium.

The first approach is based on modeling each reaction in a single step whose rate
can be generally expressed by a kinetic power law expression:

rreact ¼ cr
Y
i

pmi exp � Ea

RT

� �
ð86Þ

where cr and reaction orders m of the i species participating to the reaction are
derived from the fitting of experimental data. Alternatively, to power law models,
Langmuir–Hinshelwood type models are used to describe the kinetics.

With the second approach, the reaction velocity is expressed through an
equilibrium-limited rate expression defined by:

rreact ¼ rf 1�
Q

pmproductsQ
pmreactants

1
Kr

� �
ð87Þ

where m is the stoichiometric coefficient of the gaseous species, Kr is the equilibrium
constant of the reaction, and rf is the rate of the forward reaction, usually given by a
power law expression. It is worth noting that the rate expressed by Eq. (87) goes to
zero when the equilibrium composition is reached.

The applicability of the equilibrium rather than the kinetic approach strictly
depends on the reaction and on the complexity of the model. In general, if a lumped
0-D model is used for the cell, the equilibrium of the reactions can be safely
assumed, while if a multidimensional model is adopted, then it is more appropriate
to apply a kinetic description of the reaction for the calculation of local rates.

The approaches described by Eqs. (86) and (87) are valid for any reaction;
however, their application requires to fit the kinetic expressions to experimental
data measured under reaction conditions that are relevant for the model.
Experimental data are available in the literature for the most common reactions and
cell materials; however if the model has to include particular reactions, conditions,
or materials, it is necessary to build specific experimental data sets in order to
characterize the reactions and describe the catalytic activity of materials with
respect to the investigated reactions.
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The most common reactions included in SOFC models are the heterogeneous
methane steam reforming (STR) and water–gas shift (WGS) reactions within
Ni/YSZ anodes:

CH4 þH2O � COþ 3H2 ð88Þ

COþH2O � CO2 þH2 ð89Þ

When these reactions are modeled using a global-mechanism approximation, the
kinetic approach is usually adopted for the steam reforming reaction (88), while the
water–gas shift (89) is frequently described under the equilibrium assumption. The
kinetic expressions used for the steam reforming reactions are commonly derived
from experimental studies either over commercial nickel-based catalysts (Xu and
Froment 1989; Hou and Hughes 2001) or directly on Ni/YSZ anodes (Drescher
et al. 1998; Achenbach and Riensche 1994; Ahmed and Foger 2000; Lee et al.
1990; Belyaev et al. 1995; Dicks et al. 2000). In the study of Nagel et al. (2008)
different steam reforming models given by power law; Langmuir–Hinshelwood and
equilibrium expressions have been compared showing the effect of the STR kinetics
on the temperature distribution in the cell.

In the work of Sanchez et al. (2008), the equilibrium and kinetics approaches
have been compared for both reactions (88) and (89). The work highlights that the
rates of reactions are controlled either by kinetics or equilibrium depending on the
local conditions of the cell, thus the choice between one approach and the other is
strictly connected to the peculiarities of the modeled system and cannot be assumed
a priori.

Besides the STR and WGS, other reactions frequently included in SOFC models
by using global kinetics expressions are as follows: dry reforming (CH4 þCO2

� 2COþ 2H2), methanation (CH4 þ 2H2O � CO2 þ 4H2), Boudouard (2CO �
CO2 þC), and methane cracking (CH4 � Cþ 2H2) (Wang et al. 2011b; Ni 2013).

It is worth noting that the equations introduced in this section for the calculation
of an overall reaction rate do not include neither the concentrations of intermediate
surface species on the anodic structure nor explicit information on the
microstructure of the electrode, even if they are describing heterogeneous kinetics.

Detailed surface reaction kinetics Alternatively to the global rate expressions, the
problem of modeling the heterogeneous chemistry can be addressed by using a
mass-action formulation of the kinetics of the elementary reaction steps.

The principle is analogous to that showed when modeling the charge transfer
with the mass-action formula instead of approximating the reaction with a global
mechanism; a multi-step mechanism is developed and a rate is calculated for each
step of the reaction.

The total molar rate of the i-th reaction step is given by the difference between
forward and backward rates of reaction:
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rreact;i ¼ kfi
YK
k¼1

Xk½ �m0ki�kri
YK
k¼1

½Xk�m
00
ki ð90Þ

where kfi and kri are the rate constants of the reaction, K is the total number of
species—gaseous and adsorbed on the surface—involved in the reaction step, ½Xk�
is the concentration of the k species and the exponents m0ki and m00ki are the stoi-
chiometric coefficients of reactants and products. The concentration of the k species
is expressed either as molar volumetric (mol/m3) for the gas-phase species or as
molar superficial (mol/m2) for the surface species.

If Eq. (90) is applied to all the reaction steps involving the k species, the
resulting net molar rate is given by:

_sk ¼
XKr

i¼1

m00ki � m0ki
� �

ki
YKg þKs

k¼1

½X�m0kik

" #
ð91Þ

In Eq. (91), Kr is the total number of reaction steps, Kg is the number of
gas-phase species in the i-th step, and Ks is that of the surface species. The surface
molar concentration can be expressed as a function of the surface coverage of the
species:

Xk½ � ¼ hkC
rk

ð92Þ

where hk is the surface coverage of the k species, rk is the coordination number
(i.e., the number of source sites that are occupied by species k), and C is the total
surface site density.

The rate constants are expressed in Arrhenius form and can be also dependent on
the surface coverage of adsorbed species:

ki ¼ AiT
bi exp � Eai

RT

� �YKs

k¼1

hlkik exp �2ki hk
RT

� �
ð93Þ

where lki and 2ki are parameters for modeling the coverage dependence. When the
elementary step is an adsorption reaction of a gas-phase species on the catalyst
surface, the rate constant is given by:

ki ¼ c0i
Cð Þm

ffiffiffiffiffiffiffiffiffiffiffi
RT

2pMg

s
ð94Þ

where 1i is the sticking coefficient of the reaction (i.e., a measure of the probability
that the adsorption reaction takes place when the molecule collide with the surface,
its value lies between 0 and 1), m is the sum of the stoichiometric coefficients of the
reactants, and Mg is the molecular weight of the gas-phase species adsorbed.
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When Eq. (91) is solved for all the k species in combination with the fluidic,
thermal, and electrochemical equations, the surface coverages are included in the
dependent variables and must be determined as a part of the solutions.

The surface coverage of a species depends on the position, because the local
temperature and gas species concentrations vary within the electrode. However, the
mean-field approximation ensures that the surface species do not interact laterally;
thus, the surface coverage in a point of the surface is not influenced by the cov-
erages in the neighboring positions of the computational domains and the
time-dependent variation of hk can be written as follows:

@hk
@t

¼ rk _sk
C

ð95Þ

Equation (95) has to be imposed for all the surface coverages, and the solution
of the resulting system of differential equations provides the values of hk . However,
the times scales of the surface reactions are several order magnitudes lower than
those of the variation of temperature and gas-species concentrations. Therefore, the
steady state approximation can be applied and the system of Eq. (95) reduces to a
set of algebraic equations in which the net molar rates of the surface species are
imposed to be equal to zero.

The approach based on elementary reaction mechanisms has a broader validity
with respect global mechanism approaches since it can include all the possible
chemical reactions occurring within the porous anode. Moreover, the mass-action
formulation has a general validity can be applied also to homogeneous chemistry.

A multi-step reaction mechanism for the internal reforming of CH4–CO–CO2–

H2–H2O–O2 mixtures has been developed and validated over Ni/YSZ cermets by
Hecht et al. (2005). The mechanism, which consists of 42-reaction steps that
involve 6 gas-phase species and 12 surface species, has been recently applied in the
modeling and validation of the heterogeneous chemistry in tubular SOFCs fed by
biogas (Santarelli et al. 2013), and its comparison with a global kinetic approach is
reported by Hoffman et al. (2009). The multi-step mechanism predicts slower
methane conversion with respect to the global kinetic approximation (Hoffman
et al. 2009) and shows that thermodynamic equilibrium conditions are not fully
achieved inside the anode of a tubular fuel cell, consistently with the experimental
observations (Santarelli et al. 2013).

6 SOFC Modeling: Examples of a Multidimensional
Approach

The modeling approach presented in this chapter provides a mathematical
description of the physical phenomena occurring in SOFCs from a macroscopic
point of view.
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In the literature, macroscopic SOFC models have been developed from 0-D to
3-D depending on the model objectives. The following sections provide some
representative examples of the multidimensional approaches followed in the
physically based SOFC modeling.

0-D models Zero-dimensional models are box models that allow the calculation of
scalar variables, returning results independent from a spatial description of the
physics. These models are typically used to simulate the polarization of an SOFC
and analyze the cell performance with the variation of operating conditions (e.g.,
mean cell temperature and pressure) or geometrical parameters (e.g., electrode
thickness).

An example is the zero-dimensional SOFC electrochemical model presented by
Chan et al. (2001), which describes the polarization characteristic of a cell operating
with H2/H2O mixtures by calculating the cell voltage using Eq. (68). The model
takes into account the diffusion in porous electrodes by integrating diffusive Fick’s
flows along the thickness of the electrodes and describes the activation overpo-
tential by the Butler–Volmer Eq. (70). Sensitivity analyses are performed with the
model to investigate the effect of electrodes’ thickness on polarization curve and
cell overpotentials (Fig. 4).

Fig. 4 Cell voltage, polarization losses, and power density for an anode-supported SOFC (anode
thickness 750 µm) operating at 800 °C. [Reprinted with permission from Chan et al. (2001)]
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1-D models One-dimensional models give a spatial-dependent description of the
phenomena. Typically, 1-D models are used to describe the evolution of
thermo-electrochemical variables within the cell by considering one dominant
geometrical dimension—usually the gas flow direction—and simplifying the
equations in the other directions.

A one-dimensional model for the simulation of biogas reforming in a tubular,
anode-supported SOFC with Ni/YSZ anode has been presented by Santarelli et al.
(2013). The model divides the SOFC in series of elements along the axial direction
of the cell and each of them is solved unidimensionally along the radial coordinate
by assuming that diffusive transport is dominant over convection. The reforming
process is modeled following an elementary kinetics approach by including in the
model the multi-step reaction mechanisms developed by Hecht et al. (2005). The
anode volume is approximated by a surface located at the channel/electrolyte
interface, and the model resolves the species conservation Eq. (3) with chemical
source terms calculated from the kinetic model and electrochemical sources eval-
uated by imposing the current density on the anode boundary and evaluating the
species molar fluxes by Faraday’s law (7). The model evaluates the evolution of
mole fractions of chemical species along the fuel channel for a given temperature
and current (Fig. 5). Model results are close to gas compositions obtained from
experimental measurements and indicate that thermodynamic equilibrium is not
completely achieved within the anode channel, as at the outlet composition is
different from that predicted by chemical equilibrium.

2-D models Two-dimensional models are generally used for the simulation of cells
and SRUs. Cell models of tubular SOFCs can be implemented by taking advantage
of the axis-symmetric geometry, while planar SOFC models require the selection of
a 2-D section representative of the entire cell/SRU, which is typically a cross
section parallel to gas flow.

Fig. 5 Simulated
mole-fraction profiles of
chemical species along the
fuel channel with CO2/biogas
ratio of 1, at 800 °C and 50 %
of fuel utilization. [Reprinted
with permission from
Santarelli et al. (2013)]
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An example of 2-D model that encompasses both the electrochemical and
chemical phenomena occurring in an SOFC is that developed by Zhu et al. (2005).
The model describes a planar, anode-supported SOFC operating with
carbon/hydrogen mixtures with co-flowing channels. A steady plug-flow model is
applied to describe the channel flows, and the DGM model (29) is used to describe
the diffusion in porous electrodes. Electrochemistry is implemented by considering
Nernst (64) and Butler–Volmer Eqs. (70) for the hydrogen oxidation reaction,
while the heterogeneous chemistry is described by implementing the elementary
kinetics of the reaction mechanism assumed for hydrogen/carbon mixtures over
Ni/YSZ. The model predicts the current–voltage performance of the cell and the
species distribution in the channels and within the anode structure (Fig. 6).

3-D models Three-dimensional models are generally used for the simulation at
full-stack or SRU level to accurately describe fluidic and thermal fields on complex
geometries.

An example is the 3-D model developed by Qu et al. (2011). The model
describes an anode-supported planar SOFC with corrugated bipolar plates acting
both as gas channels and current collectors (Fig. 7).

Fig. 6 Simulated distribution of species and current density for a fuel mixture of 66 % H2, 22 %
CO, and 12 % CH4 entering the anode channel. Cell is operating at constant temperature (800 °C)
and atmospheric pressure. The upper panel shows mole fractions and current density as functions
of distance along the channel length. Lower panels show mole fractions and surface coverages
through the thickness of the porous anode at different positions along the channel. [Reprinted with
permission from Zhu et al. (2005)]
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The model applies the Navier–Stokes equations in the fluidic domains and
describes the diffusion by using the SMM model (15). Heat transfer by conduction
and convection is considered in the model, and the electrochemistry is described by
applying the polarization Eq. (68) in which Nernst (64) and Butler–Volmer equa-
tions (70) are used to describe reversible voltage and activation overpotentials. The
conservation of mass, momentum, energy, and species are solved together with the
electrochemical equations, and the distributions of temperature, flow velocity,
pressure, and species concentrations through the cell structure and gas channels are
obtained.

The model is applied to study the current distribution in the SRU and results
indicate that quite uniform distributions of current density over the active cell area
can be achieved with the investigated geometry. The results also indicate that the
geometry of cathode gas channel has a non-negligible effect on the oxygen dis-
tribution and thus on the overall cell performance (Fig. 8).

Fig. 7 Schematic drawing of the fuel flow and configuration of the modeled SOFC. [Reprinted
with permission from Qu et al. (2011)]
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Fig. 8 Mole fraction of H2 in the anode. Upper panel top view of anode surface; lower panel SRU
cross section (half-cell length). Simulations performed at 973 K, with 5000 A/m2 average current
density and 95 % H2–5 % H2O inlet fuel and air on the cathode side. [Reprinted with permission
from Qu et al. (2011)]
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7 Summary and Conclusions

A SOFC is a complex system consisting of different components, each one com-
posed of peculiar materials in which interconnected physical phenomena occur
simultaneously involving gas and solid phases. Modeling an SOFC can be per-
formed following different approaches, depending on the particular component on
which the model is focused. This chapter introduced a physically based modeling
approach, which entails the macroscopic description of the phenomena.

The equations of mass, energy, momentum, charge transport, and conservation
were introduced, and their application in the different domains (i.e., fluid, porous,
and solid) was assessed. Common approaches for modeling electrochemistry and
heterogeneous chemical reactions were discussed.

Results from the literature were also presented to show multidimensional
applications of the physically based modeling approach described. The mathe-
matical models introduced and the examples given show that a universal formu-
lation suitable for solving all SOFC modeling problems does not exist. Indeed, the
way in which the description of the interconnected phenomena is established in a
model framework strongly depends on the level of approximation desired and on
the final objective of the model.
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