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Abstract The retrieval of pertaining information during the decision-making process
requires more than the traditional concept of relevance to be fulfilled. This task asks
for opinionated sources of information able to influence the user’s point of view
about an entity or target. We propose SABRE, a Sentiment Aspect-Based Retrieval
Engine, able to tackle this process through the retrieval of opinions about an entity
at two different levels of granularity that we called aspect and sub-aspect. Such
fine-grained opinion retrieval enables both an aspect-based sentiment classification
of text fragments, and an aspect-based filtering during the navigational exploration
of the retrieved documents. A preliminary evaluation on a manually created dataset
shows the ability of the proposed method at better identify 〈aspect, sub-aspect〉 with
respect to a term frequency baseline.

1 Introduction

Looking for others’ opinions, impressions, and experiences is one of the first steps
we usually perform when obliged to face a decision process. This could be the next
president election, the booking of a room for the next holidays, or just the purchase
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of a new product. Whatever the task, we start the process of making up our own
opinion about a topic exploring both the available information and comments from
others’ experience. In this context, the concept of “relevance” is more than something
pertaining an information need, like in a standard retrieval task. Indeed, valuable and
relevant information should also bear a subjective point of view on a given topic or
entity. Opinion retrieval (OR) aids such a process, since beyond the topical relevance
of information retrieval (IR) systems, it requires documents to be opinionated.

Aspects play an important role in sentiment analysis and opinion mining. While
the general sentiment or expression of opinion toward an entity is important to grasp
the “overview” on a given subject, and can help during the initial investigation on
a topic of interest, deeper in the process of decision-making, users are somehow
more interested in specific aspects (or features) of interest. Classical examples are
product reviews, where usually the user has a specific “aspect of interest” that leads
her/him towards the thumb up/thumb down final decision. For example, searching
for a hotel, someone may be more interested in the location, while others give more
prominence to the value for money. These are perceived as different aspects of the
same entity (i.e. the target hotel). However, the extraction and organization of aspects
from opinionated sources does not always match the user’s interests and preferences.
Usually, the assignment of aspects does not reflect the text content, but rather follows a
manually created list of points of interest for a given domain. Figure 1 shows different
lists of aspects from four well-known on-line booking services. The lists differ from
one another, although there is some overlap, and this suggests that there is not a
unique way of organizing aspects of interest for a given domain.

Generally, all entries cover broad aspects, but there is no way of further refin-
ing such a list. For example, Fig. 1a, c, d all report about “comfort”. In two cases
(booking.com and hotel.com), this aspect can refer to either room or hotel comfort.
When referred to the room, the comfort aspect might be further refined as: bed/pillow
comfort, spaciousness of the room, existence of special facilities (like Jacuzzi) or
new furnitures, and so on. Moreover, since grades on aspects are given independently
from the review, those aspects may not appear in the opinionated text.

This chapter describes SABRE, a Sentiment Aspect-Based Retrieval Engine,
which takes into account aspects during both the process of sentiment classifica-
tion of a given text and the navigation of retrieved documents (Sect. 2). Our main
contribution is the aspect extraction algorithm, which processes text in a completely
unsupervised manner to detect opinion bearing sentences and their subject. Aspects
are organized in a two-level hierarchy in order to enable different levels of search
granularity on the opinions of interest. The aspect extraction and weighing process is
described in Sect. 3. Then in Sect. 4 we set forth an aspect-based retrieval model that
takes advantages from the extracted aspects and their sentiment. Finally, we assess
the proposed algorithm on a manually created dataset in order to validate its ability to
recognize opinion-related aspects in a text at different levels of granularity (Sect. 5).
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(a) booking.com (b) Venere.com

(c) Expedia.com (d) hotel.com

Fig. 1 List of aspects from different hotel booking web sites

2 SABRE

An opinion is defined as a sentiment orientation expressed toward a given target, i.e.
an entity or its attributes (commonly referred to as aspects). Although entities (like
products, services, topics, issues, persons, organizations or events) and their aspects
can be organized in a hierarchy of parts and sub-parts as nested nodes [7, 11] follow-
ing thepart-of relationships, most of the research in opinion mining/retrieval neglects
such complex organization of concepts, and prefers a simpler model where the target
of an opinion is generically an aspect, which denotes both parts and attributes. How-
ever, during a decision-making process many aspects at different levels of granularity
can be involved.

For example, booking a room usually requires the matching of different criteria
on a subjective base. Cleanliness and view can be considered as two sub-aspects of
the general concept of room, which along with location represent two aspects of the
entity hotel (Fig. 2).

However, most of the existing systems merely present a flat list of aspects. Such
lists are predefined and manually created, they usually reflect broad coverage aspects,
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Fig. 2 Entity/aspects/sub-
aspects hierarchy

hotel

room

cleanliness view

location

of which there is no guarantee of occurrence in the opinionated text. This is due to the
fact that aspects are not extracted from text—then they not reflect the text content—
but rather summarize, as a graded scale, the general opinion of the reviewer in few
common points. Moreover, the hierarchical organization of aspects, which follows
the part-of relationship, strictly depends on the target domain. Soundtrack is one of
many aspects related to a film, but can be considered as an entity itself if we draw up
the best top 100 soundtracks ever in the music domain.

This chapter proposes SABRE, an opinion retrieval system able to:

1. Extract from a given text aspects and their potential sub-aspects.
2. Associate to each aspect the corresponding opinion.
3. Detect the sentiment (positive or negative) of each opinion.
4. Retrieve documents which express an opinion about a given query.

A core component of SABRE is the aspect extraction one, which automatically
extracts from text the hierarchy of aspects related to a given entity. However, in
order to simplify the problem, the algorithm uses only the nodes at first level of the
hierarchy (aspects) and considers all the sibling of this level as sub-aspects.

SABRE exploits such information for: (1) Re-ranking, during the second stage
of the opinion retrieval, when the sentiment associated to each pair is exploited in
combination to the relevance score obtained from the retrieval model; (2) Filtering,
in order to improve the visualisation of reviews and help the user to filter out non
relevant information during the navigation of the results.

To enable these operations, given Σ the set of available aspects, and a document
D = (p1, p2, . . . , pn) split up in text units , SABRE extracts a set of quintuples in
the form of (pi , ai j , aijk, srelijk , s

sent
ijk ), where:

• pi is the text unit, it can be anyone of the possible ways of splitting a document,
like sentences, paragraphs, or sliding windows;

• aij are the main aspects, aij ∈ Σ ;
• aijk are the sub-aspect of aij, aijk ∈ Σ ∪ {∗}, with ∗ denoting the absence of sub-

aspects;
• srelijk is the relevance weight of the couple 〈aij, aijk〉 within the text unit pi , srelijk ≥ 0;
• ssenti jk is the sentiment weight associated to 〈aij, aijk〉, it represent the polarity of the

opinion expressed on that given pair, ssentijk ∈ [−1, 1].



SABRE: A Sentiment Aspect-Based Retrieval Engine 67

The symbol ∗ denotes the lack of sub-aspects. Although a hierarchy defines
the relationship between aspects and sub-aspects, the presence of a 〈aspect, sub-
aspect〉in a quintuple does not imply by default the existence of 〈aspect, ∗〉; i.e.
(pi , ai j , ai jk, ·, ·) � (pi , ai j , ∗, ·, ·). Several quintuples can be associated to the same
text unit, representing in this way the possibility of different (and maybe contrasting)
opinions on the same aspect/sub-aspect, like in the sentence “the hotel was clean,
but quite noisy”. Moreover, such a definition makes the retrieval of opinions on a
target entity/aspect/sub-aspect easier, with the possibility of expressing constraints
on ssenti jk , the polarity of the opinion.

3 Aspect Extraction

There are two main categories of aspect extraction algorithms: the frequency-based,
which rely on statistical analysis of corpora, and the topic modeling, which make
use of more sophisticated machine learning approaches. This work exploits two
frequency-based approaches: a baseline method based on term probabilities, and a
model that grasps the different use of language between a specific domain and a
general context. Both these algorithm rely on the simple observation that aspects and
sub-aspects frequently occur as nouns. On this assumption, we built the two different
methods described below.

3.1 BASE: A Simple Frequency-Based Algorithm

Frequency-based approaches compute statistics on term distributions from a training
set, whose quality drives the effectiveness of the algorithm; when a new document
come in, aspects are extracted on the base of their previously computed distributions.

The BASE algorithm, that will be used as a baseline algorithm, initially extracts
from the training set of documents all the occurrences and co-occurrences of noun
terms in a given sliding window s. During this process, the algorithm removes the
stop-words, or the most k frequent terms, in order to avoid too frequent and non
informative words. Then, given the set of extracted terms T = (t1, t2, . . . , tm), the
algorithm computes (1) the probability of the term ti appearing as a noun in the
sliding window and (2) the probability of a term t j appearing as a noun in the sliding
window given the occurrence of the term ti as follows:

P(ti ) = freq(ti )
∑

i freq(ti )
. (1)

P(t j |ti ) = freq(ti , t j )

freq(ti )
. (2)



68 A. Caputo et al.

Algorithm 1 shows the main steps. The list of extracted nouns represents the set
of main aspects in the form 〈aij, ∗〉 with the associated relevance weight srelijk given
by P(aij).

Then, the list of pairs 〈aij, aijk〉 is built weighting each 〈aspect, sub-aspect〉
accordingly to the relevance weight given by P(aijk|ai j ). However, in this second
step the algorithm takes into account only those terms co-occurring with the N most
frequent terms in the whole dataset (line 9). Then the algorithm keeps only the top z
aspects weighed accordingly to their relevance scores. We exploit the output of this
algorithm as baseline.

Algorithm 1 Aspect Extraction Baseline
Require: Unit text Ti , threshold z
Ensure: List A of pairs 〈aspect, sub-aspect〉 with associated weight sreli jk

1: A ← newList ()
2: N ← nouns(Ti )
3: NC ← nounCoOccurrences(T )

4: for all t j ∈ N do
5: sreli j∗ ← P(t j )
6: add 〈t j , ∗〉 to A
7: end for
8: for all 〈t j , tk〉 ∈ NC do
9: if tk ∈ mostCommonNouns() then
10: sreli jk ← P(tk |t j )
11: add 〈t j , tk〉 to A
12: end if
13: end for
14: sort A by sreli jk
15: keep first z elements of A
16: return A

3.2 LM: Measuring the Divergence Between Languages

This algorithm is based on the idea that language differs when talking about a specific
domain with respect to a general topic; then, this method aims at selecting the aspects
whose distributions in a specific domain diverge from those in a general corpus, like
the British National Corpus1 (BNC).

To this extent, we exploit the Kullback-Leibler divergence (KL-divergence),
a non-symmetric measure of the difference between two distributions. The KL-
divergence measures the relevance of a term with respect to the difference between
two distributions—one computed on the specific domain while the other on a generic
corpus—as the information that the term conveys.

1http://www.natcorp.ox.ac.uk/.

http://www.natcorp.ox.ac.uk/
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However, to compute such a difference in a specific point, we make use of the
pointwise Kullback-Leibler divergence, defined as follows:

δt (p‖q) = p(t)log
p(t)

q(t)
. (3)

where p is the distribution over the domain corpus and q is the distribution over the
general corpus. Differently from the KL-divergence, the pointwise KL-divergence
can assume negative values of δ, which correspond to non relevant aspects. However,
in order to build the list of main aspects for a given text, we consider all noun
terms t with δt (p‖q) > ε (ε ≥ 0 threshold). Let denote with Pdomain and Pgeneral the
two distributions of a term on a domain and a general corpora. The term t can be
considered as a main aspect if

δt (Pdomain(t)‖Pgeneral(t)) > ε. (4)

The threshold ε impacts the relevance of aspects in the domain corpus. However,
the method still works for ε = 0, since in that case all non relevant aspects will take
on δt < 0. Another interesting point is that δ induces an order relation on the set of
aspects: given two aspects a1 and a2, a1 is more relevant than a2 in the given domain
if and only if δa1 > δa2 . The main steps of this method are showed in Algorithm 2.

Algorithm 2 LM Main Aspect Extraction
Require: Unit text Ti , threshold ε

Ensure: List A of main aspect with associated weight sreli j∗

1: A ← newList ()
2: N ← nouns(T )

3: for all t j ∈ N do
4: if δt j (Pdomain(t j )‖Pgeneral (t j )) > ε then
5: sreli j∗ ← δt j
6: add 〈t j , ·〉 to A
7: end if
8: end for
9: return A

3.2.1 Sub-aspect Extraction

The output of Algorithm 2 is a list of main aspects that represents the input to the
algorithm for sub-aspect extraction. This phase exploits two measure of “quality” [17]
of a sub-aspect defined as:
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• Phraseness, the information lost following the adoption of a unigram (LM1) in
place of n-gram (LMN ) language model:

ϕph = δt (LM
N
f g‖LM1

f g) ; (5)

• Informativeness, the information lost when assuming that t is drawn from LMbg—
the background or general—rather than LMfg—the foreground or domain—
language model:

ϕi = δt (LM
N
fg ‖LMN

bg). (6)

The phraseness measures the information lost when words are considered as inde-
pendent in a unigram language model rather than as a sequence in a n-gram model.
The informativeness measures the information lost when assuming that as sentence
has been drawn from the background (general) rather than the foreground (domain)
corpus, in the case in point this measures the information added from the domain to
the terms.

Since the quality of the pair 〈aspect, sub-aspect〉 is conditioned by both these
factors, we define the relevance weight of the pair as:

ϕ = (ϕph + ϕi ) × N (σ 2). (7)

N (σ 2) is used for smoothing the phraseness and informativeness weights, which
are strongly regulated by words with high pointwise KL-divergence. N (σ 2) replaces
the variance-to-mean ratio (VMR), since we observed that the distribution of co-
occurrences follows a normal distribution.

For each main aspect extracted accordingly to (3), Algorithm 3 computes the
relevance score ϕ for the pairs 〈ti j , ti jk〉, where ti jk is a noun extracted from the text
fragment. The final list of 〈aspect, sub-aspect〉 consists in all the pairs for which
ϕ > ε.

Algorithm 3 LM Sub-Aspect Extraction
Require: Unit text Ti , main aspect list A, threshold ε

Ensure: List A of pairs 〈aspect, sub-aspect〉 with associated weight sreli jk

1: A ← newList ()
2: N ← nouns(Ti )
3: for all t j ∈ N do
4: for all tk ∈ N do
5: compute ϕ for 〈t j , tk〉
6: ϕ ← (ϕp + ϕi ) × N (σ 2)

7: sreli jk ← ϕ

8: add 〈t j , tk〉 to A if ϕ > ε

9: end for
10: end for
11: return A
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3.3 Algorithm Extensions

Both frequency-based and language model divergence algorithms can be extended to
consider phrases rather than terms. Specifically, we defined two possible extensions,
which can be used either individually or combined:

Named entity recognition (NER): This module is based on conditional random
fields [5] in order to extract sequences of words which correspond to three types
of named entity: person, organization, and location. This model has been trained
on the CoNLL 20032 dataset.

Collocation (CL): This module recognizes sequences of words that appear in the
list of 50,000 bi-grams extracted from WordNet.

3.4 Sentiment Analysis

The algorithm used for assigning a sentiment score (ssenti jk ) to each 〈aspect, sub-aspect〉
pair is a lexicon-based model that exploits the AFINN wordlist [12]. AFINN contains
about 2500 English words that have been manually tagged with a score that can range
from positive (+5) to negative (−5). The wordlist contains also some collocations
while it disregards words with a neutral sentiment (score equal to zero).

For each text fragment, the algorithm computes the mean of sentiment scores
associated to words in the text that appear in AFINN wordlist. However, when a
“negation” word—like not, but, no, never, less, barely, hardly, rarely, aren’t, weren’t,
won’t, don’t and isn’t—is encountered, this reverses the sentiment score of all the
words appearing at most at a distance of five terms from the negation. The score
is rescaled in the interval [−1, 1], and then associated to each 〈aspect, sub-aspect〉
extracted from the fragment.

4 Opinion Retrieval

The opinion retrieval engine is based on a two-stage approach:

1. A classical tf-idf vector space model [14] is employed for retrieving the top N
documents ranked accordingly to the query terms.

2. The opinion ranking module re-ranks the top N documents in order to reflect their
opinion scores.

While the document relevance in the first step is computed as in a standard vector
space model (t f -id f weighing schema), the second step exploits the collection of

2http://www.cnts.ua.ac.be/conll2003/ner/.

http://www.cnts.ua.ac.be/conll2003/ner/
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quintuples (p j , ai j , aijk, srelijk , s
sent
ijk ) associated to each text unit, and specifically the

relevance (srel) and sentiment (ssent) weights of each pair 〈aspect, sub-aspect〉.
Let S = {s | s = 〈srel, ssent〉, srel and ssent relevance and sentiment score of〈aij,

aijk〉} be the set relevance and sentiment score pairs extracted for all the 〈aspect, sub-
aspect〉in a document, the opinion score is calculated as:

∑

s∈S |srel · ssent|
|S| (8)

The opinion score has the advantages of taking into account both the relevance of the
opinion and its polarity, in addition it normalizes this value with respect to number
of 〈aspect, sub-aspect〉pairs in a document.

Figure 3 shows the result set for the query “location breakfast” performed on a set
of hotel reviews collected from TripAdvisor. Aspects extracted from the result set are
listed on the left side of the main result list. Aspects are aggregated, on the basis of
the pair 〈aspect, sub-aspect〉they belong to, with their sentiment scores computed
on the whole set of retrieved documents. Duplicate aspects denote the presence of
the same aspect belonging to different pairs 〈aspect, sub-aspect〉.

Moreover, a filter based on the extracted aspects can be applied on the result set
through the “aspect filter” button, which opens the window showed in Fig. 4.

Fig. 3 SABRE result page
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Fig. 4 Aspect filter

5 Evaluation

SABRE has been evaluated in two different ways with respect to its ability to extract
aspect/sub-aspect pairs. Each evaluation is performed on a dataset of 164,780 reviews
from TripAdvisor, where each review has been anonymized. The TripAdvisor dataset
represents the specific domain corpus. As global domain corpus we exploit the British
National Corpus (BNC), which consist of about 4000 documents with 100 million
words from different domains. The threshold z for the baseline is set to 30 aspects,
while the threshold ε for aspect and sub-aspect in the LM approach is set to 10−3; all
the thresholds have been chosen after an empirical tuning of the system. The text has
been analysed before the extraction of term distribution. The analysis comprises the
tokenization, lemmatisation, stop-word removal, Part-Of-Speech tagging. Moreover,
this pipeline includes also the named entity recognition and the collocation finding in
the case of the two extensions explained in Sect. 3.3. Most of the text operations are
performed by the Stanford CoreNLP API3 [9], while the implementation of indexing
and retrieval is performed on the top of ElasticSearch4 engine.

3http://nlp.stanford.edu/software/corenlp.shtml.
4https://www.elastic.co/products/elasticsearch.

http://nlp.stanford.edu/software/corenlp.shtml
https://www.elastic.co/products/elasticsearch.
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Table 1 Aspect labelling evaluation: (P)recision, (R)recall, (F)-measure

〈aspect, ∗〉 〈aspect, sub-aspect〉
P R F P R F

BASE 0.256 0.869 0.396 0.092 0.526 0.154

BASE-CF 0.254 0.869 0.393 0.093 0.530 0.155

BASE-NER 0.251 0.868 0.389 0.093 0.527 0.154

BASE-CF-NER 0.255 0.870 0.394 0.094 0.533 0.157

LM 0.279 0.873 0.422 0.148 0.448 0.211

LM + CF 0.281 0.878 0.456 0.148 0.453 0.211

LM + NER 0.278 0.873 0.421 0.144 0.448 0.207

LM + CF + NER 0.274 0.878 0.418 0.153 0.465 0.230

We report in bold the best F-measure values for both the baseline and the language modeling systems
in the two different experiments: 〈aspect, ∗〉 and 〈aspect, sub-aspect〉 identification

5.1 Aspect Labelling

The first evaluation method is based on a manually labelled dataset built on a random
selection of 200 out of 164,780 hotel reviews from TripAdvisor. The remaining
164,580 reviews were used for training the model. The annotator had to specify a
pair 〈aspect, sub-aspect〉 for each review in the test set. We compared our extraction
algorithm (LM) against the baseline (BASE) testing several configurations with
and without the use of the collocation (CF) and named entity recognition (NER)
extensions.

Table 1 reports the results of the evaluation when only the main aspect is con-
sidered, i.e. reducing all the labelled pairs to 〈aspect, ∗〉, and when the proper
〈aspect, sub-aspect〉 is identified. As expected, figures for 〈aspect, sub-aspect〉
identification are lower than those for detecting the main aspect, this is due to the
more complex task, that here asks for the identification of a hierarchy between the
aspects mentioned in the review.

In both experiments, the language model system achieves better performance than
the baseline, however is only in the 〈aspect, sub-aspect〉 identification that the con-
figuration with CF+NER gives the best result. However, it is important to underline
here that the reported values should be considered only as a lower bound due to: (1)
the small number of review considered, (2) the manual labelling performed by just
one user, and (3) the inherent subjectivity in assessing the 〈aspect, sub-aspect〉 pairs.

5.2 User Feedback

Given the list of 〈aspect, sub-aspect〉 pairs extracted during the aspect labelling eval-
uation from the best system (LM + CF + NER), we asked 61 users to manually
tag a sub-set of the pairs extracted from 97 reviews as relevant/not-relevant with
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Table 2 User feedback evaluation: (P)recision, (R)recall, (F)-measure

P R F

〈aspect, ∗〉 0.416 0.933 0.547

〈aspect, sub-aspect〉 0.232 0.879 0.351

respect to the review. The evaluation aims at finding out the number of 〈aspect, sub-
aspect〉pairs the user find as prominent for the given review.

The assessment took place in two-steps:

1. The user selects the main aspects from the list. Each user is given from 3 to 6
aspects from which she/he has to select those relevant for the given text unit.

2. A list of sub-aspects is generated from aspects selected at the previous step, among
these the user chooses those more relevant for the given main aspect and text unit.

Table 2 reports the result of this evaluation. The evaluation shows high values
of recall, these figures are expected since the labelling is performed on the list of
predefined aspects returned by the algorithm. More interesting in this context are the
precision values, which are higher than those reported in Table 1, and similarly to
the previous experiment we notice a drop in performance when the 〈aspect, sub-
aspect〉has to be identified.

6 Related Work

The problem of opinion retrieval with respect to specific aspects/sub-aspects of inter-
est is quite new, and to the best of our knowledge it has still to be addressed. However,
if we consider each problem on its own, i.e. opinion retrieval and aspect-based opin-
ion mining, they are two well rooted problems in their respective fields.

The opinion retrieval (OR) has been treated as an extension of the information
retrieval (IR) task. Usually, OR is performed in two-stages. First a set of relevant
document is retrieved, and then this set is re-ranked according to their opinion scores
[7, Chap. 9] adopting machine learning or lexicon based approaches, this is also the
approach adopted in SABRE. Most of the research on OR has been conducted within
the TREC Blog Track evaluations, and all best systems participating in the opinion
finding task of the three Blog Task evaluation (2006, 2007, 2008) followed such kind
of strategy [6, 20, 21]. However, exception exists like the system proposed by Zhang
et al. [19], where the two components are merged altogether.

Although we applied a simple lexicon-based approach, more sophisticated tech-
niques have been developed to classify a sentence with respect to the sentiment it
expresses. In addition to techniques based on the presence of some sentiment words
[3], many methods are based on some machine learning techniques, both supervised
[10, 13] and unsupervised [18].
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Topic modelling is one of the main approaches adopted for aspect extraction.
These methods are usually based on latent Dirichlet allocation (LDA) [2] or proba-
bilistic latent semantic analysis (pLSA) [4], which are statistical methods for detect-
ing the topics of a discussion. Then, they are exploited in the aspect extraction where
each topic is an aspect. However, since these techniques try to capture the different
distributions of terms in documents that treat different topics, their use in review
domain is a bit tricky, due to fact that reviews tend to treat always the same topics.
Titov and McDonald [16] propose a system based on two levels: the first one uses
LDA for entity extraction, while the second extracts aspects considering only the
neighbour of the given entity, neglecting the possibility of more level of aspect orga-
nization. Although some extension of LDA have been exploited to derive hierarchy
[1, 8, 15], these methods are still too complex and require big training data and
parameter tuning.

7 Conclusions

This chapter introduced SABRE, a two-stage aspect-based opinion retrieval system
which takes into account hierarchy of aspects organized at two levels. We described
the general system architecture, and explained how the information about aspects
and sub-aspects is exploited for computing the opinion score during the re-rank, and
for filtering during the navigation of the relevant documents.

The core of our system relies on the aspect extraction algorithm. We proposed
to chose candidate terms exploiting the Kullback-Leibler divergence from a domain
and a general purpose corpora. At an early stage, we conducted an evaluation to
assess the capability of the proposed algorithm at extracting good candidate terms
as aspects and sub-aspects. The evaluation demonstrated competitive results with
respect to the baseline.

Most of current datasets for opinion retrieval rely on either TREC Blog Track
or Twitter retrieval. None of them specifically focuses on aspect hierarchy extracted
from the text. We plan to design a opinion retrieval evaluation that would benefit from
such organization. As future work, we plan a thoroughly investigation for assessing
the retrieval performance of SABRE.
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