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Preface

With the increasing availability of data, it becomes more important to have
automatic methods to manage data and retrieve information. Data processing,
especially in the era of social media, is changing users’ behaviors. Users are ever
more interested in information rather than in mere raw data. Considering that the
large amount of accessible data sources is growing, novel systems providing
effective means of searching and retrieving information are required. Therefore, the
fundamental goal is to make information exploitable by both humans and machines.

This volume focuses on new challenges and emerging ideas in distributed
information filtering and retrieval. It collects invited chapters and extended research
contributions from DART 2014 (the 8th International Workshop on Information
Filtering and Retrieval), held in Pisa (Italy), on December 10, 2014, and co-located
with the XIII AI*IA Symposium on Artificial Intelligence.

The book is focused on new research challenges in intelligent information fil-
tering and retrieval.

In Chapter “Time Event Extraction to Boost an Information Retrieval System”,
by Pierpaolo Basile, Annalina Caputo, Giovanni Semeraro, and Lucia Siciliani, an
innovative information retrieval system able to manage temporal information is
proposed. The system allows temporal constraints in a classical keyword-based
search. Information about temporal events is automatically extracted from text at
indexing time and stored in an ad hoc data structure exploited by the retrieval
module for searching relevant documents.

Chapter “Interactive Text Categorisation: The Geometry of Likelihood Spaces”,
by Giorgio Maria Di Nunzio, presents a two-dimensional representation of prob-
abilities called likelihood spaces. Particularly, the geometrical properties of Bayes’
rule when projected into this two-dimensional space are showed, and this concept is
extended to naïve Bayes classifiers. This geometrical interpretation is applied to a
real machine learning problem of text categorization and a Web application that
implements all the concepts on a standard text categorization benchmark is
presented.

Chapter “Mining Movement Data to Extract Personal Points of Interest:
A Feature Based Approach”, by Marco Pavan, Stefano Mizzaro, and Ivan

v
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Scagnetto, proposes a novel approach able to address the aspect of the identification
of important locations, i.e., places where people spend a fair amount of time during
their daily activities. The proposed method is organized in two phases: first, a set of
candidate stay points is identified by exploiting some state-of-the-art algorithms to
filter the GPS-logs; then, the candidate stay points are mapped onto a feature space
having as dimensions the area underlying the stay point, its intensity (e.g., the time
spent in a location), and its frequency (e.g., the number of total visits).

In Chapter “SABRE: A Sentiment Aspect-Based Retrieval Engine, by Annalina
Caputo, Pierpaolo Basile, Marco de Gemmis, Pasquale Lops, Giovanni Semeraro,
and Gaetano Rossiello, SABRE, a two-stage sentiment aspect-based retrieval
engine is proposed. SABRE retrieves opinions about an entity at two different
levels of granularity, called aspect and sub-aspect. Such fine-grained opinion
retrieval enables both an aspect-based sentiment classification of text fragments and
an aspect-based filtering during the navigational exploration of the retrieved
documents.

In Chapter “Monitoring and Supporting People that Need Assistance: The
BackHome Experience”, by Xavier Rafael-Palou, Eloisa Vargiu, Stefan Dauwalder,
and Felip Miralles, a sensor-based telemonitoring system is presented. People that
need assistance, e.g., the elderly or disabled people, may be affected by a decline in
daily functioning that usually involves the reduction and discontinuity in daily
routines and a worsening in the overall quality of life. The proposed system
addresses all that issues.

Chapter “The Relevance of Providing Useful and Personalized Information to
Therapists and Caregivers in Tele”, by Juan Manuel Fernandez, Marc Solà,
Alexander Steblin, Eloisa Vargiu, and Felip Miralles, presents a generic Tele* (i.e.,
telemedicine, telerehabiliation, telemonitoring, telecare, and teleassistance) solution
that, in principle, may be customized to whatever kind of real scenarios to give a
continuous and efficient support to therapists and caregivers. The aim of the pro-
posed solution is to be as flexible as possible in order to be able to provide
telerehabilitation, telemonitoring, teleassistance or a conjunction of them, depend-
ing on the real situation. Three customizations of the generic platform are also
presented.

The main focus of DART was to discuss and compare suitable novel solutions
based on intelligent techniques and applied to real-world applications. The chapters
of this book present a comprehensive review of related work and state-of-the-art
techniques. The authors, both practitioners and researchers, shared their results in
several topics such as “Information Retrieval”, “Text Categorization”, and “Data
Mining”.

Pula, Italy Cristian Lai
Cagliari, Italy Alessandro Giuliani
Bari, Italy Giovanni Semeraro
October 2015
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Time Event Extraction to Boost an
Information Retrieval System

Pierpaolo Basile, Annalina Caputo, Giovanni Semeraro
and Lucia Siciliani

Abstract In this chapter we propose an innovative information retrieval system
able to manage temporal information. The system allows temporal constraints in a
classical keyword-based search. Information about temporal events is automatically
extracted from text at indexing time and stored in an ad-hoc data structure exploited
by the retrieval module for searching relevant documents. Our system can search
textual information that refers to specific period of times. We perform an exploratory
case study indexing all Italian Wikipedia articles.

1 Introduction

Identifying specific pieces of information related to a particular time period is a key
task for searching past events. Although this task seems to be marginal for Web users
[17], many search domains, like enterprise search, or lately developed information
access tasks, such as Question Answering [19] and Entity Search, would benefit from
techniques able to handle temporal information.

The capability of extracting and representing temporal events mentioned in a
text can enable the retrieval of documents relevant for a given topic pertaining to a
specific time. Nonetheless, the notion of temporal in the retrieval context has often
being associated with the dynamic dimension of a piece of information, i.e. how it
changes over time, in order to promote freshness in results. Such kind of approaches
focus on when the document was published (timestamp) rather than the temporal
event mentioned in its content (focus time). While traditional search engines take
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2 P. Basile et al.

into account temporal information related to a document as a whole, our search
engine aims to extract and index single events occurring in the texts, and to enable
the retrieval of topics related to specific temporal events mentioned in the documents.
In particular, we are interested in retrieving documents that are relevant for the user
query, and also match some temporal constraints. For example, the user could be
interested in a particular topic—strumenti musicali (musical instrument)—related to
a specific time period—inventati tra il 1300 ed il 1500 (invented between 1300 and
1500).

However, looking for happenings in a specific time span requires further, and more
advanced, techniques able to treat temporal information. Therefore, our goal is to
merge features of both information retrieval (IRS) and temporal extraction systems
(TES). While an IRS allows us to handle and access the information included in
texts, TES locate temporal expressions. We define this kind of system “Time-Aware
IR” (TAIR).

In the past, several attempts have been made to exploit temporal information in
IR systems [2], with an up-to-date literature review and categorization provided in
[7]. Most of these approaches exploit time information related to the document in
order to improve the ranking (recent documents are more relevant) [9], cluster docu-
ments using temporal attributes [1, 3], or exploit temporal information for effectively
present documents to the user [16]. However, just a handful of work have focused
on temporal queries, that is the capability of querying a collection with both free
text and temporal expression [4]. Alonso et al. pointed out as this kind of tasks
needs the combination of results from both the traditional keyword-based and the
temporal retrieval that can give rise to two different result sets. Vandenbussche and
Teissèdre [22] dealt with temporal search in the context of both the Web of Content
and the Web of Data, but differently from our system, they relied on an ontology of
time for temporal queries [11]. Kanhabua and Nørvåg [13] defined semantic- and
temporal-based features for a learning to rank approach by extracting named enti-
ties and temporal events from the text. Similarly to our approach, Arikan et al. [5]
considered the query as composed by a keyword and a temporal part. Then, the two
queries were addressed by computing two different language model-based weights.
Exploiting a similar model, Berberich et al. [6] developed a framework for dealing
with uncertainty in temporal queries. However, both approaches drawn the probabil-
ity of the temporal query out of the whole document, thus neglecting the pertinence of
temporal events at a sentence level. In order to overcome such a limitation, Matthews
et al. [16] introduced two different types of indexes, at a document and a sentence
level, with the latter associated with content date.

Preliminary to indexing and retrieval, the information extraction phase aims to
extract temporal information, and its associated events, from text. In this area [15],
several approaches aim at building structured knowledge sources of temporal events.
In [12] the authors describe an extension of the YAGO knowledge base, in which
entities, facts, and events are anchored in both time and space. Other work exploit
Wikipedia to extract temporal events, such as those reported in [10, 14, 24]. Temporal
extraction systems can locate temporal expressions and normalize them making this
information available for further processing. Currently, there are different tools that
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can make this kind of analysis on documents, like SUTime [8] or HeidelTime [20]
and other systems which took part in TempEval evaluation campaigns. Temporal
extraction is not the main focus of this chapter, then we remand the interested reader
to the TempEval description task papers [21, 23] for a wider overview of the latest
state-of-the-art temporal extraction systems.

The chapter is organized as follows: Sect. 2 provides details about the model
behind our TAIR system, while Sect. 3 describes the implementation of our model.
Section 4 reports some use cases of the TAIR system which show the potential of our
approach, while Sect. 5 closes the chapter.

2 Time-Aware IR Model

A TAIR model should be able to tackle some problems that emerge from temporal
search [22], that is: (1) the extraction and normalization of temporal references, (2)
the representation of the temporal expressions associated to documents, and (3) the
ranking under the constraint of keyword- and temporal-queries.

Our TAIR model consists of three main components responsible to deal with these
issues, as sketched in Fig. 1.

Text processing It automatically extracts time expressions from text. The extracted
expressions are normalized in a standard format and sent to the indexing compo-
nent;

Indexing This component is dedicated to index both textual and temporal infor-
mation. During the indexing, text fragments are linked to time expressions. The
idea behind this approach is that the context of a temporal expression is relevant;

Fig. 1 The IR time-aware
model
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Search It analyzes the user query composed by both keywords and temporal con-
straints, and performs the search over the index in order to retrieve relevant infor-
mation.

2.1 Text Processing Component

Given a document as input, the text processing component provides as output the
normalized temporal expressions extracted from the text, along with information
about positions in which the temporal expressions are found. For this purpose we
adopt a standard annotation language for temporal expressions called TimeML [18].
We are interested in expressions tagged with the TIMEX3 tag that is used to mark
up explicit temporal expressions, such as times, dates and durations. In TIMEX3 the
value of the temporal expression is normalized according to 2002 TIDES guideline,
an extension of the ISO-8601 standard, and is stored in an attribute called value.
An example of TIMEX3 annotation for the sentence “before the 23th May 1980” is
reported below:

<TimeML >
before the
<TIMEX3 tid="t3" type="DATE" value="1980 -05 -23">

23th May 1980
</TIMEX3 >

</TimeML >

Where tid is a unique identifier, type can assume one of the types between:
DATE, TIME, DURATION, and SET, while the value attribute contains the
temporal information that varies accordingly to the type.

ISO-8601 normalizes temporal expressions in several formats. For example, “May
1980” is normalized as “1980–2005”, while “23th May 1980” as “1980-05-23”. We
choose to normalize all dates using the pattern yyyy-mm-dd. All temporal expres-
sions not compliant to the pattern, such as “1980”, must be normalized retaining the
lexicographic order between dates. Our solution consists in normalizing all temporal
expressions in the form of yyyy or yyyy-mm to the last day of the previous year or
month, respectively. In our previous example, the expression “1980” is normalized
as 19791231. Similarly, the expression “1980–2005” is normalized as “1980-04-
30”. Moreover, the text processing component applies several normalization rules
to correctly identify seasons, for example the TimeML tag for Spring “yyyy-SP” is
normalized as “yyyy-03-20”.

Using the correct normalization, the order between periods is respected. In con-
clusion the text processing component extracts temporal information and correctly
normalized them to make different time periods comparable.
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2.2 The Indexing Component

After the text processing step, we need to store and index data. In our model we
propose to store both documents and temporal expressions in three separated data
indexes, as reported in Fig. 1.

The first index (docrep) stores the text of each document (without processing) with
an id, a numeric value that unequivocally identifies the document. This index is used
to store the document content only for the presentation purpose. The second index
(doc) is a traditional inverted index in which the text of each document is indexed
and used for keyword-based search. Finally, the last index (time) stores temporal
expressions found in each document. For each temporal expression, we store the
following information:

• The document id.
• The normalized value of the time expression according to the normalization pro-

cedure described in Sect. 2.1.
• The start and end offset of the expression in the document, useful for highlighting.
• The context of the expression: the context is defined by taking all the words that

can be found within n characters before and after the time expression. The context
is indexed and used by the search component during the retrieval step. The idea
is to keep trace of the context where the time expression occurred. The context
is tokenized and indexed and exploited in conjunction with the keyword-based
search, as we explained in Sect. 2.3.

It is important to note that a document could have many temporal expressions, for
each of these an entry in the time index is created. For example, given the Wikipedia
page in Fig. 2, we store its whole content as reported in Table 1a, while we tokenize

Fig. 2 Wikipedia page example
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Table 1 The three indices used by the system

Field Value Field Value

(a) docrep intex (b) doc index

ID 42 ID 42

Content Con il termine clavicembalo
(altrimenti detto
gravicembalo, arpicordo,
cimbalo, cembalo) si indica
una famiglia di strumenti
musicali a corde [. . .]

Content {‘Con’, ‘il’, ‘termine’,
‘clavicembalo’, ‘altrimenti’,
‘detto’, ‘gravicembalo’,
‘arpicordo’, ‘cimbalo’,
‘cembalo’, ‘si’, ‘indica’,
‘una’, ‘famiglia’, ‘di’,
‘strumenti’,‘musicali’, ‘a’,
‘corde’ [. . .] }

Field Value

(c) time index

ID 42

Time 13961231

Start Offset 350

End Offset 354

Context {‘Il’, ‘termine’, ‘stesso’, ‘che’, ‘compare’, ‘per’, ‘la’, ‘prima’, ‘volta’,
‘in’, ‘un’, ‘documento’, ‘del’, ‘deriva’, ‘dal’, ‘latino’, ‘clavis’, ‘chiave’
[. . .] }

and index the page as shown in Table 1b. The most interesting part of the indexing
step is the storage of temporal expressions. As depicted in Table 1c, for each temporal
expression we store the normalized time value, in this case “13961231”, and the start
and end offset of the expression in the text. Finally, we tokenize and index the context
in which the expression occurs. In Table 1c, in italics is reported the left context, while
the right context is reported in bold. Examples are reported according to the Italian
version of Wikipedia, but the indexing step is language independent.

2.3 The Search Component

The search component retrieves relevant documents according to the user query q
containing temporal constraints. For this reason we need to make temporal expres-
sions in the query compliant with the expressions stored in the index. The query is
processed by the text component in order to extract and normalize the time expres-
sions.

The query q is represented by two parts: qk contains keywords, while qt only
the normalized time expressions. qk is used to retrieve from the doc index a first
results set RSdoc. Thus, both qk and qt are used to query the time index producing the
results set RStime. The search in time index is limited to those documents belonging
to RSdoc. In RStime, text fragments have to match the time constraints expressed in
qt , while the matching with the keyword-based query qk is optional. The optional
matching with qk has the effect of promoting those contexts that satisfy both the
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temporal constraints and the query topics, while not completely removing poorly
matching results. The motivation behind this approach is twofold: through RSdoc we
retrieve those documents relevant for the query topic, while RStime contains the text
fragments that match the time query qt and are related to the query topic.

For example given the query q = “clavicembalo [1300 TO 1400]”, we identify the
two fields: qk = “clavicembalo” and qt = [12991231 TO 13991231]. It is important
to underline that in this example we adopted a particular syntax to identify range
queries, more details about the system implementation are reported in Sect. 3.

The retrieval step produces two results sets: RSdoc and RStime. Considering the
query q in the previous example: RSdoc contains the doc 42 with a relevance score
sdoc. While the results setRStime contains the temporal expression reported in Table 1c
with a score stime. The last step is to combine the two results sets. The idea is to
promote text fragments in RStime that comes from documents that belong to RSdoc.
We simply boost the score of each result in RStime multiplying its score by the score
assigned to its origin document in RSdoc. In our example the temporal expression
occurring in RStime obtains a final score computed as: sdoc × stime. We have chosen
to boost score rather than linearly combine them, in this way we avoid the use of
combination parameters.

Finally, we sort the re-ranked RStime and provide it to the user as final result of
the search. It is important to underline that our system does not produce a list of
document as a classical search engine does, but we provide all the text passages that
are both relevant for the query and compliant to temporal constraints.

3 System Implementation

We implemented our TAIR model in a freely available system1 as an open-source
software under the GNU license V.3. The system is developed in JAVA and extends
the indexing and search open-source API Apache Lucene.2

The text processing component is based on the HeidelTime-1.8 tool3 [20] to
extract temporal information. We adopt this tool for two reasons: (1) it obtained
good performance in the TempEval-3 task, and (2) it is able to analyze text written in
several languages including the Italian. HeidelTime is a rule based system that can
be extended to support other languages or specific domains.

Our system provides all the expected functionalities: text analysis, indexing and
search. The query language supports all operators provided by the Lucene query syn-
tax.4 Moreover the temporal query qt can be formulated using natural time expres-
sions, for example “12 May 2014” or “yesterday”. The search component tries to

1https://github.com/pippokill/TAIR.
2http://lucene.apache.org/.
3https://code.google.com/p/heideltime/.
4http://lucene.apache.org/core/4_8_1/queryparser/org/apache/lucene/queryparser/classic/
package-summary.html.

https://github.com/pippokill/TAIR
http://lucene.apache.org/
https://code.google.com/p/heideltime/
http://lucene.apache.org/core/4_8_1/queryparser/org/apache/lucene/queryparser/classic/package-summary.html
http://lucene.apache.org/core/4_8_1/queryparser/org/apache/lucene/queryparser/classic/package-summary.html
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Table 2 Example of time query operators

Query Description

20020101 Match exactly 1st January 2002

[20020101 TO 20030101] Match from 1st January 2002 to 1st January 2003

[∗ TO 20030101] Before 1st January 2003

[20020101 TO ∗] After 1st January 2002

01??2002 Any first day of the month in 2002, * should be used for
multiple character match, for example 01*2002

20020101 AND 20020131 The first and last day of January 2002, AND and OR operator
can be used to combine exact match and range query

automatically translate the user query in the proper time expressions. However, the
user can directly formulateqt using normalized time expressions and query operators.
Table 2 shows some time operators.

Currently the system does not provide a GUI for searching and visualizing the
results, but it is designed as an API. As future works we plan to extend the API with
REST Web functionalities.

4 Use Case

We decided to set up a case study to show the potentialities of the proposed IR frame-
work. The case study involves the indexing of a large collection of documents and a
set of example queries exploiting specific scenarios in which temporal expressions
play a key role. Moreover, another goal is to provide performance information about
the system in terms of indexing and query time, and index space.

We propose an exploratory use case indexing all Italian Wikipedia articles. Our
choice is based on the fact that Wikipedia is freely available and contains millions of
documents with many temporal events. We need to set some parameters: we index
only documents with at least 4,000 characters, remove special pages (e.g. category
pages), we set the context size in temporal index to 256 characters.

We perform the experiment on a virtual machine with four virtual cores and 32 GB
of RAM. Table 3 reports some statistics related to the indexing step. The indexing
time is very high due to the complexity of the temporal extraction algorithm and the

Table 3 Indexing
performance

Statistics Value

Number of documents 168,845

Number of temporal
expressions

6,615,430

Indexing time (h) 68

Indexing time (doc./min.) 41, 38
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Table 4 Results for the query “19810429”

Result
rank

Wikipedia page Time context

1 Paul Breitner nel 1981, richiamato da Jupp Derwall, nel
frattempo divenuto nuovo commissario tecnico
della Germania Ovest, e con il quale aveva
comunque avuto accese discussioni a distanza. Il
“nuovo debutto” avviene ad Amburgo il 29 aprile
contro l’Austria

2 . . .E tu vivrai nel terrore!
L’aldilà

Warbeck e Catriona McColl, presente nei
contenuti speciali del DVD edito dalla NoShame.
Accoglienza. Il film uscì in Italia il 29 aprile 1981
e incassò in totale 747.615.662 lire. Distribuito per
i mercati esteri dalla VIP International, ottenne un
ottimo successo

3 RCS Media Group L’operazione venne perfezionata il 29 aprile 1981.
Quel giorno una società dell’Ambrosiano (quindi
di Calvi), la “Centrale Finanziaria S.p.A.” effettuò
l’acquisto del 40 % di azioni Rizzoli

huge number of documents. We speed up the temporal event extraction implementing
a multi threads architecture, in particular in this evaluation we enable four threads
for the extraction.

One of the most appropriate scenarios consists in finding events that happened
in a specific date. For example, one query could be interested in listing all events
happened on 29 April 1981. In this case the time query is “19810429” while the
keyword query is empty. The first three results are shown in Table 4.

We report in bold the temporal expressions that match the query. It is important
to note that in the first result the year “1981” appears distant from both the month
and the day, but the Text Processing component is able to correctly recognize and
normalize the date.

Another interesting scenario is to find events related to a specific topic in a
particular time period. For example, Table 5 reports the first three results for the
query: “terremoti tra il 1600 ed il 1700” (earthquakes between 1600 and 1700). This
query is split in its keyword qk =“terremoti” (earthquakes) and temporal component
qt = [15991231 TO 16991231].

Table 6 shows the usage of time query operators, in particular of wild-cards. We
are interested in facts related to computers which happened in January 1984 using
the time query pattern “198401??”.

As reported in Table 6, the first two results regard events whose time interval
encompasses the time expressed in the query, since they took place in 1984, while
the third result shows an event that completely fulfil the time requirements expressed
in the temporal query.
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Table 5 Results for the query “earthquakes between 1600 and 1700”

Result
rank

Wikipedia page Time context

1 Terremoto della Calabria dell’8
giugno 1638

Il terremoto dell’8 giugno 1638 fu un disastroso
terremoto che colpì la Calabria, in particolare il
Crotonese e parte del territorio già colpito nei
giorni 27 e 28 marzo del 1638

2 Eruzione dell’Etna del 1669 1669 10 marzo − M = 4.8 Nicolosi Terremoto
con effetti distruttivi nel catanese in particolare a
Nicolosi in seguito all’eruzione dell’Etna
conosciuta come Eruzione dell’Etna del 1669. Il
25 febbraio e l’8 e 10 marzo del 1669 una serie di
violenti terremoti

3 Terremoto del Val di Noto del
1693

l’evento catastrofico di maggiori dimensioni che
abbia colpito la Sicilia orientale in tempi storici.Il
terremoto del 9 Gennaio 1693

Table 6 Results for the query “computer” with the temporal pattern “198401??”

Result
rank

Wikipedia page Time context

1 Apple III L’Apple III, detto anche Apple ///, fu un personal
computer prodotto e commercializzato da Apple
Computer dal 1980 al 1984 come successore
dell’Apple II

2 Home computer Apple Macintosh (1984), il primo home/personal
computer basato su una interfaccia grafica, nonch
il primo a 16/32-bit

3 Apple Macintosh Apple Computer (oggi Apple Inc.).
Commercializzato dal 24 gennaio 1984 al 1
ottobre 1985, il Macintosh il capostipite
dell’omonima famiglia

Table 7 Results for the query “nato” (born) with the time constraint “[primavera 1980 TO autunno
1980]” ([spring 1980 TO autumn 1980])

Result
rank

Wikipedia page Time context

1 Binningen (Svizzera) Gianluca Bazzoli, (nato il 2 maggio 1980), attore

2 SunSet Swish conosciuti anche con l’acronimo SSS - sono un
gruppo musicale J-Pop giapponese. Membri -
Daisuke Saeki nato il 28 agosto 1980. Cantante. -
Yki Tomita nato il 13 luglio 1980. Chitarrista. -
Junz? Ishida nato il 28 febbraio 1981. Pianista

3 Foggia pugile Giuseppe Colucci (nato a Foggia il 24
agosto 1980)
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Table 7 reports results about time constraints expressed in written form, for exam-
ple “[primavera 1980 TO autunno 1980]” ([spring 1980 TO autumn 1980]). In this
case the keyword query is nato (born).

5 Conclusions and Future Work

We proposed a “Time-Aware” IR system able to extract, index, and retrieve temporal
information. The system expands a classical keyword-based search through tempo-
ral constraints. Temporal expressions, automatically extracted from documents, are
indexed through a structure that enables both keyword- and time-matching. As a
result, TAIR retrieves a list of text fragments that match the temporal constraints,
and are relevant for the query topic. We proposed a preliminary case study indexing
all the Italian Wikipedia and described some retrieval scenarios which would benefit
from the proposed IR model.

As future work we plan to improve both recognition and normalization of time
expressions, extending some particular TimeML specifications that in this prelimi-
nary work were not taken into account during the normalization process. Moreover,
we will perform a deep “in-vitro” evaluation on a standard document collection.
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Interactive Text Categorisation:
The Geometry of Likelihood Spaces

Giorgio Maria Di Nunzio

Abstract In this chapter we present a two-dimensional representation of probabil-
ities called likelihood spaces. In particular, we show the geometrical properties of
Bayes’ rule when projected into this two-dimensional space and extend this con-
cept to Naïve Bayes classifiers. We apply this geometrical interpretation to a real
machine learning problem of text categorisation and present a Web application that
implements all the concepts on a standard text categorisation benchmark.

1 Introduction

Classification is the task of learning a function that assigns a new unseen object to
one or more predefined classes based on the features of the object [26, Chap. 4].
Among the many different approaches presented in the literature, Naïve Bayes (NB)
classifiers have been widely recognised as a good trade-off between efficiency and
efficacy since they are easy to train and achieve satisfactory results [18]. A NB
classifier is a type of probabilistic classifier that uses Bayes’ rule to predict the class
of the unknown object, and it is based on the simplifying assumption that all the
features of the object are conditionally independent given the class. Despite being
comparable to other learning methods, these classifiers are rarely among the top
performers when trained with default parameters [5]. Indeed, the optimisation of the
parameters of NB classifiers is often not adequate, if not missing at all. The usual
approach is to set default smoothing constants to avoid arithmetic anomalies given by
zero probabilities [29].Moreover, a probabilistic classifier could be greatly improved
by taking into account misclassification costs [14]. The choice of these costs is not
trivial and, as for the case of probability smoothing, default costs are used.

By involving users directly in the process of building a probabilisticmodel, as sug-
gested by [3], one can obtain a twofold result: first, the pattern recognition capabilities
of the human can be used to increase the effectiveness of the classifier construction
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and understand why some parameters work better than others; second, visualisa-
tion of the model can be used to teach non-experts how probabilistic models work
and improve the overall effectiveness of the classification task. Interactive machine
learning is a relatively new area of machine learning where model updates are faster
and more focused with respect to classical machine learning algorithms; moreover,
the magnitude of the update is small; hence, the model does not change drastically
with a single update. As a result, even non-expert users can solve machine learning
problems through low-cost trial and error or focused experimentation with inputs and
outputs. In this respect, the importance of the design of proper user interfaces for the
interaction with machine learning models is crucial. Recently, an approach named
“Explanatory Debugging” has been described and tested to help end users build
useful mental models of a machine learning system while simultaneously allowing
them to explain corrections back to the system [17]. The authors found a significant
correlation between how participants understood how the learning system operated
and the performance of participants’ classifiers.

Based on the idea of likelihood spaces [24], we present the geometric properties
of the two-dimensional representation of probabilities [7, 8] which allows us to pro-
vide an adequate data and knowledge visualisation for understanding how parameter
optimisation and cost sensitive learning affect the performance of probabilistic clas-
sifiers in a real machine learning setting. We apply this geometrical interpretation
to the problem of text categorisation [21], in particular to a standard collection of
newswires, the Reuters-21578 collection.1

The main objectives of this chapter are:

• A geometrical definition of the Bayes’ rule and a discussion on the implications
of the normalisation of posterior probabilities.

• An alternative derivation of the likelihood space from the definition of the logit
function.

• A description of the link between Bayesian Decision Theory and Likelihood
spaces.

• A geometrical definition of NB classifiers.
• An interactive Web application to show how these concepts work in practice both
on a toy-problem and on a real case scenario.

This chapter is organized as follows: In Sect. 2, we describe the mathematical
background behind the idea of the two dimensional representation. In Sect. 3, we
present the details of the likelihood space applied to the NB classifier, in particular
the multivariate Bernoulli model. Section4 is dedicated to the interactive text cate-
gorization application on a real machine learning problem. In Sect. 5, we give our
final remarks and discuss future works and open research questions.

1http://www.daviddlewis.com/resources/testcollections/.

http://www.daviddlewis.com/resources/testcollections/
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1.1 Related Works

The term “interactive machine learning” was probably coined around the very end of
the 1990s. Awork that paved the way for this research area was a paper on interactive
decision tree construction by Ankerst et al. [2]. The same authors also redefined the
paradigm that “the user is the supervisor” in this cooperation between humans and
machine learning algorithms, that is the system supports the user and the user always
has the final decision [3]. In the same years, Ware et al. demonstrated that even
users who are not domain experts can often construct good classifiers using a simple
two-dimensional visual interface, without any help from a learning algorithm [27].
Ben Shneiderman (author of the “eight golden rules for user interfaces” [22]) gives
his impressions on the importance of the effective combination of information visu-
alisation approaches and data mining algorithms in [23]. The first paper that used
“interactive machine learning” in the title was by Fails and Olsen [15] in which the
authors describe the difference between a classical and an interactive machine learn-
ing approach and show an interactive feature selection tool for image recognition.
From the point of view of machine learning/artificial intelligence, an excellent sur-
vey on the methods and approaches used in the last 15years has been presented by
Amershi et al. [1].

Information visualisation is an important part of the research area of interactive
machine learning, in particular for the parts relative to the design of appropriate user
interfaces and the possible visualisation choices for classification tasks. For exam-
ple, in [4], the authors present a framework for a feedback-driven view exploration,
inspired by relevance feedback approaches used in Information Retrieval, that makes
the exploration of large multidimensional datasets possible by means of visual clas-
sifiers. Although we focus less on this part in this paper, we suggest to refer to [9]
for a survey on visual classification approaches and to [16] for a survey on text
visualisation techniques.2

2 Mathematical Background

We suppose to work with a set of n classes C = {c1, . . . , ci , . . . , cn}, and that an
object can be assigned to (and may actually belong to) more than one class; this is
also known as the problem of overlapping categories. Instead of building one single
multi-class classifier, we split this multi-class categorisation into n binary problems;
therefore, we have n binary classifiers [21]. A binary classification problem is a
special case of single-labels classification task in which each object belongs to one
category or its complement. The usual notation to indicate these two classes is: ci
for the ‘positive’ class and c̄i for the ‘negative’ class (we drop the index i and use c
and c̄ as long as there is no risk of misinterpreting the meaning).

2http://textvis.lnu.se.

http://textvis.lnu.se
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In this first part, we start building a probabilistic classifier which, given an object
o and a category c ∈ C , classifies o in c if the following statement is true:

P(c|o) > P(c̄|o) (1)

that is, if the probability of the class c is greater than the probability of its complement
c̄ given the object o.

2.1 The Geometry of Bayes’ Rule

Bayes’ rule gives a simple yet powerful link between prior and posterior probabilities
of events. For example, assume that we have two classes c and c̄ and we want to
classify objects according to somemeasurable features. The probability that an object
o belongs to c, P(c|o), can be computed in the following way3:

posterior
︷ ︸︸ ︷

P(c|o) =
likelihood
︷ ︸︸ ︷

P(o|c)
prior
︷︸︸︷

P(c)

P(o)
︸︷︷︸

evidence

(2)

Bayes’ rule tells how, by starting from a prior probability on the category c, P(c), we
can update our belief on that category based on the likelihood of the object, P(o|c),
and obtain the so-called posterior probability P(c|o). P(o) is the probability of the
objecto, also knownas the evidenceof the data. Theprobability of the complementary
category c̄ is computed accordingly:

P(c̄|o) = P(o|c̄)P(c̄)

P(o)
(3)

In the two-dimensional view of probabilities, we can imagine the posterior probabil-
ities as the two coordinates of the object o in a Cartesian space, where x = P(c|o)
and y = P(c̄|o). Since the two classes are complementary, the two conditional prob-
abilities sum to one, therefore:

P(c̄|o) = 1 − P(c|o), or (4)

y = 1 − x (5)

3We are intentionally simplifying the notation in order to have a cleaner description. In particular,
when we write P(c|o), we actually mean P(C = c|O = o), where C and O are two random
variables, and c and o two possible values, respectively.
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Fig. 1 Bayes’ rule on a
two-dimensional space. The
probability of one class is
complementary to the other,
P(c̄|o) = 1 − P(c|o)
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whichmeans that the point with coordinates (x, y) lies on the segmentwith endpoints
(1, 0), (0, 1) in the two dimensional space, as shown in Fig. 1. When we want to
classify the object, we compare the two probabilities as already shown in Eq. (1).
When we use Bayes’ rule to calculate the posterior probabilities, we obtain:

P(o|c)P(c)

P(o)
>

P(o|c̄)P(c̄)

P(o)
(6)

It can be immediately seen that we assign o to class c when the probability P(c|o)
is greater than 0.5. Since P(o) appears in both sides of the inequality, we can cancel
it without changing the result of the classification:

P(o|c)P(c) > P(o|c̄)P(c̄) (7)

remembering that P(o|c)P(c) �= 1 − P(o|c̄)P(c̄) since we removed the normalisa-
tion factor. An alternative way to cancel P(o) is considering the problem of classi-
fication in terms of the odds of the probability P(c|o):

P(c|o) > P(c̄|o) (8)
P(c|o)
P(c̄|o) > 1 (9)

P(o|c)P(c)

P(o|c̄)P(c̄)
> 1 (10)

P(o|c)P(c) > P(o|c̄)P(c̄) (11)
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Fig. 2 Bayes’ rule without
normalisation. The point
moves from the segment
with endpoints (0, 1), (1, 0)
towards the origin. In this
example, P(o) = 0.3. The
ratio of the coordinates
remain the same as well as
the relative position with
respect to the decision line
with angular coefficient
m = 1 (bisecting line of the
first quadrant)
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In geometrical terms, the new coordinates x ′ and y′ of the point of the object o are:

x ′ = x P(o) = P(o|c)P(c) (12)

y′ = yP(o) = P(o|c̄)P(c̄) (13)

The new coordinates are the old ones multiplied by P(o) which means that we are
actually ‘pushing’ the points towards the origin of the axis along the segment with
endpoints (0, 0), (P(c|o), P(c̄|o)) since both coordinates are multiplied by the same
positive number between 0 and 1, as shown in Fig. 2.

Equation (11) can also be interpreted as a decision line with equation y′ = x ′. A
more general classification line takes into account an angular coefficient m

mx ′ > y′ (14)

This non-negative parameterm comes from the introduction ofmisclassification costs
of a Bayesian Decision Theory approach (see Sect. 2.3). Intuitively, when m = 1 we
count every misclassification (false positives or false negatives) equally. If m > 1,
we give more importance to the positive class and we are willing to accept more
objects in this class; if m < 1, we increase the possibility that a point is above the
line and classified under the negative category. An alternative, but equivalent, way
of looking at this problem is to compare the value of the odds with a threshold k [6]:

x ′

y′ >
1

m
(15)

P(o|c)P(c)

P(o|c̄)P(c̄)
> k (16)
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where k (inversely proportional to m in this formulation) can be set to optimise clas-
sification, and it is usually tuned to compensate for the unbalanced classes situation,
that is when one of the two classes is much more frequent than the other [19]. This
is often the case for any multi-class problem, since the complementary category c̄
is about n − 1 times bigger than c. This is also the case for real two-class categori-
sation problems, like spam classification, where the difference in proportion of the
number of objects in the two classes ‘spam’ and ‘ham’ is very large. We can incor-
porate this disproportion between the two classes in the angular coefficient m of the
two-dimensional space in the following way:

mx ′ > y′ (17)

mP(o|c)P(c) > P(o|c̄)P(c̄) (18)

m
P(c)

P(c̄)
P(o|c) > P(o|c̄) (19)

m ′x ′′ > y′′ (20)

wherem ′ = m P(c)
P(c̄) is the new angular coefficient of the decision line y′′ = m ′x ′′, and

x ′′ = P(o|c) and y′′ = P(o|c̄). At this point we have defined the coordinates of an
object in terms of the two likelihood functions P(o|c) and P(o|c̄) as shown in Fig. 3.
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Fig. 3 Data space formed by the coordinates P(o|c) and P(o|c̄). This is an example of an unbal-
anced class situation where the prior P(c) = 0.7 is so high that the object is classified under c (in
accordance with the earlier examples) despite the likelihood of the object of the negative class is
almost three times the one of the positive class. In this example, m = 1 and m′ = P(c)

P(c̄) . If we set

m = P(c̄)
P(c) , we would get m′ = 1 and rebalance the proportion of classes (and change the classifi-

cation decision). The points of the previous figures are shown in light grey for comparison



20 G.M. Di Nunzio

All the alternatives presented so far are equivalent in terms of classification deci-
sions. There are two connections with two relevant works in the literature that we
want to stress: one with the Neyman-Pearson approach [20], and the other with
the work of Pazzani and colleagues on the optimality of NB classifiers [12, 28]. The
Neyman-Pearson lemma states that the likelihood ratio test defines themost powerful
region of acceptance, which is exactly what we have in Eq. (20):

P(o|c)
P(o|c̄) > M (21)

where M is a threshold that defines the region of acceptance. In the optimality of
NB classifiers, the authors find an adjustment of the probabilities of the classes P(c)
and P(c̄) which is again exactly the same idea since we are actually changing the
angular coefficient m ′.

2.2 Bayes’ Rule on Likelihood Space

So far, we have described the two-dimensional representation of theBayes’ rule in the
so-called ‘data space’ which is the space in which the original data resides. The like-
lihood space, however, is the space formed by the log-likelihood probabilities [24].
The likelihood space can be derived directly by applying the logs of Eq. (20). In this
section, we present an alternative way, which is different from the original paper, to
obtain the likelihood space which starts from the classification decision given by the
log-odds, or logit function, compared to the logarithm of the threshold k:

log

(

P(c|o)
P(c̄|o)

)

> log(k) (22)

log

(

P(o|c)P(c)

P(o|c̄)P(c̄)

)

> log(k) (23)

log

(

P(o|c)
P(o|c̄)

)

+ log

(

P(c)

P(c̄)

)

> log(k) (24)

log (P(o|c)) + log

(

P(c)

P(c̄)

1

k

)

> log (P(o|c̄)) (25)

xL + qL > yL (26)

The likelihood space coordinates of an object o, xL = log
(

x ′′) and yL = log
(

y′′), are
the logarithms of the coordinates of the data space. An interesting relation between
the data space and the likelihood space is that, while in the data space we ‘rotate’
the decision line around the origin of the axis (y′′ = m ′x ′′), the same decision line
in the likelihood space correspond to a parallel line to the bisecting line of the first
and third quadrant yL = xL + qL where qL = log(m ′) is the intercept of this line. In
Fig. 4, we show an example of the likelihood space relative to the point of Fig. 3.
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Fig. 4 Bayes’ rule on likelihood space. The red point corresponds to the one shown in Fig. 3. Note
that the decision line (solid grey line) is above the red point as expected. The decision line moves
parallel to the bisecting line of the third quadrant. In light grey, the points relative to Figs. 1 and 2.
Non normalised points move parallel to the bisecting lines and towards minus infinity, instead of
going towards the origin. The segment with endpoints (0, 1), (1, 0) becomes a logarithmic curve in
the likelihood space

2.3 Bayesian Decision Theory on Likelihood Spaces

In Bayesian Decision Theory, the objective is to quantify the trade-off between
various classification decisions using probabilities and the costs that accompany
such decisions [13, Chap. 2]. Whenever we have an object to classify, if we take the
decision to classify it under c, we are actually “taking a risk” because wemay choose
the wrong category. In this framework, the classification of an object becomes the
problem of choosing the ‘less risky’ category; for a binary classification problem,
the Bayes decision rule corresponds to selecting the action for which the risk is
minimum:

R(c|o) < R(c̄|o) (27)

R(c|o) and R(c̄|o) are the conditional risks defined as:

R(c|o) = λ(c|c)P(c|o) + λ(c|c̄)P(c̄|o) (28)

R(c̄|o) = λ(c̄|c)P(c|o) + λ(c̄|c̄)P(c̄|o) (29)

whereλ(·|·) is the loss function of an action given the true classification. For example,
λ(c|c̄) quantifies the loss in taking the decision c when the ‘true’ decision is c̄. The
new classification decision becomes:
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λ(c|c)P(c|o) + λ(c|c̄)P(c̄|o) < λ(c̄|c)P(c|o) + λ(c̄|c̄)P(c̄|o) (30)

We can group common terms and obtain:

[λ(c|c̄) − λ(c̄|c̄)]P(c̄|o) < [λ(c̄|c) − λ(c|c)]P(c|o) (31)

P(c̄|o) <
[λ(c̄|c) − λ(c|c)]
[λ(c|c̄) − λ(c̄|c̄)] P(c|o) (32)

P(o|c̄)P(c̄) <
[λ(c̄|c) − λ(c|c)]
[λ(c|c̄) − λ(c̄|c̄)] P(o|c)P(c) (33)

P(o|c̄) <
[λ(c̄|c) − λ(c|c)]
[λ(c|c̄) − λ(c̄|c̄)]

P(c)

P(c̄)
P(o|c) (34)

y′′ < m ′x ′′ (35)

So the ratio of the costs can be interpreted as the angular coefficient m included in
m ′ of Eq. (20). When a zero-one loss function is used, we have λ(c|c) = λ(c̄|c̄) = 0
which means that we have no loss when we give the correct answer, and λ(c|c̄) =
λ(c̄|c) = 1 which means that we have a cost equal to one every time we assign the
object to the wrong category.

3 Naïve Bayes on Likelihood Space

In real case scenarios, projecting objects into likelihood spaces becomes a necessity
since the conditional probabilities P(o|c) and P(o|c̄) rapidly go to zero. This prob-
lem becomes evident when we use a Naïve Bayes assumption. For example, if o is
represented by a set of k features F = { f1, . . . , f j , . . . , fk}, a Naïve Bayes approach
allows us to factorize P(o|c) as:

P(o|c) =
k

∏

j=1

P( f j |c) (36)

where features are independent from each other given the class. Suppose that, on
average, the probability of a feature given a class is P( f j |c) � 10−2 and all the
features have a probability greater than zero to avoid P(o|c) = 0. With 100 features,
the likelihood of an object will be, on average, P(o|c) � 10−200 which is very close
to the limit of the representation of a 64 bit floating point number. In real situations,
probabilities aremuch smaller than 10−2 and features can be easily tens of thousands;
hence, all the likelihood functions would be equal to zero by approximation. Instead,
in likelihood spaces, the product becomes a sum of logarithms of probabilities:
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Fig. 5 An interactive demo to show how a multivariate Bernoulli NB model works on a two-
dimensional space

log(P(o|c)) = log

⎛

⎝

k
∏

j=1

P( f j |c)
⎞

⎠ =
k

∑

j=1

log(P( f j |c)) (37)

In the following section, we derive the mathematical formulation of a NB model
that represents features with binary variables, known as multivariate Bernoulli NB
model. In Fig. 5, we show a screenshot of an interactive demo of this type of NB
classifier.4 The aim of this toy example is to show the geometric interpretation of this
classifier rather than study the optimal parameters for classification. The user can
change the conditional probability of each single feature ( f1, f2, and f3) and the prior
probability of class c1 (the positive class). The points represent the eight possible
combinations (three binary features, hence 23 = 8 objects); when the conditional
probability of a feature given the positive class equals that of the negative class,
some points overlap in the data space (because we are not able to use that feature to
discriminate the objects of one class from the others). The selection widgets allow for
choosing normalised probabilities and working in the likelihood space (‘log space’).

4http://gmdn.shinyapps.io/bayes2d/.

http://gmdn.shinyapps.io/bayes2d/
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3.1 Multivariate Bernoulli NB Model

In the multivariate Bernoulli NB model, an object is a binary vector over the space
of features. Given a set of features F , each object o of the class c is represented as a
vector of k Bernoulli random variables o ≡ ( f1, . . . , f j , . . . , fk) such that:

f j ∼ Bern
(

θ f j |c
)

. (38)

where θ f j |c is the parameter of the Bernoulli distribution for the j-th feature of class c.
Wecan re-write the probability of anobject byusing theNBconditional independence
assumption, this time by considering the parameter θ of the distribution5:

P(o|c; θ) =
k

∏

j=1

P( f j |c; θ) =
k

∏

j=1

θ
h j

f j |c
(

1 − θ f j |c
)1−h j

=
k

∏

j=1

(

θ f j |c
1 − θ f j |c

)h j
(

1 − θ f j |c
)

, (39)

where h j is either 1 or 0 indicating whether feature f j is present or absent in object
o. When we project this probability into the likelihood space, we obtain:

log(P(o|c; θ)) =
k

∑

j=1

h j log

(

θ f j |c
1 − θ f j |c

)

+
k

∑

j=1

log(1 − θ f j |c), (40)

In terms of the likelihood projections, each object of class c has a coordinate com-
posed by: (i) a variable part, the first sum, that depends on the features that are present
in the object, and (ii) a fixed part, the second sum, that considers all the features F
independently from the features that appear in the object. This second part is very
important because, in many works, it is ignored (actually canceled) with the justi-
fication that it is a constant independent from the object and, therefore, it does not
change the classification decision. This is true only if we do not fix qL in advance
but, on the contrary, we find the optimal parameter qL of the decision line of Eq. (26).
In fact, once qL is fixed, including or excluding the second sum in the computation
of the coordinates would result in a different decision since the points would have
different coordinates. The two solutions are equivalent ‘only’ when we choose an
appropriate threshold:

log
(

x ′′) + log
(

m ′) > log(y′′) (41)

log(x ′′
1 ) + log(x ′′

2 ) + log
(

m ′) > log(y′′
1 ) + log(y′′

2 ) (42)

log(x ′′
1 ) + log

(

m ′x ′′
2

y′′
2

)

> log(y′′
1 ) (43)

5We use the notation P(o|c; θ) to indicate the probability parametrised by θ .
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where x ′′
1 = ∑k

j=1 h j log
(

θ f j |c
1−θ f j |c

)

and x ′′
2 = ∑k

j=1 log(1 − θ f j |c) (y′′
1 and y′′

2 are

defined accordingly). For example if we set m ′ = 1 in Eq. (41), then we must set
m ′ = y′′

2/x
′′
2 to obtain the same classification in Eq. (43).

3.2 Probability Smoothing

The parameter θ f |c of each Bernoulli random variable can be estimated in different
ways. A common solution is a maximum likelihood approach:

θ f |c = n f,c

nc
(44)

where n f,c is the number of objects of category c in which feature f appears, and nc is
the number of objects of category c. However, this approach generates arithmetical
anomalies; in particular, a probability equal to zero when the feature is absent in
category c, n f,c = 0 (or a probability equal to one when n f,c = nc but it is less
frequent). A zero in one of the features of the objects corresponds to a likelihood
equal to zero (or a minus infinity in the log space). To avoid these arithmetical
problems, smoothing is usually applied. For example, Laplacian smoothing or add-
one smoothing:

θ f |c = n f,c + 1

nc + 2
(45)

In this chapter, instead of amaximum likelihood approach, we estimate the parameter
θ f |c by using a conjugate prior approach which, in this case, corresponds to finding
a beta function with parameters α and β [11]:

beta f |c = θα−1
f |c (1 − θ f |c)β−1. (46)

The result of this choice is that the estimate θ f |c is now governed by the two hyper-
parameters α and β in the following way:

θ f |c = n f,c + α

nc + α + β
(47)

note that forα = β = 1, we obtain the Laplacian smoothing. It is possible to optimise
α and β for each feature, but in this work we choose to use the same parameters for
all the features.
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3.3 Decision Line in Likelihood Spaces

As suggested by the authors of the original paper of likelihood spaces [24], one
advantage with working in likelihood spaces is that we can devise new strategies for
classifying objects. In fact, if we do not limit ourselves to the Bayesian Decision
Theory, we can find other linear or non-linear solutions that work much better in
terms of classification. The first improvement would be to add a ‘rotation’ to the
decision line in the likelihood space. The authors of the seminal paper discuss this
problem and show that polynomial decision lines in the likelihood space can obtain a
significant improvement in terms of classification accuracy. However, a polynomial
line in the likelihood space corresponds to a complex curve in the data space. Suppose
that we find a decision function of this type

yL < mLxL + qL (48)

where yL , xL , qL are the same as Eq. (26) and mL is the angular coefficient of the
new decision line. This corresponds to:

eyL < emL xL+qL (49)

elog(P(o|c̄)) < emL log(P(o|c))+qL (50)

P(o|c̄) < P(o|c)mL eqL (51)

which is a sort of exponential curve in the data space. Alternatively, it is also pos-
sible to show that a rotation and a shift of the decision function in the data space
corresponds to a non-linear curve in the likelihood space [8]. However, it is not our
main objective to discuss the possible extension of Bayesian Decision Theory in this
chapter. However, we want to stress the fact that, for the interactive text categori-
sation problem, we use a decision line in the likelihood space like the one shown
Eq. (48) but this choice does not have an immediate interpretation in the data space
in terms of Bayesian Decision Theory.

4 An Example of Interactive Text Categorization

In the previous sections, we presented the geometric interpretation of probabilistic
classifiers on a two-dimensional space, and we described a set of parameters that can
be tuned to optimise classification. In particular:

• We can change the estimates of the probability of the features by modifying the
values α and β of the prior beta function.

• We can adjust the classification line by changing the intercept qL and the angular
coefficient mL in the likelihood space.
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Table 1 Number of training
documents for each class of
the Reuters-21578 collection

Category Training

Acq 1650

Corn 182

Crude 391

Earn 2877

Grain 434

Interest 347

Money-fx 539

Ship 198

Trade 369

Wheat 212

Total 6494

In a real machine learning setting these parameters need to be trained and validated
using portions of the dataset available to train the classifier. For example, a k-fold
cross validation can be used to find the parameters that minimise the error of the
classifier [13, Chap. 9]. For this reason, we have developed an interactive application
that allows users to see how the tuning of these parameters affects classification on
a real text classification problem.6

The top 10 most frequent categories of the Reuters-215787 corpus were chosen
as a benchmark. In particular, we chose the 6494 training documents. Table1 shows
the number of training documents for each category. Some text preprocessing was
done: a first cleaning was done to remove all the punctuation marks and convert all
the letters to lowercase. A stoplist of 571 words and contractions (that is, ’re, don’t,
etc.) was used to remove the most frequent words of the English language.8 Finally,
the English Porter stemmer9 was used as the only method to reduce the space of
terms.

Standard classification measures are calculated for the k-fold cross validation and
shown real time as parameters are tuned [25].

4.1 Description of the Interface

The main window is split into two parts: the sidebar on the left and the main panel on
the right, as shown in Fig. 6. On the left side, the user can interact with the classifier
and see the results on the right in terms of both the accuracy of the classification and
the visualisation.

6http://gmdn.shinyapps.io/shinyK.
7http://www.daviddlewis.com/resources/testcollections/.
8http://jmlr.org/papers/volume5/lewis04a/a11-smart-stop-list/.
9http://www.tartarus.org/~martin/PorterStemmer/.

http://gmdn.shinyapps.io/shinyK
http://www.daviddlewis.com/resources/testcollections/
http://jmlr.org/papers/volume5/lewis04a/a11-smart-stop-list/
http://www.tartarus.org/~martin/PorterStemmer/
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Fig. 6 Interactive text categorisation. Default values of a multivariate Bernoulli NB classifier on
the Reuters-21578 dataset

4.1.1 Interaction

The user can interact with the classifier by adjusting and changing the values of the
following widgets (we describe them from top to bottom, but the user can interact in
any order):

1. The user chooses the category of documents to classify with a selection input
menu.

2. The number of k-folds, between 2 and 10, to train and validate on are selected by
a slider; the user can also switch from one k-fold to the other (for example, with
five folds, the first fold is used for validation while the other four folds are used
to train the classifier), or re-sample the folds (documents are randomly sampled
to create a new k-fold cross validation) by using the two buttons below the slider
of the number of folds.

3. The number of features (terms) can be selected with a slider from 5 up to 30,000
features.

4. The parameters of the beta prior can be adjusted by the two sliders Alpha, from
10−5 to 2, and Beta, from 0.5 to 300.

5. The decision line can be adjusted with the two sliders Angular coefficient, values
from 0.5 to 2, and Intercept, values in the range −300, 300.
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6. The user can reset all the parameters to the default values, or go back to the best
settings found for the training set or the validation set by using one of the three
buttons.

4.1.2 Visualization

The main panel is divided into two columns: the first column shows the results on
the training set, the second column the results on the validation set. Both columns
contain the following information (from top to bottom):

1. The text box shows the total number of objects and the number of positive exam-
ples (red points, the documents of the chosen category). The box in the validation
column also tells the user on what fold we are validating.

2. The table shows performance measures in terms of Recall, Precision and F1. The
first row displays the performance of the classifier when only the parameter of
the priors are used, while the second row gives the results when both the prior
and the coefficient of the decision line are taken into account.

3. The two-dimensional plot shows in red the documents of the chosen class and in
black all the other documents of the collection. The blue line changes according
to the parameters Angular coefficient and Intercept, m and q respectively, while
the green line (visible only when the previous parameters are not the default ones)
remains fixed to the bisecting line of the third quadrant.

4.2 Example of Usage

Figure6 shows an example of one category ‘corn’ that is quite unbalanced, since
the number of positive examples of this category is around 180 and the total number
of training examples is about 6400. In order to recover this disproportion, we can
change the value of the intercept of the decision line and increase it to 200. In this
way, we get an almost perfect recall but the precision is low, as shown in Fig. 7. This
situation shows how the intervention of the loss function (which influences the shift
of the line in the likelihood space) is good but not optimal. A rotation of the line can
significantly improve the situation as shown in Fig. 8.

This optimisation can continue iteratively by slightly changing the intercept and
the angular coefficient. Additionally (or alternatively), the user can change the
smoothing of the probabilities with the sliders alpha and beta. As surprising as it
may seem, for small values of alpha and high values of beta, the points in the like-
lihood space change their distribution and ‘move’ around the zero-one loss decision
function (bisecting line third quadrant, green line). This particular behaviour can be
explained by the fact that for α = β = 1 we are actually giving as input a uniform
distributed prior which is very unlikely in real situations; in other words, we are
saying that any value for the parameter θ f |c is equally probable. Instead, it is much
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Fig. 7 Interactive text categorisation. Increase the value of intercept to recover the disproportion
of the two classes

Fig. 8 Interactive text categorisation with R. Adjust angular coefficient to decrease the number of
false positives
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Fig. 9 Interactive text categorisation with R. Change the value of the smoothing parameters to see
how points move around the zero-one loss function

more likely to observe a very small value close to zero. This is expressed by a beta
function whose parameters have the values suggested in the figures.

This incremental process, as the interactive machine learning approach suggests,
can significantly improve the initial results of the classifier. With this interactive
application, we can also show how overfitting may generate very poor classifiers.
This situation is shown in Fig. 10, where we set the alpha and beta values to their
extremes and slightly adjusted the intercept and the angular coefficient to obtain
an almost perfect score on the training data (F1 = 0.956). With these parameters,
the performance on the validation set is very low. Compared to Fig. 9, the F1 score
decreased from 0.7 to 0.4.

5 Final Remarks and Future Works

In this chapter we have presented a geometrical interpretation of likelihood spaces
and an interactive text categorisation problem that makes use of this interpretation.
We have explained the possible relations that exist between likelihood spaces and
Bayesian Decision Theory; moreover, we have derived the same interpretation of the
two-dimensional logarithmic space from the definition of classification in terms of
the logit function. The interactive application shows, in a real machine learning set-
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Fig. 10 Interactive text categorisation. Example of overfitting with an almost perfect score on the
training data

ting, how human pattern recognition capabilities can immediately steer the learning
algorithm towards one possible solution.

The importance of the visualisation approach becomes more evident when the
result is used as input for the optimisation of a classifier. Theoretically, we could
find the solution found with the interactive approach (if not a better one) by means
of a classical full-automatic machine learning approach that searches for the best
combination of parameters. The problem is that the space of the vector of parameters
is huge.Although a reductionof the space canbeobtainedwith a correct interpretation
of the problem in geometrical terms [7, 10], the interactive approach can be crucial
in setting the initial parameters of the function that optimises the automatic classifier.

From a theoretical point of view, there are interesting open questions about the
meaning of the decision line found in the likelihood space. In particular, whether the
solution has an equivalent form in the data space and in Decision Theory in general,
or whether the new solution defines a completely new decision theory in the data
space. Another important aspect that was not discussed in this chapter is that the
smoothing parameters α and β should be optimised for each single feature instead
of being equal for all the features. This problem alone would require a completely
different user interface, or, in terms of classical machine learning, a study on how to
choose parameters individually in an efficient way.
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Mining Movement Data to Extract Personal
Points of Interest: A Feature Based Approach

Marco Pavan, Stefano Mizzaro and Ivan Scagnetto

Abstract Due to the widespread of mobile devices in recent years, records of the
locations visited by users are common and growing, and the availability of such large
amounts of spatio-temporal data opens new challenges to automatically discover
valuable knowledge. One aspect that is being studied is the identification of important
locations, i.e. places where people spend a fair amount of time during their daily
activities; we address it with a novel approach. Our proposed method is organised
in two phases: first, a set of candidate stay points is identified by exploiting some
state-of-the-art algorithms to filter the GPS-logs; then, the candidate stay points are
mapped onto a feature space having as dimensions the area underlying the stay point,
its intensity (e.g. the time spent in a location) and its frequency (e.g. the number of
total visits). We conjecture that the feature space allows to model aspects/measures
that are more semantically related to users and better suited to reason about their
similarities and differences than simpler physical measures (e.g. latitude, longitude,
and timestamp). An experimental evaluation on the GeoLife public dataset confirms
the effectiveness of our approach and sheds some light on the peculiar features and
critical issues of location based systems.

1 Introduction

In recent years, the increasing pervasiveness of mobile devices and the ever growing
mobile technologies have made location-acquisition systems available to everyone.
Moreover, such systems can be easily embedded in popular apps and services, being
very often active during many users’ daily activities. This evolution allows to collect
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large datasets with spatio-temporal information, and in particular it has increased
the interest of researchers on studies about user movements, behaviors and habits.
Nowadays several mobile applications have been developed with the aim to exploit
information extracted from raw location data. Some of those track users movement
during sport activities in order to monitor their performance and to give suggestions
about the next training. Other applications use GPS data to track users current position
for navigation systems. Some companies use location data as a feature for social
network based applications, in order to give new services to users based on their
check-ins. Well known examples are Foursquare [8] that bases its entire service on
users location information to give suggestions about points of interests, and Facebook
[7] and Twitter [28] that allow users to add their location while posting a new message
on their account, in order to add more information for other users.

The spread and popularity of this kind of mobile apps give people the possibility
to track their location data in a lot of different ways, also associated to useful services,
and to share with their friends this increasingly important source of information. This
activity of sharing data provides in turn the additional advantage of improving the
shared services offered to the community.

With these premises it is clear that there is a new important source of potentially
interesting information to exploit. Whence, it is of utmost importance to design
and implement an effective extraction process to get the right information from the
collected raw location data. Moreover, it can be useful to envisage some post-process
analysis, in order to infer additional knowledge about users. A good starting point is to
recognize important locations for the users, i.e. personal places of interest (PPOIs):
such places can tell a lot about their daily behavior and habits. In other words, PPOIs
are places which have particular meaning for users, such as home, work, or any place
where they spend a considerable amount of time during the day or which they visit
frequently.

In this chapter, we focus on a novel proposal for PPOIs identification: in particular,
we pay attention on how users move during their daily activities, in order to recognize
the importance of places they visit according to different points of view, such as the
frequency or intensity of visits. Indeed, we observed that some meaningful locations
are related to users’ main activities, thus they spent a lot of time in specific delimited
geographic areas, such as their office or home. Other locations, instead, have been
visited several time during the analyzed days, but with not the same intensity as home
or office. An example of this kind of places may be the newsstand or the supermarket.
In order to recognize PPOIs, we must first be able to detect the so-called stay points
(SPs), i.e. locations where the users “may stay for a while” (see [18]). Not all stay
points can be considered important places, but they are good candidates and effective
off-the-shelf tools are available to extract them from raw data (whatever the source,
like, e.g. a GPS-device). The candidate stay points need then to be filtered to provide
the final set of PPOIs. We remark here that our proposal is technology-independent,
being based only on raw data: neither we carry out any enrichments of positional
data nor we use any external knowledge sources (like, e.g. georeferenced posts or



Mining Movement Data to Extract Personal Points . . . 37

resources published on Twitter, Facebook or other social networks). As we will see
in Sect. 2, Urban computing [32] and trajectory data mining [37] are two research
fields which can greatly benefit from this kind of work.

In the literature, earlier approaches focus on the density of detected positions
inside a delimited area, and on time thresholds to check when changing area, in order
to recognize the locations which might have particular meaning for users. However,
this is not enough to ensure a good selection, which should also take care to discard
all “false important places” (e.g. crossing at intersections or stops at traffic lights)
and, at the same time, should not miss relevant locations. Indeed, grid systems which
exploit density, but are based on cells of fixed dimensions, cannot always guarantee
a correct recognition due to the location distribution on the geographic space: the
cell bounds might overlap an important place and, as a consequence, the latter will
be divided and wrongly processed as two or more distinct places.

Further complexity comes into play since users movements are affected by other
factors, such as speed/acceleration, heading, relations between locations, and also
by the changes of the accuracy of GPS devices during subsequent detections. Many
approaches considering the speed parameter tend to identify stay points when the
measurement of speed is (nearly) zero. However, this assumption is again not enough
accurate (it is sufficient to think, e.g. of a walk in a park). Therefore, to properly
understand users behavior and habits it seems more appropriate to analyze their
movements by considering a set of combined elements to infer the right information
about the way they move.

On this basis the novelty of our approach aims at overcoming the above mentioned
issues and at refining the whole identification process. First of all, our method is
modular; we exploit some state-of-the-art algorithms to do an initial filtering of the
raw positional data. Then, we carry out a deeper analysis, taking into account some
user-related measures as further steps to refine the recognition task. Namely, we
consider the area covered by a stay point, the time spent in a given location and the
frequency of visits. As we will see in Sect. 5, this second phase improves the final
outcome in terms of precision (paying a little cost in terms of recall). In particular, our
approach allows us to infer a description of places in terms of a set of features more
related to users routine activities. Mapping the physical locations into an abstract
space based on those features helps us to carry on a deeper analysis which allows us
to observe if a place is repeatedly visited. Moreover, we can identify locations (e.g.
rendez-vous points, newsstands, bus stops to name a few) which are visited several
times during a longer period, but not with a sufficient “intensity” to be found by
previous techniques.

This chapter is structured as follows: in Sect. 2 we discuss related work. The
problem statement we focus on, together with the main notions and definitions, is
presented in Sect. 3, while our proposed approach is described in Sect. 4. Section 5 is
devoted to the experimental evaluation and, finally, we draw conclusions and some
future work directions in Sect. 6.
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2 Related Work

2.1 Human Mobility

Some authors focus on analyzing patterns in mobile environments. A study, pre-
sented by Laxmi et al. [16], analyzes the behavior of user patterns related to exist-
ing works from the past few years. Noulas et al. [25] analyze a large dataset from
Foursquare in order to observe user check-in dynamics and find spatio-temporal
patterns. Their results are useful to study user mobility and urban spaces. In this
direction other authors present their work on analysis of user communities in order
to build human mobility models. Karamshuk et al. [15] survey existing approaches
to mobility modeling. Hui et al. [12] propose a system to improve the understand-
ing of the structure of human mobility by analyzing the community structure as a
network. Mohbey et al. [22] propose a system based on mobile access pattern gen-
eration which has the capability to generate strong patterns between four different
parameters, namely, mobile user, location, time and mobile service. They focus on
mobile services exploited by users and their approach shows to be very useful in the
mobile service environment for predictions and recommendations. Zheng et al. [33,
35, 36] developed a brand new social network system based on user locations and
trajectories, called GeoLife, which aims to mine correlations between them.

Other researchers focus on locations analysis for destination and/or prediction
of places of interest (POIs); Avasthi et al. [1] propose a system for user behavior
prediction based on clustering. They analyze the differentiated mobile behaviors
among users and temporal periods simultaneously in order to make use of clusters
and find similarities. Zheng et al. [34] perform two types of travel recommendations
by mining multiple users’ GPS traces: top interesting locations and locations which
match user’s travel preferences. In [20] the authors combine hierarchical clustering
techniques, to extract physical places from GPS trajectories, with Bayesian networks
(working on temporal patterns) and custom POIs databases to infer the semantic
meaning of places. Thus, they are able to discover in an effective way users PPOIs.
Scellato et al. [26] developed a framework called NextPlace, a novel approach to
location prediction based on time of the arrival and time that users spend in relevant
places. Liu et al. [19] propose a novel POI recommendation model, exploiting the
transition patterns of users’ preference over location categories, in order to improve
the accuracy of location recommendation. Another work in the direction of providing
personalized (i.e. more accurate) POI recommendations is [3] where personalized
Markov chains and region localization are used to take into account the temporal
dimension and to improve the performance of the system. Finally, in [9] Gao et al.
leverage on content information available in location-based social networks, relating
it to user behaviour (in particular to check-in actions), to improve the performance
of POI recommendation systems.
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2.2 Important Places Recognition

It is clear how one of the most important issues underlying these systems is the
inference of users’ important places. Several studies focus on this topic to propose
new approaches on important places recognition, and thus provide novel algorithms
to use on more complex systems. Passing from raw information about coordinates to
semantically enhanced data (landmarks or places) is an important aspect in the task of
discovering important places. In [14], Kang et al. introduce a time-based clustering
algorithm for extracting significant places from a trace of coordinates; moreover,
they evaluate it using real data from Place Lab [27]. Hightower et al. [11] exploit
WiFi and GSM radio fingerprints (collected by mobile devices) to automatically
discover the places people go, associating names and/or semantics to coordinates, and
detecting when people return to such places. Their BeaconPrint algorithm, according
to the authors, is also effective in discovering “places visited infrequently or for short
durations”. De Sabbata et al. [5, 6] provide an adaptation of the well-known PageRank
algorithm, in order to estimate the importance of (square) locations on the basis of
their geographic features (i.e. if they are contiguous or not) and the movements of
users. In particular, in the calculus of the importance (rank) of a location, the speed
can be used to highlight either places where the user has stopped or places where
there is a high traffic density. Thus, the notion of importance of a location can be
“customized” on the basis of the current needs or situation.

Li et al. [17] mine single user movements in order to identify stay points where
users spend time; then, by analyzing space and time thresholds, they compute a
similarity function between users based on important places that represent them.
Montoliu et al. [23, 24] propose a system based on two levels of clustering to obtain
places of interest: first, a time-based clustering technique which discovers stay points,
then a grid-based clustering on the stay points to obtain stay regions. Isaacman
et al. [13] propose new techniques based on clustering and regression for analyzing
anonymized cellular network data usage to identify generally important locations.

Many of these approaches base their algorithms on the number of user detected
positions within a geographic area, and in some works with attention to the elapsed
time between a detected position and the next one. For instance, in [29], Umair et al.
introduce an algorithm for discovering PPOIs, exploiting a notion of “stable and
dense logical neighborhood” of a GPS point. The latter is automatically determined
using a threshold based approach working on space, time and density of detections.
To improve the recognition process, other factors and parameters are taken into
consideration to enhance the algorithms. Xiao et al. [30] add semantics to users’
locations based on external knowledge (POIs databases), in order to understand user’s
interests and compute a similarity function between two of them without overlaps in
geographic spaces. More recently Bhattacharya et al. [2] extract significant places
exploiting speed and the bearing change during user movement.

An interesting approach is presented in [10] where Hang et al. present Platys, an
adaptive and semisupervised solution for place recognition. Its novelty amounts to
the fact that it makes minimal assumptions about common parameters (e.g. types
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and frequencies of sensor readings, similarity metrics) which are usually tuned up
manually in other systems. Instead, Platys assumes that the user visits important
places sufficiently often, letting him to label the place at any time (the user is also
prompted at random intervals by the system).

3 Problem Statement

3.1 Definitions

By observing a dataset of users’ movements readings, it is possible to notice some
coordinates where people remain stationary for long time periods, often inside build-
ings or delimited areas where they perform their daily activities. We call those loca-
tions Stay Points (SPs), as described and defined in [17]. Theoretically, a stationary
user generates the same location data for all the stay time, i.e. the same point in
the geographic space; we call those places Natural Stay Points, due to the nature of
data that does not require any particular processing to understand the corresponding
visited locations. However, in real situations there are several factors that affect the
tracking of user movements. Due to technology limitations, there may be locations
where the position detection is not possible, or the user moves in a way that the
detection result cannot be so accurate. For instance, if we use a GPS, there are places
where there is no signal or where the accuracy is very low due to the transportation
mode that varies from underground to surface. These issues led us to have data gen-
erated by several detections which do not properly match when the user is stationary.
Instead, they yielded a group of points corresponding to a location with a high den-
sity of detections within a given (limited) range. This situation may also occur when
users move inside a delimited area, such as their work place where they may move
among offices, or during a walk inside a mall. As described in [17], for both these
latter situations we can compute the mean point of that cluster of detections in order
to determine the user’s stay point. We call this kind of places Computed Stay Points,
since they approximate the original real locations. Figure 1 shows an example of
user’s movement readings with the two types of stay points described above. The
process to identify stay points from user movements readings helps to get the set of
visited locations, but neither necessarily all of them are important for the user [17]
nor they provide information. By analyzing just the density of detections, some loca-
tions may be recognized as stay points even if they are not strictly related to user’s
main visited places. Figure 2 shows how a road crossing, where users transit a lot of
time during their activities, can generate a geographic region with high density of
detections, and consequently a possible stay point. We call those places False Stay
Points, because they identify locations that do not represent a user activity, and do
not provide important information about user habits and behavior.
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On this basis it is clear what kind of locations we consider Important Stay Points,
namely PPOIs: locations that can help to infer information about the user who has vis-
ited them, in particular the activities that may have been carried out at each location,
the stay time, and how frequently it has been visited.

3.2 Challenges and Motivations

To better understand what are the main problems and difficulties emerging with
important places recognition, we list a set of conceptual problems presented by
the current state-of-the-art solutions. We have also run a preliminary experiment
to analyze how much the conceptual problems do appear in practical scenarios, and
which of them are addressed by the existing solutions; we discuss the results in detail
in Sect. 3.3.

A first approach based on density may exploit a spatial subdivision of the territory
where user moved to recognize the most visited locations, and consequently assign
an importance value to them, but, as described in [17], this grid-based solution is
affected by several issues. The cell definition during the spatial subdivision is not
a technique that can be adapted to each case and to each user movement style. As
represented in Figs. 3 and 4 the cell might have a size not appropriate to analyze each
user and each movement, causing the not-proper recognition of PPOIs due to what
we call boundary problem, which might divide them (Fig. 3), or include more than
one of them (Fig. 4). So two first conceptual problems are:
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Fig. 3 The boundary
problem of important places
recognition, with too small
cells (P1a)
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Fig. 4 The boundary
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recognition, with too large
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P1a: Boundary problem—undersized cells With a grid based approach, cells can
be too small, and thus wrongly split a stay point.

P1b: Boundary problem—oversized cells With a grid based approach, cells can be
too large, and thus wrongly identify false stay points that either merge two or more
stay points, or even are created without any real stay point.

The technique used in [17, 36] for stay point computation avoids the static
approach used in the grid-based solution, which mainly analyzes the user move-
ments as an overview on a map, in favor of a dynamic approach that scans each
detected position, in order to reproduce the user movements and get more infor-
mation from user behavior. By using a dataset composed of users’ GPS detected
positions, it is possible to avoid problems related to grid cell size by focusing on
defining thresholds, based on space and time, to recognize when users move and
when they remain stationary.

Let P = {p1, p2, . . . , pn} the list of points corresponding to GPS readings ordered
by time of detection, tT the time threshold and dT the distance threshold. By checking
the time and distance thresholds between the point pi and the point pi+1 it is possible
to know if the user moved or not in that specific delimited geographic region. We call
that space segment, since it approximates the original real user movement between
the two analyzed points. If the user remains stationary (i.e. she does not exceed
both the thresholds), this process can be repeated by keeping fixed pi , scanning the
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next points {pi+2, pi+3, . . . , pn} and stopping when the thresholds are exceeded, in
order to detect when and where the user changes behavior. At the end of this process
it is possible to compute a Mean Stay Point based on the current set of analyzed
points from pi to pi+k , with 1 ≤ k ≤ (n − i), by calculating the average latitude and
longitude of points.

This technique, based on space and time thresholds, is not affected by the issues
related to the cell size, which is dynamically determined, but some problems are still
present (and we will indeed observe its performance in our preliminary experiment
in Sect. 3.3). On straight and long trajectories, where users move with no particular
changes in speed, the dynamic approach performs a scanning which, after a certain
number of points, computes a stay point based on the exceeded thresholds, i.e. the
mean of points in the analyzed segment, and it repeats this process for all the trajectory
length, thereby determining a set of consecutive false stay points. Figure 5 shows an
example of this issue displaying a path between two important places segmented
with false stay points. We call this problem:

P2: segmentation problem—constant speed A trajectory between two distant
important places is divided into several segments defined by the computed false
stay points.

Other works in the literature [2, 33] introduce other parameters to use and improve
the previous approach and minimize the segmentation problem. In particular they
use new thresholds based on user speed, acceleration and even heading change, in
order to better understand user behavior. More precisely, speed and acceleration

tT = time Thresholdd > dT
Δ t > tT

d < dT
Δ t < tT

d = distance between points
dT = distance Threshold

“Mean” Stay point

Δ t = time difference between points

“False”
Stay points

Fig. 5 The segmentation problem of important places recognition (P2)
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thresholds are used in the same way as those about space and time, i.e. as soon as
they are exceeded, the scanning process stops in order to compute the stay point. The
heading threshold on the other hand is used in the opposite way: a constant heading
indicates a movement from a SP to the next one. However, also with these approaches
potentially there are some difficulties to avoid the computation of false stay points
(and our preliminary experiment confirms that). For example, if a user moves with
a high speed for a long time, i.e. while driving on an highway, she still exceeds the
speed threshold, and after a certain amount of time the other ones, causing again the
segmentation problem.

Whence, fixed thresholds may not be suitable for all user movements; indeed, some
settings perfectly tuned for some users may be very wrong for others. As we will see
in Sect. 5, by changing the thresholds values we observed how the recognition process
varied the granularity (i.e. the number and the density of stay points) of the result,
providing different set of stay points. This issue causes the computation of false stay
points if the thresholds are not properly set considering the current user movements
to analyze. User activities which involve several vehicles and in wider areas generate
different datasets compared to users that move in small regions and mainly with one
mode of transportation; whence the need of different analysis. Figures 6 and 7 show
two examples where wrong thresholds raise the two last problems:

P3a: Fixed thresholds problem—slow speed In Fig. 6, it is possible to see how a
region (delimited by the circle) where user moved with very slow speed, differently
from the rest of the tracked movement, makes the threshold-based techniques unable
to properly recognize the PPOIs, due to a too high threshold for the current tracked
movement. Indeed, as soon as the speed exceeds the related threshold (changing from
slow to high again), the whole slow speed region inside the circle will be processed
in the same way of a walk inside a building, therefore generating a single false stay
point. Moreover, the latter, whose position is the result of a mean of the coordinates
of all the points inside the circle, can also be put in a totally wrong place, w.r.t. the
progress of the path in the region.

P3b: Fixed thresholds problem—high speed On the other hand, Fig. 7 shows how
regions with high speed (higher than the threshold set), in a trajectory between two
locations, generate false stay points, again due to a not proper threshold value setup.

3.3 Preliminary Experiment

In order to understand the impact of problems described in Sect. 3.2 on real world
user movements, and the effectiveness of the most used approaches in the litera-
ture, we have planned two evaluation tasks. The first one is based on an in-house
dataset. Indeed, we built a mobile application (in two versions, for both iOS and
Android smartphones) to gather real movement data from people. Basically, we
needed a sequence of GPS points consisting in latitude, longitude, speed, timestamp
and accuracy, to have a trajectory that represents how and where user moved. We



Mining Movement Data to Extract Personal Points . . . 45

s = speed between points

P1

P2
Pi

“False”
Stay point

P3

d < dT
Δ t < tT
s < sT

very slow speed all the way

sT = speed Threshold

Fig. 6 The thresholds problem of important places recognition, the slow-speed issue (P3a)
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Fig. 7 The thresholds problem of important places recognition, the constant-speed issue (P3b)

have chosen a sample of 13 (Italian) users in order to collect a sufficient amount
of GPS detections during 4 days of common daily activity. The second evaluation
task involved the same group of 13 users, but on 4 days of movements related to 13
maps (one for each user) taken randomly from the GeoLife dataset [35]. The latter
has been collected in (Microsoft Research Asia) GeoLife project by 182 users in a
period of over three years (from April 2007 to August 2012: for the details see [21]).

Designing the two tasks, we paid attention to have different types of behavior, from
frequent home-work travels to routines very stationary, also with different modes of
transportation, e.g. motorized vehicles, bicycle, walk. We have estimated to collect
(for the in-house task) and to choose (for the GeoLife task) data for 4 days for each
user, in order to have enough detections to properly recognize behaviors and habits,
since a lower number of days might not emphasize locations with high frequency
and/or intensity.
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Of course, a key difference between these two preliminary evaluation tasks is
related to the users’ knowledge about the datasets. In the in-house case each user
evaluated the performance of the algorithms on its own data, being in the perfect
condition to establish the ground truth. Instead, in the GeoLife case there was no
ground truth about PPOIs available in the database, and our users were not acquainted
with the Chinese regions of GeoLife. However, in each case users had the same skill
and knowledge level in identifying the potential important places.

We implemented a set of popular algorithms used in the literature to check what
issues affect them. The first, named G, is a static approach based on the grid method
described in [17], useful to see how the boundary problem affects the results on
dataset with movements from different user behaviors and habits. The second one
is based on a dynamic approach and only space threshold, named S, as described in
[18]. We have also implemented the T and V versions of threshold-based algorithms,
since they have been often used in literature, even recently [17, 23, 29, 36]. Moreover,
we have developed further versions of the latter algorithms with more parameters as
thresholds, such as acceleration, and heading change, named A and H , respectively
(like in [2, 33]), to see how the addition of parameters affects the PPOIs identification.

We have run all algorithms to see the results on our datasets and make some
considerations about the issues explained in Sect. 3.2. Observations on results showed
that:

• the static approach, namely the grid-based clustering, got variable performance
due to different types of movement that need different cell sizes (P1a, P1b):

– smaller cells allow us to recognize the right SPs, but adding a lot of false SPs;
– larger cells generate the right number of SPs, but with wrong locations since the

centroid is taken as the mean of all points in the cell;

• dynamic approaches fit well any type of movements readings;
• generally, to add new thresholds based on new parameters helped to discard false

stay points;
• acceleration seems to be a too strict parameter, since too many points are discarded;
• heading change gives a low contribution to PPOIs identification, anyway it helps

to improve the precision of the recognition process;
• the segmentation problem (P2) is still present;
• to use fixed thresholds does not allows us to always have a perfect setup for all

situations, due to the different types of movements (P3a, P3b);
• generally, the preliminary experiment encourages us to adopt dynamic approaches

exploiting several parameters with an automatic thresholds computation method-
ology (also helping to deal with “sensitive” parameters like, e.g. acceleration).

This preliminary experiment helped us to confirm how the above mentioned
approaches still present some issues and could be improved. Figure 8 illustrates the
cumulative rating distribution for all the algorithms considered in the preliminary
experiment (notice that in the figure the lines for S and T algorithms coincide, the
same for A and AH). Table 1 shows the average ratings, precision, recall and F-
measure reported by each algorithm. We can see that, despite the higher precision
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Fig. 8 Preliminary experiment: cumulative rating distribution for all algorithms

Table 1 Preliminary experiment: algorithms comparison

Algorithm Average rating Precision Recall F-measure

G 2.88 0.186 0.806 0.302

S 2.19 0.026 1 0.051

T 2.19 0.041 1 0.078

V 3.11 0.138 0.846 0.238

A 1.23 0.125 0.063 0.084

H 3.15 0.160 0.835 0.269

AH 1.23 0.125 0.063 0.084

and F-measure of G w.r.t. V and H, users have preferred the latter two algorithms
with better average ratings (3.11 for V and 3.15 for H vs. 2.88 for G). This can
be explained considering that G does not discard any candidate SPs, but it simply
clusterizes them. Hence, the user can be confused looking at the representation in
the map, seeing many “spurious” points scattered around in a uniform way. More-
over, sometimes the grid-based approach does not identify the right coordinates of
important places, due to the cluster centroid which is affected by the high number
of points contained in the cell (which can be too large). Algorithms S and T got the
highest recall with a score equal to 1, but with very low performances in terms of
precision and average rating. Finally, we ran the Wilcoxon test in order to verify if
there are significant differences among the rating distributions got by the algorithms.
The resulting p-values appear in Table 2. We can observe that there are statistical
significances between several pairs of algorithms (where the p value <0.005). In
particular, we can confirm again that increasing the number of parameters used as
thresholds by the algorithms allow us to get a significant improvement, apart the
cases of the threshold T which does not give any contribution and the threshold H
which contributes slightly.
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Table 2 Preliminar Wilcoxon test: p values

G S T V A H

G – – – – – –

S 2.467e−05 – – – – –

T 2.467e−05 NA – – – –

V 0.01966 1.507e−05 1.507e−05 – – –

A 4.732e−06 3.69e−06 3.69e−06 4.1e−06 – –

H 0.01073 9.044e−06 9.044e−06 1 3.586e−06 –

AH 4.732e−06 3.69e−06 3.69e−06 4.1e−06 NA 3.586e−06

4 Proposed Approach

The key contribution and novelty of our methodology for the recognition of PPOIs
ultimately rely on a mapping from the physical space (determined by raw positional
data) to an abstract space, called features space. The latter allows us to consider
as coordinates some features which are semantically related to users’ habits and
behaviours. Figure 9 shows an example of how important places can be positioned
in our features space. The icons indicates some kind of common places, such as
home, office, bar, mall and fuel station, but also a park, a travel to a city, or a visit
to a museum. From a pragmatic point of view places represented in this space allow
one to infer some similarities among them. In the example it is possible to see how
they may be related according to a couple of features. For instance, a bar and a fuel
station have low values on area dimension and intensity but they differ in frequency.
Or, home and bar may have the same area dimension and the same frequency, but
people spend a different amount of time in those locations.

Fig. 9 Some kind of
important places positioned
into the features space

Area

Intensity

Frequency
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Thus, we can provide a deeper and more meaningful representation of PPOIs: for
instance, in the following we will see how we can observe if a place is repeatedly
visited or if it is visited several times during a longer period, but not with a sufficient
intensity to be taken into consideration by previous techniques (this can be the case
of, e.g. rendez-vous points, newsstands, bus stops etc.).

Our approach for PPOIs recognition consists in a method that analyzes a dataset
of user movements readings, regardless of the type of technology used for tracking,
even without any help from external knowledge sources. A point in the dataset just
needs to be described by a set of coordinates to identify the location into a space,
and a timestamp to understand the temporal order of detected points. On this basis
it is possible to work on datasets with data gathered with various technologies, for
instance WiFi triangulation inside a building, such as a mall or a museum, or by
using a GPS for outdoor movements.

More precisely, we rely on a dynamic approach used in the literature (see [17,
23, 36]) which analyzes user movements point by point and identify stay points by
checking thresholds, as described in Sect. 3. In this way we get a set of Candidate
Important Places, due to the nature of user stay points which represent possible loca-
tions with particular meaning for the user. In more details, our approach is organized
in two main steps, with a preliminary phase consisting in defining the values of the
thresholds to use (based on the tracked user activity) as follows: the first one exploits
a stay point computation algorithm to get a set of candidate important places; then the
second step applies our feature-based technique to properly select the most important
places for the current analyzed user. These steps are described in full details in the
following sections.

We conclude this paragraph noticing that intensity, frequency or other similar
features have already been taken into account in the literature. For instance, in [4]
Chon et al. propose to combine external knowledge from crowdsourcing and social
networks data, to automatically provide places with a meaningful name or a semantic
meaning. In order to carry out this goal, they consider several factors such as residence
time (indicating “stay behavior of users at a place tied with time-of-day”) and stay
duration (indicating “pattern of stay behavior without time-of-day”). More in general,
the very concepts of features space and feature vector have been exploited in [31],
in order to find similarities between users, starting from their location histories.

4.1 Preliminary Phase: Thresholds Definition

As preliminary phase, we address the threshold definition problem. As explained in
Sect. 3, there are no fixed values for thresholds that fit perfectly for each user and
for each dataset; therefore a brief reasoning may help to understand what kind of
movements we are analyzing. During our preliminary experiment (see Sect. 3.3) we
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observed that changing the speed threshold highly affected the results for users with
different use of the vehicles and transportation mode, and even the acceleration and
heading change are strictly related to how users move routinely. Therefore, we define
a method for extracting a good set of values for these three thresholds. We run a scan
on the dataset in order to get information about the three parameters described above,
paying attention on the median of non-zero values of speed, acceleration and heading
change between each couple of points. This choice stems from the considerations
discussed in Sect. 3; indeed we observe that the median of all speeds reached by
the analyzed user, may be a good value to identify when user changes behavior. We
adopt the same consideration for acceleration and heading change, in order to have
a set of thresholds to use in the next step to build algorithm variants for comparison
purposes.

About distance and time we keep the thresholds fixed. We set the distance thresh-
old dT equal to 50 m, and time threshold tT equal to 50 s. These are parameters
set empirically, by observing a sample of user movements during the preliminary
experiment (see Sect. 3.3), where we noticed that they do not strongly affect the stay
points identification.

4.2 Step 1: Stay Points Computation

As second step we identify the user stay points, by using a dynamic approach which
consists in a scan of all points in the dataset, in order to simulate and reproduce
the movement, and exploits thresholds based on some parameters to understand
user behavior and recognize when and where users move or remain stationary in
a location. To make possible a proper evaluation of our method, we implement
several solutions of this dynamic approach; in particular, we want to compare earlier
methods based just on space and/or time to others that also exploit speed, acceleration
and/or heading change. By observing the results of our preliminary experiment (see
Sect. 3.3), we notice that space and time are not sufficient to properly determine the
right set of stay points, and also other related works take into account other parameters
[2, 33]. Moreover, acceleration and heading change were too strict as parameters of
selections, in our heterogeneous dataset, and they have led the algorithm to discard
too many stay points. Based on these observations, we chose to use space, time
and speed parameters as thresholds for the stay point computation module. More
formally, during the analysis of a point pi and a point p j , i.e. the next one in the user
trajectory, we add the point pi to the list of candidates for the stay point computation
if one or more of the following constraints are satisfied:
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distance(pi , p j ) ≤ dT

timeDiff (pi , p j ) ≤ tT

speed(pi , p j ) ≤ sT

During the computation we may also take into account the accuracy of coordinates
detected during the movement tracking process. If the analyzed dataset provides
the accuracy values for each point reading, it is possible to improve the parameters
computation between two points. For instance, if we use a dataset with data gathered
by using a GPS, we can discard coordinates with very low accuracy, in order to
avoid weird values due to detection errors, or even we can exploit the instant speed
detection, if the accuracy is good enough to make the value reliable. On this basis,
our method checks the presence of the accuracy parameter into each entry of the
dataset in order to exploit it for discarding data with low reliability, and to use the
instant speed, if detected. If the dataset provides this additional information, we keep
only data with accuracy≤30 m,1 in order to avoid errors in distance computation
and user speed analysis, due to problems with point data acquisition. For the speed
computation we also take into account the instant speed as follows:

speed(pi , p j ) =
{ segSpeed(pi ,p j )+iSpeed(pi ,p j )

2 p j .acc ≤ 10
segSpeed(pi , p j ) otherwise,

where p j .acc2 is the GPS accuracy value for that specific detection, iSpeed(pi , p j )

is the average value of instantaneous speed detected by the GPS in points pi and p j ,
and segSpeed(pi , p j ) is the average speed from the point pi to the point p j in the
user trajectory, i.e. the space segment pi p j .

If speed(pi , p j ) is above the speed threshold, the user might be moving, thus we
update the point scanning with i = j , in order to discard locations which could not
be appropriate stay points. Otherwise, if user has low speed, we keep fixed pi and
perform a scan over the next points pi+k , with 1 ≤ k ≤ (n − 1), in order to detect
locations to add to the list of candidates for the stay point recognition, focusing on
distance and time thresholds, but also keeping checked the speed for the scan update.
When the speed threshold is exceeded again, the list of candidates is processed in
order to compute a Mean Stay Point, and the scan can continue with the next points.
Algorithm 1 illustrates the stay points computation process in detail.

1Accuracy ≤ 30 is a parameter set empirically, by observing the raw data.
2 p j .acc ≤ 10 is a parameter set empirically, by observing a set of GPS detections in several signal
acquisition conditions.
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Algorithm 1 SPs computation
Input: A set of user movement readings P = {p0, p1, . . . , pn }, a distance threshold dT , a time threshold tT , and a speed

threshold sT
Output: A set of SPs SP
1: i, j = 0; n = |P|; q = newPoint
2: CP = {p0} � list of candidate points
3: SP = {} � final list of SPs
4: while i < n do
5: j = i + 1
6: while j < n do � pi , pj ∈ P
7: if dist(pi , p j )>dT & time(pi , p j )>tT & speed(pi , p j )>sT then
8: q.coord = meanCoordInCP() � ∀pk |i ≤ k < j
9: q.arrivalTime = pi .time
10: q.leaveTime = p j .time

11: SP.insert(q)
12: i = j
13: CP = {p j }
14: break
15: else
16: if speed(pi , p j ) ≤ sT then
17: CP.insert(p j )

18: end if
19: j = j + 1
20: end if
21: end while
22: end while
23: return SP

Table 3 Stay points
computation algorithms
variants

Algo name Thresholds

S Space

T Space, time

V Space, time, speed

A Space, time, speed, acceleration

H Space, time, speed, heading change

AH Space, time, speed, acceleration, heading
change

With the same methods described in the algorithm for the thresholds definition
and in Algorithm 1 we implemented several versions of the stay point computation
algorithm based on different thresholds, in order to compare the performance and
understand what are the most useful set of thresholds for user behavior analysis.
Table 3 shows all variants implemented for the comparison and evaluation process.

4.3 Step 2: Important Places Recognition

The main idea inspiring this step of our method is to map physical locations to an
abstract space defined by a set of features more semantically related to users’ habits
and behaviours. For instance, a candidate feature is the frequency of visits, since
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Fig. 10 The feature-based approach that moves places into the feature space

users tend to behave similarly in everyday’s life. Thus, in order to define a procedure
for the important places recognition, it is useful to observe users’ movements across
a period of time longer than a single day.3 In other words we want to explore the
possibility of superimposing the locations visited by user several times in order
to extract additional semantic information, and possibly refining the results of the
previous phase. Hence, to implement such strategy, we consider new parameters to
describe locations, alongside latitude, longitude and timestamp, that may help to
improve the recognition process.

First, we modeled the user movements readings into a three-dimensional space
where a point is described by the three original raw data gathered by sensors (latitude,
longitude and timestamp), in order to have a distribution of points into this space
that reproduces the original user movements (see Fig. 10 (left)). We observed how
the data is divided into groups, nearly in layers, which approximately represent the
days when user performed the activity. Therefore this aspect makes possible further
analysis and helps to get more information form each locations. On this basis we
define a set of three features to describe each important place (PPOI) as a vector
PPOI = 〈A, I, F〉, where A, the Area of the PPOI, is a value which indicates the
diagonal extension of the rectangular region that spans over all points involved in the
stay point computation. As explained in Sect. 3, when users visit locations tend to
not stay perfectly stationary, but to move around a delimited area. We also keep the
set of physical coordinates which describe it, in order to also represent it graphically
for user-testing purposes, and for checking potential overlaps. The feature I , the
PPOI I ntensi t y, is a value which indicates how many times the user position has
been detected inside the PPOI’s area. Finally, the feature F , the PPOI Frequency,

3Otherwise, activities of a single day may escape from the usual routine and could easily hinder the
recognition process.
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indicates how many times that location has been visited by the user, thus a parameter
that increments its value each time the user came back for another visit in that place.

Formally, we have the following map (PhysSpaceSP is the physical space and
FeatSpaceSP is the features space):

feature : PhysSpaceSP −→ FeatSpaceSP

feature :
〈sp.latitude,
sp.longitude,
sp.timestamp〉

	−→
〈sp.Area,
sp.Intensity,
sp.Frequency〉

Figure 10 shows how we model movements data into the three-dimensional space,
defined by latitude, longitude and timestamp, and how we map stay points from the
physical space to the features space based on the new three dimensions A, I and F .

This feature-based approach makes possible a refinement step to emphasize loca-
tions visited intensively and/or repeatedly, and also to filter out the false stay points
that the previous phase was not able to discard. In this phase we first analyze the
SPs computed during the previous step, in order to calculate the stay point area A
based on the detections involved in the stay point computation. Then we extract the
number of detections inside that area to compute the value of I , and get the PPOI
intensity, and we also set the frequency of each SP to 1 as initial value. With all
SPs described into our features space we can analyze both the A and I distribution
over the entire dataset, in order to better understand user behavior and define new
thresholds that may help to filter out some places not important for that user. We set
an area threshold aT equal to 3 km to run a pre-filtering process which discards SPs
with diagonal area ≥3 km.4 This operation helps to identify the kind of false stay
points described in Sect. 3 as problems P3a and P3b, where a wrong threshold set
may cause SPs generated by detections that span over a wide space. We also observed
how a different use of vehicles and mode of transportation generate different density
of detections, with the consequence of having higher I values for users that usually
move slower. This issue led us to define an intensity threshold iT in order to discard
SPs with I too low in proportion to the values obtained in the rest of the dataset.
Moreover, with particular attention on the I values of adjacent SPs to recognize
where the segmentation problem may have occurred (see Sect. 3). On this basis, we
define the intensity threshold iT = max3consec(intensities), where intensi ties is
the array with all intensity values of each SP, and the method max3consec returns
the maximum value of intensity that in the SPs sequence is present at least three times
in a row (up to some tolerance threshold for dealing with measurement errors and
small deviations5 from the maximum value). This technique helps us to recognize

4aT ≥ 3 is a parameter set empirically, by observing user movements during our preliminary
experiment described in Sect. 3.3.
5For instance, the user slightly changes speed while driving along a highway.
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Fig. 11 Example of
overlapping activities
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where the user is moving, and also where he is generating the same intensity values.
By selecting the maximum value, we can discard the false stay points induced by the
scenario described in the conceptual problem P2. Moreover, automatically comput-
ing the intensity threshold as previously described, we avoid locations where users
stopped just once and for an amount of time not so remarkable as the time spent in
home, office, supermarket, etc. Such places may be intersections with traffic lights
which block vehicles for a long time, traffic-clogged streets, or rail crossings. Based
on these two thresholds we run a pre-filtering process, to have a more accurate subset
of SPs and proceed to take into account the frequency of visits.

By analyzing SPs sequentially, by timestamp, it is possible to check if their rec-
tangular areas overlap, in order to get information about locations visited repeatedly.
If the areas of two locations overlap with an intersection region ≥50 %6 of one of the
current analyzed areas, they may be considered to represent the same place. In Fig. 11
it is possible to see an example of two visits on the same geographic area where for
the locations a and b there are very similar detections on both days, therefore they
represent the same important place. In that case the intensity values will be summed,
the area will be their union, and the frequency will get a value equal to 2 because of
the number of visits. Otherwise, the locations c and d have detections with an area
overlap <50 %, therefore they will be considered as two separated places. After this
filtering step, we repeat the process of merging areas several times until we get just
separated regions, which identify our important places. As final phase, we run again
the filtering process in order to clean out PPOIs that may have been generated with
too large areas. All phases of our method named AIF are illustrated in Algorithm 2.

6Overlap≥50 % is a parameter set empirically, by observing user movements during the prelimi-
nary experiment.



56 M. Pavan et al.

Algorithm 2 AIF computation
Input: A set of user stay points SP = {sp1, sp2, . . . , spn }
Output: A set of important places PPOI
1: aT, iT, f T = 0; q = newPoint
2: areas, intensi ties = {} � arrays with all values
3: PPOI = {} � final list of important places
4: for spi in SP do � pre-filtering
5: insert I nAreas(spi .computeArea())
6: insert I n Intensi ties(spi .computeIntensi t y())
7: spi . f req = 1
8: end for
9: aT = 3 � empirically set to remove SPs with area diagonal > 3 km
10: iT = max3consec(intensi ties) � the maximum value repeated at least three times in a row
11: PPOI = preFiltering(SP, aT, iT, areas, intensi ties)
12: overlaps = true � to check overlaps during the points scan
13: while overlaps == true do � points merging
14: overlaps = f alse
15: for pi in P PO I do
16: for p j in P PO I \ {pi } do
17: if overlap(pi , p j ) then
18: overlaps = true
19: q.area = mergePoints Areas(pi .area, p j .area) � A

20: q.intensi t y = pi .intensi t y + p j .intensi t y � I

21: q. f requency = pi . f requency + p j . f requency � F

22: PPOI.add(q)
23: PPOI.remove(pi , p j )

24: break
25: end if
26: end for
27: if overlaps == true then
28: break
29: end if
30: end for
31: end while
32: for pi in P PO I do � post-filtering
33: PPOI = post Filtering(PPOI, aT, iT, areas, intensi ties)
34: end for
35: return PPOI

5 Experimental Evaluation

5.1 Experimental Design

To evaluate several approaches to important places identification, and to benchmark
our proposed solution, we run a set of algorithms over the GeoLife dataset. We
implemented the set of threshold-based algorithms described in Sect. 4, to make
possible a comparison among the approaches used in the literature. As final algorithm,
we have implemented our solution AIF, as defined in Sect. 4, to compare it to the
other approaches. We have selected a sample of 16 people to evaluate the results,
distributed as follows:

• 62 % men, 38 % women (all Italians);
• 62 % with age between 21 and 30, 38 % more than 30;
• 88 % with very good familiarity with smartphones;
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• 56 % with intensive use of map services, 25 % with intermediate use and 19 %
occasional user.

As in the preliminary experiment, all of them were not familiar with the geo-
graphic regions in GeoLife, due to the different nationality: GeoLife data have been
collected in China, while our participants were Italians. Since the GeoLife dataset
does not contain ground truth about PPOIs, this fact yielded the positive effect that
all the participants had the same skill and knowledge level in identifying the potential
important places.

We have defined a test protocol providing detailed instructions to participants so
as to guide them during the evaluation in the definition of the aspects to take into
consideration. We have implemented a testing tool for them to show on a map some
randomly selected sets of GPS detections form GeoLife dataset, with attention on
choosing al least four consecutive days of movements readings. The participants had
available a heatmap to better understand the original user movement and properly
evaluate the PPOIs showed as pins on the map. The tool displays sequentially and
randomly maps with pins computed by one of the algorithms previously described,
in order to make not clear to participants how to associate the algorithms with the
corresponding suggestions. This is a precaution to not affect them with clues during
the test. During an evaluation a number between 1 and 5 indicates how they judge
the overall PPOIs identification. The meanings of the rate values are the following:

1. SPs retrieved ≤20 %;
2. SPs retrieved >20 % and ≤50 % or a very high number of false SPs;
3. SPs retrieved >50 % and ≤80 % or >80 %, but with an high number of false SPs;
4. SPs retrieved >80 % and ≤90 % and zero or a very low number of false SPs;
5. SPs retrieved >90 % and zero or a very low number of false SPs.

Moreover, they were requested to indicate which pins properly represent PPOIs
visited during the tracked activity, and also how many have been missed: this allows
to compute Precision, Recall, and F-measure (i.e. the harmonic mean of Precision
and Recall) of each algorithm.

5.2 Results

Results are reported in Fig. 12 and Table 4. The figure shows the cumulative distrib-
ution of the ratings obtained by each approach; the table shows, besides the average
rating for each algorithm, also its precision, recall, and F-measure. The rating dis-
tribution and the average ratings show how the S algorithm obtained many 1-value
ratings, due to the low filtering that it applies with the single threshold approach, thus
getting a mean rate equal to 1.16; the T solution has been evaluated slightly better
but most of rates still remains low; the adding of speed improved the performance as
we expected; the A algorithm instead has worsened the identification process due to
the acceleration parameter which has made too strict the PPOIs recognition process;
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Fig. 12 Cumulative rating distribution for all algorithms for important places identification

Table 4 Algorithms comparison

Algorithm Average rating Precision Recall F-measure

S 1.16 0.004 0.992 0.007

T 1.94 0.009 0.992 0.019

V 3.06 0.126 0.657 0.211

A 1.81 0.286 0.217 0.247

H 3.11 0.131 0.657 0.219

AH 1.67 0.172 0.161 0.166

AIF 3.59 0.370 0.606 0.459

H, based on the heading change parameter, obtained a good performance but also
a minimal improvement over V ; the algorithm AH has been penalized by the use
of acceleration; finally, our proposed method AIF collected a lot of positive evalua-
tions, obtaining a mean rate equal to 3.59, the highest score among all the compared
algorithms.

The simpler methods, such as S and T , got the higher recall values but with
Precision very low, due to the filtering process that discards few false stay points,
and provides a final set of PPOIs not so much different from the original set of
movements readings. By adding more parameters as thresholds, the identification
process improved, providing more accurate set of PPOIs. Moreover, the introduction
of an automatic threshold algorithm computation has further improved the results.
V and H solution increased the Precision, also keeping good Recall values. But
the use of acceleration has reduced a lot the Precision of algorithms A and AH,
obtaining very low performance in every aspect. The AIF solution has proven to be
the most accurate method, with the highest precision and a good Recall, obtaining
a good overall evaluation with the highest F-measure. The results confirm how AIF
has improved the PPOIs identification process by providing few false stay points,
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Table 5 Wilcoxon test: p values

S T V A H AH

S – – – – – –

T 1.6e−12 – – – – –

V 1.415e−13 6.343e−14 – – – –

A 4.623e−07 0.1731 2.778e−11 – – –

H 1.109e−13 1.364e−13 0.1489 1.903e−11 – –

AH 2.928e−06 0.004182 5.605e−12 0.003353 5.251e−12 –

AIF 1.317e−12 1.086e−12 5.844e−09 1.364e−13 2.752e−08 1.107e−13

and guaranteeing not to lose too many important locations. Moreover, it provides a
less confusing visualization on the map, and it is less affected by the type of users’
movements.

5.3 Statistical Significance

Moreover, we have run a statistical test to determine whether there are any significant
differences between the means of ratings got by the algorithms. Due to the nature of
the data with non-normal distribution we run the Wilcoxon test in order to verify if
datasets have significant differences.

Table 5 shows all the resulting p-values for each couple of algorithms to compare.
We can observe that the most of them got very low p-value, lower than the standard
Wilcoxon threshold 0.05. Therefore, this output indicates a statistically significant
difference between means, and consequently a relevant improvement in performance
for those algorithms. It is possible to notice how the low performances of T and A
are not statistically different. Finally, the use of the heading change threshold did not
bring a significant improvement when used in algorithm V , and it provided only a
small noticeable improvement when used in algorithm A.

6 Conclusions and Future Work

In this chapter we have presented our proposal of important locations identification.
We have stated the most common issues related to the recognition process, then we
have described our approach, that consists in a new model based on a space transition
from physical space to a features space, where locations are described by a set of
features more related to users’ habits and behaviors. The experiment performed in
this work has demonstrated that the proposed approach results more effective than
other related works in terms of performance, and also in difficult situations, where
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other algorithms are affected by the problems described in the chapter. Moreover, the
feature-based approach allows us to add more semantic value to important places,
providing new information that future works may exploit for locations classification
and similarity computation. For future work, we plan to work on the features space
in order to explore the possibility to expand the features set and design a locations
classifier based on this approach. Moreover, we want to analyze user movement types,
in particular what kind of vehicles people use, and what pace they have while walking
or running, in order to provide new data and further improve the important locations
identification. Finally, it would be interesting to take into account the analysis of
places co-located inside a single building or within a small area.
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SABRE: A Sentiment Aspect-Based Retrieval
Engine

Annalina Caputo, Pierpaolo Basile, Marco de Gemmis,
Pasquale Lops, Giovanni Semeraro and Gaetano Rossiello

Abstract The retrieval of pertaining information during the decision-making process
requires more than the traditional concept of relevance to be fulfilled. This task asks
for opinionated sources of information able to influence the user’s point of view
about an entity or target. We propose SABRE, a Sentiment Aspect-Based Retrieval
Engine, able to tackle this process through the retrieval of opinions about an entity
at two different levels of granularity that we called aspect and sub-aspect. Such
fine-grained opinion retrieval enables both an aspect-based sentiment classification
of text fragments, and an aspect-based filtering during the navigational exploration
of the retrieved documents. A preliminary evaluation on a manually created dataset
shows the ability of the proposed method at better identify 〈aspect, sub-aspect〉 with
respect to a term frequency baseline.

1 Introduction

Looking for others’ opinions, impressions, and experiences is one of the first steps
we usually perform when obliged to face a decision process. This could be the next
president election, the booking of a room for the next holidays, or just the purchase
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of a new product. Whatever the task, we start the process of making up our own
opinion about a topic exploring both the available information and comments from
others’ experience. In this context, the concept of “relevance” is more than something
pertaining an information need, like in a standard retrieval task. Indeed, valuable and
relevant information should also bear a subjective point of view on a given topic or
entity. Opinion retrieval (OR) aids such a process, since beyond the topical relevance
of information retrieval (IR) systems, it requires documents to be opinionated.

Aspects play an important role in sentiment analysis and opinion mining. While
the general sentiment or expression of opinion toward an entity is important to grasp
the “overview” on a given subject, and can help during the initial investigation on
a topic of interest, deeper in the process of decision-making, users are somehow
more interested in specific aspects (or features) of interest. Classical examples are
product reviews, where usually the user has a specific “aspect of interest” that leads
her/him towards the thumb up/thumb down final decision. For example, searching
for a hotel, someone may be more interested in the location, while others give more
prominence to the value for money. These are perceived as different aspects of the
same entity (i.e. the target hotel). However, the extraction and organization of aspects
from opinionated sources does not always match the user’s interests and preferences.
Usually, the assignment of aspects does not reflect the text content, but rather follows a
manually created list of points of interest for a given domain. Figure 1 shows different
lists of aspects from four well-known on-line booking services. The lists differ from
one another, although there is some overlap, and this suggests that there is not a
unique way of organizing aspects of interest for a given domain.

Generally, all entries cover broad aspects, but there is no way of further refin-
ing such a list. For example, Fig. 1a, c, d all report about “comfort”. In two cases
(booking.com and hotel.com), this aspect can refer to either room or hotel comfort.
When referred to the room, the comfort aspect might be further refined as: bed/pillow
comfort, spaciousness of the room, existence of special facilities (like Jacuzzi) or
new furnitures, and so on. Moreover, since grades on aspects are given independently
from the review, those aspects may not appear in the opinionated text.

This chapter describes SABRE, a Sentiment Aspect-Based Retrieval Engine,
which takes into account aspects during both the process of sentiment classifica-
tion of a given text and the navigation of retrieved documents (Sect. 2). Our main
contribution is the aspect extraction algorithm, which processes text in a completely
unsupervised manner to detect opinion bearing sentences and their subject. Aspects
are organized in a two-level hierarchy in order to enable different levels of search
granularity on the opinions of interest. The aspect extraction and weighing process is
described in Sect. 3. Then in Sect. 4 we set forth an aspect-based retrieval model that
takes advantages from the extracted aspects and their sentiment. Finally, we assess
the proposed algorithm on a manually created dataset in order to validate its ability to
recognize opinion-related aspects in a text at different levels of granularity (Sect. 5).
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(a) booking.com (b) Venere.com

(c) Expedia.com (d) hotel.com

Fig. 1 List of aspects from different hotel booking web sites

2 SABRE

An opinion is defined as a sentiment orientation expressed toward a given target, i.e.
an entity or its attributes (commonly referred to as aspects). Although entities (like
products, services, topics, issues, persons, organizations or events) and their aspects
can be organized in a hierarchy of parts and sub-parts as nested nodes [7, 11] follow-
ing thepart-of relationships, most of the research in opinion mining/retrieval neglects
such complex organization of concepts, and prefers a simpler model where the target
of an opinion is generically an aspect, which denotes both parts and attributes. How-
ever, during a decision-making process many aspects at different levels of granularity
can be involved.

For example, booking a room usually requires the matching of different criteria
on a subjective base. Cleanliness and view can be considered as two sub-aspects of
the general concept of room, which along with location represent two aspects of the
entity hotel (Fig. 2).

However, most of the existing systems merely present a flat list of aspects. Such
lists are predefined and manually created, they usually reflect broad coverage aspects,
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Fig. 2 Entity/aspects/sub-
aspects hierarchy

hotel

room

cleanliness view

location

of which there is no guarantee of occurrence in the opinionated text. This is due to the
fact that aspects are not extracted from text—then they not reflect the text content—
but rather summarize, as a graded scale, the general opinion of the reviewer in few
common points. Moreover, the hierarchical organization of aspects, which follows
the part-of relationship, strictly depends on the target domain. Soundtrack is one of
many aspects related to a film, but can be considered as an entity itself if we draw up
the best top 100 soundtracks ever in the music domain.

This chapter proposes SABRE, an opinion retrieval system able to:

1. Extract from a given text aspects and their potential sub-aspects.
2. Associate to each aspect the corresponding opinion.
3. Detect the sentiment (positive or negative) of each opinion.
4. Retrieve documents which express an opinion about a given query.

A core component of SABRE is the aspect extraction one, which automatically
extracts from text the hierarchy of aspects related to a given entity. However, in
order to simplify the problem, the algorithm uses only the nodes at first level of the
hierarchy (aspects) and considers all the sibling of this level as sub-aspects.

SABRE exploits such information for: (1) Re-ranking, during the second stage
of the opinion retrieval, when the sentiment associated to each pair is exploited in
combination to the relevance score obtained from the retrieval model; (2) Filtering,
in order to improve the visualisation of reviews and help the user to filter out non
relevant information during the navigation of the results.

To enable these operations, given Σ the set of available aspects, and a document
D = (p1, p2, . . . , pn) split up in text units , SABRE extracts a set of quintuples in
the form of (pi , ai j , aijk, srelijk , s

sent
ijk ), where:

• pi is the text unit, it can be anyone of the possible ways of splitting a document,
like sentences, paragraphs, or sliding windows;

• aij are the main aspects, aij ∈ Σ ;
• aijk are the sub-aspect of aij, aijk ∈ Σ ∪ {∗}, with ∗ denoting the absence of sub-

aspects;
• srelijk is the relevance weight of the couple 〈aij, aijk〉 within the text unit pi , srelijk ≥ 0;
• ssenti jk is the sentiment weight associated to 〈aij, aijk〉, it represent the polarity of the

opinion expressed on that given pair, ssentijk ∈ [−1, 1].
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The symbol ∗ denotes the lack of sub-aspects. Although a hierarchy defines
the relationship between aspects and sub-aspects, the presence of a 〈aspect, sub-
aspect〉in a quintuple does not imply by default the existence of 〈aspect, ∗〉; i.e.
(pi , ai j , ai jk, ·, ·) � (pi , ai j , ∗, ·, ·). Several quintuples can be associated to the same
text unit, representing in this way the possibility of different (and maybe contrasting)
opinions on the same aspect/sub-aspect, like in the sentence “the hotel was clean,
but quite noisy”. Moreover, such a definition makes the retrieval of opinions on a
target entity/aspect/sub-aspect easier, with the possibility of expressing constraints
on ssenti jk , the polarity of the opinion.

3 Aspect Extraction

There are two main categories of aspect extraction algorithms: the frequency-based,
which rely on statistical analysis of corpora, and the topic modeling, which make
use of more sophisticated machine learning approaches. This work exploits two
frequency-based approaches: a baseline method based on term probabilities, and a
model that grasps the different use of language between a specific domain and a
general context. Both these algorithm rely on the simple observation that aspects and
sub-aspects frequently occur as nouns. On this assumption, we built the two different
methods described below.

3.1 BASE: A Simple Frequency-Based Algorithm

Frequency-based approaches compute statistics on term distributions from a training
set, whose quality drives the effectiveness of the algorithm; when a new document
come in, aspects are extracted on the base of their previously computed distributions.

The BASE algorithm, that will be used as a baseline algorithm, initially extracts
from the training set of documents all the occurrences and co-occurrences of noun
terms in a given sliding window s. During this process, the algorithm removes the
stop-words, or the most k frequent terms, in order to avoid too frequent and non
informative words. Then, given the set of extracted terms T = (t1, t2, . . . , tm), the
algorithm computes (1) the probability of the term ti appearing as a noun in the
sliding window and (2) the probability of a term t j appearing as a noun in the sliding
window given the occurrence of the term ti as follows:

P(ti ) = freq(ti )
∑

i freq(ti )
. (1)

P(t j |ti ) = freq(ti , t j )

freq(ti )
. (2)
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Algorithm 1 shows the main steps. The list of extracted nouns represents the set
of main aspects in the form 〈aij, ∗〉 with the associated relevance weight srelijk given
by P(aij).

Then, the list of pairs 〈aij, aijk〉 is built weighting each 〈aspect, sub-aspect〉
accordingly to the relevance weight given by P(aijk|ai j ). However, in this second
step the algorithm takes into account only those terms co-occurring with the N most
frequent terms in the whole dataset (line 9). Then the algorithm keeps only the top z
aspects weighed accordingly to their relevance scores. We exploit the output of this
algorithm as baseline.

Algorithm 1 Aspect Extraction Baseline
Require: Unit text Ti , threshold z
Ensure: List A of pairs 〈aspect, sub-aspect〉 with associated weight sreli jk

1: A ← newList ()
2: N ← nouns(Ti )
3: NC ← nounCoOccurrences(T )

4: for all t j ∈ N do
5: sreli j∗ ← P(t j )
6: add 〈t j , ∗〉 to A
7: end for
8: for all 〈t j , tk〉 ∈ NC do
9: if tk ∈ mostCommonNouns() then
10: sreli jk ← P(tk |t j )
11: add 〈t j , tk〉 to A
12: end if
13: end for
14: sort A by sreli jk
15: keep first z elements of A
16: return A

3.2 LM: Measuring the Divergence Between Languages

This algorithm is based on the idea that language differs when talking about a specific
domain with respect to a general topic; then, this method aims at selecting the aspects
whose distributions in a specific domain diverge from those in a general corpus, like
the British National Corpus1 (BNC).

To this extent, we exploit the Kullback-Leibler divergence (KL-divergence),
a non-symmetric measure of the difference between two distributions. The KL-
divergence measures the relevance of a term with respect to the difference between
two distributions—one computed on the specific domain while the other on a generic
corpus—as the information that the term conveys.

1http://www.natcorp.ox.ac.uk/.

http://www.natcorp.ox.ac.uk/
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However, to compute such a difference in a specific point, we make use of the
pointwise Kullback-Leibler divergence, defined as follows:

δt (p‖q) = p(t)log
p(t)

q(t)
. (3)

where p is the distribution over the domain corpus and q is the distribution over the
general corpus. Differently from the KL-divergence, the pointwise KL-divergence
can assume negative values of δ, which correspond to non relevant aspects. However,
in order to build the list of main aspects for a given text, we consider all noun
terms t with δt (p‖q) > ε (ε ≥ 0 threshold). Let denote with Pdomain and Pgeneral the
two distributions of a term on a domain and a general corpora. The term t can be
considered as a main aspect if

δt (Pdomain(t)‖Pgeneral(t)) > ε. (4)

The threshold ε impacts the relevance of aspects in the domain corpus. However,
the method still works for ε = 0, since in that case all non relevant aspects will take
on δt < 0. Another interesting point is that δ induces an order relation on the set of
aspects: given two aspects a1 and a2, a1 is more relevant than a2 in the given domain
if and only if δa1 > δa2 . The main steps of this method are showed in Algorithm 2.

Algorithm 2 LM Main Aspect Extraction
Require: Unit text Ti , threshold ε

Ensure: List A of main aspect with associated weight sreli j∗

1: A ← newList ()
2: N ← nouns(T )

3: for all t j ∈ N do
4: if δt j (Pdomain(t j )‖Pgeneral (t j )) > ε then
5: sreli j∗ ← δt j
6: add 〈t j , ·〉 to A
7: end if
8: end for
9: return A

3.2.1 Sub-aspect Extraction

The output of Algorithm 2 is a list of main aspects that represents the input to the
algorithm for sub-aspect extraction. This phase exploits two measure of “quality” [17]
of a sub-aspect defined as:
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• Phraseness, the information lost following the adoption of a unigram (LM1) in
place of n-gram (LMN ) language model:

ϕph = δt (LM
N
f g‖LM1

f g) ; (5)

• Informativeness, the information lost when assuming that t is drawn from LMbg—
the background or general—rather than LMfg—the foreground or domain—
language model:

ϕi = δt (LM
N
fg ‖LMN

bg). (6)

The phraseness measures the information lost when words are considered as inde-
pendent in a unigram language model rather than as a sequence in a n-gram model.
The informativeness measures the information lost when assuming that as sentence
has been drawn from the background (general) rather than the foreground (domain)
corpus, in the case in point this measures the information added from the domain to
the terms.

Since the quality of the pair 〈aspect, sub-aspect〉 is conditioned by both these
factors, we define the relevance weight of the pair as:

ϕ = (ϕph + ϕi ) × N (σ 2). (7)

N (σ 2) is used for smoothing the phraseness and informativeness weights, which
are strongly regulated by words with high pointwise KL-divergence. N (σ 2) replaces
the variance-to-mean ratio (VMR), since we observed that the distribution of co-
occurrences follows a normal distribution.

For each main aspect extracted accordingly to (3), Algorithm 3 computes the
relevance score ϕ for the pairs 〈ti j , ti jk〉, where ti jk is a noun extracted from the text
fragment. The final list of 〈aspect, sub-aspect〉 consists in all the pairs for which
ϕ > ε.

Algorithm 3 LM Sub-Aspect Extraction
Require: Unit text Ti , main aspect list A, threshold ε

Ensure: List A of pairs 〈aspect, sub-aspect〉 with associated weight sreli jk

1: A ← newList ()
2: N ← nouns(Ti )
3: for all t j ∈ N do
4: for all tk ∈ N do
5: compute ϕ for 〈t j , tk〉
6: ϕ ← (ϕp + ϕi ) × N (σ 2)

7: sreli jk ← ϕ

8: add 〈t j , tk〉 to A if ϕ > ε

9: end for
10: end for
11: return A
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3.3 Algorithm Extensions

Both frequency-based and language model divergence algorithms can be extended to
consider phrases rather than terms. Specifically, we defined two possible extensions,
which can be used either individually or combined:

Named entity recognition (NER): This module is based on conditional random
fields [5] in order to extract sequences of words which correspond to three types
of named entity: person, organization, and location. This model has been trained
on the CoNLL 20032 dataset.

Collocation (CL): This module recognizes sequences of words that appear in the
list of 50,000 bi-grams extracted from WordNet.

3.4 Sentiment Analysis

The algorithm used for assigning a sentiment score (ssenti jk ) to each 〈aspect, sub-aspect〉
pair is a lexicon-based model that exploits the AFINN wordlist [12]. AFINN contains
about 2500 English words that have been manually tagged with a score that can range
from positive (+5) to negative (−5). The wordlist contains also some collocations
while it disregards words with a neutral sentiment (score equal to zero).

For each text fragment, the algorithm computes the mean of sentiment scores
associated to words in the text that appear in AFINN wordlist. However, when a
“negation” word—like not, but, no, never, less, barely, hardly, rarely, aren’t, weren’t,
won’t, don’t and isn’t—is encountered, this reverses the sentiment score of all the
words appearing at most at a distance of five terms from the negation. The score
is rescaled in the interval [−1, 1], and then associated to each 〈aspect, sub-aspect〉
extracted from the fragment.

4 Opinion Retrieval

The opinion retrieval engine is based on a two-stage approach:

1. A classical tf-idf vector space model [14] is employed for retrieving the top N
documents ranked accordingly to the query terms.

2. The opinion ranking module re-ranks the top N documents in order to reflect their
opinion scores.

While the document relevance in the first step is computed as in a standard vector
space model (t f -id f weighing schema), the second step exploits the collection of

2http://www.cnts.ua.ac.be/conll2003/ner/.

http://www.cnts.ua.ac.be/conll2003/ner/
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quintuples (p j , ai j , aijk, srelijk , s
sent
ijk ) associated to each text unit, and specifically the

relevance (srel) and sentiment (ssent) weights of each pair 〈aspect, sub-aspect〉.
Let S = {s | s = 〈srel, ssent〉, srel and ssent relevance and sentiment score of〈aij,

aijk〉} be the set relevance and sentiment score pairs extracted for all the 〈aspect, sub-
aspect〉in a document, the opinion score is calculated as:

∑

s∈S |srel · ssent|
|S| (8)

The opinion score has the advantages of taking into account both the relevance of the
opinion and its polarity, in addition it normalizes this value with respect to number
of 〈aspect, sub-aspect〉pairs in a document.

Figure 3 shows the result set for the query “location breakfast” performed on a set
of hotel reviews collected from TripAdvisor. Aspects extracted from the result set are
listed on the left side of the main result list. Aspects are aggregated, on the basis of
the pair 〈aspect, sub-aspect〉they belong to, with their sentiment scores computed
on the whole set of retrieved documents. Duplicate aspects denote the presence of
the same aspect belonging to different pairs 〈aspect, sub-aspect〉.

Moreover, a filter based on the extracted aspects can be applied on the result set
through the “aspect filter” button, which opens the window showed in Fig. 4.

Fig. 3 SABRE result page
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Fig. 4 Aspect filter

5 Evaluation

SABRE has been evaluated in two different ways with respect to its ability to extract
aspect/sub-aspect pairs. Each evaluation is performed on a dataset of 164,780 reviews
from TripAdvisor, where each review has been anonymized. The TripAdvisor dataset
represents the specific domain corpus. As global domain corpus we exploit the British
National Corpus (BNC), which consist of about 4000 documents with 100 million
words from different domains. The threshold z for the baseline is set to 30 aspects,
while the threshold ε for aspect and sub-aspect in the LM approach is set to 10−3; all
the thresholds have been chosen after an empirical tuning of the system. The text has
been analysed before the extraction of term distribution. The analysis comprises the
tokenization, lemmatisation, stop-word removal, Part-Of-Speech tagging. Moreover,
this pipeline includes also the named entity recognition and the collocation finding in
the case of the two extensions explained in Sect. 3.3. Most of the text operations are
performed by the Stanford CoreNLP API3 [9], while the implementation of indexing
and retrieval is performed on the top of ElasticSearch4 engine.

3http://nlp.stanford.edu/software/corenlp.shtml.
4https://www.elastic.co/products/elasticsearch.

http://nlp.stanford.edu/software/corenlp.shtml
https://www.elastic.co/products/elasticsearch.


74 A. Caputo et al.

Table 1 Aspect labelling evaluation: (P)recision, (R)recall, (F)-measure

〈aspect, ∗〉 〈aspect, sub-aspect〉
P R F P R F

BASE 0.256 0.869 0.396 0.092 0.526 0.154

BASE-CF 0.254 0.869 0.393 0.093 0.530 0.155

BASE-NER 0.251 0.868 0.389 0.093 0.527 0.154

BASE-CF-NER 0.255 0.870 0.394 0.094 0.533 0.157

LM 0.279 0.873 0.422 0.148 0.448 0.211

LM + CF 0.281 0.878 0.456 0.148 0.453 0.211

LM + NER 0.278 0.873 0.421 0.144 0.448 0.207

LM + CF + NER 0.274 0.878 0.418 0.153 0.465 0.230

We report in bold the best F-measure values for both the baseline and the language modeling systems
in the two different experiments: 〈aspect, ∗〉 and 〈aspect, sub-aspect〉 identification

5.1 Aspect Labelling

The first evaluation method is based on a manually labelled dataset built on a random
selection of 200 out of 164,780 hotel reviews from TripAdvisor. The remaining
164,580 reviews were used for training the model. The annotator had to specify a
pair 〈aspect, sub-aspect〉 for each review in the test set. We compared our extraction
algorithm (LM) against the baseline (BASE) testing several configurations with
and without the use of the collocation (CF) and named entity recognition (NER)
extensions.

Table 1 reports the results of the evaluation when only the main aspect is con-
sidered, i.e. reducing all the labelled pairs to 〈aspect, ∗〉, and when the proper
〈aspect, sub-aspect〉 is identified. As expected, figures for 〈aspect, sub-aspect〉
identification are lower than those for detecting the main aspect, this is due to the
more complex task, that here asks for the identification of a hierarchy between the
aspects mentioned in the review.

In both experiments, the language model system achieves better performance than
the baseline, however is only in the 〈aspect, sub-aspect〉 identification that the con-
figuration with CF+NER gives the best result. However, it is important to underline
here that the reported values should be considered only as a lower bound due to: (1)
the small number of review considered, (2) the manual labelling performed by just
one user, and (3) the inherent subjectivity in assessing the 〈aspect, sub-aspect〉 pairs.

5.2 User Feedback

Given the list of 〈aspect, sub-aspect〉 pairs extracted during the aspect labelling eval-
uation from the best system (LM + CF + NER), we asked 61 users to manually
tag a sub-set of the pairs extracted from 97 reviews as relevant/not-relevant with
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Table 2 User feedback evaluation: (P)recision, (R)recall, (F)-measure

P R F

〈aspect, ∗〉 0.416 0.933 0.547

〈aspect, sub-aspect〉 0.232 0.879 0.351

respect to the review. The evaluation aims at finding out the number of 〈aspect, sub-
aspect〉pairs the user find as prominent for the given review.

The assessment took place in two-steps:

1. The user selects the main aspects from the list. Each user is given from 3 to 6
aspects from which she/he has to select those relevant for the given text unit.

2. A list of sub-aspects is generated from aspects selected at the previous step, among
these the user chooses those more relevant for the given main aspect and text unit.

Table 2 reports the result of this evaluation. The evaluation shows high values
of recall, these figures are expected since the labelling is performed on the list of
predefined aspects returned by the algorithm. More interesting in this context are the
precision values, which are higher than those reported in Table 1, and similarly to
the previous experiment we notice a drop in performance when the 〈aspect, sub-
aspect〉has to be identified.

6 Related Work

The problem of opinion retrieval with respect to specific aspects/sub-aspects of inter-
est is quite new, and to the best of our knowledge it has still to be addressed. However,
if we consider each problem on its own, i.e. opinion retrieval and aspect-based opin-
ion mining, they are two well rooted problems in their respective fields.

The opinion retrieval (OR) has been treated as an extension of the information
retrieval (IR) task. Usually, OR is performed in two-stages. First a set of relevant
document is retrieved, and then this set is re-ranked according to their opinion scores
[7, Chap. 9] adopting machine learning or lexicon based approaches, this is also the
approach adopted in SABRE. Most of the research on OR has been conducted within
the TREC Blog Track evaluations, and all best systems participating in the opinion
finding task of the three Blog Task evaluation (2006, 2007, 2008) followed such kind
of strategy [6, 20, 21]. However, exception exists like the system proposed by Zhang
et al. [19], where the two components are merged altogether.

Although we applied a simple lexicon-based approach, more sophisticated tech-
niques have been developed to classify a sentence with respect to the sentiment it
expresses. In addition to techniques based on the presence of some sentiment words
[3], many methods are based on some machine learning techniques, both supervised
[10, 13] and unsupervised [18].
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Topic modelling is one of the main approaches adopted for aspect extraction.
These methods are usually based on latent Dirichlet allocation (LDA) [2] or proba-
bilistic latent semantic analysis (pLSA) [4], which are statistical methods for detect-
ing the topics of a discussion. Then, they are exploited in the aspect extraction where
each topic is an aspect. However, since these techniques try to capture the different
distributions of terms in documents that treat different topics, their use in review
domain is a bit tricky, due to fact that reviews tend to treat always the same topics.
Titov and McDonald [16] propose a system based on two levels: the first one uses
LDA for entity extraction, while the second extracts aspects considering only the
neighbour of the given entity, neglecting the possibility of more level of aspect orga-
nization. Although some extension of LDA have been exploited to derive hierarchy
[1, 8, 15], these methods are still too complex and require big training data and
parameter tuning.

7 Conclusions

This chapter introduced SABRE, a two-stage aspect-based opinion retrieval system
which takes into account hierarchy of aspects organized at two levels. We described
the general system architecture, and explained how the information about aspects
and sub-aspects is exploited for computing the opinion score during the re-rank, and
for filtering during the navigation of the relevant documents.

The core of our system relies on the aspect extraction algorithm. We proposed
to chose candidate terms exploiting the Kullback-Leibler divergence from a domain
and a general purpose corpora. At an early stage, we conducted an evaluation to
assess the capability of the proposed algorithm at extracting good candidate terms
as aspects and sub-aspects. The evaluation demonstrated competitive results with
respect to the baseline.

Most of current datasets for opinion retrieval rely on either TREC Blog Track
or Twitter retrieval. None of them specifically focuses on aspect hierarchy extracted
from the text. We plan to design a opinion retrieval evaluation that would benefit from
such organization. As future work, we plan a thoroughly investigation for assessing
the retrieval performance of SABRE.
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Monitoring and Supporting People
that Need Assistance: The BackHome
Experience

Xavier Rafael-Palou, Eloisa Vargiu, Stefan Dauwalder
and Felip Miralles

Abstract People that need assistance, as for instance elderly or disabled people,
may be affected by a decline in daily functioning that usually involves the reduction
and discontinuity in daily routines and a worsening in the overall quality of life.
Thus, there is the need to intelligent systems able to monitor indoor and outdoor
activities of users to detect emergencies, recognize activities, send notifications, and
provide a summary of all the relevant information. In this chapter, we present a
sensor-based telemonitoring system that addresses all that issues. Its goal is twofold:
(i) helping and supporting people (e.g. elderly or disabled) at home; and (ii) giving
a feedback to therapists, caregivers, and relatives about the evolution of the status,
behavior and habits of each monitored user. The proposed system is part of the EU
project BackHome and it is currently running in three end-user’s homes in Belfast.
Our experience in applying the system to monitor and assist people with severe
disabilities is illustrated.

1 Introduction

Decline in daily functioning usually involves the reduction and discontinuity in daily
routines; entailing a considerable decrease of the quality of life (QoL). This is espe-
cially relevant for people that need assistance, as for instance elderly or disabled
people [1]. Sometimes it may also hide pathological (e.g. Alzheimer) and/or mental
(e.g. depression or melancholia) conditions.
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To remotely monitor and support this kind of people, especially those that live
alone, novel and intelligent systems are required. In particular, ambient and assisting
living systems must be deeply investigated to facilitate improving autonomy, safety
and social participation of people with special needs, normally elder and/or disabled.
Therefore, there is the need of systems that allow monitoring indoor and outdoor
activities of users to detect emergencies, recognize activities, send notifications, and
provide a summary of all the relevant information related to user daily activities.
Ambient assisting living solutions normally use sensor-based solutions [11]. Through
the sensors, a lot of information are gathered and suitable support given to the end-
user, accordingly. In fact, once data have been analyzed, the system has to react and
perform some actions. On the one hand, the user (e.g. elderly or disabled people)
needs to be keep informed about emergencies as soon as they happen and s/he has
to be in contact with therapists and caregivers to change habits and/or to perform
some therapy. On the other hand, monitoring systems are very important from the
perspective of therapists, caregivers, and relatives. In fact, those systems allow them
to become aware of user context by acquiring heterogeneous data coming from
sensors and other sources.

In this chapter, we present a novel solution that provides all the above-mentioned
functionalities. In fact, it advances existing telemonitoring systems because it com-
bines wireless off-the-shelf sensors, activity recognition, and anomaly/emergency
detection providing a daily summary of the relevant performed activities in real time.
This information is automatically shared with the therapists to allow decision making
and defining personalized rules according to the user profile. The overall telemoni-
toring system is part of the BackHome project1 and it has been developed according
to a user-centered design approach in order to collect requirements and feedback
from all the actors. The system was tested in two end-user’s home in Belfast. The
overall experience in using the system by people with severe disabilities is discussed
in the chapter.

The rest of the chapter is organized as follows. Section 2 summarizes relevant
related work in the field of telemonitoring focusing in particular on intelligent mon-
itoring solutions. Section 3 illustrates the proposed solution presenting all the main
components. In Sect. 4, the BackHome experience is presented focusing on all the
implemented services and the corresponding results. Section 5 ends the chapter with
conclusions.

1http://www.backhome-fp7.eu/.

http://www.backhome-fp7.eu/
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2 Background

2.1 Telemonitoring

In the literature, various studies and systems aimed at monitoring and supporting
people that need assistance, especially detecting and overwhelming the worsening
in daily activities, have been proposed. Several methods are limited to measuring
daily functioning using self-report such as with the modified Katz ADL scale [21]
or a more-objective measurement method as the assessment of motor and process
skills [8]. Recently, solutions have been proposed to unobtrusively monitor activities
of people that need assistance. In particular, sensor-based approaches are normally
used [15].

Sensor-based systems rely on a conjunction of sensors, each one devoted to mon-
itor a specific status, a specific activity or activities related to a specific location.
Binary sensors are currently the most adopted sensors [18], even if they are prone
to noise and errors [17]. Once all of the data have been collected, intelligent solu-
tions that incrementally and continuously analyze the data to all the involved actors
(i.e. therapists, caregivers, relatives, and end-users themselves) are required. More-
over, it is then necessary to identify if the person needs a form of assistance since an
unusual activity has been recognized. This requires the adoption of machine learning
solutions to take into account the environment, the performed activity and/or some
physiological data [4].

2.2 Activity Recognition in Telemonitoring Systems

There is a large literature on recognition of activities at home [19, 24]. At the same
time, we find a great variability in the settings of the experiments either in the number
of sensors and their type, individuals involved or the duration thereof. Also notewor-
thy is the large amount of recognition techniques (supervised, either generative or
discriminative; and unsupervised).

A former study [18] already points out some of the difficulties in discriminating
daily life activities based only on binary sensors activities. The automatic recognition
system was based on rules defined from the context and the duration of the activities
to identify. The data of the study were obtained from 14 days of monitoring activities
at home. Although promising accuracies were achieved for some activities, detection
tasks such as “leaving home” were nothing less than satisfactory with 0.2 of accuracy.
This was because the activities were represented by rules directly defined on the
firings outputted by single sensors (i.e. door switches); so they did not contemplate
that could be activated for other reasons and in varying times, which made reduce
their discriminating power.

A more exhaustive work regarding the use of switch and motion sensors for
tracking people inside home is found in [23]. Tests were done with up to three
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simultaneous users. High performances were reported by the trained tracking models.
However it is interesting to note that this type of sensors experimented occasional
lag between “entering” a room and triggering a sensor; making to decrease the
performance of the tracking models.

In [9] a more complex template learning model (SVM) was used to automatically
recognize among 11 different home activities. The proposed technique was inte-
grated in different sliding window strategies (e.g. weighting sensor events, dynamic
window lengths, or two levels of window lengths). They used 6 months of data from
three different homes in which activities such as “entering” or “leaving home” were
monitored. From the best experimental settings the authors claimed accuracy for
“entering” home about 0.80 of F1-score but around 0.4 for “leaving” home tasks.

In a more extensive work [3] they use Naïve Bayes (NB), Hidden Markov (HMM)
models and conditional random fields (CRF) for the activity recognition problem.
In this study, seven smart environments were used and 11 different data sets were
obtained. Several activities were attempted to be recognized. Among others, we
highlight “entering” and “leaving home” as relevant for our approach. Although
they did not report specific accuracies for these activities, authors claimed an overall
recognition performance on the combined dataset of 0.74 for the NB classifier, 0.75
for the HMM model, and 0.72 for the CRF using 3-fold cross validation over the set
of annotated activities.

In [14], authors proposed a hybrid approach to recognize ADLs from home envi-
ronments using a network of binary sensors. Among the different activities recog-
nized “leaving” was one of them. The hybrid system proposed was composed by using
an SVM to estimate the emission probabilities of an HMM. The results showed how
the combination of discriminative and generative models is more accurate than either
of the models on their own. Among the different schemes evaluated, the SVM/HMM
hybrid approach obtains a significant 0.7 of F1-score a notable better performance
than the rest of approaches.

Finally, detecting “multiple” people in single room by using binary sensors was
already studied in an early work [22]. In that work, authors proposed a method based
in expectation maximization Monte Carlo algorithm. In a more recent article [13],
high accuracy (0.85) were reported on detecting visits at home using binary sensors.
In that approach, they used an HMM algorithm over the room events although not
all rooms of the home were monitored.

3 The Telemonitoring and Home Support System

To monitor users’ activities, we develop a sensor-based telemonitoring and home
support system (SB-TMHSS) able to monitor the evolution of the user’s daily life
activity. The implemented system is able to monitor indoor activities by relying on a
set of home automation sensors and outdoor activities by using Moves.2 Information

2http://www.moves-app.com/.

http://www.moves-app.com/
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Fig. 1 Main components of the sensor-based system focused on the intelligent monitoring

gathered by the SB-TMHSS is also used to provide context-awareness by relying on
ambient intelligence [2]. Monitoring users’ activities through the SB-TMHSS gives
us also the possibility to automatically assess quality of life of people [20].

The high-level architecture of the SB-TMHSS is depicted in Fig. 1. As shown,
its main components are: home; middleware; intelligent monitoring system; and
healthcare center.

3.1 Home

At home, a set of sensors are installed. In particular, we use presence sensors (i.e.
Everspring SP103), to identify the room where the user is located (one sensor for
each monitored room); a door sensor (i.e. Vision ZD 2012), to detect when the user
enters or exits the premises; electrical power meters and switches, to control leisure
activities (e.g. television and pc); and pressure mats (i.e. bed and seat sensors) to
measure the time spent in bed (wheelchair). The system is also composed of a network
of environmental sensors that measures and monitors environmental variables like
temperature, but also potentially dangerous events like gas leak, fire, CO escape and
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presence of intruders. All the adopted sensors are wireless z-wave.3 They send the
retrieved data to a collector (based on Raspberry pi4). The Raspberry pi collects all
the retrieved data and securely redirects them to the cloud where they will be stored,
processed, mined, and analyzed. The proposed solution relies on z-wave technology
for its efficiency, portability, interoperability, and commercial availability. In fact,
on the contrary of other wireless solutions (e.g. ZigBee), z-wave sensors are able
to communicate with any z-wave device. Moreover, we adopt a solution based on
Raspberry pi because it is easy-to-use, cheap, and scalable.

We are also using the user’s smartphone as a sensor by relying on Moves, an app for
smartphones able to recognize physical activities and movements by transportation.
Among the activity trackers currently on the market, we select Moves because it does
not need user intervention being always active in background.

3.2 Middleware

As mentioned above, the telemonitoring system, by definition needs to be interop-
erable, extensible and scalable. In order to deal with such requirements the design
of the system architecture was based on the service oriented architecture framework
(SOA).5 Thus, each component of the system was built as web service itself and
communicate through the REST protocol. This protocol is selected since it works
over HTTP/s and allows relaxed interoperability between different components. The
middleware, which is the set of core components of the architecture, is composed
by independent web services that provides not only scalability and interoperability
but also securely interconnect the main components of the system, i.e. the home, the
intelligent monitoring system, as well as the healthcare center. Its main functional
components are:

• The API façade, which encapsulates a set of information services provided by the
intelligent monitoring system in order to be consumed by external applications (i.e.
the healthcare center). Internally, this component securely dispatches all requests
of information from outside and redirects them to the enterprise service bus. This
service contains policies and protocols to handle load balancing and concurrency.

• The enterprise service bus (ESB), which orchestrates the communication between
internal components avoiding ad hoc communication. The ESB makes the system
more extensible and flexible to changes by doing all components communicate
through it.

• The security manager (SM), which provides mechanisms to user authentication,
and services authorization. This component manages the session IDs to the system
as well as the UUIDs that identify uniquely the users and the services which have
access to.

3http://www.z-wave.com/.
4http://www.raspberrypi.org/.
5www.oasis-open.org/.

http://www.z-wave.com/
http://www.raspberrypi.org/
www.oasis-open.org/
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• Notification service (NS), which is a mechanism for sending asynchronously data
(e.g. events, emergencies, rule actions) generated from the consumer (e.g. intelli-
gent monitoring) to a receiver or client (e.g. health care center).

3.3 Intelligent Monitoring

In order to cope with data necessities of the actors of the system (i.e. therapists, care-
givers, relatives, and end-users themselves), an intelligent monitoring (IM) system
has been designed. It is aimed to continuously analyzing and mining the data through
five-dimensions: detection of emergencies, activity recognition, event notifications,
summary extraction, and rule triggering. In order to achieve these objectives, the
intelligent monitoring system is composed of the following modules (see Fig. 2): PP,
the pre-processing module to encode the data for the analysis; ED, the emergency
detection module to notify, for instance, in case of smoke and gas leakage; AR, the
activity recognition module to identify the location, position, activity- and sleeping-
status of the user; EN, the event notification module to inform when a new event has
been detected; SC, the summary computation module to perform summaries from
the data; and RA, the risk advisement module to notify risks at runtime.

3.3.1 Pre-processing

IM continuously and concurrently listens for new data. The goal of PP is to pre-
process the data iteratively sending a chunk c to ED and also RA according to
a sliding window approach. Starting from the overall data streaming, the system
sequentially considers a range of time |ti − ti+1| between a sensor measure si at time

Fig. 2 The flow of data and interactions among the modules in the proposed approach
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Fig. 3 Example of a chunk composed of four sensor measures

ti and the subsequent measure si+1 at time ti+1. Thus, the output of PP is a window
c from ts to ta , where ts is the starting time of a given period (e.g. 8:00 a.m.) and ta
is the actual time. Thus, each chunk is composed of a sequence of sensor measures
s; where s is a triple 〈ID, v, t〉, i.e. the sensor ID, its value and the time in which
a change in the sensor status is measured. Figure 3 shows an example of a chunk
composed by four sensors measures.

3.3.2 Emergency Detection

ED module aims to detect and inform about emergency situations for the end-users
and sensor-based system critical failures. Regarding the critical situations for the
end-users, an emergency is risen when specific values appear on c (e.g. gas sensor
ID, smoke sensor ID). Regarding the system failures, ED is able to detect when the
end-user’s home is disconnected from the middleware as well as a malfunctioning
of a sensor (e.g. low battery). The former is implemented by a keepalive mechanism
in the Raspberry pi. If no signals are received from the Raspberry pi after a given
threshold, an emergency is risen. The latter is implemented by using a multivariate
gaussian distributions of sensor measurements on c. If the corresponding total number
of measures is greater than a given threshold, an emergency is risen.

Each emergency is a pair 〈si , lεi 〉 composed of the sensor measure si and the
corresponding label lεi that indicates the corresponding emergency (e.g. fire, smoke).
Once the ED finishes the analysis of c, the list of emergencies ε is sent to the
middleware, whereas c, filtered from the critical situations, is sent to AR.

3.3.3 Activity Recognition

In the current implementation, the system is able to recognize if the user is at home
or away and if s/he is alone; the room in which the user is (no-room in case s/he is
away, transition in case s/he moving from a room to another); the activity status (i.e.
active or inactive); and the sleeping status (i.e. awake or asleep).

To recognize if the user is at home or away and if s/he is alone, we implemented
a solution based on machine learning techniques [16]. The adopted solution is a
hierarchical classifier (see Fig. 4) composed of two levels: the upper is aimed at
recognizing if the user is at home or not, whereas the lower is aimed at recognizing
if the user is really alone or if s/he received some visits. The goal of the classifier at
the upper level is to improve performance of the door sensor. In fact, it may happen
that the sensor registers a status change (from closed to open) even if the door has
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Fig. 4 The hierarchical approach in the activity recognition module

not been opened. This implies that AR may register that the user is away and, in the
meanwhile, activities are detected at user’s home. On the contrary, AR may register
that the user is at home and, in the meanwhile, activities are not detected at user’s
home. Thus, we first revise the data gathered by AR searching for anomalies, i.e.: (1)
the user is away and at home some events are detected and (2) the user is at home and
no events are detected. Then, we validate those data by relying on Moves, installed
and running on the user smartphone, and the supervision of the user. Using those as an
“oracle”, we build a dataset in which each entry is labeled depending on the fact that
the door sensor was right (label “1”) or wrong (label “0”). The goal of the classifier
at the lower level is to identify whether the user is alone or not. The input data of
this classifier are those that has been filtered by the upper level, being recognized
as positives. To build this classifier, we rely on the novelty detection approach [10]
used when data has few positive cases (i.e. anomalies) compared with the negatives
(i.e. regular cases); in case of skewed data.

To measure the activity status, we rely on the home automation sensors. By default,
we consider as “active” the status of the user when s/he is away (the corresponding
positions are saved as “no-room”). On the contrary, when the user is at home, AR
recognizes s/he as “inactive” if the sensor measures at time ti that user is in a given
room r and the following sensor measure is given at time ti+1 and the user was in the
same room, with ti+1 − ti greater than a given threshold θ . Otherwise, the system
classified the user as “active”.
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Fig. 5 Example of a chunk after the AR processing

Finally, sleeping is currently detected by relying on the presence sensor located
in the bedroom and the pressure mat located below the mattress. In particular, we
consider the presence of the user in that room and no movements detection (i.e. the
activity status is “inactive”) together with the pressure of the mattress.

Thus, the output of AR is a triple 〈ts, te, l〉, where ts and te are the time in which
the activity has started and has finished, respectively, and l is a list of four labels
that indicates: the localization (i.e. home, away, or visits), the position (i.e. the room,
no-room, or transition), the activity status (i.e. active or inactive), and the sleeping
status (i.e. awake or asleep). To give an example, let us consider Fig. 5 where the
same chunk of Fig. 3 has been processed by AR.

3.3.4 Event Notification

By relying on a set of simple rules, EN is able to detect events to be notified. Each
event is defined by a pair 〈ti , l〉 corresponding to the time ti in which the event happens
together with a label l that indicates the kind of event. In particular, according to user
requirements and therapist’s focus groups, we decided to detect the following kind of
events: leaving the home, going back to home, receiving a visit, remaining alone after
a visit, going to the bathroom, going out of the bathroom, going to sleep, and awaking.
These events allow to study activity degradation as well as improvement/worsening
of the overall quality of life. Nothing prevents to consider further notification and/or
to change them in case requirements change or further needs arise. Following the
example, in Fig. 3, an event is the pair 〈2014-02-24 10:31:55, going to the bathroom〉.

3.3.5 Summary Computation

Once all the activities and events have been classified, measures aimed at repre-
senting the summary of the user’s monitoring during a given period are performed.
In particular, two kinds of summary are provided: historical and actual. As for the
historical summary, we decided to have a list of the activities performed during (i)
the morning (i.e. from 8:00 a.m. to 8:00 p.m.), (ii) the night (i.e. from 8:00 p.m. to
8:00 a.m.), (iii) all the day, (iv) the week (from Monday morning to Sunday night), as
well as (v) the month. In particular, we monitor: sleeping time; time spent outdoors;
time spent indoors; time spent performing indoor activities; time spent performing
outdoor activities; number of times spent in each room; and number of times that
the user lefts the house. As for the actual summary, we are interested in monitoring:
the room in which the user is; if the user is at home, or not; the number of times that
s/he leaves the home; sleeping time; activity time; and number of visits per room.
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Fig. 6 The RA module functioning

As a final remark, let us note that all emergencies, activities, notifications, and
summaries are stored in a database to be available to all the involved actors.

3.3.6 Risk Advisement

RA is aimed at advising therapists about one or more risky situations before they
happen. The module executes the corresponding rules at runtime according to the
sequence of sensor measures coming from the PP as well as the summary provided
by the SC. Figure 6 sketches how RA works and which are its main components
and interactions. Through the healthcare center, therapists access to an ad-hoc user
interface to define the rules corresponding to risks. Those rules are automatically
coded in a suitable language, namely ATML [7], and then translated in DRL by the
Rule Builder and stored in the knowledge-based of rules (KBR). RA continuously
processes data coming from the other modules of the IM and acts according the
defined rules in KBR. In particular, it analyzes the entire chunk c from PP, the list
of activities a from AR, and the complete summary Σ from SC. The actions {ar }
triggered by RA are sent to the middleware that is in charge of actuate in consequence
sending the corresponding advisement to the healthcare center.

To implement the RA we relied on Drools,6 a rules management system that pro-
vides a rule execution server, and a web authoring and rules management application.
A rule is a quadruple 〈i, v, o, ar 〉, where i is the item that has to be verified (e.g. a
room, the number of slept hours) according to a given value v (e.g. bedroom, 4 slept
hours); o is the logic operator (i.e. and, or, not) and a “null” operator in case there is
only one term; and a is the action to be performed (i.e. send a notification, an alarm,
or an email).

6http://www.drools.org/.

http://www.drools.org/
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3.4 The Healthcare Center

The healthcare center receives notifications, summaries, statistics, and general infor-
mation belonging to the users through a web application. Its goal is to keep informed
therapists and caregivers about emergencies as soon as they happen and to proac-
tively inform them about changes in user habits and/or to perform some therapy.
In this way, therapists and caregivers become aware of user context by acquiring
heterogeneous data coming from sensors and other sources.

The healthcare center has been implemented as a Web-based application and
provides user management, rehabilitation task management, therapy assessment,
rule definition, statistics on system usage, as well as for communication between
therapists and user.

A modular approach was considered from the very starting point of the healthcare
center design, which led to the definition of a loosely coupled system where each of
its components keeps its logic as self-contained as possible [6]. This design strategy is
crucial in order to manage changes while reducing its overall impact in the rest of the
platform. As a result, each of the main functionality is encapsulated in a self-contained
module, which in turn, is managed by the platform infrastructure services. Those base
infrastructure services are in charge of the definition of a common application context
where every module is registered while providing cross-platform functionality as
well.

4 The BackHome Experience

The overall system presented in this chapter is part of the EU project BackHome.7

The project is aimed at moving brain computer interfaces (BCIs) from being lab-
oratory devices for healthy users toward practical devices used at home by people
with limited mobility. This requires a system that is easy to set up, portable, and
intuitive. Thus, BackHome aims to develop BCI systems into practical multimodal
assistive technologies to provide useful solutions for communication, Web access,
cognitive stimulation and environmental control, and to provide this technology for
home usage with minimal support. These goals are attained through three key devel-
opments, each of them advancing the current state of the art [5, 12]: (i) practical
electrodes, with the delivery of novel BCI equipment which sets a new standard
of lightness, autonomy, comfort and reliability; (ii) easy-to-use software tailored to
peoples needs, with a complete range of highly desirable applications finely tuned for
one-click command and adaptive usage; and (iii) telemonitoring and home support to
remotely assist independent use, with remote services to plan and monitor cognitive
rehabilitation and pervasively assess the use of the system and the quality of life of
the individual. The development followed a user-centered design approach in order
to collect requirements and feedback from all the actors.

7http://www.backhome-fp7.eu/backhome/index.php.

http://www.backhome-fp7.eu/backhome/index.php
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A total of four participants were recruited in Belfast for a 6-week home based
evaluation of the system. For the sake of anonymity let us refer to the final users as
Home User 1 (HU1), Home User 2 (HU2), Home User 3 (HU3), and Home User 4
(HU4). Actually, only two of them concluded the 6-week evaluation period. In fact,
attempts to set up the system in HU2’s home failed due to the restricted Internet
connection; whereas HU4 became ill after the installation of the BCI and did not
recover in time to participate in the home based testing. Thus, the evaluation has
been performed only with HU1 and HU3.

In each home, we installed a presence sensor in each room a door sensor in each
entrance, and two power meter switches to control a light and a radio through the
BCI. Environmental sensors have not been used in BackHome because of the user
requirements, moreover, pressure mat sensors have not be installed due to privacy
constraints inside the project.

Regarding the IM and due to the BackHome user requirements and end-user
characteristics, in addition to PP (that is essential), AR, SC and RA was implemented.

AR was first evaluated with 2 able-bodied users in Barcelona, as reported in [16].
The hierarchical classifier showed an improvement of 15 % of accuracy with respect
to a rule-based solution (see Table 1). To highlight the performance of the proposed
approach, let us consider the Fig. 7 that shows a comparison between the real data,
labeled during the validation phase (on the left), and the data classified by relying to
the approach proposed in this chapter (on the right).

Table 1 Results of the overall hierarchical approach with respect to the rule-based one

Metric Rule-based Hierarchical Improv. (%)

Accuracy 0.80 0.95 15

Precision 0.68 0.94 26

Recall 0.71 0.91 20

F1 0.69 0.92 23

Fig. 7 Comparison between real labeled data and data classified by the hierarchical approach



92 X. Rafael-Palou et al.

Fig. 8 Indoor user habits recognized by the SB-TMHSS for HU1 (the two graphs on the top) and
HU3 (the two graphs on the bottom) for a period of 1 month
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Fig. 9 An example of data coming from the sensors as shown to the therapist

Figure 8 shows the results belonging to 1 month of indoor monitoring; outdoor
monitoring is reported similarly. In particular, for each user the following information
is given: when the user was at home, away, or received visits day by day and a
summary of the different locations in which the user was during a period of 1 month.

The Healthcare center in BackHome, called Therapist Station, allows therapists
to remotely manage the end-user. Among the overall set of functionality provided
by the therapist station, let us consider here the most relevant for monitoring and
supporting.

Thanks to the IM, the Therapist Station daily receives the summary of the informa-
tion regarding the daily-life activities of the user (computed by SC). Figure 9 shows
an example of data coming from the sensors regarding both indoor and outdoor
activities.

Moreover, therapists defined simple rules, such the one shown in Fig. 10. The
therapist set a rule to raise an alarm if the user spends more than ten hours at bed in
a day.

Overall the healthcare center was viewed in a positive light and considered to
be an asset to daily practice. On average, the 36.63 % of the therapists evaluated as
positive (4) the overall healthcare center and the 44.22 % as very positive (5), making
a total of 80.86 % of positive and very positive evaluation. The Therapist Station was
thought to be “modern and is relatively easy to use” and that the “site is laid out
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Fig. 10 Trigger definition therapist interface

well”. The focus of the BackHome therapist station was considered to be a “very
useful starting point when a client returns home from hospital and is very dependent”.
Additionally, it might be useful to think of other populations and applications for the
therapist station, “the Therapist Station is an excellent platform, could be used with a
range of clients; in paediatrics would be good for assigning home programmes etc”.

5 Conclusions

In this chapter, we presented a sensor-based system aimed at detecting emergencies,
recognizing activities, sending notification as well as collecting the information in
a summary and executing actions triggered by means of a rule-based engine. The
goal of the implemented system was to monitor and support people that need assis-
tance and to constantly give a suitable feedback to therapists and/or caregivers. They
have access to information about the evolution of the status, behavior and habits of
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the corresponding user, thanks to a web-based application. Under the umbrella of
BackHome, the system has been installed and tested in two disabled people’s homes
where is currently running and remotely tested by about 80 therapists.

The BackHome telemonitoring features have proven to be an effective way of
remotely reporting information about end-user habits, quality of life and detailed
usage of the BCI environment. Those telemonitoring capabilities of the BackHome
system provide tools and means for therapists and technical experts to support end-
users and caregivers at home in a reactive but also in a proactive way.

Acknowledgments The research leading to these results has received funding from the European
Community’s, Seventh Framework Programme FP7/2007-2013, BackHome project Grant Agree-
ment No. 288566.
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The Relevance of Providing Useful
and Personalized Information to Therapists
and Caregivers in Tele*
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Abstract Nowadays, filtering and analyzing data coming from Tele* (i.e. telemedi-
cine, telerehabiliation, telemonitoring, telecare, and teleassistance) systems is becom-
ing more and more relevant. In fact, those systems gather a lot of data coming from
patients through wearable, domotic, and environmental sensors, as well as question-
naires and interviews. The role of therapists and care givers is essential for remotely
assisting the corresponding patients. Thus, intelligent solutions able to understand
all those data and process them to keep therapists and caregivers aware about their
assisted persons are needed. Moreover, friendly and useful tools for accessing and
visualizing those data must be provided to therapists and caregivers. In this chapter,
we present a generic Tele* solution that, in principle, may be customized to whatever
kind of real scenarios to give a continuous and efficient support to therapists and care-
givers. The aim of the proposed solution is to be as flexible as possible in order to be
able to provide telerehabilitation, telemonitoring, teleassistance or a conjunction of
them, depending on the real situation. Three customizations of the generic platform
are also presented.
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1 Introduction

Thanks to the new and inexpensive technologies it is now possible and affordable to
get information and realize medical tasks remotely. Telemedecine is now a reality
and can be applied to several fields of the health practice to assist patients in self-care
and adherence to treatments. Telerehabilitation enables following continuous inter-
ventions which may improve health conditions (both physical and cognitive) without
the need for the patient to physically move to specialized facilities. Telemonitoring
allows therapists and caregiver to be aware of the status of the patients. Teleas-
sistance improves autonomy, safety and social participation of people with special
needs, normally the elder and/or the disabled, through home support technologies
which postpone the need of consumption of socio-sanitary services and associated
costs.

Hereinafter, we refer to Tele* to name the group of remotely solutions in the field
of the eHealth (i.e. Telemedicine, Telerehabilitation, Telemonitoring, and Teleassis-
tance). Summarizing, Tele* allows: to improve the quality of clinical services, by
facilitating the access to them, helping to break geographical barriers; to center the
assistance in the patient, facilitating the communication between different clinical
levels; to extend the therapeutic processes beyond the hospital, like patient’s home;
and a saving for unnecessary costs and a better costs/benefits ratio. The correspond-
ing applications allow direct communication between the patient and the professional
staff as a common denominator.

In this chapter, we present and discuss a generic Tele* solution, based on ICT, that
has been used by real end-users in national and European projects. In particular, we
present: (i) a home telerehabilitation solution for people with motor impairments;
(ii) a mobile telerehabilitation and telemonitoring solution for people affected by
chronic obstructive pulmonary disease (COPD); and (iii) a home telerehabilitation,
telemonitoring, and teleassistance solution for people with severe disabilities. All
the proposed solutions rely on a generic Tele* platform that is the focus of this
chapter. Although, the end-user is the main actor of Tele*, a relevant role is played
by therapists and caregivers that may access the gathered data receiving suitable
notification and taking decisions accordingly. Thus, in this chapter, we face Tele*
from the perspective of therapists and caregivers and the information they interact
with.

The chapter is organized as follows, Sect. 2 introduces the problem and presents
the definition of Tele* and some of the main application fields. In Sect. 3, we present
our generic Tele* platform, whereas in Sect. 4, we illustrate how the generic Tele*
platform has been customized in the three relevant real scenarios. Finally, Sect. 5
ends the chapter with some conclusions.



The Relevance of Providing Useful and Personalized . . . 99

2 Background

Tele* platforms may include all kinds of medical devices that get information from
the patient. Additionally, home sensor technology has created a new opportunity to
remotely assist patients and to exploit the information gathered in this way [16].
Wearable sensors could also be used to provide more objective measures. The main
advantage of wearable technology is the ability to measure motor behaviour under
real-life conditions and for longer periods than could be observed in a clinical
setting [25].

2.1 Telerehabilitation

The main objective of any rehabilitation program is to return the total, or the max-
imum, functionality after a health incident or illness. Telerehabilitation has the
same aim adding also the possibility to follow a rehabilitation program scheduled
by a therapist (e.g. at the patient’s home). Telerehabilitation is becoming increas-
ingly popular because it provides low cost, completely personalized therapies, with
immediate feedback, quantifiable outcomes and has indicated significant therapeutic
benefits [30].

Evidence to support the use of rehabilitation programs also for cognitive impair-
ments has been growing for the last decade with examples extending to memory
[9, 32], working memory [17, 20], attention [37], and visual perception [7, 19].

Independently of how we get the information, in a telerehabilitation system it is
really important to process the information properly in order to provide a compre-
hensive assessment of daily functioning before, during and after the rehabilitation
process. These systems allow to get the specific level of impairments or the effort
limits that the user can do in a rehabilitation exercise. This information helps to
determine the ability to perform the daily life activities.

2.2 Telemonitoring

We may define telemonitoring according to the Institute of Medicine in U.S. [13]:
“the remote monitoring of patients including the use of audio, video, and other
telecommunications and electronic information processing technologies to monitor
patient status at a distance”. It can also be defined as the use of information tech-
nology to monitor patients who are not located in the same place of the health care
provider. Meystre reported how the telemonitoring systems have been successful
adopted in cardiovascular, hematologic, respiratory, neurologic, metabolic, and uro-
logic domains [22]. In fact, it may help people stay healthy, and in their homes, longer
[8]. Better follow-up of patients is a convenient way for patients to avoid travel and
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to perform some of the more basic work of healthcare for themselves, thus reducing
the corresponding overall costs [1, 36]. In addition to objective information coming
from technological monitoring, most systems include also subjective data based on
asking to the user a sort of questionnaires to the patient’s about health and comfort
[21]. This questioning can take place automatically over the phone or in other ways,
as on-line formats.

Home sensor technologymay create a newopportunity to reduce costs. An interest
has therefore emerged in using home sensors for health promotion [16]. One way to
do this is by telemonitoring and home support systems (TMHSSs), which are aimed
at remotely monitoring patients who are not located in the same place of the health
care provider.

Relying on a combination of subjective and objective information similar to what
would be revealed during an on-site appointment, therapists and caregiver may make
decisions about the patient’s treatment, or improve it. Moreover, all of this informa-
tion is centralized in the telemonitoring platform, which can exploit the information
to help therapists and care givers to take better decisions.

2.3 Teleassistance

A definition of teleassistance has been given in [5]: “remote, automatic and passive
monitoring of changes in an individual’s condition or lifestyle (including emergen-
cies) in order to manage the risks of independent living”. Thanks to Teleassistance,
we can offer the possibility to the users to be connected with therapists and caregivers
as well as relatives and family, allowing people with special needs to be indepen-
dent. One example of this kind of systems can be the one developed in the SAAPHO
project [31], which was aimed to offer active and independent living for elderly,
based on a teleassistance system.

Teleassistance systems should process and analyse all this information in order to
detect abnormal situations or improve the quality of life of the users helping them to
carry out daily activities. This information can be processed at the user side in order
to offer the possibility of self-management and should be also available to therapists
and caregivers allowing them to offer assistance in any situation.

3 A Generic Platform for Tele*

To provide Tele* solutions for, in principle, whatever kind of end-users, as well as
to give a continuous and efficient support to therapists and caregivers, we defined
and developed a generic platform. The aim of the proposed solution is to be as
flexible as possible in order to be able to provide telerehabilitation, telemonitoring,
teleassistance or a conjunction of them, depending on the real situation.
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Fig. 1 Main components of the generic Tele* platform: Clinical Station (on the left) and User
Station (on the right)

As stated above, the main actors of Tele* are, from one side, the end-users (nor-
mally patients or elder people) and, on the other side, therapists and caregivers.
Thus, our generic platform is composed of two main modules, called “stations”:
Clinical Station and User Station (see Fig. 1). Both stations have been defined as
standalone solutions. In so doing, the Clinical Station offers the proper functionality
to the professionals independently of the User Station implementation. Similarly,
the User Station offers its functionality to the patient without taking into account the
implementation of the Clinical Station.

3.1 The Clinical Station

TheClinical Station is the entry point of therapists and caregivers (see Fig. 1). Itsmain
functionalities are: Reporting, TherapyManagement System,Monitoring, Teleassis-
tance, Administration Services, User Management, as well as the User Interface and
the Communication Service.

The Reporting Service module is aimed at giving all the information regarding
the processed data. Which information and how to display it depend on the real
implementation (from graphs to complete reports). As an example, let us consider
the general report given in the ActivApp Clinical Station depicted in Fig. 2.

Through the Telerehabilitation Service module, therapists may plan, schedule,
access to the results, and personalize the prescription of rehabilitation tasks inside
her/his therapeutic range (i.e. motivating and supporting her/his progress), in order
to get the better therapeutic results. The sessions can be configured, setting the type
of tasks that the user will execute, their order as well as the difficulty level, and spe-
cific parameters depending on the exercise. Additionally, the Clinical Station allows
therapists to establish an occurrence pattern for the session along the time. If the
same session must be executed several times, they can set the type of occurrence
and its pattern to make the session occur at programmed times in the future. Upon
completion of the game session execution onUser Station, results are sent back to the
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Fig. 2 Clinical Station: General report in ActivApp

Clinical Station for review by therapists that are notifiedwith an alert in the dashboard
indicating that the user has completed the session. The Clinical Station provides a
session results view and an overview of completed sessions to map progress, which
shows session parameters and statistics along the specific results for each game in the
session (see Fig. 3 with an example from BackHome). Moreover, aggregated game
results for a specific user are also provided. This provides statistic results on all the
executed occurrences of a given game by a user, whether included in a session or
executed as a standalone game, so professionals can have a better insight on the
user progression in a specific area. The end-user status as well as her/his rehabilita-
tion activities are continuously monitored by the Telemonitoring Servicemodule that
relies on suitable sensors: wearable, physiological, biometric sensors, environmental
sensors, SmartHome devices, devices that allow interaction activities or devices to
perform rehabilitation tasks (e.g. a robot). Specifically, the wearable sensors enable
the monitoring of fatigue, spasticity, stress, and further user’s conditions. Addition-
ally, environmental sensors are used to monitor temperature, humidity, movement
(motion sensors) and the physical position of the user (location sensors). SmartHome
devices aim to enhance the users physical autonomy by supporting the user to under-
take heir daily life activities. Internet-connected devices enable social autonomy of
users helping her/him to keep in touch with relatives and friends. The actual set of
devices depend on the real implementation, for instance ActivApp relies only on a
wearable sensor (i.e. the end-user’s smartphone) whereas in BackHome domotic and
environmental sensors and actuators have been used. Moreover, personalised infor-
mation can be captured through a combination data coming from the sensor-based
system and of questionnaires. This information will be fused with that gathered when
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Fig. 3 Clinical Station: rehabilitation session and game results in BackHome

the individual is interacting with the system. The data will be used to inform the sys-
tem of the users’ behavior, social autonomy, rehabilitation or to other support tasks.
For instance, in BackHome the professional staff can see the inferred data about the
quality of life of the user (see in Fig. 4).

The Teleassistance Service module gives information about habits, behaviors,
abnormal situations and emergencies. Several kinds of techniques (from rule-based
to advanced IA algorithms) can be used to detect the current status or emergencies,
depending on the real application. Figure5 shows an example of rule definition aimed
at detecting the status of the end-user relying on the raw information coming from
the adopted sensor-based system. In the example in the Fig. 5, the therapist sets a
rule to raise an alarm if the user spends more than ten hours in bed in a day. Thus, the
system controls the sleep pattern of the user to detect abnormal situations. In doing
so, if the user has been in bed for more than 10 h and the user station detects it, an
alert is raised to the therapist who receives a message at the dashboard of the system
showing the alert that has been triggered and the user who is involved.

The Administration Manager module is aimed at providing administrative func-
tionality at the high level (i.e. therapists and end-users creation, as well as definition
of rehabilitation games or users’ questionnaires). Therapists and caregivers do not
interact directly with this module, being the system administrator the unique user
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Fig. 4 Clinical Station: quality of life assessment in BackHome

Fig. 5 Clinical Station: rule definition in BackHome
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Fig. 6 Clinical Station: general information for a patient in Rewire

in charge of performing those actions. On the contrary, therapists and caregivers,
through the User Management service, may create new end-users in the platform
and manage their information (from personal to therapy-based). Some data from the
user that manages this service can be personal data (e.g. name, date of birth, marital
status), contact data (e.g. phone number, address) and clinical data (e.g. diagnosis,
health center, rehabilitation therapies, treatments, etc.). Figure6 shows an example
of user information provided by the Clinical Station. The Communication Service
module is the responsible for connecting the different information sources (from hos-
pitals to end-user devices and apps), and also to communicate with the User Station.
This communication will depend on the technical configuration of both stations in
the real scenario. It could be implemented as a REST service in the case of the User
Station being implemented as a mobile app (as in the case of ActivApp, as described
later) or as a specific protocol in the case of using external devices, as, for instance,
a Kinect (as in the case of REWIRE, as described later). The User Interface is a
Web-based interface that allows interaction through any available device (e.g. a PC,
a tablet, a smartphone) and from any place connected to the Internet.

3.2 The User Station

User Station is the end-user’s entry point to the system. It may have different incar-
nations depending on the real application and end-users’ needs (see Fig. 1).

The Communication Service module is the one in charge of communicating with
the Clinical Station. The corresponding protocol, as already said, depends on the real
application. TheTeleassistence Servicemodule determineswhat action has to be done
to help the user to complete daily activities or to solve emergency problems. It may
adopt a passive solution, in which the User Station can interact with the user only
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by messages or indicating what needs to be done in different situations. Moreover,
also an active teleassistence solution can be considered, in which the User Station
uses smart objects to interact with the user and the environment. The Telemonitoring
Servicemodule gathers information from the adopted sensors and devices and, also,
from questionnaires, when needed. The combined data create and keep updated the
user profile in terms of her/his behavior to enable therapists and caregivers to analyze,
process, and extract information. The Telerehabilitation Service module controls all
the processes to execute rehabilitation tasks. It controls the communication to the
Clinical Station and also to the devices connected to perform the rehabilitation tasks
or to monitor them. From this module the station can inform the user if the exercise
is properly executed or when it has scheduled a new session. The Data Services and
Processing module is in charge of analyzing all the data coming from the end-user
as well as from the used external devices and process them accordingly. The kind
of analysis and process depends on the real application. Basically, this module will
provide recommendations and continuous support to the end-user as well as suitable
information, alarms, alerts and notifications to therapists and caregivers.More details
will be given for each real application in the following sections. The User Interface
may be implemented as a mobile application (as in ActivApp) or may run on a
computer connected to a TV (as in REWIRE) or with more advanced and complex
devices (as in BackHome).

4 Real Uses Cases of the Tele* Platform

The generic Tele* platform proposed in this chapter has been customized to be
used in three real end-user scenarios, under the umbrella of three research projects:
REWIRE, ActivApp, and BackHome.

4.1 Telerehabilitation at Home: The REWIRE Project

In the European R + D project REWIRE,1 we customized our generic Tele* platform
to be used for motor rehabilitation of patients at home. The main aim of REWIRE
is to provide the possibility of continuing the rehabilitation at patient’s home under
remote monitoring by the hospital. The project has developed, integrated and tested
a virtual reality system based on a multi-level rehabilitation platform. This plat-
form, deployed at the patients’ homes, enables home-based effective rehabilitation
to improve disabilities and functions [4].

1http://www.rewire-project.eu/.

http://www.rewire-project.eu/
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Fig. 7 The implementation of the generic Tele* platform in REWIRE

4.1.1 The Actual Implementation of the Generic Tele* Platform

In REWIRE, the generic Tele* platform has been implemented by relying on three
stations, as shown in Fig. 7: Patient Station,Hospital Station, andNetworkingStation.

Patient Station The Patient Station is used by the patient and her/his caregivers
at home to perform supervised rehabilitative training inside a virtual environment.
The patient is prompted by theUser Inteface, implemented as a virtual environment,
to follow the exercises, planned by the clinicians at the hospital, through adequate
simple games (see Fig. 8) [3]. Patient’s motion and interaction data with the virtual
environment is saved while patient’s daily life is monitored by a set of wearable
sensors. All this gathered information is used to better tune the rehabilitation sessions
and set-up a proper level of challenge for the patient, assess potential risks and advice
clinicians on the therapy. The Game Engine module is responsible of providing
games for rehabilitation. This module translates the information from the Hospital
Station to schedule the games and adapt them to the requirements indicated by
the therapist. The Tracking module is in charge of measuring the motion of the
patient. The Monitoring module gathers information from the sensors used to track
the exercises, physiological sensors and ambient sensors. These data are processed
to provide an active feedback to both the patient and the clinicians, to tune the
rehabilitation session and to provide data for risk evaluation [26].

Hospital Station The Hospital Station is used by the therapists at the hospital.
Working as a web application, it helps therapists to define, tune and monitor the exer-
cises of the rehabilitation program at home, taking into account all the activity data
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Fig. 8 Screenshots of the some games implemented in REWIRE, from left to right the fruit catcher
game, the hay collect game and the animal hurdler game

collected by the Patient Station during the exercises. It implements the functionalities
described in Sect. 3.1.

Networking Station The Networking Station is in charge of analyzing the data,
i.e. to implement the Data Service and Processing module that is part of the User
Station in the generic Tele* platform. This station analyses the multi-parametric data
that come from the individual patient day by day rehabilitation, to compare and
interpret the results on different patient populations. Data mining procedures have
been developed to discover features and trends of rehabilitation treatments in the
different hospitals involved in the project [14].

Communication Protocol The Patient Station, installed at patient’s home, com-
municates with the Hospital Station trough web services. These web services define
the functionalities that the Patient Station can do, such as reporting the results of the
rehabilitation exercises. All the communication is secure under the HTTPS protocol.
The Networking Station is a standalone application which imports the data from the
Hospital Station, directly.

4.1.2 Results

The REWIRE system has been installed in 2 health institutions, one located in Spain
and one in Switzerland. In total, 10 patients have participated in the trials (six with
a diagnosis of stroke and two suffering neglect). After 2weeks of training in the
hospital, four of the six patients with a stroke diagnosis started a 3month rehabilita-
tion process. The two patients with a diagnosis of neglect had 1month rehabilitation
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process. Healthcare professionals scheduled 347 sessions in total during the 3months
length of the study, devoting an average time of 17.33 ± 2.07min to schedule five
sessions per week. Patients underwent 80% of scheduled sessions, with an average
of 46.17 ± 13.98 sessions per patient. During the 2weeks of hospital training for
patients with a diagnosis of neglect, 12 sessions were registered in total. Patients suf-
fering neglect received an average of 6.00 ± 2.83 sessions. The average time spent
in each session was 25.08± 7.69min. For further details of the results, the interested
reader may refer to [4].

4.2 Telerehabilitarion and Telemonitoring Outdoors:
The ActivApp Project

In the ActivApp project, funded by ACC1ó (Generalitat de Catalunya),2 we cus-
tomized the generic Tele* platform to providemHealth tools to personalize the health
monitoring and treatment through mobile applications, particularly for patients suf-
fering COPD. ActivApp is focused on remote monitoring of patients with COPD. By
using a mobile application and the accelerometer embedded in the smartphone, in
conjunctionwith awebplatform for therapists, end-users physical activity is remotely
prescribed and monitored, in a non-obtrusive and continuous way. Applying gami-
fication techniques and personalized user interfaces, the adherence to the acquired
good habits is promoted.

4.2.1 The Actual Implementation of the Generic Tele* Platform

Figure9 shows how the generic Tele* platformhas been customized inActivApp. It is
composed of a mobile app for the patient (Patient Station) together with aWeb-based
application for therapists (Therapist Station).

Patient Station The Patient Station is a mobile app composed of five main mod-
ules together. Additionally, theCommunication Service is in charge of performing the
communication with the Therapist Station. The User Interface prompts the patient
to carry out a certain prescribed type and intensity of physical activity and to answer
short questionnaires and scales, automatically monitors the treatment through data
collected from the smartphone sensors and processed with stream data mining algo-
rithms and motivates the user to exercise. The Motivation module is responsible
of engaging the patient in the application according to persuasive computing tech-
niques. In particular, gamification techniques have been used to motivate the patient
and to keep her/him in action. The module uses the information processed about
activity to reward the user with badges. The user can get this badges only if enough
activity has been performed—i.e. virtual routes have been completed. These routes
are divided in sections which can be completed in several days, once the user com-

2http://accio.gencat.cat/.

http://accio.gencat.cat/
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Fig. 9 The implementation of the generic Tele* platform in ActivApp

pletes all the sections wins a badge. The routes are near the user’s living place to
be easily recognizable by the user. Moreover, the patient is also asked to complete
simple questionnaires, planned by the therapists. Currently, the COPD Assessment
Test) [18] and the Borg [2] questionnaires have been implemented. Figure10 shows
some of those functionalities, from left to right: main screen with the statistics, Borg
questionnaire and motivational routes. The Telerehabilitationmodule is in charge of
following up the rehabilitation activities assigned by clinicians and performed by the
users. The Data Sensor Process module, based in a Hoeffding Tree [15] with Naive
Bayes Adaptative leaf prediction and built over Android, is aimed at processing all
the gathered data. The system create models off-line and then they are included in
the app. Thanks to these models the app can detect no activity, walking, cycling,
going up and down stairs. The Sensor Collector is in charge of gathering all the data
by the smartphone.

Therapist Station Through the Therapist Station, therapists may schedule fitness
activity and plans to the patient. These include the required level of activity, the
duration, and put some goals to be reached day by day. To help the user to be
motivated, the system shows different emoticons. These emoticons indicate the level
of the plan reached every day divided in three levels: more than 75% of compliance,
between 50 and 75% and less of 50% of compliance.

Communication Protocol The two stations share information using REST mes-
sages and push notifications under HTTPS protocol in order to be secure. The struc-
ture and order of the messages are defined by a custom specification.

4.2.2 Results

The system has been tested with patients with COPD to determine the feasibility to
use this kind of platforms in real situations. Thefield trials are focussed in the usability
and validation of the system rather than on clinical results. The evaluation was done
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Fig. 10 Screen shots of the patient station of ActivApp

by a group of 6 users (6 male, M = 68 ± 5years). They have used the application
during 8weeks tomonitor their activity and to follow the indications of the therapists.
Usability results shows good results: the 65% of the users evaluate the system a good
and useful application; the 18% just as normal application; and the 17% as a bad
application. The users highlight the easy to use of the main functionalities and the
usefulness of the application. The possibility to offer more information to the clinical
staff is really well evaluated.

With the data collected in these trials, the activity classification model has been
tested. On one hand, the results are over the 90% in accuracy: 93.7% in case of
walking and 95.7% in case of no activity. On the other hand, the stairs activity is
63.9% to go down stairs and 66.1% in case of the detection of going upstairs. Riding
a bicycle has an accuracy of the 88.7%.

4.3 A Complete Tele* System: Telerehabilitation,
Telemonitoring, and Teleassistance at Home
in the BackHome Project

In theBackHomeproject,3 the generic Tele* platformhas been customized to provide
telerehabilitation, telemonitoring, and teleassistance to peoplewith severe disabilities
that go back to home after a discharge.

3http://www.backhome-fp7.eu/.

http://www.backhome-fp7.eu/
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BackHome aims to study the transition from the hospital to the home, focusing on
how people use Brain Computer Interfaces (BCIs) in both settings [23]. Moreover, it
is aimed to learn how different BCIs and other assistive technologies work together
and can help clinicians, disabled people, and their families in the transition from the
hospital to the home. The final goal of BackHome is to reduce the cost and hassle
of the transition from the hospital to the home by developing improved products. To
produce applied results, BackHome will provide: new and better integrated practical
electrodes; friendlier and more flexible BCI software; and better telemonitoring and
home support tools [10].

4.3.1 The Actual Implementation of the Generic Tele* Platform

The BackHome system implements the generic Tele* platform through two stations,
the User Station and the Therapist Station, as depicted in Fig. 11.

User Station The User Station, composed of six modules, is completely inte-
grated into the end-user’s home. The BCI Interface allows the end user to interact
with the BCI components (a screen user interface together with a BCI block and BCI
equipment). With that interface, the end-user may interacts with all the provides ser-
vices via control matrices [11]. The Cognitive Rehabilitation module provides three
rehabilitation tasks in form of serious games [34]: memory-cards; find a category;

Fig. 11 The implementation of the generic Tele* platform in BackHome
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Fig. 12 Screenshots of the Cognitive Rehabilitation tasks in BackHome

and daily-life activities, which allow users to develop skills that can be applied to
real life tasks. Figure12 shows one screenshot for each implemented serious game.
The Smart Home Controlmodule is in charge of handling all the smart home devices
installed at the user’s home. In so doing, it provides control over the built environ-
ment and free standing electrical goods allowing the user to control them through
the BCI. The system integrates ON/OFF switches and power meters connected with
appliances (i.e. a light, a fan, and a radio). The Telemonitoring module has been
implemented through a sensor-based telemonitoring and home support solution [24,
27]. The sensor-based system is able to monitor indoor and outdoor activities by
relying on a set of z-wave sensors. They send the retrieved data to a collector (based
on Raspberry pi), which collects all the retrieved data and securely redirects them to
the Cloud where they will be stored, processed, mined, and analyzed. As for outdoor
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activities, we use the user’s smartphone as a sensor by relying on Moves,4 an app for
smartphones able to recognize physical activities and movements by transportation.
Complementing this, the professional staff can ask to the users about the Quality of
Life using a questionnaire based on the standard EQ-5D-5L questionnaire [33]. An
automatic quality of life assessment system has been also developed able, by now,
to assess Mobility [23], Sleeping, and Mood. Teleassistance is handled by the Tele-
assistance Module module with a rule-based approach [6] that relies on a suitable
language, namely ATML [12]. Rules can be automatically generated depending on
the context by using the information collected by the telemonitoring system about the
activity of the user and his habits in conjunction with information coming from the
home control system. TheWebAccessmodule is responsible to put in communication
the User Station and, thus, the end-user with some Web-based services. The Intel-
ligent Engine aims to analyze and mine the data in four-dimensions [29]: detection
of emergencies, activity recognition, event notifications, and summary extraction.
Moreover, a context-awareness based quality of life telemonitoring methodology
has been defined and implemented to automatically assess the quality of life of the
end-users [35].

Therapist Station The Therapist Station is a Web-based easy-to-use service
which allows a remote therapist to access information stored in the Cloud and gath-
ered from users and sensors around them: users’ inputs, activities, selections and
sensor data. This information takes the form of system usage reports, rehabilitation
tasks results and quality of life assessment, and supports those therapists to make
informed decisions on rehabilitation planning and personalisation as well as remote
assistance and support action triggering defining rules in order to be alerted in case
some anomalies are detected. The scalable and robust cloud storage of data and
ubiquitous Web access provides the needed flexibility in order to get the maximum
potential out of the telemonitoring and home support features because the therapist
can access the station at anymoment with any device that is connected to the Internet.

Communication ProtocolUser Station and Therapist Station establish a bidirec-
tional and secure communication over https where SOAP messages are used to send
all the data related to the user. This approach allows the definition of a communi-
cation protocol using message schemas (XSD) that allow easy message validation,
implemented at both ends of the communication. The communication protocol is
based on authenticated user sessions, forcing the user station to first authenticate the
user. Once authenticated, the therapist station acknowledges the communication by
generating a unique token that identifies a user session. This token is then attached
to every message shared between user station and therapist station until they close
the communication.

4http://www.moves-app.com/.

http://www.moves-app.com/
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4.3.2 Results

The overall system ran for 6weeks at three end-user’ homes in Belfast and was also
tested in some homes inWürzburg. Before installing the system in end-user’s homes,
we tested it on a 40years-old able-bodied user’s home in Barcelona [28].

For each user the following information was given: when the user was at home,
away, or received visits day by day and a summary of the different locations in
which the user was during a period of 1month. Collected data have also been used to
automatically assess quality of life of monitored users in terms ofMobility, Sleeping,
and Mood; results are reported to therapists for study and follow up.

Participants were enthusiastic about their experience evaluating the BackHome
prototype in their own home. Ultimately there were challenges; however the learning
from this evaluation is essential to realise the fundamental goal of moving BCI into
peoples’ homes as an AT to support independent living. Home users were able to
complete 61 and 72% of tasks set for them over the six weeks. Satisfaction with the
system was strongly linked to the systems responsiveness throughout the evaluation
on the BCI satisfaction scale. Additionally, both of the home users were satisfied
with the BCI on the eQUEST 2.0.

5 Conclusions

Telerehabilitation, telemonitoring, and teleassistance (Tele* for short) are cost-
effective solutions that help therapists and caregivers, as well as end-users, to follow
a given therapy remotely. Very important is the role of therapists and caregivers
that may access relevant information about their patients and assisted people. In this
chapter, we proposed and described a generic Tele* platform aimed at supporting
all those actors. In principle, the proposed platform may be used in any Tele* real
scenario. To show its effectiveness, we illustrated how it has been customized in
three real cases: a telerehabilitation system for people with motor impairments; a
mobile telerehabilitation and telemonitoring system for people affected by COPD;
and a complete telerehabilitation, telemonitoring, and teleassistance system for peo-
ple with severe disabilities that go back to home after a discharge.
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