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Preface

This volume collects all contributions accepted for ICEC 2016, the International
Conference on Entertainment Computing. ICEC 2016 was the 15th event in a series of
successful conferences on entertainment computing, previously held in São Paulo,
Brazil (2013); Sydney, Australia (2014); and Trondheim, Norway (2015).

This year’s event was held in Vienna, Austria on September 28–30, 2016. ICEC 2016
was hosted by the University of Vienna, the oldest university in the German-speaking
world, celebrating its 650th anniversary last year. It is Austria’s largest research insti-
tution and home to more than 94,000 students.

The papers brought together in this edited volume span a variety of topics pertaining
to different aspects of entertainment computing, including but not limited to games for
health and learning, player behavioral analysis, and technological aspects. This once
again shows that entertainment computing is a diverse and thriving research area
bringing together experts from a wide range of disciplines. In this regard, ICEC 2016
served as a lively forum for multidisciplinary exchange to advance our understanding
of this exciting field.

Overall, we received 46 submissions by authors from 22 countries across Europe,
North and South America, Asia, and Australia. Each submission received at least three
reviews by members of the international Program Committee. Eventually, 16 submis-
sions were accepted as full papers, 13 as short papers, and two as posters. In addition,
several demonstrations, three workshops, and a doctoral consortium were held during
the conference.

The conference program was further complemented by two invited keynotes, held
by Dag Svanæs from the Norwegian University of Science and Technology and Kris
Staber from Arx Anima, an animation studio located in Vienna.

Finally, we would like to thank all members of the Program Committee and all
external reviewers for their commitment and contribution to making ICEC 2016 a
success. We also would like to thank our sponsors, the Austrian Computer Society and
the International Federation for Information Processing (IFIP), for supporting this
year’s conference.

July 2016 Rainer Malaka
Artur Lugmayr

Hyun-Seung Yang
Helmut Hlavacs
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Abstract. The transition from the pre-defined and often inflexible tools and
practices of institutionalized mass-education towards dynamic and flexible
learning contexts remains a challenge. Enabling rich and engaging learning
experiences that consider the different progression rates and routes of each stu-
dent require new approaches in education. This paper analyzes opportunities for
employing gamification and digital games to construct navigable dynamic
learning channels and enable pathways towards turning users into adaptive
learners able to reach learning goals both in structured and unstructured contexts.

Keywords: Lesson plan � Location-aware � Game customization � Tingo

1 Introduction

In recent years, games have found a new application, as the era of gamification has
been launched. Gamification represents the application of game-thinking, game
dynamics, and game mechanics in non-game contexts, with the purpose of engaging
users, increasing participation, facilitating learning, and solving problems [1]. Gami-
fication has emerged as a strategy across various disciplines such as education, envi-
ronment, government, health, marketing, web, mobile applications, social networks,
etc. Applying gamification in each of these contexts require a deep understanding of the
relationship between the needs of the gamification project and the appropriate choice of
game elements to apply [2]. Research on gamification has bloomed, and design
practices, such as the 6G framework [3] brought the promise of successful gamifica-
tion. At the core of gamification lies the following game element hierarchy [3, 4]:

– Components: the specific examples of the higher-level features, such as points,
virtual goods, quests, etc.

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
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– Mechanics: the elements that drive player involvement and include elements like
chance, turns or rewards.

– Dynamics: elements that provide motivation through features like narrative or social
interaction.

Even if gamification brings the promise of engagement, there are also challenges to
be considered when applying gamification mechanisms, especially in educational
settings. Most elements used in gamification rely on competition and rewards. In games
where competition lies as the core of the experience, we can identify two main cate-
gories: (a) head-to-head competition, where players compete directly against one
another; (b) Asynchronous competition, where a player competes against other players
by comparing the outcomes of their play [4]. These approaches cannot be applied as a
universal solution. It is necessary to consider that each student has different needs and
not all are motivated by competition [5]. Therefore, other mechanics need to be
identified to lead motivation and engagement. Cooperative play experiences and
chance-based play provide an alternative. In cooperative play, players can work
simultaneously to achieve a common goal or take turns, in order to find success, while
in chance-based games use randomness and chance to enhance the variety of decisions
need to make. Such implementations reflect the basic human activity matrix that ranges
from solo (hobby, audience, analysis) to competitive (job, sport, criticism) and col-
laborative activities (community, performance, teaching) [6]. Just like in non-digital or
less technologized collaborative learning environments, where students work together
on a collaborative assignment and at the same time they deepen their knowledge and
their understanding [7], games have also the potential to increase participation in
learning activities by enlarging availability of opportunities to collaborate; enhancing
the accessibility of those opportunities, as well as the affordability [8].

Digital Educational Games build upon major learning theories [9]. In line with the
behaviorism theory, games deliver stimuli to learners, gather their responses and
provide feedback [10]. Following the constructivist approach, games involve learners
in active processes, enabling them to construct new ideas or concepts based on their
existing knowledge and experiences [11]. Social constructivism is applied in games by
providing diverse cultural, language, and environmental contexts in which learning can
take place. Connectivism is strongly represented in virtual environments [12], where
the ability to make decisions [13], as well as nurturing and maintaining connections is
explored to facilitate game achievements through continual learning.

While employing gamification to stimulate learning is the latest trend [14], the use
of games in education has gained momentum in the last decade. However, designing
games with a good game-play and immerse game players in a realistic setting while
also encouraging re-playability is considered a true craft. Employing games in edu-
cation require the consideration of the variables that influence learning and a learning
theories need to be incorporated into the game design practices [15]. However,
promising games are for the educational setting, a significant issue that needs to be
addressed is the limited opportunities to tailor games for specific learning activities.
Game customization remains a job for developers, even if efforts are being made to
implement deeper levels of customization foe end-users [16–18].

4 I.A. Stanescu et al.



Learning experiences span from effortless to difficult, where the gratification of
accomplishment is delayed [19]. The challenge is not to motivate; it is to support them
finding a path to success. Coupled with technology advancement, at strategy level, the
priorities for Education and Training 2016–2020 focuses on more open and innovative
learning and teaching; sustainable and efficient investments in educational systems;
relevant and high quality skills and competencies; inclusive education, equality, and
non-discrimination; as well as strong support for educators.

The European Qualification Framework [20] also recognizes the need to support
validation of non-formal and informal learning towards core skills such as literacy,
numeracy, science, foreign languages; and horizontal skills such as learning to learn,
social and civic responsibility, creativity, to support learners in finding personal ful-
filment, and later in life find employment and engage in society. All require new
approaches in pedagogical practices and experimentation in smart, scalable, inclusive
learning environments.

Key to addressing these challenges is the flexibility and elasticity of the learning
space, of its contents and assessment methods that enable the learning space be
reshaped based on learners’ needs, performance, abilities, as well as on the learning
objectives that have to be met. Digitally supported pedagogy today still relies on
pre-defined (rigid) learning contents and assessment methods, and learning systems that
are too assistive, leading to a distorted learning outcome. They do not adopt
student-centred learning and do not present the required level of flexibility to accom-
modate both structured and unstructured learning.

In the context of this paper, structured learning contexts are constructs that are
modeled by teachers in order to implement a certain learning plan. Unstructured
learning contexts are constructed by students based on given assignments. Constructing
consistent, yet dynamic learning spaces is an increasingly important issue in the context
of the advancement and expansion of technologies for learning and skill development.

This paper reports work in progress on designing gamified lesson plans that are
applied in structured and unstructured learning contexts. This approach creates new
levels of flexibility in reaching learning objectives by employing emerging gamification
mechanisms and digital educational games.

2 Constructing Structured and Unstructured Learning
Contexts

The shift towards more flexible learning implies the adoption of new methodologies
and practices. The emergence of gamification and gaming technologies offer oppor-
tunities to construct new approaches to learning, giving learners more freedom,
strengthening collaboration skills, and stimulating their creative mind.

This section presents the transition from a traditional classroom-based approach to a
gamified approach that employs technology to build specific language competencies. In
the context of this paper, structured learning is learning that is continuously regulated
by the teacher; while an unstructured learning context occurs when the teacher initiates
the learning, but does not impose the steps to achieve the learning objectives and meet
the assessment metrics.

Using Gamification Mechanisms and Digital Games 5



2.1 Classroom-Based Lesson Plan

A significant part of the teaching activity relies on traditional methods, while the
technology-oriented generations expect more engaging learning methods. Even if
significant efforts are being made, the tradition from teacher-centers to student-centered
education remains challenging. To address it, this paper follows the transition from
conventional teaching methods to new approaches that integrate gamification and
games as consistent stimuli for motivation and engagement.

Table 1 presents a lesson plan created for advanced English students in the 10th

grade. The lesson plan details the curriculum objectives, the language skills that will be
developed, the general and the specific objectives of the lesson plan, as well as the
specific set of activities that will be carried out during the class.

2.2 Gamified Learning

Starting from the lesson plan presented above, to ease the transition to emerging
teaching methods, a gamified approach has been constructed. Tables 2 and 3 present a
set of activities that can be implemented to enhance student engagement and motivation
to learn.

Table 1. Classroom-based English lesson plan

(Continued)
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An example of smartphone app that provides information about points of interest
around the current location of a user is Field Trip. The application is a good indication
of what can be achieved in terms of user experience for the students (https://play.
google.com/store/apps/details?id=com.nianticproject.scout). However, it is not tailored
for a formal learning environment and does not provide any kind of APIs or reporting
that could be used by teachers to select the list of relevant topics that should be
provided or to understand how students have engaged with the information and how
long they have been following a particular topic.

Table 1. (Continued)
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2.3 Blending Technology into Unstructured Learning Contexts

One of the key challenges in providing students with unstructured learning is to set up
an environment where users can have access to on-demand knowledge that is relevant
to their current context and desired learning outcomes.

Existing technologies offer opportunities to create rich learning experiences at user
level, building upon wide databases and supporting large-scale reuse. The tools pro-
posed therein are:

Table 2. Structured indoor learning
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a. DBpedia, a project that provides semantically classified information that can be
queried using a vast number of descriptors, including geo location. Because the
resources contained in the datasets are classified semantically, it provides a
straightforward way to retrieve these resources based on specific topic of interest
and also to locate related content using knowledge graphs.

b. Wikipedia, the premier online open encyclopedia offers basic API functions that
can search for articles that are in a specific radius from a particular geo location
(https://www.mediawiki.org/wiki/Extension:GeoData#API). The limitation of this
service is that it cannot be used to filter the results based on particular topics of
interest. In some context this could be beneficial because students are exposed to the
entire set of information that is available, but it can also be a factor that distracts
their attention from the desired learning outcome.

c. Wikimapia, a service that aims to describe and categorize physical locations.

2.4 Game-Enhanced Learning with Tingo

Tingo is a Digital Educational Game developed by Advanced Technology Systems,
Romania (http://desig.ats.com.ro/). The game was created to support foreign language
learning, while coupling specific curricular competences and game activities.

A significant issue that occurs when teachers aim to employ digital games as
support tools for learning is to adapt the game to the specific learning objectives within
a lesson plan. To address this issue, the Tingo game has been designed to enable a basic

Table 3. Unstructured outdoor learning
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level of customization, allowing teachers to create simple learning contexts. The
applied scenario builds upon location-aware technology.

Starting from a simple map, several game objects can be added to create a fantasy
map of the city (Fig. 1). Information dragged from the tools presented in the above
section and GPS coordinates can be added for each of the buildings included in the map.

When the player explores the virtual world, the background images changes color
for the areas the players has visited (Fig. 2).

When the player physically reaches a building, the game uses GPS coordinates
from the device to determine the building and change its color on the map. If available,
additional localization devices such as Bluetooth beacons or Wi-Fi base stations can
also be used (Fig. 3).

Fig. 1. Map of Târgoviște City in the Tingo game

Fig. 2. Student activity within the game

Fig. 3. Student activity in physical locations
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In Tingo, individual players can set up their own bookcase. To collect books,
players need to complete additional quests. Players can combine individual bookcases
to form a public library.

Table 4. Curriculum-based specific competences

Table 5. Unstructured outdoor learning
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To increase motivation, the game enable players to set up an individual vocabulary.
As they progress in the game and learn new words, their individual vocabulary
becomes larger and larger. The game displays a scoreboard with the following cate-
gories of players: (a) players that have the largest collection of words; (b) players that
have the largest number of unique words that do not appear in other players’ vocab-
ulary; and (c) players that have the largest number of similar words.

Starting from specific competences that are targeted (Table 4), the activities pre-
sented in Table 5 have been created using the wizard feature of the game.

These scenarios can be extended to support, for example, problem based learning.
By coupling learning foreign languages with other disciplines such as math, the lesson
plan on the architecture of the Târgoviște City can include specific tasks that address
math topics.

3 Discussion and Next Steps

Students will invariably experience different progression rates and routes, which often
lead to different learning outcomes than those expected. This can be a consequence of
several factors including the pre-defined and often inflexible tools and practices of
institutionalized mass-education, but above all else emerge two key considerations: on
one hand, learning is a choice, an act of personal agency and even if the best blend of
technologies is available, without sustained motivation, learners will not truly engage
in deep learning processes; on the other hand, when technologies are not available or
are not easy to integrate into learning spaces, the experience might prove too frustrating
even for motivated learners.

To address these challenges, it is necessary not only to turn ICTs into navigable
dynamic learning channels, but also to enable pathways towards turning users into
adaptive learners able to reach learning goals without a high dependency on certain
technologies. Technology is a guide for learners and a mean to reach learning goals.
Therefore, technology dependency should be avoided. The aim is to foster
self-regulated learning by assisting learners in how to comprehend and realize when
they do not know something and to stimulate discovery such that learners seek out the
necessary knowledge or information. The immediate benefit of such a learning envi-
ronment is that it affords ambient leaning including adaptive and personalized teaching
and assessment.

This approach contrasts to recent developments and solutions where the software is
too assistive letting the learner know what is ‘needed’ in every step of the learning
journey rather than letting the individual conduct reflective and summative learning.
Removing agency from the equation of learning (and teaching) has implications from
the pedagogical perspective. It limits the quality of the learning experiences by creating
automatons and the consequential reliance of learners becoming highly dependent on
software.

Instead, the approach proposed in this paper follows a completely different para-
digm, where learners are given the freedom of choice based on a plug&learn approach
(e.g. smartphone apps; digital games). It considers the fact that the outcomes of
learning experiences that occur outside of formal, structured settings are not assessed
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and valuable information about the learner is lost. Moreover, the solution proposed
herein builds upon the fact that many students own mobile devices. This offers a
significant opportunity for bring-your-own-X (device, cloud, applications, etc.)
enabling individuals to find one tool that performs every function they need, removing
the hassle of working with problematic tools that do not address all their needs.

The paper presents lesson plan scenarios that employ gaming technology to con-
struct engaging learning experiences. Future work involves the testing of the prototype
and of the scenarios with students from different high schools, with the purpose of
extending the learning scenarios for problem-based learning and enhancing the func-
tionalities provided by the Tingo game.
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Abstract. Commercial quiz apps show characteristics, which could contribute
to a promising game-based learning tool. Among these characteristics are huge
popularity, easy accessibility and adaptivity to any content domain. We used the
commercial quiz app QuizUp in an explorative study to clarify acceptance and
requirements for the usage of these apps for educational purposes. We devel-
oped a topic-specific question corpus. Over a period of 12 days four topic affine
students used QuizUp regularly and focused on learning. We observed them in
three common gaming sessions. Furthermore, three interviews and a question-
naire were conducted. A main observation has been a self-reported decrease of
motivation after a phase of curiosity. In general, we conclude that successful
usage of such a quiz app requires a purposeful integration in an educational
setting to ensure its continuous use. Additionally, we point to a set of further
relevant research topics.

Keywords: Quiz apps � Educational content � Mobile learning � Explorative
study

1 Introduction

Quizzes are established as an assessment tool. Not so common, but remarkable as well
are their applications as learning tools [1, 2]. The quiz format can be used regardless of
the technical area of the knowledge. In this context we argued for a common technical
infrastructure to facilitate quizzes, especially in educational contexts [3]. Furthermore,
recently raised proliferation of mobile internet has enabled the ubiquitous and enormous
spread of quiz apps (e.g. Quizkampen [4] or QuizUp [5]). In a previous study [6] we
found that quiz app players enter the game with an expectation to learn. Additionally,
competition with friends has been identified as one main motivation for users of such
apps [6]. Thus commercial quiz apps can be considered as potential educational tool.

In 2015 the commercial quiz app QuizUp has been opened for user-defined topics
[7]. We used this feature in two engineering university courses. As a result, we found
that players can be categorized in two groups: learners – who accomplish their
quantum of educational content and then leave the app – and gamers – who get stuck in
the game after having fulfilled their learning duties [8]. Further results have not drawn a
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clear picture. On one hand the integration of the app into the course has been appre-
ciated by students as an enrichment, on the other hand the actual usage of the app –

trackable via public ranking lists – has not been overwhelming. This ambivalence
provided no answer to the question, to what extent quiz apps can contribute to intrinsic
motivation in learning contexts. Furthermore, more detailed insights in usage experi-
ences of such apps within educational settings would be helpful for the purposeful
design of effective application scenarios. Therefore, the aim of the following explo-
rative study is to contribute to a set of general conditions, necessities and requirements,
which could frame the usage of game-like quiz apps as educational tools.

2 Study Design

The employed app QuizUp uses multiple choice questions with three distractors. Two
players can compete in a match of seven questions all belonging to a certain topic. If
currently there is no other player available, the system automatically assigns as
opponent a bot. A question has to be answered within 10 s. The less time is needed for
the correct answer, the more points are earned. A match takes on average three minutes.

As a prerequisite, we have developed a corpus of 57 questions about three areas of
basic knowledge in the engineering topic of Ecological Sanitation. (The publicly
available topic in QuizUp is called “NASS” – New Alternative Sanitation Systems).
This corpus contains questions of different difficulty levels: there are questions about
simple factual knowledge like abbreviations. On the other hand there are more complex
questions which require the comparison of systems. Questions differ in text length, but
they cannot exceed a system provided maximum length. During the study the corpus
remained unchanged.

As participants 4 students (2 male, 2 female) of engineering courses of study were
recruited by means of online pin boards. Prerequisites for participation were being a
student, interested in quiz apps and technical topics, the possession of a smartphone
and being available for a determined time frame. As a compensation a € 25
online-shopping voucher was promised. Those four persons, who responded most
quickly, have been selected. Except for one person they had no prior experience with
QuizUp. However, all of them were active players of Quizkampen. Although such a
small sample size clearly limits the reliability of the results, we have chosen this
approach to enable a familiar environment during the gaming sessions very quickly.

Within 12 days three meetings have been scheduled. One part of each of these
meetings has been an attended gaming session of 30 min. Additionally, these meetings
have been used to perform semi-structured interviews [9] with the participants. The
interviews have been roughly guided by the main categories Content, Motivation and
Learning outcome: These topics constitute main pillars of games in educational con-
texts. In the last session, participants had to answer a questionnaire. After Sessions 1
and 2 they have been provided with extra tasks for the next meeting in order to keep up
the engagement with the app over time. In the following we refer to the period between
Sessions 1 and 2 as home period 1 and to the period between Sessions 2 and 3 as home
period 2.
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Session 1. Here we conducted a semi-structured group interview (and asked addi-
tionally for prior knowledge, expectations and experience) and a play session of
30 min. Participant played against each other, they connected to each other in QuizUp
and established a chat group with the purpose of coordination. A 20-page brochure
containing an overview of the topic NASS [10] was handed out to the participants. The
task for home period 1 was to play at least one match a day. Outside of the gaming
sessions, players were free to play against other participants or bots The intention of
this task was to establish regular play and to point students to a bonus which is issued
by QuizUp to reward daily play.

Session 2. This session took place seven days after the first session. Besides the play
session, we interviewed them about their experiences since the last sessions. The task
for home period 2 was to reach 25,000 points which is equivalent to 50 matches (if
students play each day and are rewarded with the bonus). Intention of this instruction
was on one side to investigate, how participants react to becoming the game a task
instead of being fun. On the other side, we wanted to know if the habit of daily play has
been kept up. This was the case, 3 of 4 participants still declared in Session 3 to have
played on a daily base.

Session 3. In this session, held five days after Session 2, we conducted an interview
about their experiences in the last five days. After the play session, a questionnaire has
been answered.

There have been no variations of the experimental setting during the study. The
only condition we changed was the specific task to accomplish during the home
periods.

3 Results

Sessions, interviews and questionnaire revealed various, partially very detailed aspects.
In the following we give an overview about selected aspects. Although categorization
has been partly ambiguous, we assigned each aspect to one out of three main topics:
Content (Knowledge has to be expressed by means of multiple choice questions
(MCQs)), Motivational aspects (Quiz apps use game mechanics, therefore fostering of
motivation, especially intrinsic motivation is a relevant aspect) and Learning outcomes
(Learning is the purpose for employing quiz apps in this context). These were the main
categories of the semi-structured interviews. Subcategories have been developed a
posteriori according to the found results.

3.1 Content

After having defined three basic learning fields, the according questions corpus has
been designed due to the recommendations of Haladyna and Rodriguez [11]. Never-
theless, there are further observations. In the following we describe them and suggest
possible improvements.
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Text length. Questions with short texts for question stem and answer options were
preferred by participants, as they do not require much reading effort. This is especially
critical as there is time pressure and limited space on the display. Long questions
require more time for reading and are printed in smaller letters. Both increases the felt
difficulty of answering. The allowed time to answer could be adjusted programmati-
cally – e.g. linearly according to the length of the question stem and answer options.

Negation. Further, although negation in question should be avoided in general [11],
one participant gave an example of such a question, which he considered as very
informative: Which is not an appropriate usage of treated stormwater? Body care –

Washing machine – Toilet flushing – Cleaning. He stated that the correct answer is not
a far-fetched appropriate usage, so all options have to be considered carefully, which
contributes to learning.

Level design. Not knowing the correct answer frustrates (One participant uttered often
apparently almost in desperation “How should I know that?!”). So there is the need to
order questions by complexity and release them stepwise. Questions, which refer to
further, not included complex knowledge, can be seen as critical. Figure 1 depicts such
a question: the question asks for a specific sanitation system, which fulfills a particular
characteristic. Each answer option names such a system. If these systems are not
described by other questions, the question pool is not self-contained. External
knowledge is required. However, participants have not looked up additional knowledge
on their own. Our conclusion is that not self-contained question pools require
embedding in a formal educational setting.

Fig. 1. Sample question with references to external knowledge.
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3.2 Motivational Aspects

Motivation is a key issue for a game based learning app, because motivation encour-
ages engagement with the app and therefore causes indirectly a learning outcome. In
general, the app together with its educational content is experienced as a game, as
indicated by the results of the Game Experience Questionnaire (GEQ) [12]. We
included the GEQ-in-game variant in the questionnaire. Among the results (see Fig. 2)
are high values especially for Positive affect (3.63) and Challenge (3.13), whereas
Tension (1.88) is rated low. Although the sample size is by far too small for reliable
quantitative findings, received values seem to be game-typical, except for the quite high
value of Negative affect (2.88).

One participant compared the regular play of the educational topic with the healthy
habit of eating fruits: “Sometimes it tastes good, sometimes not”. In the following,
further observed aspects are described.

Competition. Matches against other persons have been indicated as more interesting
as matches against bots. However, in many cases a specific bot, which imitates a
perfect opponent (answering all questions within the lowest time possible) has been
assigned. So there was no chance to win a match. A participant stated that such a bot
assignment strategy made him quitting the gaming session. Another aspect of com-
petition is caused by ranking lists: One participant reached more than 35.000 points in
the first week. This is equivalent to 150 matches or 7.5 h of gaming. His dedicated
intention was to conquer the top rank. Another player experienced a software failure,

Fig. 2. Mean value and standard deviation of GEQ categories [12] (n = 4)
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which prevented him from having a look at the ranking lists. As a consequence, he
reported a decreased motivation.

Social Presence. In the play sessions students competed against each other and teased
each other verbally. This was described by the participants as highly motivating.

Direct encouragement. In the first play session participants reported to be motivated
by a textual app feedback after a match. However, this effect has not been mentioned in
later sessions.

Focus and engagement. During a match the participants almost did not talk and
seemed to be quite focused, especially in the first session. As an indicator for
engagement, they uttered anger about false answers and cursed from time to time.
Furthermore, working with the app requires attention: percentage of correct answers
lowered, when there was a distraction, e.g. a switched-on TV during the home periods.

App-internal distraction. Besides our educational topic, QuizUp contains the original
entertainment topics. In the first home period, three of four participants played enter-
tainment topics at the same rate as technical topics. In the second home period, the
number of matches about entertainment topics even increased.

Challenge. Especially in the third session the decreased motivation has been men-
tioned. Participants stated that the game has been receipted as boring, because 90 % of
the questions could be answered from memory. Figure 3 mirrors the decrease of
motivation over time.

3.3 Learning Outcome

All participants pointed out, that they have experienced learning in quiz apps and
especially during this study. The following detail aspects have been found.

Fig. 3. Course of motivation (self-assessment) over study period on a scale between 0
(unmotivated and 1 (highly motivated)
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Level of knowledge. Participants stated that mostly factual knowledge can be taught
with quiz apps. Simple questions, e.g. naming abbreviations, have been learned easily
and could be answered in Session 3 without providing answer options. Questions about
more complex topics could be answered after a while. However, especially in the case
of complex topics, participants admitted, that they knew the correct answer, but did not
gather the meaning of the question and missed an overview of the topic.

Learning curve. Already in the course of the first session effects of learning could be
observed, participants could provide more and more correct answers. In the beginning
of Session 1, mostly 1 to 2 questions of a match (seven questions) have been answered
correctly. At the end of the first session, after approximately 10 matches, this rate
increased to 4 to 5 questions per match.

Intervals of usage. One participant, which played in the home period 2 only on two
days, observed fading memorization of knowledge after longer breaks. The answers
could not be retrieved easily from memory, but she had to think again about the
possible answers to the questions. There are two possible interpretations for this
observation. First, it could be a sign of surface learning, which does not lead to
long-term memorization. On the other hand, it could be a learning strategy for deeper
learning, as repeated considerations for finding the correct answers could help to think
thoroughly about the question.

Situated learning. During the play sessions, participants started discussions about
missed questions and their correct answers. These face-to-face discussions contribute to
learning [13].

External knowledge sources. Additional sources for topic-relevant knowledge have
almost not been used. The established chat group did not show discussions about the
technical topic. The brochure about the topic which has been handed out to participants
has not been used. In the second and third session participants had not questions about
the content – despite their statement, that they had not a thorough comprehension of the
content of many questions. Although, students indicated that they had a better overview
about the topic compared to the beginning of the study, it has to be investigated, if and
in how far deeper learning processes can be triggered by a quiz app.

Time pressure. The limit of ten seconds to answer the questions and its relevance for
the reward seems to hinder learning. Participants reported that the urge to answer fast,
leads at least partly to superficial reading and to a kind of visual pattern recognition:
The shape of question and answer options is recognized, but the question is not read
thoroughly. However, this would be necessary for learning.

4 Discussion, Conclusions and Outlook

The most limiting restriction of this study is the low number of participants. Even for
an exploratory approach four persons are quite a small sample. However, this small
number of participants led to familiar atmosphere during the gaming sessions, which
may have caused a more authentic behavior. Nevertheless, all findings have to be
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valued in consideration of this small sample size. The relative small size of the question
corpus may have influenced findings as well. The grade of challenge may have not
fallen that fast in the presence of a larger corpus. However, in this case the grade of
frustration may have decreased the motivation of participants. Due to such a potential
ambiguity, we consider the findings as hints, which require more detailed
investigations.

In general, this study confirms learning effects of quiz apps. However, there are
multiple aspects still to be discussed. On a more technical level, such aspects are
partially related to the limitations and features of the studied app, QuizUp. So, learning
algorithms – as implemented in flash card systems [14, 15] – are missing. More
statistical data about answered and failed questions has been indicated as potentially
being motivational. The role of time in the match process needs to be balanced care-
fully. Direct time pressure seems to be counterproductive. Further, the foreseen reading
time should be adjusted specifically to current text length and question complexity.

In a broader range there is the process of content generation: an important aspect is
the kind of knowledge which can be transformed into MCQs. Complex knowledge may
have to be conveyed in other ways (e.g. lectures). Questions do not provide sufficient
possibilities to teach all kinds of knowledge. An enrichment through graphics and
pictures would improve current possibilities. Furthermore, we have found a relatively
fast decreasing motivation among participants in this study. As a countermeasure we
suggest the embedding of quiz apps into educational settings, which determine e.g.
level design, regular play sessions and concrete app-related goals. In general, proven
settings still have to be defined. Another important aspect, which has to be discussed is
the role of entertainment topics: are they a distraction from or an enrichment for the
learning process? Further, there is the basic aspect of type-dependency: the grade of
motivation a quiz app can foster in a person depends on their individual preferences.
Relevant in an educational context is to reach a sufficient motivation for any learner.
Consequentially, a quiz app has to compete with genuine question-based learning tools
like Skive [16], StudyBlue [17] or Quizlet [18]. In a further step we currently conduct a
comparative study between a quiz app and a dedicated learning app regarding efficacy
and acceptance. Commonly, app supported learning – no matter if game-based or not –
can offer the advantages of adaptivity, ubiquitous accessibility and –at least basic –

collaboration. Therefore, further research should help to mitigate current limitations.
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Abstract. In this paper, we propose upper-limb-grasp motion as coordinated
movement of five fingers and upper limbs. This coordination skill is important of
daily living and we use unconscious. We divide upper-limb-grasp motion into 6
motion elements game system analysis and visualize with upper-limb-grasp
motion measurement controller and game contents. We compared elderly and
younger people and consider the result. As the result, we research exercise menu
and game contents, technique of visualization.

Keywords: Elderly people � Coordinated movement � Upper-limb-grasp
motion � Training � Game system

1 Introduction

In our daily lives, actions such as holding objects, opening doors, reaching for things
from high places, cooking, driving a car, and other various activities are carried out by
moving the upper-limbs and fingers based on visual information. However, it is known
that our faculty to carry out these cooperative motions decreases with age [1].
Therefore, there is a need for older people to train the cooperative motions between the
arms and fingers. This has become a particularly important issue as the populations of
Japan, and other developed nations, begin to age [2].

In the scope of cooperative motion between the arms and fingers, it is has been
found after measurements were carried out that focussed on the adjustment of strength
in the fingers, there is a decrease in function with age [3], and training is carried out to
focus on dexterity [4]. There are also limitations on arm movements, and a measure-
ment of physical function using an actuator and training are performed [5]. The motion
algorithm of hand-eye coordination is also being researched [6]. Furthermore, it has
been made clear that training carried out through a game designed to improve cognitive
function can also help improve the multitasking capabilities necessary for cooperative
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motion even in the elderly [7]. However, while there is a need to break down and
investigate each aspect of physical movement for the arms and fingers so that the
cooperative motion between the two can be trained, as well as for an analysis of how
they move cooperatively, this is no easy task. Therefore, it’s very difficult to develop a
system that trains for cooperation between them.

This paper defines the cooperative motion of the upper-limbs and fingers based on
visual information as upper-limb grasp motion. And propose a game system to support
training with a dumbbell-shaped controller, which is easy to grasp with both hands and
game contents. We examined the movements that make up the cooperative motions
between the upper-limbs and fingers, did an analysis and visualization for elderly
people. And through it we support the implementation of healthy exercise and the
self-awareness of motion characteristics for upper-limb grasp motion training.

By breaking down the elements that make up upper-limb grasp motions into 6
items; the pressure and balance of the fingers, the exercise capabilities of each finger,
the smoothness of upper-limb movement, mobility range of the shoulders, cooperation
between the upper-limbs and fingers, and the coordination of both hands, changes in
the physical capabilities are analyzed.

In order to evaluate the effectiveness of this system, the upper-limb grasp motion of
the elderly will be measured, and by comparing the analyzed results with a younger age
range, the change in physical capabilities with age will be investigated, and the per-
formance indicators and visualization method examined. Furthermore, the giving of
visual feedback either to the user or care manager about their motion characteristics and
how they stand physically compared to other users is useful in the promotion of healthy
exercise, an increase in attentiveness to their daily activities, and the creation of a
long-term training care plan.

2 Previous Studies

2.1 Decline in Physical Capabilities with Age

Through the results of the Jebsen-Taylor hand function test, which investigates the
correlation between finger function and ageing, it is known that finger function begins
to decline from the age of 60 [8]. In the research that focuses on function in the
fingertips, such as pinch strength and accuracy, it was suggested that pinch strength
declines with age and it becomes more difficult to keep hands still due to a loss of
feeling in the fingertips [9], which leads to a drop in accuracy [10, 11].

Though it is a recognized fact that motor function declines with age, it’s also
reported that there are individual and crosswise differences [13], and that as there are
also differences in the tendency towards this decline, it is important to take precautions
to prevent it [12]. In addition to this, upon suggesting that motor function declines with
age, it was also stated that there is also a scope for improvement [14].
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2.2 Research Concerning Upper-Limb and Finger Coordination

In hand-eye coordination research, the movement of the eye and the upper-limbs when
pointing to a dot was analyzed [6]. The result of this research was that it showed that
the method of pointing is powered by feed-forward control.

Hand and upper-limb rehabilitation is effective in stroke rehabilitation and attempts
are being made to restore physical faculties [15]. Many methods are proposed,
including both-side training, one-sided training, and rhythm training.

2.3 Game Systems that Improve Physical and Cognitive Function

In the game Neuro Racer [7], cognitive function is shown to improve as the user has to
push buttons at the correct time while racing, forcing them to do multiple actions at
once. However, as this game only focuses on multitasking, the amount of motor
function that the user is using is limited.

Games are also now being brought out onto the market that have been developed
specifically to improve physical faculties and cognitive function. The standing up game
“Rehabilium Kiritsukun”, which is often used in stroke treatment, and is based on
everyday movements, has also made its way onto the market [16]. As the user goes
through the game making standing movements they can observe their form on the
screen and carry out training of this function. In addition to this, there is a piece of
equipment called the “digital mirror” that allows them to see their own physical
functionality as they make certain movements. Through imitating the instructors
movements while checking their form in a screen that forms a half-mirror and a set of
balance scales on the floor, effective rehabilitation can be carried out.

2.4 Analysis of Movements and Cognitive Function in the Elderly

In research that studies the reaching movements of hemiplegia patients, a chronological
data analysis is carried out, as well as an RMS and autocorrelation linear study, and a
non-linear analysis that assumes dimensionality reduction through minimizing
nearest-neighbor error [17]. A significant correlation with the clinical rating scale can
be seen and as a rating scale it shows useful things. Furthermore, muscle potential is
also used to analyze arm movement. In research that measured muscle potential by
asking participants to perform simple movements, such as rotating a rod that they were
grasping by 90°, there was a scattering in results [18].

As a performance indicator for the smoothness of movement, a minimum-jerk
model is proposed to work as a rating scale for the sum total of the multiplication of
jerks [19]. This model proved useful for evaluating stability in an experiment that
looked at the stability of the walk of an elderly person to examine the smoothness of
movement [20]. In regards to simple rotation of the arm, in research that looked in
detail at the greatest angle the arm could reach, its speed, and its acceleration, it was
found that there was little difference between elderly and young people when they were
asked to rotate their arms at a slow speed of their choice, but the difference got much
greater as they were asked to speed up.
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Furthermore, when the dual-tasking ability of posture and attentiveness was
investigated over 4 poses, it was found that the older someone was, the more difficult it
was for them to hold their attentiveness as they held complicated poses.

Cognitive function is also analyzed, and analyses concerning fingertip movement
and the relationship between motor capabilities and cognitive function were carried out
by using fMRI and EEG.

Although research that aims to improve physical and cognitive function in the
elderly like that above, which has been conducted from a variety of viewpoints, is
being carried out, there is still no analysis or visualization that focuses on the coop-
erative motions between the fingers and upper-limbs or support for long-term training.
This document proposes a system that covers these functions.

3 System Summary

3.1 Upper-Limb Grasp Motion

In this document, even within the scope of visiomotor coordination, upper-limb grasp
motion refers to the coordinated movements between vision and the fingers and
upper-limbs. We have sorted the physical elements of upper-limb grasp motion into 6
types, the details of which are explained below:

1. Balance of finger pressure
This is the deviation of the maximum grip strength in each finger when gripping an
object using all fingers on both hands. It’s known that when elderly people put force
on various parts of an object at the same time, that force is less then when they put
that force on a more restricted area. A bilateral deficit is also reported. In this paper,
because the pressure sensor of the controller has constant area, the physical quantity
we measured by fingers is force [N].

2. Finger exercise capacity
This is related to the ability to join together and move all of the fingers on both
hands. It is the ability to move the intended finger at the intended timing, in the
intended way. In everyday life people don’t only grasp things, sometimes they often
need to power 2 fingers to make a pinching motion, or a specific fingers to cook, or
even specific fingers in order to operate machines. It’s reported that the strength and
accuracy of the fingers declines with age [9–11].

3. Upper-limb exercise smoothness
This is when an upper-limb is moved at a fixed speed, and concerns the frag-
mentation that occurs if this movement is not smooth. It’s reported that for elderly
people, if it’s very difficult for them to demonstrate a constant speed which reduces
the smoothness of their exercise. Acceleration and jerks [19] are often used as
performance indicators for smoothness.

4. Shoulder movement scope
This is an element of movement that focuses on the shoulder and the scope in which it
can be rotated up, down, left, or right. It’s said that the range in which the shoulder can
be moved upwards decreases with age. Movable region measurement is carried out in
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physiotherapy, and the exercise direction that will be examined in this research is the
bend of the shoulders (and shoulder girdle) as well as their inner and outer rotations.

5. Upper-limb and finger coordination
This is an essential element of movement when moving the fingers and an
upper-limb at the same time, and is related to the movement of gripping something
as it is moved. It is the ability of how accurately and how far the hand can go as it
grips an object and is moved by joints such as the elbow and shoulder. When a
person ages, their movements become slow, and accuracy also decreases. This
element of movement is usually examined using the pegboard test.

6. Hand-eye coordination
This relates to the movement carried out by confirming the position of an object
through sight and moving hand accurately and at the intended timing to grasp it, and
also to grasp objects that are in motion. Adjustment of the position of the hands
encompasses both feed-forward control and feed-back control. Feed-forward con-
trol is required for actions such as catching a ball that is flying towards you, while
feed-back control is required when adjusting the angle of the hand to prevent a glass
of water from spilling as it is carried.

3.2 Exercise Support System Summary

The images of the game system that measures, analyzes, and visualizes the upper-limb
grasp motion of elderly people in use are shown in Fig. 1. The user sits in a chair,
grasps the controller that will measure the upper-limb grasp motion, and proceeds
through the game content that is displayed on the screen. The exercise process is
explained by a character in the game who acts as an instructor. The game analyzes the
characteristics of each user’s upper-limb grasp motion, and gives feedback to either the
user or their care manager.

The upper-limb grasp motion is analyzed and visualized and supports the com-
prehension of the gap in capabilities in the upper-limb grasp motion of the elderly and
the young. It measures the motion characteristics found in upper-limb grasp motion in
all users, including the young, and by updating the performance indicators, can check
the user’s motion type, as well as make clear its relation to the state of their health.

Fig. 1. System image
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3.3 A Controller that Measures Upper-Limb Grasp Motion

In order to be able to measure finger pressure, upper-limb movement, or upper-limb
grasp motion, which is a combination of the two, it’s necessary to be able to measure
each finger’s pressure and the movement of the arm. In this document, we have
developed a controller like that in Fig. 2 together with System Instruments Ltd. The
area where the controller is grasped has a rubber cover, and it’s shaped to fit all 5
fingers. The pressure sensors buried into the area where the controller is gripped
measures finger pressure [N], and upper-limb movement is calculated by 3-axis internal
sensors that measure acceleration [m/s2], angular velocity [rad/s], and geomagnetism.
Using the body as a center point, the position of the user’s up, down, left, and right arm
rotations is calculated by information from the acceleration and angular velocity sen-
sors. The data from each sensor is sent to computer via Bluetooth, where it is stored,
calculated, and reflected on the screen (Fig. 3).

The values from the sensors are converted by this formula (1) (2) (3) (4) in to the
rotational angle (roll, pitch, yaw) [deg] of the arm using the shoulder as a center point.
The roll and pitch directions use the acceleration value. For the yaw direction, the value
of the angular velocity sensor is integrated to estimate the current position, and for this
reason the game needs to be calibrated before the game content starts.

hr ; crax ð1Þ

hp ; cpay j cp [ ay ð2Þ

hp ; cpaz j cp� ay ð3Þ

Fig. 2. Upper-limb-grasp motion measure-
ment controller (System Instruments Co.,
Ltd.)

Fig. 3. Block diagram
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hr ; cy
Z
gx tð Þ cos hr  gy tð Þ sin hp cos hr  gz tð Þ cos hp cos hr
� �

dt ð4Þ

ax; ay; az: triaxial acceleration [m/s2], gx; gy; gz: triaxial angular velocity [rad/s],
hr; hp; hy: posture (roll, pitch, yaw) [deg], cr; cp; cy: proportionality constant.

4 Configuration of the Game Unit

4.1 Game Unit Overview

A game unit is created to measure upper-limb grasp motion, and each game unit is used
to acquire data concerning each element of movement related to upper-limb grasp
motion. Each game unit features a character who acts as an instructor, re-enacting all of
the movements that the user performs, and encourages the appropriate exercise via
voice instruction. Furthermore, the user can see the state of their movements through
the controller and interface displayed within the game (Fig. 4). The controller is dis-
played on screen in relation to its actual location. Finger pressure is displayed by
lighting up the area around the name of the respondent finger in red. 6 types of game
content come with the unit, each corresponding to one of the 6 elements of movement
or a combination thereof. Since the movements of the user can be analyzed in each
section, a performance value can be calculated for each element of movement.

4.2 Content and Traits of Each Game Unit (a)(b)(c)(d)(e)(f)

(a) Movement imitation game (Fig. 4a)
The upper-limbs are moved to imitate the movements directed by the instructor.
The aim of the game is to move the arm up, down, left, right, and in a diagonal
direction using the shoulder as a center point (Fig. 5). The game last for 5 min and
examines upper-limb exercise smoothness, shoulder movement scope, and
flexibility.

(b) Simultaneous maximum finger pressure game (Fig. 4b)
The controller is grasped using all 5 fingers on each hand, and the maximum
finger pressure for each is calculated. The measurement is taken twice to imitate a
real finger pressure examination. This examines the balance of finger pressure.

(c) Finger reaction game (Fig. 4c)
The screen indicates one finger from both of the users hands, which they must
then press down as fast as they can. The time between the direction being given
and the finger being pressed is then measured. This game examines finger exercise
capacity.

(d) Object moving game (Fig. 4d)
This game compels the user to pick up an object in the game and move it to the
specified location. The main element of movement that is examined here is
upper-limb and finger coordination. The in-game catcher is moved by either
rotating the arm in a pitch or yaw direction and closing in upon the object. When
the catcher is close to the object, it can be grasped by applying pressure that totals
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a value greater than that already fixed. The movement to transfer the object to the
designated area is performed 3 times from left to right, and 3 times from right to
left. The amount of time taken to complete the task and the number of times the
object has been dropped are then calculated.

(e) Catch ball game (Fig. 4e)
The user catches the ball that is flying towards them 3 times within the game. The
position of where the ball will land is fixed, and it always comes towards the user
in the game. This game examines hand-eye coordination and feed-forward control
capability is necessary for getting the grasp timing right. The amount of time
between the users catch timing and an accurate timing is measured.

(f) Ball rolling game (Fig. 4f)
The controller is tilted backward and forwards and from left to right to cause the
in-game ball to roll towards the target area. This game is repeated 3 times, and the
ball starts at a different position each turn. This game examines hand-eye coor-
dination as it requires the user to use the visual information in front of them to
alter the direction of the ball and the ability of feed-forward control so the user
knows when to tilt the controller. The game measures how long it takes the user to
get the ball to the target area.

5 Analysis and Visualization of Upper-Limb Grasp Motion

5.1 Motion Analysis

An analysis is carried out on the data measured by the games and the performance
values for the elements of movement calculated. To visualize the parameters for each
element of movement, they are put into 5 levels of evaluation. The method for the
analysis is shown below:

(a) Imitation movement (b) Max pressure of all finger (c)Reaction of finger

(d) Move the ball (e) Catch the ball (f) Tilt ball game

Fig. 4. Game contents base vision (Color figure online)
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1. Balance of finger pressure
Studies the scattering in maximum pressure from each finger when the user puts
pressure on all fingers in the simultaneous maximum pressure finger examination
game (b), and standard deviation is calculated from the average pressure of each
finger (5). The value of the standard deviation is then evaluated into one of 5 levels.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
10

X10

i¼1 Fi  lð Þ2
r

ð5Þ

r: Standard deviation, F1�F10: each finger pressure (F1 is right thumb, F10 is left
pinkie) [N], l: The mean value of each fingers’ maximum pressure [N].

2. Finger exercise capacity
In order to investigate whether the user can move each finger as instructed in the
finger reaction game (c), the amount of time taken between the direction being
given and the maximum finger pressure for the relevant finger being exerted is
evaluated into one of 5 levels.

3. Upper-limb exercise smoothness
In order to study the smoothness of the arm movements when the shoulder is
centered during the movement imitation game (a), the minimum jerk model is
calculated from the value of the 3-axis acceleration sensor. The evaluation function
value is then evaluated into one of 5 levels.

C ¼ 1
2

Z tf

0
axðtÞ
�� �2

þ ayðtÞ
�� �2

þ azðtÞ
�� �2

� �
dt ½m/s3� ð6Þ

ax; ay; a2: triaxial acceleration [m/s2].

4. Shoulder movement scope
To study the flexibility and range of movement when the arm is rotated with the
shoulder centered during the movement imitation game (a), the amount that the
controller was moved either up, down, left, right, or at a slant from its place on the
knees is evaluated. The evaluation is based on the reference angle of the outer
rotation of the joint movement region measurement, and evaluated into one of 5
levels. A value is calculated from the average of each direction.

5. Upper-limb and finger coordination
To study hand-eye coordination in the object moving game (d), the amount of time
taken to move the ball and the number of times that it is dropped is evaluated. The
time required is evaluated into one of 5 levels, and a level is dropped for each time
the ball was dropped.

6. Hand-eye coordination
In order to study feed-back control capabilities within the scope of hand-eye
coordination during the ball rolling game (f), the time taken to roll the ball to the
target area is evaluated into one of 5 levels.
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5.2 Supporting Training by Visualization

So that each user can easily comprehend the characteristics of their elements of
movement, their data is made into an easy-to-understand spider chart (Fig. 5). The
average data for each generation and for young people can also be displayed, making it
easier for the user to see where they stand when compared to others.

6 Evaluation Experiment

6.1 Experiment

To test the effectiveness of the measurement of upper-limb grasp motion, analysis, and
visualization of results using the created system, a comparison was carried out between
the elderly and the young.

6.2 Target Group

The research content was explained orally and through literature to the target group,
and 12 healthy young and elderly people who gave their consent were selected. The
elderly group was made up of 6 people (3 men and 3 women with an average age of
79.3 ± 5.7) who weren’t prevented from exercising by their doctors, and the younger
group was also made up of 6 people (3 men and 3 women with an average age of
24.3 ± 2.7) who were healthy university students.

6.3 Method

The content of the game was displayed on a large screen via PC, and the target group
took part in the experiment by taking the controller and sitting in a chair 2 m away
from the display (Fig. 6). The way to use the controller was explained. The games

Fig. 5. Upper-limb-grasp motion cobweb
chart

Fig. 6. Experimental situation
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played were the 6 that were described in Chap. 4. The elements of movement of both
the younger and older group were measured using the controller and game content, and
an evaluation was calculated relating to each of the 6 types of motion characteristics.

6.4 Results

The evaluation value of each of the 6 types of motion characteristics were calculated,
and the average values of the men and women from the older group, and the men and
women of the younger group are shown in Fig. 7.

In all characteristics with the exception of the upper-limb exercise smoothness, the
averages of both the men and women in the younger group yielded better results than
the averages of the men and women in the older group. However, in the inspection
analysis, it was found that the only trait that showed a significant gap was the finger
exercise capacity (p < 0.05) (Table 1). It was found that when the reaction time was
compared for each finger (Fig. 8), the younger group had better results in every finger
than the older group.

Furthermore, when each trait was analyzed in detail, a significant difference
(p < 0.05) between the older and younger group was found in the flexibility and
movement scope of the shoulder in the up and down direction only (Fig. 9).

7 Investigations

We analyzed by quantifying 6 motion elements composing upper-limb movement.
Although every subject’s result was different from each other, elderly people group’s
result was more varied than younger group. So that we found, even they are same
generation, elderly people’s exercise capability and characteristic are not the same for
each person. The only trait which showed a significant difference was the finger
exercise capability component, it’s thought that this is because there is a big scattering
in the capabilities of those in the older group.

Furthermore, in relation to the finger exercise capability characteristic, which
showed a significant difference, although it’s thought that the older group’s delay in
reaction speed is also part of the cause, it’s also thought that due to the larger disparity
of results when compared to the younger group, the older group find it difficult to move

Table 1. The comparison of the mean value of each parameter of upper-limb coordination

Elderly Young P value

Balance of finger pressure [N] 212.693 186.952 0.3967
Finger exercise capacity [s] 1.808 1.210 0.0145
Upper-limb exercise smoothness [m/s3] 14003893 17854048 0.38517
Shoulder movable scope [deg] 91.783 73.268 0.09963
Upper-limb-finger coordination [s] 25.815 6.1230 0.05929
Eye-hand coordination [s] 54.775 15.260 0.15183
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their finger by their reflexes (Fig. 8). In fact, during the experiment itself, it was
observed that the older group would move their fingers after vocalizing the direction, or
move the wrong finger by mistake. It could be thought that the older group need to
comprehend which finger to move and then move the finger after thinking about it.
Therefore, there’s a possibility that it’s difficult for them to move their fingers intu-
itively in their private lives (e.g. using a remote control, chop stick, scissors).

Though in this paper we didn’t impression evaluation, elderly who use our system
said “Interesting” “I want to continue to use” “I want to buy”. It seems that we can urge
to do training by giving a game system entertainment.
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Fig. 7. The comparison of upper-limb coordination EM (elderly male), EF (elderly female), YM
(young male), YF (young female)
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8 Conclusion

This paper has focused on the cooperative motion between the fingers and upper-limbs,
a movement important to everyday life, and defined it as the upper-limb grasp motion.
The components of this motion were broken down into 6 elements, and a game con-
troller and contents that could measure each element of movement created, as well as a
games system that evaluated and comparatively analyzed this data before visualizing it.
To evaluate this system, the upper-limb grasp motion of a group of older people and a
group of younger people was measured, analyzed, a comparison performed, and
visualized before an examination of the performance indicators was also undertaken.

As for the results, we found elderly people’s exercise capability and characteristic
are not the same for each person compared from younger people. As significant dif-
ferences could not be found in all of the elements of motion that comprise the
upper-limb grasp motion between the older and younger groups, the experiment did not
progress to the visualization stage or the examination of the performance indicators.
However, from the larger disparity found in the measured values in each element of
movement in the older group when compared to the younger group, it was found that
there is an individual gap between upper-limb grasp motion capabilities that bears no
relation to age. Furthermore, it was also found that in the finger exercise capability
tests, the difference in movement when compared to the young people, as well as the
measurement results themselves, was significant.

But considering that elderly people’s exercise capability and characteristic are not
the same for each person, it is still difficult to examine generally exercise characteristic
of elderly. It is necessary to collect more data from subjects. And to define more
suitable performance index which divides elderly from younger by that is our future
work.

In the future it will have found, elderly people and care managers can make it easier
to see their characteristic or where they stand when compared to others by using this
system. Furthermore, it can be expected that this system will be useful for the people
who makes long-term care plan.
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Abstract. Numerous serious exergames advocate the use of engaging
avatars to motivate a consistent exercise regimen. However, the process
of specifying the prescribed exercise, implementing it as avatar ani-
mation, and developing an accurate feedback-providing mechanism is
complex and requires a high level of expertise in game engines, con-
trol languages, and hardware devices. Furthermore, in the context of
rehabilitation exergames, the requirements for accurate assessment and
timely and precise feedback can be quite stringent. At the same time,
the KinectTM motion-capture sensor offers a natural interface to game
consoles, and its affordability and wide availability represents a huge
opportunity for at-home exergames. In this paper, we describe our work
towards a system that envisions to simplify the process of develop-
ing rehabilitation exergames with KinectTM . The system relies on a
language for specifying postures and movements between them, and
includes an editor that enables rehabilitation therapists to specify the
prescribed exercise, by editing a demonstration of the exercise. This
exercise-specification grammar is used to drive the animation of an avatar
and the provision of quality feedback, by comparing the player’s postures
(as captured by the KinectTM ) against those of the coaching avatar and
the grammar.

Keywords: Kinect-based gameplay · Interface · Serious games ·
Rehabilitation

1 Introduction

The concept of “serious games” refers to digital games whose purpose is more
than entertainment [1]. The core intuition behind the serious-game paradigm is
that, when learning tasks are embedded within a gameplay scenario, learners,
motivated by the mechanics of gameplay such as “scoring points”, “clearing
levels”, and “getting badges”, spend more time learning, which facilitates the
acquisition of new knowledge and skills.

A particularly interesting type of serious games are “exergames”, i.e., games
designed to encourage physical activity towards improving physical ability and
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fitness, or towards systematizing athletes’ training, or towards rehabilitation
from injury or other health challenges. The development of exergames is a
quite demanding software-engineering task: in addition to requiring the design of
engaging avatars, animations and game mechanics, it also demands knowledge
about specialized hardware sensors and controllers, game engines, algorithms
for processing the sensor signals, producing feedback for the user and control-
ling the game state. Even more importantly, it relies on the specialized domain
knowledge of exercise experts, such as trainers and physical therapists.

Exergames have received substantial attention recently, as controllers that
use full-body motion, such as the very popular and relatively inexpensive Wii
and KinectTM , have become increasingly available at-home. The latter, in par-
ticular, represents an extremely attractive platform for exergames [9] since it
enables adequate skeleton tracking, and its SDK and user community offer sub-
stantial software-development support. Recognizing this opportunity, a variety
of exergames have been developed that cover a broad design spectrum: on one
hand, one can find complex systems with no evident gameplay [6]; on the other
hand, some games [7,8] offer engaging gameplay but with restricted and limited
movements, and, therefore, limited potential for physical conditioning.

It is our belief that the KinectTM -based gameplay for exergames suffers
from a feasibility gap: today, there is no toolkit to support the integration of
personalized animation, guidance feedback, and valid exercise assessment. As
a result, even though the sensor is cost-effective, widely available, and suffi-
ciently accurate, its potential is not yet fully met. Motivated by this position,
the key objective of this work is to introduce Avatar Grammar Animation System
(AGAS), our KinectTM -based toolkit for supporting the development of rehabil-
itation exergames in Unity. Our system offers an editing tool that enables casual
computer users, with expertise in physical exercise but no software-engineering
expertise, to specify an exercise script, including key postures and the movement
between them. This editor, in effect, enables users to annotate a pre-recorded
demonstration of the exercise with rules about the angles of the important joints
in each step of the exercise. The resulting exercise script, represented in terms
of the underlying AGAS grammar, an extension of the grammar reported in
[8], is then used by the Unity game engine to (a) animate a coach avatar that
demonstrates the exercise at run-time during gameplay, and (b) provide timely
and accurate feedback to the player about his/her posture and movement.

The rest of this paper is organized as follows. Section 2 places our work in the
context of related research, reviews KinectTM as the underlying hardware of our
system, and motivates the use of fuzzy logic for assessing the user’s movements.
In Sect. 3, we describe the architecture of our system and our experience with it
to date. Finally, in Sect. 4, we close with a summary of the key contributions of
our system and our plans for future work.

2 Related Research and Background

Exergames: In 2006, the Wii console evolved the gameplay paradigm with an
interactive control-system that established a rapport between the player and a
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digital avatar [2]. This rapport was shown to motivate exercise consistency and
perseverance of seniors, who reported increasing levels of enjoyment during the
6-weeks training program with Wii Fit Plus games [3]. Another study reported
similar results with overweight children who improved their exercise habits play-
ing a virtual running game, featuring a slim and toned avatar design [4].

In late 2010, the affordable motion-capture KinectTM changed the game-
play once again to a natural body-motion interface. Even though the videogame
console, Xbox, did not exploit this new capability –gameplay in games such as
JUST DANCE1 or ZUMBA fitness2 is the same across all the main videogame
consoles, and does not take advantage of the unique features of each console–
the KinectTM ’s potential for serious games has been amply demonstrated. In [5],
the data from multiple tracking devices is combined to recognize dance patterns,
using a Hidden Conditional Random Fields (HCRF) classifier. In [6], “seated Tai
Chi” is presented as a Kinect-based physical rehabilitation exercise. The system
was designed for patients with movement disorders and assessed their ability
with a very simple measure: it evaluated whether some angles of interest in the
patient skeleton were equal (within a threshold) to some pre-defined values. As
a result the system can only give very simple feedback on eighteen postures.
The same control system with more innovative game-flow design was presented
in the sorcerer’s apprentice [7], which was designed for patients with SIS (Sub-
acromial Impingement Syndrome). The prescribed movements are specified as
boundaries preconfigured by the therapist. The gameplay allows the patient to
focus on playing, while achieving the goals in the rehabilitation exercises. In our
own previous work [8], we focused on a more realistic mechanism for providing
high-quality feedback in rehabilitation serious games. To that end, we developed
a fuzzy grammar for evaluating the correctness of postures and movements. Our
original grammar was, however, limited to analyzing mostly static postures and
dynamic transitions through changes of a single angle between three joints. We
also developed an intutitive user-interface feedback guide: a fill-up bar, attached
to the corresponding joint, which fills up following the movement of the player
and presents the correct angle with an arrow. In this paper, we describe an exten-
sion of our original grammar that can capture more complex exercises (such as
TaiChi) and we develop an editor to enable exercise experts to define exercise
scripts in this grammar.

Avatar Animation: The topic of avatar animation is quite vast and, in this
section, we cannot but mention only an eclectic collection of works, on two
broad topics. On the topic of movement animation, there is work on inverse
kinematics for maintaining balance [10]; skeleton animation with walking cycles
[11]; falling and landing with concern for self-preservation [12]; and realistic mass
and balance properties of physical characters [13]. On the topic of the character
appearance, there is work on animating non-human characters based on skeleton
semantics [14]; representing avatars as arbitrary 3D mapping points [15] or with
visually highly realistic bodies [16] and facial expressions [17]; and animating
1 http://just-dance.ubi.com.
2 http://zumbafitnessgame.com/.

http://just-dance.ubi.com
http://zumbafitnessgame.com/
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3D puppets based on real-time motion capture [18]. In the context of serious
exergames for rehabilitation, our interest in avatar animation stems from the
need to communicate in an intuitive and unambiguous manner the movements
to be mimicked by the player. In effect, our goal is to develop a system that will
enable non-computer experts to animate a precise coach avatar demonstrating
the prescribed exercise and providing timely and accurate feedback to the player.

A few platforms have been proposed to facilitate this task. The Flexible
Action and Articulated Skeleton Toolkit (FAAST) [19] is a middleware that
integrates full body control. Unfortunately, the gestures captured with the
KinectTM are only substitutes for keyboard commands or a virtual mouse.
XDKinect [20] is a similar toolkit, with an online framework service to recog-
nize gestures. In [21], a multimedia environment for children rehabilitation is
described. The system controls an avatar in Second Life to demonstrate the
therapy exercises. The system is limited in terms of the exercises it can cover:
the exercise postures focus on a single joint angle and so does the assessment.
The motion-tracking evaluation system presented in [22] uses Unreal Engine 4
to compare the player’s skeleton as recorded with the KinectTM sensor with
the in-game avatar. This system requires a developer to program the avatar
and offers very coarse-grained feedback regarding the correctness of the player’s
movements: simply red and green colors over the avatar’s joints. This simple
feedback makes it almost impossible to discern the specific corrections required
in each posture. The Dual-Task Tai Chi game suffers from similar limitations,
but with more interesting game play [23], using KinectTM -based full-body con-
trol with a cognitive task, i.e., 4×4 Sudoku. In this game, the user has to reach a
specific posture in order to select a number with the right hand or foot, and then
place this number on the Sudoku grid with the left hand or foot. The posture
sequence during the game are similar to tai-chi.

The KinectTM Sensor: The KinectTM V2, on which AGAS is based, presents
many improvements over its predecessor [24]. It is composed by infrared and color
camera, with a resolution of 512×424, and 1920×1080 respectively. The sensing
process is orchestrated by a fast clock signal whose strobes an array of three laser
diodes, which simultaneously shine through diffusers, bathing the scene with
short pulses of infrared light. The sensor also calculates the ambient-lighting,
the final image invariant to lighting-changes. The accuracy of the KinectTM V2
in computing the joints’ positions is lower than motion-capture systems, however
it is “good enough” for some of the regimen exercises, or therapy. the discrepancy
could go from 13 mm to 64 mm [25].

The KinectTM SDK version 2.0 estimates the position and orientation of
25 joints, organized in a hierarchy, centered at the spine base (SB), as shown in
Fig. 1(a). This hierarchy causes difficulties with several postures, due to occlusion
or, more generally, lack of information regarding the root of a particular joint
and its hierarchical rotation, i.e., the amount of rotation in the 3D space that
the joint inherits from its parent joint.

Fuzzy Logic: In order to assess the player’s exercise style and provide feedback
to motivate and improve it, an efficient mechanism for continuously comparing
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the player’s actual posture against the “correct” one is required. In this work,
similar to our previous work [8], we adopt a fuzzy-logic paradigm for that pur-
pose, in order to avoid simplistic angle comparisons (as used in [6]). The fuzzy-
logic paradigm considers that uncertainty is unavoidable when concepts are
imprecisely expressed in natural language: in the context of the rehabilitation-
exercise specification, the concepts of “correct” and “incorrect” posture are
expressed with a real value between “1” and “0” indicating a degree of cor-
rectness.

3 Software Architecture

The AGAS system consists of three components: (a) a recording component
through which an expert demonstration of the exercise is captured in a form
that can be viewed and manipulated in Unity;3 (b) an editor, implemented in
Unity, through which a exercise expert reviews the demonstration to produce an
exercise script, including key postures, their important joints, and the transitions
between them; and (c) a game-playing engine, also implemented in Unity, during
which the player’s movement is compared against the coach avatar, i.e., the
exercise script animation, and the rules around the important key-posture joints.

Fig. 1. (a) KinectTM skeleton tracking SDK 2.0 (Position, Orientation, Hierarchy, and
Rotation); (b) Exercise-script animation

3.1 Exercise Demonstration and Recording

The motion-capture-and-recording component records 30 fps, each of which
includes the complete information regarding all joints shown in Fig. 1(a). Each
frame record includes (a) the frame timestamp in milliseconds, with the first
3 The AGAS recorder is based on the examples of https://www.assetstore.unity3d.

com/en/#!/content/18708 for how to use KinectTM V2 in Unity, including examples
for how to start the camera, how to record data, and how to control the avatar based
on the recording.

https://www.assetstore.unity3d.com/en/#!/content/18708
https://www.assetstore.unity3d.com/en/#!/content/18708


A Grammar-Based Framework for Rehabilitation Exergames 43

frame defining time 0; and (b) a sequence of joint records, each one consisting of
the joint’s identification number, and its orientation in three-dimensional space,
centered at the 0th joint, at the SpineBase.

3.2 The Exercise-Script Editor

In our AGAS system, an exercise specialist can review and edit the exercise
demonstration, through the editor, shown in Fig. 3. The AGAS editor reads as
input the demonstration frame sequence and provides a user interface through
which an exercise expert, can review the the demonstration and identify the
exercise key postures, selecting the appropriate frames where these postures are
demonstrated.

Reviewing Avatar Postures: Through the AGAS editor, the exercise expert
can replay, stop, move to next and previous frames of the demonstration record.
When reviewing the avatar posture in a particular frame, the user can inspect
the posture from multiple camera views and can review each avatar joint.

As shown in Fig. 1(a), the avatar is a rigid body with 25 interconnected
joints. The orientation of each joint is relative to its parent joint in the skeleton
hierarchy of Fig. 1(a). This implies that a change in the orientation of a joint
affects the positions of all its descendant joints. For each joint ji, in each frame
of the recorded exercise demonstration, the following information is available:

ji = {Name, θix, θiy, θ
i
z} (1)

where name is the joint’s label (and implicitly its position in the joint hierarchy)
in the KinectTM skeleton, and the angles θx, θy, θz correspond to the orientation
of the joint in the specified axes, in the frame under examination.

Specifying Key Postures and Transitions: The main purpose of the editor
component is to produce an exercise script, based on the expert’s demonstration
of the exercise. The exercise script consists of a succession of key postures, start-
ing with the initial posture demonstrated by the expert. The intuition behind
the definition of the exercise script is that the player going through the exercise
has to reach some key postures, which are defined in terms of their important
posture joints, i.e., a subset of joints that have to be at precise orientation angles
in this key posture. These major posture joints move from one key posture to
the next, according to the demonstrated timing. The exercise expert, using the
editor, (a) identifies the key postures; (b) specifies the major joints for each pos-
ture; (c) reviews and corrects the precise orientation angles of the major joints -
in case the demonstration is not perfect; and, implicitly, (d) records the timing
between these major postures.

The various elements involved in the specification of an exercise script are
illustrated in Fig. 1(b). Posture elements specify the static skeleton configurations
that the user must reach during the exercise. Movement elements specify the
timing of the dynamic transition between two consecutive postures, expressed
in the number of lapsed frames between the two postures. For every exercise
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script, there are two special postures: the initial posture is the first skeleton
configuration of the recorded demonstration, and the final posture is the final
skeleton configuration, correspondingly. The two may be the same, in fact they
often are for exercises that start and finish at the same position, after going
through a sequence of other intermediate postures. Each posture is characterized
by a descriptive name element, and its unique id attribute. Each posture element
is composed of a set of joint elements, a proper subset of the 25 KinectTM -
skeleton elements, whose exact orientations are important for the posture to be
considered correctly achieved. For each joint, its name is specified (as shown in
Fig. 1(a)) as well as some (or all) of the X-axis, Y-axis, Z-axis orientation angles,
relative to its parent joint.

<posture i n i t i a l=true id=1>
<name>posture name</name>
< j o i n t important=true>

<name> j o i n t name</name>
<ax i s>ang le</ ax i s>

</ j o i n t>
< j o i n t> . . . </ j o i n t>
. . .

</ posture>

<movement>
<source><r e f : p o s t u r e r e f=1></ source>
<t a r g e t><r e f : p o s t u r e r e f =100></ ta r g e t>
<time>frames</ time>

</movement>

Fig. 2. The exercise script language (Color figure online)

The key postures are identified by the exercise expert as he/she reviews the
exercise demonstration (see Sect. 3.1). As the expert moves through the frames
of the demonstration record, he/she recognizes a key posture and, through the
user interface in Fig. 3, selects the important joints, i.e., the defining joints for
the posture. If a particular joint is not in a “perfect” position, the expert may
also edit its orientation angles. Through this interaction, the key postures of the
exercise are collected in the exercise script. The movement elements are inferred
implicitly, based on the data between two consecutive key postures. The initial
and final key postures are identified, by default, as the postures on the initial and
final frames of the demonstration record. Finally, it is important to note that the
specification of an important joint in a key posture gives rise to a corresponding
fuzzy assessment rule, to be evaluated during game play at run time.

Coach-Avatar Animation: The coach avatar mimics the demonstrated exer-
cise as a prearranged animated sequence, described in the exercise script.
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Fig. 3. The AGAS exercise-script editor

The coach avatar is composed of 33 joints. In addition to the twenty-five main
joints of the KinectTM avatar, eight more joints are used for the animation of
muscle movement, in key areas such as hips, legs, and shoulders, enabling a more
realistic appearance of body movement.

The coach avatar initially appears with the standard T-Posture; in this pos-
ture, all KinectTM -skeleton joints are assumed to be in their corresponding 0,0,0
position. The animation process is controlled by the exercise script, as follows.

(a) At each step, the coach avatar moves from one key posture (source) to the
next (target).

(b) The transition from the source to the target key posture is completed in the
number of frames prescribed by the corresponding animation element in the
exercise script.

(c) All major joints of the source key posture move synchronously until they
reach their orientation in the target key posture. In principle, there are
two directions of movement between any two angles; the direction of the
movement is chosen so that the distance the joint travels is minimized. In
order to produce a naturalistic animation, corresponding joints in subsequent
key postures should not be more than 90◦ away (in any angle).

(d) Finally, the deltas of the joints’ movements, between two frames, in all axes
are equal. In effect, the animation component extrapolates a number of
intermediate postures, at a rate of 30 fps, between every two consecutive key
postures, to create the appearance of a smooth and fluid movement.

The animation process starts with the default T-posture which transitions to
the first key posture of the exercise, and then iterates through all key postures
until the last one.
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An interesting feature of the AGAS component for exercise-script animation
is that the same exercise script can potentially be applied to different original
postures. For example, one could apply a script for upper-arm movement to
an original sitting posture, for wheelchair-bound users. As long as the major
joints of the key postures in the exercise script do not involve movements of the
leg joints, the exercise could be demonstrated by a standing or a sitting coach
avatar.

The AGAS editor user interface, shown in Fig. 3, enables all the design-time
functionalities, i.e., exercise recording and replaying, identifying and reviewing
key-postures, and specifying the transitions between them. In Fig. 3, subsection 1
shows the recording interface, where the movements are recorded and saved. The
playback interface is shown in subsection 2, where the user has the ability to
pause the playback, adjust its speed and direction, scrub frame-by frame, and
export all key postures created. When playback is paused the user is also given
the option to edit the avatar in its current position and save a key posture. This
interface is shown in subsection 3, where the user may signify joints as important
as well as select them to observe and modify the corresponding X, Y, and Z
angles. Camera controls allow multiple views of the posture and a save option
lets the user save the current pose as a key posture. Finally, subsection 4 shows
the interface for reviewing and animating created key postures. Here the user
can review and edit each posture, or finally preview and specify the transitions
between two key-postures to create the animation script for gameplay.

3.3 Kinect-Based Gameplay

During gameplay, the coach avatar demonstrates the exercise in the context of
the game background, the user performs the exercise and his/her avatar reflects
his/her movements right next to the coach avatar, and the assessment component
evaluates the correctness of the player’s performance and provides appropriate
feedback, through highlighting of the user’s skeleton’s joints (see Fig. 1(b)). We
have explained the coach avatar demonstration in Sect. 3.2 and the replay of
the KinectTM -captured user movement in Sect. 3.1. In this section, we describe
the assessment component of our AGAS system.

The AGAS exercise-assessment component performs two types of evaluation
of the user’s performance, according to two measures: (a) the frame-by-frame
similarity of the user’s skeleton to the coach-avatar skeleton, and (b) its adher-
ence of the user’s skeleton to the rules around the orientation of the major joints
of each key posture.

Conformance to Key Postures: In general, the complete assessment of a key
posture relies on a collection of rules, each one corresponding to a major joint
of the posture, J2, and its angle relative to its parent and child joints, J1, and
J3. The joints J1 and J3 form a interior angle with J2, and the rule defines the
correct angles θ among these joints in the corresponding axes: θx(left − right),
θy(up − down), θz(front − back). The assessment rules are fuzzy: they specify
smooth transition between correct and incorrect joint orientation, as opposed
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to defining a sharp boundary to separate these two states. For each important
joint, a fuzzy rule, illustrated by the five overlapping trapezoid functions, shown
in Fig. 2, defining a range of transitions from perfect to wrong. At run time, the
game-playing component continuously evaluates the rules for all major joints
for the next anticipated key posture, and identifies the frames at which each
of the rules is met “perfectly” or “adequately” or “not at all” and provides
feedback by annotating the joints with a color, ranging from green(perfect) to
yellow(inadequate) and red(wrong), with a smooth color transition in between
functions.

Frame-by-Frame Dynamic Angle Similarity: In parallel with the rule-
based assessment of the key-posture joints, a second assessment measure is
applied to the major arm and leg bones of the player. At each frame, the orien-
tations of these bones in the player’s avatar skeleton are compared against the
orientations of the corresponding bones in the coach avatar skeleton.

During game play, the feedback component uses the frame-by frame assess-
ment to highlight the arms and legs of the user’s avatar. A configurable “dif-
ficulty” parameter modifies a threshold which defines what is perfect (green),
neutral (yellow), or incorrect (red). For each compared bone, the average of the
absolute differences of the three corresponding angles is compared against this
threshold to determine the color shown to the user; the closer to 0 the absolute
average difference is, the better the player has matched the coach.

3.4 Experience and Reflection

The AGAS tool enables the development of the basic elements of a serious exer-
cise game, based on a demonstration of the game exercise. The display in Fig. 4
shows the product of this process, placed on a background. At this point, the
game is playable, and it enables valid exercise by giving basic feedback on its
correctness; yet, further work is needed to make it engaging and motivating. To
complete the game, the aesthetic elements of the game have to be developed,
including the background visuals, the music, and the body(ies) of the coach
and player avatar. This remaining development is primarily the responsibility
of designers; in effect, AGAS systematizes and simplifies the developers’ tasks,
so that an exercise expert can actually accomplish them based on their domain
knowledge. To date, we have used AGAS to develop a set of simple upper-body
exercises, similar to the ones found at http://eldergym.com/elbow-exercises.
html. We have also developed a small TaiChi game, consisting of few simple
TaiChi moves. The former game was relatively easy to develop, since the key
postures are relatively clear to identify (in fact for most of the above exercises
the eldergym web site identifies the key postures with still pictures), each pos-
ture consists of few important joints, and the orientation angles of these joints
are simple to describe. In fact for most of these exercises the joints’ orienta-
tions between key postures change only in one dimension. The TaiChi game is,
however, much more challenging: the key postures are much more complex and
multiple joints move between any two of them.

http://eldergym.com/elbow-exercises.html
http://eldergym.com/elbow-exercises.html


48 V. Fernandez-Cervantes et al.

Fig. 4. Run-time posture assessment and feedback (Color figure online)

4 Conlcusions

In this paper we described AGAS, a tool for supporting the development of seri-
ous exergames, that can be used for rehabilitation purposes. These games must
communicate in an intuitive and unambiguous manner the movements of the
player’s rehabilitation regimen, as prescribed by an exercise expert. In develop-
ing AGAS, our goal was to enable non-computer experts to animate a precise
coach avatar demonstrating the prescribed exercise and providing timely and
accurate feedback to the player. At the core of our tool is a simple grammar for
postures and transition movements between them. Specifications of an exercise
in this grammar can be constructed by an exercise expert using the AGAS edi-
tor to inspect and annotate a demonstration of the exercise. These specifications
are then fed into the AGAS game-playing component, which is responsible for
observing the player’s movements, comparing them to the specification as well
as to a coach-avatar simulation and providing feedback to the player so that he
can improve his posture and movement.

In the future, we plan to improve the feedback component to provide more
accurate feedback with respect to timing, and we will extend the editor to sup-
port the exercise experts with hints as to which the best key postures might be.
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Abstract. In light of the rather limited ecological validity of paradigms tradi‐
tionally used for social stress research, the current paper set out to introduce
virtual analogues of the Cyberball-Game (Williams 2007) and the Trier Social
Stress Test (Kirschbaum, Pirke, and Hellhammer 1993). Both were tested in
samples of healthy adults using salivary cortisol, self-reported stress and presence
as dependent measures. Results indicate a significant rise in cortisol levels and
subjective stress; presence, however, was not correlated with stress reactivity. In
sum, this study clearly supports the use of virtual environments in stress research
as they offer both the internal control and ecological validity needed to generalize
findings to real-world settings.

Keywords: Virtual reality · Social stress · Stress induction · Stress research ·
Cyberball-Paradigm · Trier Social Stress Test (TSST)

1 Introduction

Given its role in the development of various diseases, social stress has been a subject
of extensive research in past decades (c.f., Ruiz et al. 2010). The exposure to a
psychosocial stressor is known to result in an acute physiological stress response,
involving the activation of the Sympatho-Adrenal-Medullary (SAM) axis and the
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Hypothalamus-Pituitary-Adrenal (HPA) axis. The SAM-system causes an imme‐
diate increase in heart rate, whereas the HPA-axis activation entails a rise in blood
and salivary cortisol levels (Kudielka and Kirschbaum 2005).

Generally, two kinds of social stressors may be distinguished: social-evaluative
threats versus interpersonal (rejection) stressors (c.f., Dickerson and Kemeny 2004).
The first usually occurs in a performance context such as public speeches or job-inter‐
views. It involves being potentially exposed to negative evaluations and even failure.
Studies show that cortisol reactivity is particularly large and recovery rates are low when
confronted with social evaluative threats, especially if they are perceived as uncontrol‐
lable (Dickerson and Kemeny 2004). In everyday situations, however, these perform‐
ance based social evaluations are not as common. More frequently, individuals may be
exposed to (quite subtle) forms of social rejection. These may involve disapproval and
criticism by peers or even being ignored by others. It has been shown, that social exclu‐
sion is particularly threatening for fundamental social needs like belonging and self-
esteem (Williams 2007). Also, a repeated exposure may lead to cardiovascular diseases
(Kemp et al. 2012) and depression (McEwen 2005).

1.1 Experimental Paradigms in Social Stress Research

In light of its pathogenic significance, it is not surprising that in recent years research
on social stress has gained in numbers (c.f., Ruiz et al. 2010). Traditionally, paradigms
such as arithmetic tasks or public speaking scenarios (Dickerson and Kemeny 2004)
have been used to induce stress in laboratory settings.

One of the most widely applied experimental paradigms for social stress induc‐
tion is the Cyberball-Game (Williams 2007). It represents a computer-based ball-
tossing game, in which the participant is excluded from the game by two computer-
animated players. As such, it is a perfect example of an interpersonal rejection
stressor. Past studies have demonstrated the paradigm’s effectiveness in evoking a
number of stress related responses (e.g., Eisenberger, Lieberman and Williams 2003;
Geniole, Carré and McCormick 2011; Moor, Crone and Van der Molen 2010;
Wesselmann et al. 2012; Williams 2007; Zwolinski 2012). However, the task has
also been criticized for its lack of mundane realism (Parsons 2015). The abstract
stimulus bears only minimal resemblance to face-to-face social interactions and is,
thus, regarded as limited in its ecological validity.

Another commonly used protocol for social stress induction is the Trier Social Stress
Test (TSST; Kirschbaum, Pirke, and Hellhammer 1993). It requires a participant to
prepare a five minute speech which s/he then delivers in front of two to three confederate
actors; also, the participant performs a five minute arithmetic task. The TSST constitutes
a typical social evaluative threat which is mostly perceived as uncontrollable because
of the actors’ neutral facial expressions and lack of predictability and which results in
significant levels of stress (Kudielka et al. 2004a, b). Yet, the drawback of this method
is that it requires the actors to hold their reactions constant in each trial. It is a prerequisite
which is difficult to achieve across studies and may, thus, limit inter- and intra-individual
comparisons (Ruiz et al. 2010).
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1.2 Virtual Reality Based Solutions for Stress Research

A viable solution for these methodological problems is proposed by immersive virtual
environments (IVEs). On the one hand, IVEs may provide a standardization of stimuli
by introducing computer-controlled characters which reduce human error and circum‐
stantial variations (Bohil, Alicea, and Biocca 2011). On the other hand, they allow for
a real-time, dynamic interaction which approximates real-life social encounters (Parsons
2015). As such, IVEs constitute a loophole for the intricate problem of combining
ecological validity and experimental rigor.

However, the precondition for IVEs to be considered ecologically valid is that they
evoke reactions in users which are comparable to real-life situations. A phenomenon
which has extensively been discussed to be responsible for the success of IVEs is the so
called sense of presence. Presence may be defined as a sense of being there in the IVE.
It is seen as a basis for a concordance between an emotion experienced in an IVE and
one experienced in a comparable physical environment (Slater 2003). Yet, the debate
regarding the nature of the relationship between presence and emotions is still ongoing
(e.g. Diemer et al. 2015).

For both paradigms (Cyberball and TSST), attempts have been made to develop
virtual counterparts. So far, three studies introduce a virtual Cyberball-Game and present
preliminary results on its usefulness (i.e., Kassner et al. 2012; Kothgassner et al. 2014;
Segovia and Bailenson 2012). However, Kassner et al. (2012) did not use physiological
markers to assess stress reactivity, and Kothgassner et al. (2014) only assessed the SAM
axis reactivity. Given that cortisol is particularly sensitive to social stressors (Dickerson
and Kemeny 2004), the generalizability of both studies is limited and further empirical
support is needed.

Similarly, virtual TSST versions have been introduced by different research groups
(e.g. Delahaye et al. 2015; Fich et al. 2014; Kelly et al. 2007; Jönsson et al. 2010;
Montero-López et al. 2015; Ruiz et al. 2010). However, the virtual TSSTs used in these
studies differ with regards to content. While Fich et al. (2014) and Jönsson et al. (2010)
used three virtual interviewers each, other authors used five (Kelly et al. 2007) or even
80 avatars (Delahaye et al. 2015) instead of the formerly proposed two to three inter‐
viewers. Also, these studies tend to alter the experimental setup by including an audience
that is ‘restless’ rather than neutral (e.g. Ruiz et al. 2010). Hence, it is possible, that these
alterations confounded the observed stress reactions.

1.3 Objective

In sum, social stress research is in need of ecologically valid stress induction scenarios. As
traditional paradigms suffer from a number of disadvantages, IVE based counterparts are
increasingly considered as valuable alternatives. This study set out to create virtual analogs
for the two most commonly used and most well researched social stress paradigms, the
Cyberball-Game and the TSST protocol. The objective was to provide support for their
effectiveness using a multimodal assessment of stress responses (including subjective and
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objective markers). Also, by covering two complementary social stressors (social-evalua‐
tive threats vs. rejection stressors), more far-fetched conclusions about social stress
reactivity in IVEs as well as generalizations to other paradigms were supported.

2 Methods

Two experimental psychological studies were conducted to explore the virtual para‐
digms’ effectiveness in evoking social stress. Study 1 evaluated a virtual Cyberball-
Game and Study 2 involved a virtual TSST. In accordance with the Declaration of
Helsinki, subjects signed an informed consent and received course credits.

2.1 Study 1 (Cyberball)

Participants. Eight female (4 each group) German speaking undergraduates with an
age ranging from 22 to 25 years participated in the current study.

Measures. To assess physiological stress reactions, salivary cortisol samples were
taken via cotton swabs (Salivette®, Sarstedt, Wiener Neudorf, Austria). Participants
were instructed to put the swabs into their cheek pouch and wait for 80 s to ensure
sufficient saturation of the cotton with saliva. Prior to further processing, the samples
were stored at -20 C. Sample analyses were centrifuged at room temperature (at 3000 g
for 15 min) and then analyzed according to a sensitive cortisol enzyme immunoassay
(see Palme and Möstl 1997). A total of 10 μl of a 1:10 clear saliva dilution were used
and all samples were assayed in duplicates. To assess the virtual experience, a single
item from the iGroup Presence Questionnaire (IPQ, Schubert, Friedmann, and
Regenbrecht 2001) was used (“In the computer generated world I had a sense of ‘being
there’). Additionally, a single question (“Are you stressed?”) served as an indicator for
the subjective stress response. Another single item assessed the participants’ perception
of exclusion during the study (“Do you feel rejected and excluded?”) on a visual
analogue scale (VAS, 10 cm length).

Procedure. Upon their arrival at the VR-lab, participants were randomly assigned to
one of two conditions (1) inclusion vs. (2) exclusion. They were asked to fill out a
demographic screening and the VAS stress question before being donned the head-
mounted-display (Sony HMZ-T1, Sony, Japan) with an external head-tracking unit
(TrackIR 5, NaturalPoint, US). A wireless control unit (F710, Logitech, Switzerland)
allowed tossing the ball. The left key had to be pressed to toss the ball to the left player
and vice versa. Participants in the exclusion condition only received 4 ball tosses (dura‐
tion: 45−60 s) before being excluded from the game with no further tosses until the end
of the 5-minute interval. The remaining participants received a pre-programmed amount
of ball tosses (30 %). Afterwards, participants were asked to fill out the remaining
psychometric measures (IPQ and VAS stress question).
Cortisol samples were collected at 4 time points: (1) 20 min before the IVE exposure,
(2) immediately before exposure, (3) 20 min and (4) 35 min post exposure. The overall
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procedure lasted approx. 80 min; all experiments were conducted in the afternoon
(1:30−3:30 p.m.) to account for diurnal variation in cortisol release.

2.2 Study 2 (TSST)

Participants. Five German speaking students (3 females, 2 males) with an age ranging
from 24 to 26 years were assessed via the VR-TSST.

Measures. Salivary cortisol samples also served as an indicator for social stress in this
experiment. The extraction method as well as subsequent analyses did not differ from
Study 1; the time points for sample collection are described below. Again, the IPQ item
“sense of being there” (Schubert, Friedmann, and Regenbrecht 2001) and the VAS stress
question assessed the subjective experience.

Procedure. Prior to exposure, participants filled out the pre-experimental question‐
naires (demographics, VAS stress). Subsequently, they were informed about the job
interview and a preparation time of 5 min was provided. Analogous to study 1, the same
HMD and head tracking unit were used. At the start of the simulation, the two virtual
interviewers (1 female, 1 male) entered the room, sat down and asked the participant
why s/he was the best candidate for the job. Like in the original TSST, participants
passed a job-interview in the first half of the task (5 min), for the remaining 5 min, they
conducted an arithmetic task (subtract 13 from 1022). The avatars retained neutral
expressions throughout the interview; their answers included instructions such as “This
is incorrect. Please start over from 1022”. After the procedure, participants answered
the IPQ item and the single stress-question; 20 min post procedure, subjective stress was
measured again. Cortisol samples were collected at 6 time points: (1) 20 min prior to
stressor onset, (2) 10 min, (3) 20 min, (4) 25 min, (5) 40 min and (6) 60 min post
exposure. The overall procedure lasted 80 min.

2.3 Technical Implementation

The applications use the open source render engine Ogre3D for real-time rendering of
the scenes. The source code is written in C ++ using the express version of Visual Studio.
OpenAL, the well-known audio library was used for playing the sounds. All objects and
animations in the scenes were created using Blender3D.

Options Cyberball

1. Mood: The park can be rendered in 5 different ‘moods’: (1) happy, (2) anger,
(3) boredom, (4) sadness, (5) fear. The moods are masked by numbers to prevent
the users from seeing the chosen option. Happy will render the park with a clear sky
and pleasant surroundings. Anger is the same as happy, but there will be loud
construction sound playing and construction vehicles will be visible. Sadness renders
the park with a dark cloudy sky and rain. Boredom renders a concrete floor
surrounded by concrete walls. Lastly, fear renders the park scenario at night. For this
study, the default setting ‘happy’ with a sunny park was used.
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2. People: If this option is selected, other virtual characters (i.e., agents) will walk
around the park, yet interacting with them is not possible for the user.

3. Ballplayers: This option is the core of the Cyberball-scenario (Fig. 1). It will render
two additional virtual humans (1 male, 1 female) which will engage the user in a
short football game. In the ‘inclusion condition’ the players keep playing with the
user, in the ‘exclusion condition’, however, the avatars continue to play only with
each other and further exclude the user from the game.

Options TSST

1. Interviewer: This setting allows specification of the interviewers’ gender.
2. Speaker: This option specifies the interviewer who does the talking.
3. Emotions: Sets the interviewers’ facial expressions to the emotion they are supposed

to express. By default neutral is selected, other options are happy or hostile.
4. Ally: If this option is selected, another person (an ally) will participate in the inter‐

view. Again, the gender can be chosen. The ally is seated directly next to the user
and s/he will answer the questions if the user fails to do so.

5. Helper: This option will make the ally more supportive, encouraging the user with
some predefined phrases (i.e., “You are doing great”).

3 Results

The results for the stress reactivity in both studies are presented in Fig. 2.

3.1 Study 1 (Cyberball)

The repeated measures ANOVA showed a significant increase of salivary cortisol
concentration (F(18,3) = 6.262; p < 0.004), especially in the excluded group
(F(18,3) = 4.069; p = 0.023). There is a distinct interaction effect, displaying that
excluded participants showed significant increases in saliva cortisol (+51 % to baseline),
whereas included participants had a lower increase after the Cyberball game (+22 % to
baseline). Moreover, there is a significant increase in self-reported stress levels
(F(5,2) = 12.298; p < 0.001), but only excluded participants rated the Cyberball game

Fig. 1. The virtual Cyberball-paradigm (left) and virtual TSST (right)
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as stressful (F(5,2) = 10.821; p = 0.002) and stated, that they felt excluded
(F(8,1) = 28.612; p = 0.002). Table 1 shows a null finding regarding the relationship
between the sense of being there and cortisol stress reactivity as well as the self-reported
measure after social exclusion and inclusion.

Table 1. Correlations between sense of being there and stress measures*

VR-TSST VR-Cyberball
1 2 3 1 2 3

1 Self-report stress# – 0.518 -0.263 – 0.283 0.131
2 Salivary cortisol# – -0.099 – 0.575
3 Sense of being there – –

* No significance within an Alpha of 5 %.
# Measured during stressor; self-report stress is measured by the single-item question immediately
after the stressor (VAS); salivary cortisol values point out mean salivary cortisol levels during
speech and math task or the saliva sample immediately after the Cyberball stressor.

Fig. 2. Saliva cortisol and self-reported stress response.
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3.2 Study 2 (TSST)

A repeated measures ANOVA with a subsequent Greenhous-Geisser correction depicts
a significant stress response in salivary cortisol (F(7.345,1.836) = 5.247; p = 0.040).
Both the speech and math task seem to evoke a stress response in salivary cortisol
concentration of 68 % for the speech task and 83 % for the math task respectively
compared to the baseline sample measure. Furthermore, participants had significant
stress ratings post exposure (F(4,2) = 7.051; p = 0.017;  = 0.23). Again, Table 1 shows
no correlation between presence and cortisol or the subjective stress response.

4 Discussion

In light of the rather limited ecological validity of paradigms traditionally used for social
stress induction, the current paper set out to introduce virtual analogues of two popular,
well researched paradigms, the Cyberball-Game (Williams 2007) and the Trier Social
Stress Test (TSST, Kirschbaum, Pirke, and Hellhammer 1993). The present findings
suggest that both the virtual Cyberball and the virtual TSST may be used as effective
tools for social stress induction. All TSST-participants as well as those excluded from
the Cyberball-Game showed significant increases in salivary cortisol during exposure
to the stressor and reported to feel stressed. These observations are largely in line with
prior research (e.g., Jönsson et al. 2010; Ruiz et al. 2010), and the current effect sizes
are comparable to those achieved with the original tasks (Beekman, Stock, and Marcus
2016; Kudielka et al. 2004a, b).

The findings on the virtual Cyberball-task particularly constitute a valuable addition
to the body of data on cortisol responses to social exclusion. To date, there is no
consensus on whether the experience of social exclusion under laboratory settings results
in an increase in cortisol (c.f. Dickerson, and Zoccola 2013). Prior studies using the
original Cyberball-Game (i.e., Beekman, Stock, and Marcus 2016; Zöller et al. 2010)
produced conflicting findings. A more ecologically valid virtual scenario, however, may
lead to different results than the minimalistic original. Thus, the present study offers first
evidence that virtual social threats – similar to real life-threats – may result in a consid‐
erable HPA axis activity. Certainly, a drawback of this study is the fact that possible
gender differences in stress reactivity could not be considered as the sample consisted
only of women. In order to substantiate the claim that cortisol increases are larger in
women when confronted with social rejection, whereas men react more to achievement
stressors (Stroud, Salovey, and Epel 2002), future VR research is challenged to balance
participants’ gender.

Another issue that was not considered in the current paper was the question of
whether participants believed to interact with an avatar (i.e., a human-controlled char‐
acter) or an agent (i.e., a computer algorithm). The Threshold Model of Social Influence
(Blascovich et al. 2002) assumes that the degree of agency attributed to the virtual other
influences the interaction. Other authors, however, have succeeded in demonstrating
that it does not matter whether the Cyberball-players are controlled by a human or a
computer (e.g., Kothgassner et al. 2014). In contrast to the virtual Cyberball and to the
best of our knowledge, agency was not yet evaluated in studies on virtual TSST versions.
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Hence, additional research is needed to further substantiate the claim that there is no
difference in stress responses to avatars or agents for both virtual tasks.

A further concern is the validity of the findings. Generally, IVE stress induction
paradigms have been found to produce medium to large effect sizes, approximating those
of real-life-scenarios (c.f., Parsons 2015). Even though the present results are in line
with those achieved with the original TSST (e.g., Kudielka et al. 2004a, b), a direct
comparison of the virtual and real TSST would be the method of choice to establish
validity. Also, comparing the virtual Cyberball to a face-to-face version would allow
for a more thorough examination of its ecological validity. A first attempt (Kothgassner
et al. 2014) has shown that virtual exclusion may result in similar stress responses (heart
rate) as real exclusion, but results on cortisol reactivity are still missing.

Finally, presence was not correlated with the salivary cortisol response or subjective
stress in the current study. This result corresponds with a virtual TSST study (Ruiz et al.
2010) which found no connection between the experience of presence and cortisol.
Similarly, another study (Felnhofer, Kothgassner et al. 2014) found no correlation
between presence, subjective anxiety and heart rate. Hence, rather than directly
increasing the intensity of the emotional reaction, presence seems to serve as a precon‐
dition for an emotion or stress reaction to occur at all in IVEs. This study supports these
findings and extends them to yet another indicator of stress –salivary cortisol. Future
research should, however, complement questionnaire measures of presence with a
multimodal approach (i.e., using behavioral markers) to shed more light on this issue.
Also, the assessment of presence could be supplemented by another related yet distinct
construct which could proof to be useful especially in avatar based IVEs: social presence
(c.f., Biocca, Harms, and Gregg 2001).

4.1 Limitations and Conclusion

The present results once again strongly encourage the use of IVEs for diverse research
purposes. Apart from traditional laboratory-based stress research, the introduced virtual
counterparts may well be applied especially in fMRI studies. While being scanned,
participants are usually confined to an enclosed space with little to no interaction. By
creating Internet based shared IVEs, within which participants located kilometers apart
may interact with each other, scientist may study neural responses simultaneously and
under more ecologically valid circumstances (Bohil, Alicea, and Biocca 2011). For
instance, the Cyberball-Game could consist of three participants actually playing with
each other, and the TSST could make use of an extra function – an ally who sits right
next to the interviewee and supports him/her.

Everyday social encounters involve a broad array of cues such as verbal and non-
verbal reactions, joint attention, theory of mind as well as representation of self and
others (Parsons 2015). Even though IVEs have come a long way to approximating real-
life settings, they are still challenged to convincingly implement mechanisms of social
interactions. In this study, basic avatar models were used with minimal facial and
behavioral variability; spontaneous reactions were limited and the user was not able to
freely engage the avatars. Yet, still, our participants responded with considerable stress
to the virtual character. The Media Equation Concept (Nass and Moon 2000) may
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provide an explanation as to why image fidelity is not a key issue for a social response
to computer generated images of others. This theory suggests that humans are evolu‐
tionarily prepared to react socially to even very minimal social cues (e.g. the impression
of a face). This is alleviation for IVE programmers, as even low quality IVEs may trigger
a substantial emotional and behavioral reaction in users as long as they are present. A
study (Kothgassner, Felnhofer et al. 2016) assessing heart rate and cortisol responses to
a public speech task in three groups (real audience, virtual audience, controls) further
supports this assumption: it shows that stress responses in IVEs may solely be attributed
to the confrontation with the social stimulus and not to the VR apparatus or other factors.
Hence, the paradigms introduced here may also be used for therapeutic purposes, e.g.
learning how to control one’s stress level when confronted with social cues which are
unpredictable and uncontrollable.

In sum, this study provided strong support for the implementation of virtual para‐
digms for social stress induction. The virtual analogues may on the one hand overcome
the lack of ecological validity stemming from the minimalistic and abstract material; on
the other hand, they may ensure an appropriate degree of control in order to enhance
internal validity by providing interactions with no inter-subject variations.
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Abstract. Applied games are an increasingly utilized approach to develop
applications and concepts of organizational learning. However, which factors
support the successful planning and execution of such projects within the
organizational landscape remains unclear. This study initiates explorative
research towards a success-factor model for applied games. The data is based on
nine expert interviews within the DACH-region as well as a thorough literature
review. The resulting factors are organized in a two-dimensional model, pre-
senting the process of developing applied game projects and major organiza-
tional abstraction layers. The model aims to support the development of research
and industry applied games productions in organizational context. Next steps are
further validations as well as the development of a maturity model.

Keywords: Applied games � Gamification � Serious games � Game-based
learning � Success factors � Best practices � Organizational learning

1 Introduction

Organizations continuously need to adapt to economic, technical and social changes
that challenge established structures and its individuals alike [1]. Organizational
development (OD) describes attempts of guided changes in organizations, which
enable the personnel to cope with such environmental-based changes [2]. Typical goals
are increases in performances, satisfaction or problem-solving [3]. Establishing orga-
nizational learning cultures is considered a constant contribution to OD and potential
mechanism to achieve these goals [4].

Applied games [5] are still relatively new in organizational development and
organizational learning. The original idea of using electronic and digital games for
purposes other than entertainment roots in the 70 s. The early 2000 s then mark the
beginning of the new generation of technically and educationally advanced, and
heavily diversifying forms of applied games. Gameful applications [6] mark but the
latest branch. A prominent European example was the serious game “Airline Com-
pany”. The game transports the business model of Lufthansa AG to its employees.
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“Module X” is a gamification learning platform incorporating applied gaming and
web-based trainings at Bayer AG.

Multisensory stimulation, experiences of continual improvement and perceived
proficiency are but a few of the many attributes applied games potentially inherit from
their entertainment counterparts [7], which can be utilized in OD. Most research
focuses on positive characteristics of games [7], best practices [8], frameworks guiding
a successful design [9, 10] and questions of evaluation end effect [11]. Literature on
how to successfully set up and conduct applied games projects is comparatively scarce.
Therefore the aim of this study was to explore success factors described by experts in
the field and to condense those into a model for practitioners.

2 Methodology

This study is based on an exploratory, qualitative approach. First experts with expe-
rience in conducting applied game projects needed to be identified. The search radius
was narrowed to persons with a recent history (approximately 2010) of 10+ projects
within an organizational context in the DACH-region (Germany, Austria, and
Switzerland) to reflect probable cultural specialties. The search criteria resulted in a
total of nine experts between 30 and 61 years with a history of 10 to 50 projects within
search radius. Four held an academic title (4S). Backgrounds ranged from an explicit
vitae in game design and development (2S), media and arts (1S) over economics and
informatics (2S), to pedagogy (1S) and management (3S).

To solidify and ground previous findings an extensive literature research for suc-
cess factors was conducted as a second step. It included relevant databases such as
ACM DL, IEEE Xplore, ScienceDirect or SpringerLink. A first iteration concentrated
on literature on applied games, such as gamification, game-based learning and serious
games developed for organizational contexts. As the results were not extensive, a
second iteration was conducted, to see what could be learned from other recent pro-
fessions that share attributes with applied games. Those were: Relatively novel and
innovative to organizations; a potential to contribute to organizational challenges
mentioned above; a focus on the design of experiences; respecting the end user’s needs.
The selection resulted in the professions of user experience design [12] and design
thinking [13].

Third a half-standardized interview questionnaire was developed based on the lit-
erature research and the underlying structure of a six-phase procedure model [14]. The
questionnaire was assembled by all authors of the study.

Two types of interviews were conducted. The first series of seven interviews
resulted in a wide range of statements that was processed according to the qualitative
content analysis of Mayring [15]. The results were clustered distinctively to the phases
of the process model as a horizontal structure. Next a type-structuring was conducted,
clustering and counting similar expressions which resulted in a first iteration of the
success-factors. A second series of four interviews, including two interviewees from the
first series, aimed to revise and enhance the model. The interviewees were asked to
comment on the success-factors found so far which resulted in some rearrangements,
condensation and changes in wording of the factors.
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Last the factors were classified along organizational abstraction layers, as defined
below. The layers represent the second, vertical dimension concluding the
two-dimensional success-factor model (Fig. 1).

Abbreviations. Throughout the further paper following abbreviations are used:
“AG” = Applied Games; “SP” = Service Provider; User Experience = UX; Design
Thinking = DT. A number followed by the letter “S” (e.g. 5S) highlights the collated
number of subjects associated with a statement.

2.1 Two-Dimensional Framework

The horizontal dimension follows a six-phases procedure model [14]. It consists distinct
and sequentially organized phases typical for applied game projects. For each phase input,
throughput and output definitions are given. Iterations within each phase are strongly
encouraged and common. Each end of a phase marks a possible exit of the procedure if
results so far are not convincing or reasons demand ending the project. The idea of having
closed phases while still iterating increases the plannability of an AG project. The model
encourages a strict user-centered approach to AGs. It further aims at reducing known
complexity regarding the solution and costs, with a close-to-100 % predictability at the
end of the design phase. The vertical organization of the success factors follows three
self-defined abstraction layers with an ascending level of influence by a SP.

First the organizational layer summarized factors, which are related to the culture,
structure and external influences of an organization. The properties of these factors are
rather consistent and hard to grasp, such as culture. Organizational factors exert an
implicit influence on the AG project. Second the operational layer describes factors that
frame the AG project, such as organizational goals, decrees, processes and workflows,
teams and responsibilities. These factors follow mostly fixed rules and are usually well
documented. Third the project layer refers directly to the AG-project and is about
processes, human factors, methods, etc.

3 Literature Review

3.1 Applied Games

Michael & Chen [16] cite Quinn’s most important preconditions for a project: A
specific need for training, the perception and believe that a game approach could help
and financial resources. Prensky, among other things argues for an openness and
acceptance of the younger generation’s play attitude towards serious contexts, such as
work and learning [8]. Usually an organization needs to be convinced of a game-based
solution and need to discuss an exit strategy for players who successfully finished a
game [17]. Nicholson suggests to start a project with the desired outcome and a set of
open questions to get there [18]. He and others also argue for a user-centered approach
that addresses the target-user’s needs and goals [10]. Other factors are facilitating a
common ground among stakeholders about audiovisual quality and costs [16]. Aca-
demics again stress the necessity but also complexity of an early planning and
implementations of evaluations [16, 19, 20] as the overall evidence of successful
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applied games remains rare [7, 21]. There is much more literature on the actual design
of games for learning [7, 16], but that is outside scope of this paper.

3.2 User Experience

Likewise applied games, convincing customers is an important first step [22] in
UX-projects [12]. Both is often new to organizations. A transparent and clear com-
munication throughout the project avoids mistrust and gains the crucial management
support [23]. Scholz and Wallach propose a five-step process for user-centered design
[24]. It includes a thorough scoping, analysis of users and products, iterative design,
evaluation and delivery of the product. Abele et al. focus on a systemic approach and a
strict user-focus and propose communication of successful projects within the orga-
nization to advertise and establish the approach [25].

3.3 Design Thinking

Design Thinking is more a philosophy than an exact process [13, 26]. It describes a
shift in one’s attitude and thinking to approach a problem, likewise Schmidt et al. [14].
However, there are a number of rules, resources and methods such as ways for orga-
nizing information, working in small, mixed teams, well defined project scopes and a
structured, time-bound and moderated process [13]. Flexibility, tangibility of ideas and
prototypes and putting people first are other, very important constants of DT [13].
Others authors stress the importance of management commitment and clear commu-
nication to guide stakeholders through the probably unaccustomed way of thinking
[26]. That includes the possibility of failure [27]. The idea of design thinking will feel
less uncomfortable if an organization already established and innovative culture [28].

4 General Project Characteristics

All projects were declared innovation-projects and took place across industries (9S).
Mid- to large-size organizations dominate the customers, presumably because of an
earlier perception of the idea and larger personal and financial resources (9S). The
experts did not disclose exact information on budgets but from the information given,
ranges are between lower four-figure to mid six-figure amounts with a presumable
typical range between 30.000–50.000 € and a project duration between three to six
months. Interestingly, gamification budgets were rated 10-20 % cheaper in comparison
to serious games projects (2S), probably because of smaller expected costs for
audio-visual content. The most typical project-goal seems to be the increase of the
overall performance and efficiency regarding learning goals. The designs therefore
address motivation and behaviour of the learners to increase their engagement in the
learning activity (8S). Most projects address younger people and are offered on top
existing learning settings. Only rarely the organizations aim to replace a classic setting,
such as seminars, completely. Six experts mentioned the additional political use of
applied game projects, to support the company’s public image (6S).

66 R. Schmidt et al.



5 Success Factors

5.1 Overall Success Factors

Organizational layer – A culture of Innovation and Learning (9S). Similar to
Prensky [8] for game-based learning and Hilbrecht and Kempkens for DT [28], all
interviewees noted that a culture of innovation and learning in a customer’s organi-
zation is advantageous (9S) on several levels. There seems to be a greater openness
towards new ideas and ways to tackle problems and present learning scenarios fre-
quently integrate new media. Most importantly those organizations follow an estab-
lished innovation process that provides guidance to plan and conduct the project.

Operational layer – Managerial Support (9S). All interviewees and most literature
stress the importance of managerial support of department and company heads to
ensure the allocation of resources for the project (9S) [17, 26]. SPs must be aware that
in a number of cases the contact person only explores the possibility of applied games
and needs a business case before addressing superiors. Managerial support for AG
projects cannot be taken for a fact within the organization and usually SPs are to earn
and keep that support. Showstoppers, apart from missing managerial support, are a loss
of interest in the topic or changes within organizational strategy and focus (3P).

Operational layer – Flexibility of Resources (4S). Fixed budgets are quite common
with smaller organizations (2S) while bigger companies tend to allow flexibility (2S).
There is a preference towards flexible budgets and other resources among the SPs while
especially enterprises naturally prefer predictability. Two SPs (2S) try to negotiate each
phase of the project separately and sequentially as suggested by Schmidt et al. [14].
Such practice may also foster the trust-building process but will sometimes be pro-
hibited by organizational policy.

Operational layer – Transparency and Trust (5). Building and keeping up trust
towards the idea of AGs and a SPs ability is indispensable across hierarchies. AGs are
usually cooperative projects and therefore need a common sense among stakeholders,
developed by the SPs. The overall project flow and next steps should be transparent at
all times and invite customers to take part. Similar suggestions are found in [26, 29].

Operational layer – Moral and Ethics (2S). AGs are often criticized because of their
manipulative nature [30]. Despite only explicitly mentioned by two interviewees, it was
decided to include this factor as everyone working with persuasive designs should
know about its advantages and downsides and therefore develop a clear position
regarding project goals and morality.

5.2 Phase 1: Exploration

Both partners aim for a common understanding of the problem, project goals and
success criteria. They discuss the motivation and chances for AGs as a possible
solution to the problem and agree on milestones and financial parameters. A vision
statement is a recommended outcome of this phase and foundation to a contract [14].

Success Factors for Applied Game Projects 67



Organizational layer – Communication and Persuasion (5S). Quite often SPs must
argue for AGs as a possible solution for learning and change in organizations. Inter-
viewees stressed the sensibility of the word “game” and suggested to use other terms,
such as motivational design or else (3S). Games and play are strongly connected with
leisure time and work is attributed with seriousness and effectiveness in Germany (and
elsewhere) (2S). Citing positive and competitor examples as well as stressing the idea
of pleasure being a good precursor of job satisfaction and work performance, are
common among SPs to argue for AGs (e.g. Schubert et al. [22]). However, some
inevitable uncertainties about conventional problem solutions and cost pressure will
naturally support the SPs argumentation (2S).

Operational layer – Consulting and Expectation Management (4S/6S). Consul-
tancy is needed regarding chances, challenges and risks of a project and its coherence
to company culture (4S) [28]. Moreover, most interviewees notice misleading thoughts
about the complexity of game design and the expectable audiovisual quality of a
product in the light of the budget ranges outlined above (6S). At last, two interviewees
also discuss the necessity of an iterative process that accepts unconventional ideas and
failing of ideas, likewise design thinking [13, 27] (2S).

Project layer – Definition of Scope and Goals (5S). Most interviewees discussed the
relative vagueness of goals in the early stages of a project. The definition of distinct and
measurable goals [16] within a specific project scope is accordingly part of the con-
sulting and expectation management and will often differ from original ideas.

Phase 1

Exploration
Phase 2

Analysis
Phase 3

Ideation
Phase 4

Design
Phase 5

Production
Phase 6

Go-Live and M.

Culture of Innovation and Learning

Communication and
Persuasion

Understanding of Culture and Law Communication and Advertisement

Managerial Support

Flexibility of Ressources

Transparency and Trust

Moral and Ethics

Consulting & Expec-
tation Management

Incorporation and Competence

Incorporation of Specialists

Communication and 
Lead by Example

Definition of Scope 
and Goals

Accurate User and 
Case Analysis

Creativity and Tools
Iteration and 
Prototyping

Feasibility and 
Extensibility

Test and Review

Update and 
Maintenance

Organizational Layer

Operational Layer

Project Layer

Fig. 1. Success-factor model
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For example, the project lifetime has an important influence on the design of AGs (1S).
Then again, goals need to be readjusted when new information is available (5S).
Specifically referring to gamification, two SPs do not believe in cross-departmental
projects (2S). Overall interviewees report a certain realism regarding goals and
expectations towards behavior change and performance goals.

5.3 Phase 2: Analysis

A thorough context and target user-group analysis is conducted using qualitative and
sometimes quantitative methods. The overall goal is to outline multiple perspectives
from different stakeholders towards the problem and current solution and document the
results with suitable artifacts such as user-journeys, use-case descriptions or technical
specifications [14].

Project layer – Accurate User and Case-Analysis (9S). All SPs ensured to follow a
user-centered approach. However, in most cases budgets and logistics do not allow for
a thorough user-research process. Instead domain experts such as department managers
provide contextual facts and information about users (9S). One interviewee explicitly
highlighted the risk of inaccuracy of second-hand information for the success of the
project (1S). Another mentioned the importance of choosing efficient methods, such as
contextual inquiry and job shadowing, if given the chance (1S). First hand context and
user information is a key factor in user-centered design and design thinking, too [13,
24, 25]. Standardized quantitative methods on the other hand appear not existent as
these are thought to be less efficient.

5.4 Phase 3: Ideation (Idea + Creation)

The ideation uses the information of exploration and analysis to review and probably
adjust the projects goals. A creative team incorporating multiple professions and
domain experts aims to create a number of gameful solutions to the problem in
workshop and creative sessions. Ideas are mixed, further elaborated and documented in
a structured and comparable format, such as a canvas or exposé sheet, including visuals
and first hand low-fi prototypes [14].

Organizational layer – Understanding of Culture and Law (4S). SPs need a
thorough understanding of culture and law, both rural and organizational wise and a
sensibility for the context and codes of conduct (4S). For example, in Germany strict
data security rules mostly forbid ideas with a competitive nature. The following,
non-extensive list of legal-fields is relevant to AGs in enterprises: (i) The Right to
informational self-determination concerning the survey and use of personal data and
questions of data ownership; (ii) Workplace-related rights usually enforced by
employee-organizations and unions, such as rights of co-determination;
(iii) IT-regulations and employee-agreements on ownership and use of outcomes
conducted with a software; and (iv) Usage agreements and contractual rights between
organization and SP.
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Operational layer – Incorporation and Competence (4S). Besides finding a com-
mon ground like discussed above, SPs seek to raise competence levels regarding AGs
on the customer side (4S). They do so to incorporate and partner up with the customer
during the following project phases for purposes of easier mutual agreements on
decisions and their consequences, likewise suggested by Wilke et al. [29]. Interviewees
preferred to have at least one domain expert on their team who also may represent the
target group. Workshops during which both parties ideate together are common. Some
SPs are more cautious about incorporating customers, especially during the creativity
processes, for effectiveness reasons (2S). DT likewise [13] argues for variety on the
team and domain experts are requested in user experience projects [25].

Project layer – Creativity and Tools (5S). Interviewees suggested workshops as a
primary format to iterate and ideate. These follow common rules for creativity sessions,
such as no early critic, time-boxing and early visualization (5S). However, crazy ideas
too early in the process could create doubts within conservative organizations. Warm
ups exercises and discussing personal game experiences may help to start the activity
and build a gameful attitude, which is important. (1S) [8, 13, 14].

5.5 Phase 4: Design

The design phase starts with a decision for one or more ideation results. The ideas are
further elaborated and tested in a number of prototypes to test function, effectiveness,
affective reactions of users and the overall experience they provide with respect to the
projects goals. This phase includes feedback with target users and aims for a fully
documented design concept, prototypes, content plan and technical specification that
lays ground for a viable production planning [14].

Operational layer – Incorporation of Specialists (5S). When going further with one
or more selected ideas, specialists should be added to the design team. On an
administrative level the conformity of an idea to rules and regulations is required
(employee organizations, stakeholders from IT, compliance and legal) (5S). Domain
experts and pedagogical experts consult the team on a content level (4S).

Project layer – Iteration and Prototyping (4S). Likewise ideation the team should
plan for a number of iterations during the design phase. Early low-fi and later hi-fi
prototypes ensure the communication of functionality and emotionality of an idea (4S).
It is important to regularly review the vision and goals of the project and respect
common guidelines for usability and accessibility (1S). Other than suggested by lit-
erature, but coherent with the critic of phase two, target-users are only introduced late
or not at all until the design is fixed (2S) [13, 17, 18, 25].

5.6 Phase 5: Production

The production is separated from the former creation phases. It is a predictive phase in
terms of time and necessary resources where the product is actually implemented.
Parallel to production the product’s launch is being prepared [14].
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Organizational layer – Communication and Advertisement (6S). Starting early to
advertise the project across the target group and organization is a crucial factor for its
later success [25] (4S), but regularly neglected from the experience of the SPs (2S). It is
suggested to address management and set up a core communication team. Despite the
importance of this aspect SPs usually are not incorporated (2S).

Project layer – Feasibility and Extensibility (3S). Overall the interviewees did not
consider technical feasibility as a problem or risk (3S). A careful decision for a specific
technology is of course important (2S). Requests for mobile or cross-platform devel-
opment increase (1S). Three SPs stressed the need for a solid IT-architecture that
allows for easy extension of features and contents after launch (3S).

5.7 Phase 6: Go-Live and Maintenance

The launch of the product concludes the project and should be accompanied by strong
communication within the organization. An evaluation is conducted to control and
review goals the contractors agreed on during project exploration and ideation. Prob-
ably maintenance and update conditions are negotiated [14].

Operational layer – Communication and Lead by Example (4S). Most AG projects
are an additional offer above standard procedures, such as e-learning or seminars.
When going live, department managers and core users are important multiplicators for
project advertisement and role models (4S).

Project layer – Test and Review (5S). The majority of interviewees report tests of
direct measurable data only, such as attendance or test results (5S). Other measures on
soft factors, such as motivation or satisfaction are usually not applied. Academic
methods, especially quantitative ones, can become costly. Organizations rather rely on
informal indicators such as sensed satisfaction, which was criticized (3S).

Project layer – Update and Maintenance (4S). A periodically data collection and
processing is common in the games world. The information suggests improvements
and updates necessary to keep a product alive. The same would count for an AG that
also wears of over time, like all technical products. Because of the nature of innovative
projects unfortunately no budget is planned for maintaining the product (4S).

6 Discussion

The success-factor model reflects first hand practical experiences of conducting an AG
project across a wide range of organizations and budgets. The findings show that
project goals mostly seem concerned with organizational learning, probably followed
by product marketing and issues of human resources [17]. However, AGs are far from
established yet in the DACH-region and SPs mostly offer such services complementary
to others, such as UX or e-learning. All projects were declared as innovation projects
and show some typical characteristics accordingly [29].
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Managerial support, communications and clear goal definitions are preconditions to
a project in general. But SPs for applied games should take transparency and com-
munications even more serious to gain trust and understanding towards the process and
the only gradually revealing outcome of an AG project. It is suggested to educate
customers towards the unfamiliar game-perspective and to incorporate them in creation
and decision making. Times and budgets are relatively small and often do not allow for
a thorough analysis on case and users. Without, it is difficult to design meaningful
experiences and motivate on a deeper psychological level which fosters shallow
designs as rightfully criticized [30]. Applied Games tend to process user data. Legal
issues and company specific rules and culture therefore can have serious implications
and might interfere with design ideas. Overall most of the qualitative factors presented
could be backed up with literature, supporting the notion of a high-level comparability
of UX, DT, and AG projects as presumed. However, the complexity of AG-projects
suggests experience to be an additional important success-factor.

Since this is an exploratory study some limitations need to be addressed. First this
kind of study is not able to and was not planned to infer causality. Second the number
of expert interviewees (n = 9) is relatively small. This can partly be explained by the
relative novelty of applied games and consequently a rare number of projects and partly
by the narrow search radius of highly experienced experts. Therefore, we are confident
to have identified a relevant sample for the DACH-region. Clearly, an international
search would yield more representative results. Third no objective success criteria were
mentioned as these differ widely across the projects. Standardized, practicable methods
are not available apart from individual and indirect indicators, such as attendance.
Fourth interviewees of the second series generally agreed on the two-dimensional
framework but mentioned individual differences in the definition of the ideation and
design phases.

AG projects remain a promising endeavor to organizational development, poten-
tially improving the attractiveness and effectiveness of applications and processes of
organizational learning, guided changes and enterprise software. Expectations regard-
ing their quality and power to foster motivation and create meaningful experiences and
outcome [7, 18] are high. When conducting such projects, much can already be learned
from experts and other disciplines as referenced here. But budgets and circumstances
need further adaption in some projects to actually transfer game-like experiences to the
enterprise context. To contribute the further success of AGs, the results of this
explorative research need further empirical and practical validation. A prioritization of
the validated factors then eventually would allow for the design of a maturity model
that helps enterprises and service providers to identify risks and areas of development
of future projects. Cross-country studies would further help to differentiate general from
rural and cultural depended aspects. Outside scope, this study suggests further research
on design practices and standardized evaluation methods [11, 20] as well as on reasons
and counterstrategies of weary effects.
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Abstract. In this paper two key venues of investigation in game
analytics are combined: behavioral profiling and social network analysis.
Both venues of research are well developed but combined they permit
pattern evaluation across player performance and networks. Here, com-
petitive networks covering almost 3.5 million players of the hybrid online
shooter game Destiny are developed and combined with behavioral pro-
files based on match performance metrics and defined using archetypal
analysis. The profiles are embedded in the networks along with other
performance indicators for Destiny players. The social behavior of differ-
ent archetypes is described. Network visualizations are presented which
target the problem of making dense networked results actionable.

Keywords: Social network analysis · Destiny · Network visualization ·
Multi-player · Profiling · Game analytics

1 Introduction

With the introduction of telemetry tracking in digital games, game analytics
has become a cornerstone of game development [18]. Visualization of behavioral
analysis on high-dimensional datasets is challenging because of the typical com-
plex behavioral phenomena in games [2,6,8,11,18,26]. This challenge is a well-
described problem in game analytics, where major commercial titles can give
rise to thousands of different features [11]. To counter this problem a variety of
methods have been adopted and adapted from other domains. Of these, behav-
ioral profiling plays an established role. The focus here has been on condensing
varied, volatile and high-volume data into condensed profiles which encapsulate
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player behavior and highlight key patterns of use for the specific purpose. The
location of patterns in the behavior of players, and how to translate these to
business action, using them to inform game AI or informing human behavior
research, remains however a major line of inquiry [11]. The specific purpose
of player profiling varies substantially, from top-down explorative analysis to
hypothesis-testing [2,11]. Multiple examples have been described across a vari-
ety of games and using a variety of techniques, with unsupervised techniques
such as clustering being the most common [2,11,17]. Cluster models allow seg-
ments to be developed which can describe the behavior of players according to
specific behaviors and are driven by specific research questions, and they can be
translated into behavioral descriptions of the different player segments. Behav-
ioral profiling is notably useful in persistent online games, where the success of
a title relies on its ability to keep a population of users engaged longitudinally
and thus requires constant monitoring. This is also the situation in Destiny, a
hybrid online shooter game which forms the case for the work presented here.
Destiny is a persistent online game and the to date most expensive digital title
to be developed worldwide, with a player base of roughly 30 million active play-
ers. As a hybrid title blending design aspects of multiple genres and featuring
varied gameplay, e.g., multiple modes of play, Destiny forms an ideal basis for
evaluating new frameworks and models for investigating player behavior.

Behavioral profiling work in games tends to focus on individual players,
ignoring the connections between players, which are instead treated separately
through social network analysis (SNA) [12]. From the perspective of SNA in
games, the information about the players is generally limited, and the focus is
instead on the links that connect players. This means that SNA typically views
users as users, and ties minimal contextual information to the nodes of a network
(demographics forming a common exception). In SNA, pattern recognition is as
important as in behavioral profiling, and cluster analysis is used for defining
groups and patterns in networks [5,12,13].

For behavioral profiling and SNA, a central challenge rests in the visualization
of the results of analysis. In both instances, data and the patterns in them need
to be presented to a user such that they are interpretable and actionable [11,12].
In this paper, a step is taken towards combining game-based behavioral profil-
ing and game-based SNA. This, however, means that the visualization problem
is amplified as the relative scope of analysis is increased. However, combining
these two lines of investigation in games research has the advantage of pro-
viding a framework for exploring in-game behavior of players along with the
connections between players. This permits a more detailed understanding of the
individual player, in essence providing a lens that permits the observation of
network behavior as well as general in-game behavior. This, in turn, informs the
evaluation of design, engagement analysis, monetization decisions and similar
factors in games.

Contribution. In this paper, game-based SNA, behavioral profiling, and data
visualization is combined for the purpose of investigating the network behav-
ior of competitive Destiny players as a function of the patterns in their
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performance, and ultimately develop novel visualizations that aim at making
the results of combined SNA-profiling analysis interpretable by game design-
ers and the Destiny players themselves. Towards this, competitive networks are
constructed based on data from the Player-versus-Player (PvP) game modes,
covering almost 3.5 million players. Using archetypal analysis, behavioral pro-
files are defined for each player, based on a range of performance indicators which
includes information about behavior with the different weapon classes in Des-
tiny. Given the shooter-type nature of the game, weapon performance is a key
indicator of player skill. The profiles are embedded in the competitive networks
and used to analyze the player network as a function of profiles. Furthermore,
other metrics are integrated in separate analyses and visualized.

2 Related Work

The work presented here builds on previous work in three domains: (1) behavioral
profiling in games; (2) social network analysis in games; (3) visualization of
complex behavioral datasets and networks. For reasons of space this section will
focus on key related work.

Behavioral Profiling in Games: Cluster analysis is a method for dimensionality
reduction and pattern recognition and has been readily applied across disciplines.
As an unsupervised method, it permits the exploration of data and can identify
groups of players with similar behaviors or detect features that constitute such
behaviors [2,23]. Behavioral profiling in game analytics has explored a variety of
cluster models, including a few comparative studies [2,10]. There is no standard
for which model to employ in which situation, but previous work has highlighted
that various models are useful for different situations and problems [2,10]. For
example, Thurau and Bauckhage [24] explored the evolution of guilds in World
of Warcraft using matrix factorization which provided condensed views on how
guilds change their composition over time. For example, Sifa et al. [22] identified
clusters of players based on their relative playtime distribution across games
on the Steam distribution platform using k-means clustering. Thawonmas and
Iizuka [23] employed multidimensional scaling (CMDS) and KeyGraph to gener-
ate visualizations of player clusters. Drachen et al. [8] employed simplex volume
maximization and k-means, developing behavioral profiles for two games. Nor-
moyle and Jensen [17] used Bayesian Clustering. Moving into spatio-temporal
clustering, Bauckhage et al. [3] developed waypoint graphs and adopted DEDI-
COM for behavior-based partitioning of player trajectories. Archetypal analysis
(AA) was adopted by Drachen et al. [10] and Sifa et al. [20], who noted the
desirable properties of the model for investigating extremal behaviors and per-
mitting soft clustering, i.e. the expression of behavioral profiles in terms of their
belongingness to multiple cluster centers. In this paper, AA is adopted as the
cluster model.

Social Network Analysis: SNA of relations between people has in recent years
become a commonly employed tool, with large-scale online platforms such as
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Facebook and Twitter providing a direct vehicle for investigation. Prior work has
targeted not only analysis of social networks themselves, but also their potential
for recommendation and prediction of user behavior. SNA has clear application
in games, where the value of the different types of relations between players
that exist in multi-player or massively multi-player online games to, e.g., player
retention and user experience has been shown in a number of studies (e.g., [27]).

Due to the hybrid nature of Destiny there is no prior work that is directly
comparable with the study presented here. Furthermore, the integration of
detailed behavioral features into the network structure is also unexplored. Fur-
thermore, most previous work has focused on analyzing social structures in per-
sistent online communities, rather than competitive team-based games. How-
ever, Iosup et al. [16] examined networks in DOTA and StarCraft with a specific
focus on modeling social structure and network robustness toward retention.
Similarly, Jia et al. [13] introduced networks generated from team-based match
data, including networks based on players being in the same match, on the same
or different side in a match.

Visualization of Player Behavior : Visualization of player behavior in game ana-
lytics has covered a variety of goals but the majority of the work is focused on the
spatio-temporal components of behavior. Wallner and Kriglstein [26] provide a
recent review of the area, noting the wide range of techniques employed. Drachen
and Schubert [9] reviewed spatio-temporal visualizations in use in game develop-
ment. In general, the emphasis in the context of games is on pattern recognition
and visualization of these patterns in a way that is actionable to the relevant
stakeholder.

In network analysis, a wide range of visualizations have been proposed, but
with an overall focus on link properties as compared to node properties. There
are two common forms of display (cf. [12]): (1) The most common visualization
is based on node-link diagrams where the nodes represent the social actors, and
lines connections between them; (2) Matrices, where rows and columns repre-
sent social actors and various coal connections linking them. Recent years have
seen the convergence of SNA and visualization, combined with interaction, but
remains generally focused on network properties, including labeling, rather than
node properties [7].

3 Background: Destiny

Destiny is a science-fiction themed game where players need to defend the Earth
from various alien threats, taking on the role of Guardians. Humanity is reduced
to one last city, and it is up to the players to make sure the city stays safe, while
working for the overall goal of reviving a Deathstar-sized sphere being called the
Traveler, who protected human civilization in the past but currently lays dor-
mant. Players journey to different planets, complete missions, daily events, and
perform a variety of different tasks to build up their characters and help elimi-
nate the alien threat. Destiny is a hybrid digital game that blends features from
a number of traditional game genres but which is first and foremost a shooter.
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The main components of the gameplay is focused on tactical single-player or
small-team combat, and the number of weapons, modifications and customiza-
tions in the game is staggering.

Weapons are divided into over a dozen different classes, each specialized for
specific situations. For example, sniper rifles offer high power at long range, but
are virtually useless at close range and require player skill to aim precisely. The
utility of different weapon classes varies between game modes and in-game sit-
uations. Notably, the amount of damage that players in PvP can absorb can
be dramatically different from the damage it takes to eliminate tough aliens in
Player-versus-Environment (PvE) mode. In general, players are free to switch
between any combination of weapon types, allowing for adjustment to in-game
scenarios while at the same time reflecting individual behavior and preferences.
Weapon-related performance metrics thus form one possible starting point for
behavioral profiling of Destiny players, which targets the core shooter gameplay.
Here, weapon class data is augmented with further performance metrics to pro-
vide a broad profile for developing profiles focusing on player performance in the
game.

For reasons of limited space, the focus here is on those parts of Destiny
that relate directly to PvP combat, but it should be pointed out that the game
also has multiple PvE modes. PvP in Destiny is played in the Crucible – a
central hub for the various PvP match types. These are commonly played in
so-called fireteams comprised of 3 players on each side. Typically players can
bring three different weapons to a PvP match. In the Crucible, players can earn
medals (awards), points, and in-game currency by accomplishing tasks, win-
ning matches, performing specific tasks, or feats of skill. Destiny features three
different player classes, each with distinct abilities. Each class is divided into
three subclasses. Players can level up their characters until level 40, unlocking
new abilities and gradually becoming more powerful along with obtaining new
weapons and other equipment through gameplay. In both PvE and PvP game
modes, players are rewarded with new weapons and items through random drops
or by completing specific tasks.

4 Behavioral Profiling with Extremes

Considering the large scale nature of today’s behavioral datasets and the vast
diversity of play-styles, finding profiles gives us the flexibility to manage, under-
stand, and group the common behavioral patterns for the process of informed
decision making. In this section we give a brief overview of Archetypal Analysis
and it’s use for player profiling. Archetypal analysis [1] is a constrained matrix
factorization method that allows for soft clustering and is based on representing
the data points as a convex combination of extreme datapoints that are called
archetypes. Formally, given a data matrix X ∈ R

m×n we aim to find factors
minimizing the matrix norms
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where Z ∈ R
m×k represents the archetypes, A ∈ R

k×n and B ∈ R
n×k are col-

umn stochastic and represent the mixing coefficients respectively for archetypes
and datapoints that represent the archetypes. Various techniques have been pro-
posed to find appropriate factors for the above decomposition and its approxi-
mations. Examples of these include methods using pure alternating least square
updates [1], active set updates [4], or distance geometry [25]. In the context
of game analytics, archetypal analysis is used to profile players [8,15,20], build
recommender systems [21], and generate human like bots [19]. In this study, as
proposed in [8,20], we will concentrate on the use of archetypal analysis for find-
ing player profiles in Destiny, in which we are interested in finding prototypical
players that are encoded in Z to define particular player styles and belonging-
ness coefficients represented in A showing how much each player belongs to the
profiles defined in Z.

5 Player Networks and Characteristics

In multi-player games players interact, play together or against each other, build
different in-game groups and are thus forming complex relationships and in-
game structures. We can map such relationships to networks to measure and
analyze these interactions. To illustrate player interactions in Destiny we can
build networks based on different forms of interactions. One way to illustrate
in-game relationships is to build an undirected, weighted graph based on the
information how often players play matches against or – as done in this paper –
with the same players. In the network, players are represented as nodes, and their
match relationships are modeled as weighted (based on the number of matches
played together) links.

5.1 Network Measures

For the following analysis three different networks were created. Links for all
networks are built between players that played matches together in the same
team. The first network (main network, MN) describes the social structure of all
3,362,636 players based on match information of 930,720 matches. The second
network (connected network, CN) illustrates a fully-connected friendship net-
work based on three well-connected players. These players were used as starting
point for a breadth-first-search and connected players were added to this network
up to a network size of 1,000 nodes. 11 players were removed from the resulting
network because of missing weapon information. The third network (random net-
work, RN) was built based on 10,000 randomly picked players. Table 1 gives an
overview of the network characteristics of the three player networks. The largest
connected component (LCC) describes the largest self-contained subgraph in the
network. A large LCC refers to a well-connected main graph. Looking at the
number of nodes and links in the LCC the MN is well-connected, CN is fully
connected (as designed), and RN is barely connected. The degree (k) of a player
refers to the number of links to other players. The average degree refers to the
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Table 1. Methodological comparison of the three networks, (a) the main network with
over 3 million players, (b) a well-connected network, and (c) a random selection of
10,000 players (LCC = largest connected component)

MN CN RN

Nodes 3,362,636 989 7,479

Nodes in LCC 3,347,226 989 407

Links 22,638,062 2,321 1,601

Links in LCC 22,614,017 2,321 432

Network size 3,362,596 989 1,991

Average degree 13 4 0.428

Diameter 15.0 4.0 23

MN = main network, CN = connected
network, RN = random network

Table 2. Overview of the different archetypes

Archetype Description

Ranged Elites (AT1) pretty good scores, auto-rifle focus, higher killing spree,
unique precision kills, kill/death ratio, and win rate
than AT3

Melee (AT2) melee focused, medium performance, win rate similar
to AT4

Mixed Weapon Elites (AT3) high scores everywhere, more medals than AT1, better
weapon scores except for auto-rifle, slightly lower win
rate

Short Range (AT4) medium performance, heavy use of shotgun, some
melee

Newbies (AT5) low performance everywhere

average number of links to other players. The diameter describes the longest of
the shortest paths between two nodes and can be used to illustrate the linear
size of a network.

5.2 Archetypes

Using archetypal analysis (AA) we identified five player archetypes (see Table 2)
based on their most distinguished properties. 15 features from the Destiny
dataset were selected (such as precision kills, scores, medals, kill/death ratio,
and weapon preference) to be used with AA. Those features describe the in-
game behavior and success of Destiny players in PvP matches. Figure 1 illus-
trates the five archetype profiles across the 15 selected behavioral features. Those
features can be split into success-based features and weapon usage features. It
further illustrates the varying weapon usage behavior between the archetypes.



84 A. Rattinger et al.

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

WR KDR AME AS CR LKS UPK WKM PKAR PKHC PKMG PKSR PKS PKSN PKPR
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1AT1

AT2
AT3
AT4
AT5

Fig. 1. Archetype profiles for Destiny across behavioral features. WR = win rate,
KDR = kill/death ratio, AME = all medals earned, AS = average score, CR = combat
rating, LKS = longest killing spree, UPK = unique precision kills, WKM = weapon
kills melee, PK = precision kills with auto rifle (AR), hand cannon (HC), machine gun
(MG), scout rifle (SR), shotgun (S), sniper rifle (SN), and pulse rifle (PR)

Table 3. Weapon use of the five different archetypes

Archetype Short-range Mid-range Long-range

AT1 M=0.45, SD=0.38 M=0.45, SD=0.32 M=0.094, SD=0.49

AT2 M=0.41, SD=0.28 M=0.46, SD=0.23 M=0.13, SD=0.38

AT3 M=0.42, SD=0.12 M=0.45, SD=0.10 M=0.13, SD=0.15

AT4 M=0.45, SD=0.17 M=0.46, SD=0.15 M=0.095, SD=0.20

AT5 M=0.48, SD=0.11 M=0.42, SD=0.10 M=0.097, SD=0.14

Table 3 lists the differences in weapon usage between the archetypes for the dif-
ferent weapon ranges (short-, mid-, and long-range). The majority of weapon
use for each archetype focuses on short and mid-range weapons, but there are
a few exceptions. For instance, some players use long-range weapons almost
exclusively.

In order to investigate if players belonging to a specific archetype have a ten-
dency to play with the same group of players or if they rather play with random
players we tried to map the archetypes to social network metrics. For that pur-
pose, we calculated the weighted arithmetic mean a to determine how likely it
is that a player plays with the same group of players, that is sumof weights/k.
However, we could not find notable differences between the behavior of players
from certain archetypes when matching up with team members, with a being
1.226 (AT1), 1.225 (AT2), 1.219 (AT3), 1.224 (AT4), and 1.233 (AT5).

6 Visualizations and Network Integration

Figure 2 shows a node-link visualization of the CN network which represents each
node as a donut chart. This donut chart denotes the weapon usage (short-, mid-
, and long-range) of a player. The size of a node is proportional to the num-
ber of matches played, that is, players playing more often are represented by
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Fig. 2. Visualization of the fully-connected friendship network with 964 nodes. Donut
charts at each node show the weapon usage for the individual players ( short range,

mid range, long range). Labels are shown for players who played more than 1000
matches. Player names were anonymized. (Color figure online)

larger nodes. Edges show which players played in the same team. The thick-
ness of the edges corresponds to the number of matches played together, i.e.
players who play together more often are connected by thicker edges. Edges
are rendered semitransparent whereas the degree of transparency is weighted
based on the number of matches in order to accentuate stronger relationships. As
can be inferred from Fig. 2 players in this particular network prefer short-range
( blue) and mid-range weapons ( red) over long distance weapons ( yellow).



86 A. Rattinger et al.

Fig. 3. Players’ degree of membership to each of the five archetypes ( AT1 – Ranged
Elites, AT2 – Melee, AT3 – Mixed Weapon Elites, AT4 – Short Range,

AT5 – Newbies). (Color figure online)

Figure 3 depicts the result of the AA for the random network (based on
a subset of 7479 players). The degree of membership to each of the five
archetypes is depicted through pie-charts. The spatial arrangement of nodes
has been derived using multidimensional scaling (e.g., [14]) such that players
with similar archetype membership are placed in proximity of each other. To
this end, the probabilities of belonging to each archetype were treated as a five-
dimensional feature vector. The similarity of two players with feature vectors
A and B was then measured using cosine similarity (see, e.g., [21]), that is,
sAB = A · B/ ‖A‖ ‖B‖. From Fig. 3 it can be observed that players form three
major groups: (i) players mainly belonging to the novice archetype (upper right
corner), (ii) players mainly being considered melee focused but also sharing traits
of the ranged elites and to a lesser degree of novices (lower right corner), and (iii)
players primarily sharing characteristics of the mixed weapon elites and short
range archetypes (upper left corner) with some of them exhibiting characteris-
tics of either the novices, ranged elites, or melee archetype. The latter group also
accounts for the largest of the three groups in the investigated network. Players
sharing traits of four or even five archetypes are more uncommon as reflected
by the sparse area in the center of the figure. While this indicates specialization
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to a certain extent it is also apparent that players can rarely be attributed to a
single archetype.

7 Conclusion and Discussion

In this paper behavioral profiles have been constructed based on performance
telemetry data from the PvP activities of 10,000 players, randomly selected from
those who had played for at least two hours, of the persistent online FPS game
Destiny, using Archetypal Analysis. A five-cluster solution was found, which
showcases how performance-based profiling in the PvP component of Destiny can
be closely related to the choices players make with respect to which weapons they
use, as well as their relative skill, as expressed, e.g., via their kill/death ratios.
Each of the players can be expressed in terms of their degree of membership
to each archetype. The profiles have been embedded in a competitive player
network covering the almost 3.5 million players that the 10,000 are connected
to. The competitive network maps the tendency of people in Destiny to play
with the same people or random groups across the various PvP modes of the
game. In addition, a number of behavioral metrics has been examined in terms
of their distribution in the network, notably weapon use distribution, which is a
key indicator in Destiny as the main gameplay revolves around combat.

Future work will focus on evaluating player performance and network struc-
ture as a function of the number of players PvP matches. Initial dataset analysis
indicated a relationship between performance metrics and the number of matches
played. Furthermore, players tend to gravitate from using specific weapon classes
during early matches to other weapon classes after having played many PvP
matches. Both of these patterns will be verified and investigated in future work.
Furthermore, the current work developed profiles for 10,000 players in a 3.5 mil-
lion player network, and it is therefore an obvious next step to scale up the
profiling to all the players in the network. This would substantially increase the
sample size but also requires algorithms that scale well to such large datasets.
Finally, the visualizations presented here will be further evaluated and expanded
on, and a web-based interface developed which will target both game designers
and players of competitive multi-player matches for performance evaluation.

Acknowledgments. The authors would like to extend their sincere gratitude to
Bungie for making detailed behavioral telemetry from Destiny available.
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Abstract. Evaluating progression of players in a game can take a
variety of forms, but ideally combines playstyle or performance analysis
with one or more aspects of progression, e.g. through a level- or mission-
based structure. Furthermore, visualization of the results of analysis are
essential to ensure that action can be taken on them. In this paper behav-
ioral profiling through Archetype Analysis is combined with progression
analysis, expanding on previous work in the area, and extending it into
the context of Open-World Games. The proposed methodological frame-
work is applied to the case of the action-adventure title Just Cause 2,
focusing on the main storyline. The results show how players navigate the
content of the title, and how some playstyles remain constant through-
out the game, whereas others emerge or disappear with player progress.
Additionally, player performance as a function of progression is evaluated
across a number of key metrics.

Keywords: Game analytics · Progression · Playstyle · Player behavior ·
Cluster analysis · Visualization

1 Introduction

Progression is a key element of game design, vital to balancing, and therefore
an important focus of investigation in Game Analytics [16]. The concept of pro-
gression in game design can refer to a variety of components, however, adopting
the definition of Lopez [15], generally refers to a pattern of advance towards a
goal as well as the act of navigating towards the goal. This structure is impor-
tant in ensuring the user experience and player engagement. Progression ties
directly in with other elements of the game, including mechanics, rewards and
risk, difficulty/complexity, etc.

From a behavioral analytics standpoint, evaluating progression can be per-
formed in a variety of ways, but fundamentally combines performance analysis
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and measures of progression, e.g. through a level- or mission-based structure
[2,13,16–18]. The performance component can be developed in a variety of ways
depending on the involved number of behavioral features and the specific ques-
tions asked of the analysis. A commonly adopted approach is profiling, which
seeks to condense high-dimensional behavioral datasets into user profiles that
contain the underlying patterns of variance in the data. Towards this, a number
of studies have investigated approaches such as description, segmentation as well
as machine learning, for the latter notably cluster analysis [2,7,9,17,18].

Being able to analyze and visualize progression is notably important in large
development teams, where different stakeholders (designers, artists, program-
mers etc.) need to collaborate on constructing the indented progression ramp,
and the need for checking if the design intent is implemented across all of the
components of a game. Essentially the behavior of the player needs to be modeled
on an ongoing basis as the player navigates through the content of the game, and
results compared against design intent or combined with e.g. churn prediction
models. This is the case for all digital games, irrespective of their genre, design
or platform. A key element in progression analysis is acknowledging the dynamic
nature of gameplay and the impact this has on progression, i.e. that as long as
players are active, progression is taking place, either directly by moving through
the content of the game, or indirectly, by considering and thinking about how
to address particular challenges of puzzles. Progression inertia or even cessation
is one of the major sources of player frustration, and therefore not a desirable
situation [1]. Furthermore, visualization of the results of analysis are essential to
ensure that action can be taken on them [13,16,19]. In the work presented here,
behavioral profiling and progression analysis are combined towards evaluating
player progression and visualizing analysis results.

1.1 Contribution

In this paper behavioral profiling through the clustering with Archetypal Analy-
sis (AA) is combined with progression analysis, expanding on previous work in
the area, and extending it into the area of Open-World (or Sandbox) Games.
The proposed methodological framework is applied to the case of the major com-
mercial action-adventure title Just Cause 2, using the main storyline of the game
as a proxy measure of progression along multiple vectors. Results are visualized
using Sankey flow diagrams, which permit visual inspection of the patterns in
the behavioral data. The results show how players navigate the content of the
title, and how some playstyles remain constant throughout the game, whereas
others emerge or disappear as a function of player progress. Additionally, player
performance as a function of progression and player profile are evaluated across
a number of key metrics.

1.2 Just Cause 2

Just Cause 2 (JC2) is an action-adventure game set in an open-world environ-
ment, also commonly referred to as a sandbox game. Similar to other sandbox
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titles such as the Elder Scrolls- and Grand Theft Auto-series, it is characterized
by free-roaming gameplay in a large 3D environment, in the current case cov-
ering over 1000 square-kilometers. The game was published by Square Enix in
2010 and sold over six million units, retaining an active player base today. The
gameplay is reminiscent of other action-adventure third-person shooters, with
the player controlling the game protagonist as he travels around the Panau envi-
ronment whether to complete missions, explore, collect items, or just have fun
with the mechanics of the game. There are computer-controlled enemies every-
where, and a substantial part of the gameplay is combat-focused, which also
means that combat performance metrics are important for the current aim of
developing behavioral profiles.

A complete description of the gameplay of JC2 is out of scope of this paper,
but in brief, JC2 is set in the fictional tropical island nation of Panau. Panau is
ruled by a ruthless dictator. The player, taking on the role of Rico Rodriguez,
an agent for an outfit referred to as the Agency, is tasked removing the dictator
from power. This is done via progressing along different vectors notably the seven
Agency-related missions, as well as missions from a number of Rebel Factions
which helps wrest control from the dictators forces and into the hand of the
factions. At the end of each mission chain for each Rebel Faction is a Stronghold
mission, which form some of the most difficult tasks in the game. Upon comple-
tion of a Stronghold mission, the control of an administrative district is gained
by the local Rebel Faction.

Progression in JC2 follows a directed gameplay approach [15], where all
mechanics in the game are available from the beginning of the game, but that the
player is gradually encouraged to use and become familiar with the mechanics
of the game progressively. Overall, progression in the game towards reaching the
point where the dictator can be toppled, is determined by chaos, a measure of the
overall efforts of the player towards destabilizing Panau, whether through com-
pleting faction missions, attacking military posts, searching for and blowing up
status of the dictator, etc. Thus the overall chaos achieved by a player provides
a proxy measure of progress across the various progression vectors in the game.
Furthermore, Agency missions unlock with chaos progression. Throughout the
game, the player is via missions encouraged to navigate around Panau, which
can be done using a wide variety of vehicles operating in the water, on land and
in the air. Barring a few missions players can travel via any means they can
capture. The player also has a grappling hook and reusable para-sail/parachute
which can be used for aerial movement as well as in combat.

2 Profiling and Progression: Related Work

Behavioral profiling in games has been explored by a number of researchers
across academia and industry, providing a number of case studies showcasing
how profiling can be performed using different techniques and in varied game
contexts [4,7,9,10,14,16].

There are particular challenges associated with behavioral profiling in major
commercial game titles, notably related to volume, variety, and volatility [5].
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These problems have been approached using a variety of techniques from descrip-
tion and segmentation to machine learning. In the latter category, cluster algo-
rithms [8] and other dimensional reduction techniques have been broadly applied
across different game formats. Cluster analysis is an exploratory approach to
building behavioral profiles, and aims at identifying groups for players with sim-
ilar behaviors and identify the most important behavioral features in terms of
the underlying patterns in the dataset [4,6,9,14].

The work presented here forms an extension of earlier work on behavioral
game research, notably: Sifa et al. [17], who investigated player progression
in the action-adventure, single-player Tomb Raider: Underworld, and Drachen
et al. [2], who investigated player progression in the browser-based Massively
Multi-player Online Game (MMOG) Glitch. Sifa et al. [17] utilized Simplex Vol-
ume Maximization (SIVM) to develop behavioral profiles of the seven levels of
Tomb Raider: Underworld, finding some behavioral profiles to be present across
the levels, others to be present in only some of the levels. They noted that
the variations in the profiles present for a level appeared related to the spe-
cific challenges and gameplay of these levels. Drachen et al. [2] adopted a similar
approach, but focused on time rather than in-game segments. The authors devel-
oped profiles on the auction house behavior of players using k-means clustering,
and used Sankey diagrams to develop interactive visualization of the pattern of
players moving into and out of profiles across monthly time bins. This visualiza-
tion approach is adopted here. The work in the above mentioned publications in
turn rests on other research in game analytics focused on behavioral profiling in
games, e.g. [4,6,14].

3 Dataset and Features

The dataset was provided by Square Enix, the publisher of JC2. The data com-
prises complete play histories from over 5000 JC2 players who played the game in
2010. A vast amount of behavioral features were collected including the in-game
geographical coordinates for all player actions registered, as well as timestamps
for these events. The dataset contains a detailed set of metrics from the game-
play, e.g. the total kills, the total chaos gathered by the player, the kilometers
driven or the number of stronghold takeovers the player completed, and more.

3.1 Feature Definition and Pre-processing

The gameplay of JC2 gives rise to a huge variety of potential behavioral
measures, across spatio-temporal navigation, combat performance, progression
through the main storyline and numerous side quests to general exploration.
This means that progression analysis can target a number of dimensions in the
game, however, for all the free-roaming gameplay, JC2 features a central story-
line, experienced across seven Agency missions. Progressing along these missions
in turn require the player to reach specific levels of Chaos, which in turn means
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completing Rebel Faction missions and causing mayhem and destruction in gen-
eral, which means that the Agency missions work as a proxy for multiple vectors
of progression in the game, and it was therefore chosen to make these the vector
of progression in the work presented here.

In order to keep the profiling task manageable, a subset of features was
selected based on the core mechanics of the game, following the principles of
Drachen et al. [6], and the focus on the main storyline. This means for exam-
ple including measures of distance traveled and locations discovered, which
informs whether players focus on straight navigation between story points or
are exploratory in their behavior, as well as combat performance metrics such as
kill/death ratios (K/D ratio) and player death frequencies, and finally features
related to more advanced mechanics such as base jumping, stunt driver points
and the variety of vehicles used. The specific feature set chosen here does not
impact on the analytical framework, which can be employed for any feature-set
in any game context, but of course impacts on the kinds of conclusions that can
be derived from analyzing them [2,17]. The features are described in Table 1.

Table 1. Overview of the behavioural features used for AA

Feature Description

Total playtime Total time played until the completion of the corresponding
agency mission

Chaos/minute Chaos gathered per minute (Chaos increases by completing
missions, destroying buildings)

Kill/Death Ratio (K/D ratio), the number of kills the player has scored divided
by the number of deaths suffered

Kills/minute Number of kills the player has scored per minute

Deaths/minute Number of deaths the player has suffered per minute

Hijackings Number of times the player hijacked a vehicle

Base jumps Number of times the player used the game feature base jumps

Stunt driver points Number of points the player gathered by performing stunts
with vehicles

Stronghold takeovers Number of completed stronghold takeovers

Kilometers driven Distance covered by the player in kilometers

Locations discovered Number of discovered locations

Locations completed Number of completed locations

In further pre-processing, all players with scores outside the 1–99th percentile
were excluded from the analysis, in order to remove extreme outliers. Outliers can
in other contexts be the focus of study, but in the current case the most extreme
outliers were caused by faulty tracking and similar errors, and therefore excluded.
The behavioral features were normalized using regular variance normalization,
following the principles of [4,9].
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4 Analysis

We applied AA models to all seven agency mission bins. For each the optimal
number of clusters (k) was determined. To identify the number of clusters for the
AA, we analyzed the residual sum of squares for all k values less than or equal to
20 and chose the number of clusters by utilizing the elbow criterion. The residual
sum of squares indicated that the data consists of three main archetypes.

4.1 Progression Profiling via Cluster Analysis

Profiling game player behavior is an important practice in game analytics to
obtain insights about how players interact with the game [3,9]. Unlike the com-
monly used predefined-segmentation based profiling methods, clustering based
profiling approaches reveal more interpretable and actionable insights about the
game play behavior. Cast as low-rank matrix decomposition problems, many
clustering methods can be grouped under the same formalism for better compar-
ison. In this work we will concentrate on two factor decompositions as the meth-
ods we used here follow that scheme. That is, given a data matrix X ∈ R

m×n,
our aim is to find two lower rank matrices P ∈ R

m×k and C ∈ R
k×n such

that X ≈ PC. For the purpose of profiling, the factor matrix P contains the
prototypical players that define the profiles and are selected by special pro-
cedure enforced by the algorithm whereas the matrix C contains the mixing or
belongingness coefficients indicating how much a player belongs to the particular
profiles defined by P [3,9]. It is important to note that under this framework we
can categorize the algorithms with respect to their constraints. For Archetypal
Analysis [11] P is constrained to contain extreme vectors that are defined as
convex combinations of particular data-points whereas C is constrained to be
column stochastic. Additionally, keeping the stochasticity constraint for C, for a
more relaxed archetypal decomposition such as Simplex Volume Maximization,
P is selected to be a datapoint lying on the data-simplex [12]. For more informa-
tion about constrained matrix decomposition and clustering we refer the reader
to [3,9,17].

In this study we present a profiling analysis with two components: (1) Behav-
ioral profiling of the JC2 players via the application of archetype analysis (by
analyzing the resulting P-matrices) and the (2) generation of a Sankey diagram-
based visualization (by using the resulting C-matrices) for the temporal behavior
of the players across the defined profiles.

4.2 Player Profile Descriptions

The analysis with AA shows that the player profiles change over the different
missions. Archetypal analysis provides an indication of the number of clusters
between 4 and 6. Table 2 gives an overview of the distribution of the various
main profiles among the different missions. One particular player group (“Low
Performers”) stands out in mission 2–3.
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With AA we can identify eight main clusters, which appear and disappear
in different missions and can have slightly different metrics depending on the
mission-design. Average Player: This player cluster only appears in mission 6
and describes players with overall average values. Drivers: Players that drove
the most kilometers and also performed the most base jumps and black market
orders (cluster appears in mission 2). Elite Players: Players that played on
the highest difficulty level with the highest kill/death ratio, for the rest of the
features average values. They have an average exploration performance. In later
missions (3 and 4) they also have higher values in hijacking cars and stunt driving
points and less black market orders, base jumps (mission 5) and completed below
average faction missions and stronghold takeovers (missions 6) and have a small
number of kilometers driven (mission 7). Explorers: This player type is very
constant and can be observed in slightly different forms over all missions. This
cluster can be described as players with the slowest pace, a kill/death ratio above
average, but the least amount of chaos collected per minute. They hijacked the
most vehicles and discovered the most locations. In mission 2 they’ve already
played in average three times longer than other player types and collect most
stunt driver point. From mission 3 they have played at least twice as long as other
player types and completed far most faction missions and stronghold takeovers
and have discovered and completed nearly three times as many locations. Low
Performers: Players with the worst kill/death ratio of all player types and
most deaths per minute. Average values for the rest. One can also observe aver-
age or slightly above average performance regarding exploration and driving
(mission 3 –7). Low Performance Drivers: This cluster only appears in mis-
sion 1. Players with a fast pace, a very low kill/death ratio and most deaths per
minute, but collected a lot of chaos per minute. They drove with many different
vehicles and on average drove more kilometers than other clusters. Rushers:
This player group is also very constant and appears in all missions but mission
6. It described players that completed the game the fastest. They collected the
most chaos per minute, achieved a high kill/death ratio and the most kills per
minute. They care little about exploring the world and discovered and completed
the least locations (mission 3–5). Stunt Drivers: This group is only observed in
the first mission and describes players who collected the most stunt driver points,
drove with more different vehicles than the other player types, and also drove
the most kilometers. Skill scores pretty similar to player type “Low Performance
Drivers”.

4.3 Player Progression Along the Missions

Figure 1 gives an overview of various metrics, which can give the players feed-
back on their progress and/or their performance. Progress describes the a pre-
defined in-game metric to describe the actual progress along the game. K/D-ratio
describes the ratio between kills and deaths. In particular missions three and four
seem to be “rich of action”. In particular the last two missions seems to require
the players to drive a lot according to the average metrics Kilometers driven.
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Table 2. Overview of main AA types by missions (in %)

Mission

Type 1 2 3 4 5 6 7

Average Players - - - - - 44.57 -

Drivers - 2.27 - - - - -

Elite Players 19.00 - 3.69 6.15 12.43 21.71 14.74

Explorers 2.84 3.37 2.78 4.49 4.36 10.86 3.91

Low Performers 1.23 70.62 55.81 43.42 45.04 22.86 47.97

Low Performance Drivers 18.10 - - - - -

Rushers 56.23 23.74 37.72 45.94 38.17 33.38

Stunt Drivers 2.61 - - - -

(a) Progress (b) K/D-Ratio (c) Kilometers driven

(d) Stunt driver points (e) Locations discovered

Fig. 1. Player progression over the missions based on different in-game metrics

Stunt driver points can be collected by extreme driving activities. In particular
in early missions more new locations (Locations discovered) are discovered.

4.4 Visualizing Player Behavior Along the Main Story Line

Sankey diagrams consist of nodes, in our case our clusters, and links, the flow
of players between these clusters. The diagram was developed using an rCharts
implementation of the d3.js sankey plugin for the R language1. Hovering the

1 https://github.com/timelyportfolio.

https://github.com/timelyportfolio
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Fig. 2. Sankey Diagram based on archetypal analysis

mouse over any link or node shows the respective player count and information
about new and departing players. Figure 2 illustrates how players change their
playstyles (their player profile) over the seven missions and gives also a very good
overview of player-groups that stop, how they split in subgroups, or merge. As
an interactive visualization, Sankey diagrams are an powerful and easy-to-use
tool supporting different forms of behaviour analysis of players.

5 Results

Based on the performed analysis and visualizations different results with focus
on player behaviour along the game progress can be presented.

5.1 Player Behaviour over the Missions

The analysis clearly indicates variations in the player behaviours over the dura-
tion of the game, despite the consistent presence of the three main clusters
throughout all agency mission bins. Players do not remain in a single cluster
when they progress through the game, they move relatively freely across clusters
from agency mission to agency mission. While the dominance in the exploration
based features stays the same for the Cluster “Explorer”, the other features,
like the skill features change over the course of the main storyline from agency
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Fig. 3. How players change clusters along the main storyline: all players change the
cluster at least once

(a) Progress (b) K/D-Ratio (c) Total time played

(d) Stunt Driver Points (e) Faction Missions

Fig. 4. Player progression over the missions based on AA clusters

mission to agency mission. Another quite consistent feature for all three clusters
is the total time played, the “Explorer” cluster yields in the highest values of
total play time across the whole main story line.

How many profiles enter players on average over the course of the
game? The analysis indicates that all players change their in-game behaviour
along the storyline. As illustrated in Fig. 3 all players change the cluster at least
once. On average players enter 2.91 clusters over the course of the game.

How does in-game behaviour and performance change over the var-
ious missions? The analysis and the visualization clearly indicate that player
behaviour changes over the different missions, which is also due to the nature of
the mission design. The Sankey Diagram (Fig. 2) illustrates how players change
the player types along the course of the seven missions.
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How can we describe player behaviour of the different player pro-
files? Fig. 4 refers to different in-game metrics and how these metrics change
over the seven missions for the different main player profiles as described above.
Progress is a metric, which is in particular high for Explorers. Kill/Death-Ratio
is a distinct feature for Elite players. As illustrated in subfigure (c) the total
time played (in minutes) is particular high for Explorers. Starting from mission
2 they start to strongly separate from the other clusters. This value is very low
for Rushers. Stunt driver points are also very high for Explorers, but also for the
group of Drivers. Factions Missions are popular for Explorers, but interestingly,
only in Mission 6, also for the Low Performers and Elite Players.

6 Conclusion and Discussion

In this paper behavioral analysis has been presented for Just Cause 2, focus-
ing on the relationship between playstyle and progression in the game. It is to
the best knowledge of the authors the first time an OWG has been the focus
of progression analytics, and provides insights into the behavior of players in
these kinds of titles. The results and visualizations directly expand and refine
the approaches of [2,17] via combining OWGs, Archetype Analysis, Sankey visu-
alizations and in-depth exploration of key behavioral metrics. The progression of
the player clusters exhibiting similar playstyles has been explored across a num-
ber of behavioral metrics related to progression in an OWG, such as discovered
locations, K/D ratios or distance traveled. The approach provides a template
for similar analyses in other games for evaluation of behavior and game design.
Future work will explore different perspectives of progression and extend the
work presented here to other games. The work presented here focuses initially
on using the main story line of JC2 as a proxy measure of progression, expanding
to integrate other metrics. However, there are many viewpoints that could be
adopted on player progression in games. For example, progression can also mean
gradual acquisition and upgrading of weapons, developments of player skill, or
exploration of the environment. Similarly, in other games, progression is a view-
point that can be applied in a range of situations. Irrespective of the game and
the specific aspect of progression studied, it is a key aspect of game design and
vital to balancing. The work presented here combines profiling and progression
towards enabling the detailed evaluation of player progression.

Acknowledgments. The authors would like to express their sincere gratitude to
Square Enix for making the Just Cause 2 dataset available for analysis.
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Abstract. This paper investigates the effects of a shared gaze approach on
social presence in an online cooperative game. We explored how a shared gaze
visualization changes how players work together and form collaborative
strategies based on different combinations of gaze interaction and verbal com-
munication. Our study findings highlight the positive influence of a shared gaze
visualization on team cohesion and involvement towards increased perceived
social presence among cooperating team members. With our findings we want to
inform game designers with insights on the inclusion of gaze-based interaction
in remote gaming settings and whether this can strengthen the social bond
between players. Our approach aims at fostering social couplings in remote
collaborative gaming and investigates their potential to increase the connect-
edness between players.

Keywords: Cooperative games � Gaze-based interaction � Social presence �
Shared gaze

1 Introduction

Playing games is an activity that is embedded in social and situated practices [18].
Game experiences are often driven by a certain social context where the presence of
other players is an integral part of enjoyment. This results in social interactions between
players (e.g., coordination of actions or encouraging another player) that are deeply
rooted in natural human communication. In human-human collaboration gaze and eye
contact are crucial factors building the foundation for social interaction [10, p. 86] and
information flow [9, p. 67]. However, in remote settings, like online coop games,
typical interpersonal means of face-to-face communication (e.g., gaze, mimic, etc.) that
are prevalent in co-located gaming, are not or only limitedly present. These non-verbal
signals have an impact on social presence and manifest themselves in various ways like
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facial expression, gesture, head movement, body posture, etc., which are factors that
can also influence how players perceive each other in cooperative gameplay. This is
especially relevant in games that require players to act cooperatively in order to be
successful. In cooperative gameplay social interactions are often targeted at creating a
shared understanding of the current scene and to coordinate each other’s actions. We
argue that gaze interaction can play an important part in how such cooperative actions
are coordinated and thus, also influences social presence.

The approach discussed in this paper uses a game in combination with a shared gaze
visualization as a shared embodied resource in order to foster social presence and
connectedness between players. By giving the gaze of a cooperating player a “body” and
a representation within the game we aim at exploring this gaze-based interaction
modality as a means for collaboration. We argue that by providing a means of non-verbal
communication (i.e., a shared gaze visualization) within a game, even if not actively part
of the gameplay itself, a new layer of non-verbal communication for the players is
created, that can result in new forms of human-human collaboration in online games.

In this paper, we investigate the impact of a shared gaze on social presence in a
remote cooperative game setting. Further, we want to find out how a shared gaze
visualization changes how people collaborate (e.g., different strategies) and how it is
used in combination with other communication modalities like verbal input. We aim at
using gaze as a “moderator” and facilitator of cooperation, and use shared-gaze as a
way to create a coupling between players in order to foster a shared sense making
process towards increased social presence. With our findings we want to inform game
designers with insights on how and why the inclusion of gaze-based interaction in
remote game settings fosters the social bond between players.

1.1 Social Presence in Online Games

Several authors share the opinion that presence is composed of the three dimensions:
social presence, spatial presence, and self presence [e.g., 20]. As this work specifically
focuses on the social aspect of presence a more elaborated definition of the term shall
be given. The concept of social presence was introduced by Short et al. and defined as
“the degree of salience of the other person in the interaction and the consequent
salience of the interpersonal relationships” [17, p. 65]. The researchers claimed that
communication medium has an impact on the intimacy and immediacy. After Bulu [1]
theories based on the work of Short et al. explain that the level of social presence
increases as the communication capabilities of the medium increases, ranging from
text-based, to face-to-face media or to computer mediated communication. Following
Hudson and Cairns [6] social presence can be compared with the concept of “Shared
Involvement”, coined by Calleja [3]. Shared Involvement can be understood as a sense
of being with subjects in a common environment, whether that involvement is com-
posed of explicit communication, acting as a team, or by being aware that one’s actions
are taking place in a shared environment. Regarding the role of social presence in the
context of games Hudson and Cairns [6] emphasize the importance of social presence
by noting that social relationships between players as mediated by games (as well as
social presence as its foundation) have a significant influence on the gaming
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experience. This does not only apply to massively multiplayer games but also to
console & PC games (multiplayer, co-located play, etc.). Cairns et al. [2, p. 1069] state
that “playing socially is a prevalent and important aspect of digital gaming.” Fur-
thermore, several studies identified a correlation between a positive game experience
and a high degree of social presence and social interaction (e.g., [5, 14]).

1.2 Nonverbal Interaction and Gaze-Based Interaction in Games

Nonverbal communication manifests itself in a variety of forms such as facial
expression, gestures, paralinguistic, body language and posture, proxemics, haptics,
and gaze [4]. Several studies revealed that there is a relation between social presence
and nonverbal communication [8]. Mansour et al. [13] argue that there is a positive
relationship between the perception of social interaction (reciprocal processes in which
humans negotiate and regulate the quality of their relationships) and the feeling of
social presence in online multiplayer games. The authors note that the coordination of a
conversation within games (e.g., clarifying mutual goals, discussing strategies, tactics,
etc.) is a dynamic and complex process including exchanges of nonverbal communi-
cation. Their proposed framework shows that both verbal and nonverbal communi-
cation acts are two main components of social interaction among players. After
Mansour et al. [13] the application of verbal and nonverbal behavior helps players to
familiarize with their partners, fosters the management of the interaction flow and has a
positive influence on the feeling of trust among players. Manninen and Kujanpää [12]
suggest that an efficient combination of different communication channels enhances
interaction among players. By combining various forms of interaction players would
not have to rely on verbal communication alone, but have more flexible means in
representing themselves and their ideas. Further, Shahid et al. [16] investigated the
effects of mutual gaze on the game experience and perceived social presence during
video-mediated and co-present gameplay. Their results indicate that the absence of
mutual gaze dramatically affects the quality of interpersonal interaction in
video-mediated gameplay settings. Including mutual gaze interaction in such a setting,
on the other hand, leads to increased social interaction and mutual understanding
among remote collaborators. They argue for the inclusion of mutual gaze interaction as
an integral part of playful cooperative settings.

2 Contribution

Based on related research, we argue that there is much potential for gaze-based inter-
action in cooperative online gameplay. Research on gaze interaction is rather limited in
the context of cooperative online gaming. Besides using gaze as a substitute and as
enrichment for interaction we want to investigate whether the non-diegetic use of a
shared gaze visualization can support social interaction in remote collaborative game-
play. In contrast to other research, we see gaze communication as an integral part of the
gaming experience and explore its potential to be used as a means of explicit and implicit
interaction. Further, we explore how a shared gaze visualization changes cooperative
in-game communication and how teams appropriate the use and meaning of it.
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We aim at using gaze as an input method to foster social presence and enhance
team collaboration. We argue that by providing this additional communication channel
in an online co-op can potentially increase connectedness between cooperating players.
In that regard, the game acts as a mediatory artifact generating a social bonding
between the cooperating team of players. In a remote setting, typical human
face-to-face qualities and non-verbal communication (e.g., eye contact) is very limited.
Incorporating eye-based interaction during cooperative online play (in our case visu-
alizing another person’s gaze point on a player’s screen) can potentially enrich such
remote co-op settings. With our approach and gaze-based interaction concept we aim at
providing non-verbal information without distracting players but to support them in
their gaming activities and explore shared gaze as a subconscious and implicit means of
communication but also as an explicit tool for cooperation.

3 Experiment Description

In order to explore gaze-based collaboration in an online co-op game, we conducted an
experiment that investigates the effects of shared gaze visualizations on social presence
among the participants. The main idea behind the experiment was to visualize the
cooperating person’s gaze on the player’s screen and vice versa (see Fig. 1). We chose
the game Ibb & Obb [19] as a test bed for our experiment and gaze-based interaction
concept. Ibb & Obb is a 2D platformer that lets two players cooperate online to succeed
the different puzzle based levels. In this game, players have to coordinate each others
actions quite carefully to be able to finish the puzzles the game presents.

The experiment consisted of four conditions with varying communication modalities
for the cooperating players which were completely randomized to the participants
(i.e., randomized block factorial design): (1) no additional communication channels
(condition name: none), (2) verbal communication (condition name: voice), (3) gaze
(condition name: gaze), and (4) verbal communication + gaze (condition name: voice
and gaze). In conditions with shared gaze (i.e., condition 1 and 3), the gaze of the other

Fig. 1. Left side: Picture of study participant playing the game while eye tracking is used to
communicate with the other player. Right side: In-game visualization of gaze point indicated via
a black circle rendered above the actual game
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player (i.e., where the other player is currently looking at) was visualized in real-time on
the other player’s screen as a black circle (see Fig. 1, right picture). In conditions 2 and
3 participants could additionally communicate via online voice chat. After every playing
condition, participants filled out a questionnaire regarding social presence (see section
on Measures). The participant pairings played the levels of the game in ascending order
to assure that players are always confronted with an increasing level of difficulty. The
playing condition of every level was randomized for every participant pairing.

With this study experiment we wanted to investigate the following hypothesis:
With the integration of gaze interaction (i.e., the visualization of the other person’s
gaze) in online co-op games, subjects will experience an increased level of social
presence in comparison to a gaming scenario that is solely based on verbal and in-game
interactions. We argue that with shared gaze, players receive an additional communi-
cation channel that is either used consciously or unconsciously, but which in any case,
provides a means of non-verbal communication that is deeply rooted in natural human
face-to-face communication. This potentially effects social presence during online
co-op play and gives players a new tool to be used for e.g., in-game spatial referencing.

3.1 Participants and Procedure

The study was conducted at two separate research facilities. The sample consisted of 20
participants), age 21 to 37 years (6 female, mean age = 26.20, SD = 4.51). All par-
ticipants were either students of the University of Applied Sciences Upper Austria
(65 %) or research staff working at the University of Salzburg (35 %). Furthermore,
subjects represented a variety of disciplines of education having a background in
psychology, software engineering, or in digital arts. About half of the participants
(11 persons) share an affinity to play video games as they indicated to play games at
several times a week or daily, whereas only one participant stated to never play games.

Each evaluation session consisted of two subjects that played the game collabora-
tively in two separate rooms. The evaluation was divided into four parts based on the
previously described conditions (none, voice, gaze, gaze and voice). By choosing a
within-subject design, all participant teams had to play each of the mentioned scenarios
(play time limit for each condition: 5 min). The order in which the teams were assigned
to the conditions was randomized to limit the effects of the condition and game diffi-
culty. As a first step, the experimenter provided a short introduction to give an overview
of the overall procedure. After the eye tracking devices were calibrated the evaluation
part started with a sandbox level (“limbo” level with level selection) showing the basic
means of interaction. Participants were instructed about the setting and the game goals.
As the control scheme and the genre itself (i.e., platform game) were easy to compre-
hend, subjects had no difficulties to get into the game. When subjects confirmed that the
control scheme of the game was clear to them the experiment began. All subjects started
with the first game level of Ibb & Obb in conjunction with one of the four conditions,
followed by level 2, 3 and 4. After each level the condition was changed. For example,
team 1 started the experiment with level 1 and the gaze condition, while team 2 played
level 1 with the voice condition. This should enable players to get into the game
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(no steep learning curve), as well as make sure that at the beginning of the experiment
subjects were not confronted with too difficult game situations.

After every condition, participants were instructed to fill out the CCPIG question-
naire (see section onMeasures for a detailed description). After finishing all conditions,
participants had the possibility to give comments on the played conditions with a focus
on social presence and their experience with the gaze visualization, via a team interview
carried out by the experimenter. One experimenter was present during the whole study
and took notes on observations and participants’ interactions in every condition (i.e.,
how they used the gaze visualization and potential collaboration strategies emerging
from the gaze visualization). The procedure took between 50 to 60 min.

3.2 Technical Setup

The technical setup for our experiment consisted of two Tobii EyeX eye trackers
(http://www.tobii.com/xperience/) and two separate applications, one for data com-
munication and another one for gaze visualization on each player’s computer. The gaze
position of a player (i.e., X and Y in screen coordinates) was captured by the eye
tracker and visualized in real-time on the corresponding players screen “above” the
actual game. The communication between the eye tracking application on one player’s
side and the gaze visualization on the other player’s computer was realized via
Spacebrew (docs.spacebrew.cc), which is an open-source websocket-based prototyping
framework. In order to provide a smooth movement of the gaze visualization, we
filtered the gaze point values before sending them to the visualization application.
Figure 2 illustrates the overall technical setup.

3.3 Measures

To measure the social presence dimensions the Competitive and Cooperative Presence
in Gaming Questionnaire (CCPIG v1.2), which is a validated scale developed by
Hudson and Cairns [7], was employed. We decided to use this questionnaire, because it
specifically aims at exploring social presence in the complex social environments that

Fig. 2. Schematic of the technical study setup; Two separate applications sending and receiving
gaze data for visualization within the game on each participant’s side
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are team-based online games. It focuses explicitly on games and is not designed to be a
general measure for social presence across multiple media. The CCPIG is composed of
two parts: part 1 measures competitive social presence, which is the level of social
presence experienced by players towards their opponents. The second part measures
cooperative social presence, the level of social presence experienced by a participant
towards their teammates. The authors of the questionnaire note that it is possible to use
the two parts independently to investigate different kinds of games (competitive,
cooperative). Since the game of our evaluation features cooperative and not competi-
tive gameplay, we applied only the second part of the CCPIG. This part is made up of
two modules. The first module measures the perceived level of team cohesion (25 items
– example: “It was as much about the team as about my own game”), while module 2
measures team involvement (11 items – example: “The actions of my teammates
affected my thoughts and actions”). All items were rated on a five-point Likert scale
(ranging from 1 = “strongly disagree” to 5 = “strongly agree”). The internal consis-
tencies were acceptable to good with Cronbach’s alpha reliability estimates ranging
from α = .67 to α = .92 (cf. Table 1).

Table 1. Means, standard deviations, zero-order correlations, and Cronbach’s alpha reliabilities
(in the diagonal) of the studied variables

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12

1. Gender – –

2. Age 26.20 4.51 .19

3. Occupation – – .21 .80*

4. Playing
games

2.80 0.95 −.21 −.04 −.41†

5. Cohesion (1) 3.99 0.57 .11 .28 .16* −.19 (.92)

6. Involvement
(1)

4.12 0.46 .16 .39† .53* −.41† .70* (.86)

7. Cohesion (2) 4.54 0.27 .06 .54* .63* −.12 .24 .24 (.74)

8. Involvement
(2)

4.39 0.30 −.03 .55* .53* .04 .15 .16 .68* (.67)

9. Cohesion (3) 4.09 0.44 .30 .20 .39† −.22 .63* .60* .31 .41† (.87)

10.
Involvement
(3)

4.23 0.38 −.06 .22 .34 −.09 .72* .64* .26 .44† .75* (.85)

11. Cohesion
(4)

4.56 .031 .02 .16 .20 .11 −.06 −.03 .51* .71* .39† .30 (.82)

12.
Involvement
(4)

4.48 0.33 −.26 .03 .04 .06 −.12 .10 .25 .70* .20 .43† .74* (.79)

Note. N = 20. † p < .10, * p < .05.

Gender: 0 = male, 1 = female.
Occupation: 0 = student, 1 = employed. Playing games: 1 = never, 2 = occasionally, 3 = several times a week,
4 = daily.

1 = condition without gaze and voice, 2 = voice, 3 = gaze, 4 = gaze and voice.
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Apart from the CCPIG the evaluation also included an open interview at the end of
the test session in order to gain a deeper understanding of the game experience and how
participants perceived the gaze interaction. Participants were asked if the gaze visu-
alization was a helpful tool to interact with their teammate as well as how they used it
for communication. Additionally, the participants were asked if they felt their teammate
as being more present in conditions with a gaze visualization and if they had any
suggestions for improvements in regard to game design and the usage of the gaze
visualization.

3.4 Data Analysis

All dependent variables were normally distributed, meeting the requirements for
parametric analyses. Hence, data were analyzed by means of a repeated measure
analysis of variance (rANOVA) with the experimental condition (4 conditions) as the
within-subjects factor and the 2 indicators of social presence (team cohesion and team
involvement) as the dependent variables. To account for violations in sphericity, the
Greenhouse-Geisser correction of degrees of freedom was employed. Post hoc analyses
on mean differences between each pair of the four conditions were conducted using
Sidak’s method. The conventional level of p < .05 was used when evaluating the
results with regard to statistical significance.

4 Results

Table 1 reports the descriptive statistics and bivariate Pearson correlation coefficients
between the variables. As expected, participants experienced higher levels in social
presence in conditions with additional communication channels. Social presence was
highest in conditions where voice communication was possible (i.e., conditions 2 and
4). Gender was not significantly related to social presence, but age was associated with
higher levels in social presence, particularly in the voice condition. Moreover, the more
frequently participants were playing games, the less team involvement they were
experiencing in the condition without gaze and voice communication.

The results of the rANOVA revealed a significant main effect of experimental
condition, F(1.61, 35.70) = 12.42, p < .001, and a significant interaction effect
between experimental condition and the social presence indicators, F(1.88,
35.70) = 6.03, p = .006. Both effect sizes were large with part. ɳ2 = .40 for the main
effect and ɳ2 = .24 for the interaction. Thus, social presence differed significantly
between experimental conditions (main effect), and the effects of the experimental
condition were different for team cohesion and team involvement (interaction effect).
Figure 3 illustrates the results.

Although condition 3 (gaze) had higher ratings than condition 1 (none) post hoc
tests regarding the main effect of experimental conditions demonstrated that condi-
tion 3 (gaze) did not result in significantly higher social presence experiences as
compared with condition 1 (none), Mdifference = 0.11, SEdifference = 0.07, p = .613.
Moreover, condition 4 (voice + gaze) was significantly superior to condition 3 (gaze),
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Mdifference = 0.36, SEdifference = 0.09, p = .003, but not to condition 2 (voice), Mdiffer-

ence = 0.06, SEdifference = 0.05, p = .894. In sum, these results suggest that adding gaze
as a communication channel tends to have positive effects on social presence experi-
ences of players, however not significantly, which is contrary to expectations.

As far as the interaction effect is concerned, post hoc analyses revealed that the
effect of the experimental condition was stronger for team cohesion as the dependent
variable, ɳ2 = .44, than for team involvement, ɳ2 = .25. The differential effects of the
experimental condition on team cohesion and team involvement became particularly
evident when conditions 2 (voice) and 4 (voice + gaze) were compared with condi-
tion 1 (none): Team cohesion could be significantly improved by adding voice, Mdif-

ference = 0.54, SEdifference = 0.13, p = .003, or voice and gaze as communication
channels, Mdifference = 0.57, SEdifference = 0.15, p = .007. On the other hand, team
involvement was significantly higher when voice and gaze were added simultaneously,
Mdifference = 0.36, SEdifference = 0.12, p = .045; adding voice only tended to be superior
to condition 1 as well, but this difference failed to reach significance, Mdifference = 0.27,
SEdifference = 0.10, p = .090.

4.1 Qualitative Data Results

The qualitative data consisted of the answers from the team interviews as well as
observations and notes taken during the study. The notes were assigned to one of four
pre-defined categories (i.e., one for every condition) to gather the study observations in
a structured way. During the study the observing experimenter wrote down how par-
ticipants coordinated their actions (e.g., potential strategies) in every condition and
what instructions they gave to each other (e.g., either through gaze or verbal com-
munication). The observation data as well as the team interview after the playing
sessions was analysed according to the basics of qualitative content analysis [15] in
order to identify “common themes” and similarities among the participant teams in
every condition.
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Fig. 3. Means of Social Presence in the four experimental conditions (error bars represent 95 %
confidence intervals)
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The observations as well as the interviews showed that in conditions where voice
communication was enabled (i.e., condition voice + gaze and condition voice), voice
was the dominant information channel for the teams. Voice was used to negotiate
actions, coordinate planning, turn taking, potential hazards, avatar capabilities etc.
Further, teams also reported that they felt less verbal misunderstandings in the con-
dition that combined gaze and voice input. This suggests a positive effect of the gaze
visualization towards gaining a shared understanding among the team members. For
instance, when the teams encountered new, yet unexplored level areas, players stopped
their avatars, discussed and planned together, before executing the negotiated actions in
a cooperative manner (“I think you have to jump right up there and then I can reach
over here”). This step-by-step planning was supported by the gaze visualization as it
was used to draw paths showing the team member how to proceed and link verbal input
with spatial referencing. The more communication channels the teams had (within the
different conditions), the more “planning ahead” occurred. In contrast to that, the
condition with no additional communication channels (i.e., condition none) appeared to
be most prone to trial and error behavior of the teams.

During the interviews, 9 out of 10 teams reported, that compared to the condition
with no additional communication channels (i.e., condition none), conditions with a
shared gaze visualization made them perceive the other player as being “more present”.
They reported that they tried to use the gaze visualization as a tool for communication,
e.g., for pointing reasons to show the team member where to move. However, some
participants felt that using the gaze as a tool was too difficult, as the meaning of, e.g.,
potential movements and gestures drawn via the visualization, could not be negotiated
in advance with the teammate, thus, tended to be unclear to them. Further, the players’
gaze was naturally more focused on their own avatar, except when they tried to use the
gaze visualization as a tool for pointing and turn taking, in order to draw the other
player’s attention to something. The concept of perceiving the gaze visualization as a
mere tool and not as a representation of the other player may also explain why the effect
of social presence was not as pronounced as anticipated. Some players noted that it
would be a good idea to visually link the other player’s game character with the gaze
information. A detailed discussion on the design possibilities in this regard can be
found in Lankes et al. [11]. An issue participants had with the gaze visualization was its
“always-on” behavior. They felt a strong loss of meaning in the partner’s gaze visu-
alization as it was constantly visible, thus, making it hard to distinguish between
deliberate communication and unwanted inputs. In that regard, players highlighted that
for future iterations of the prototypes they would like to see both, their own and their
partner’s gaze visualized, a visual link between the avatar and the gaze information, as
well as having a way to activate/deactivate the visualization when necessary.

5 Discussion & Lessons Learned

Our study has shown, that gaze-based interaction bears much potential as an additional
layer of collaboration in games with shared gaze showing positive influence on per-
ceived social presence. We explored how the non-diegetic use of a shared gaze visu-
alization can support social interactions in a remote setting. It proofed to be a viable
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means for communication, however, it needs improvements to act as a useful tool for
explicit interaction and communication.

Gaze input needs affordances and activation strategies: In our prototype the
partner’s gaze was visualized in an abstract manner (i.e., via a black circle) without
giving the gaze point a semantic meaning within the game world. We did this in order
to explore how people react to this new interaction modality and how its use and
meaning will be negotiated by the teams themselves letting the players freely appro-
priate the gaze input towards facilitating common ground. However, a crucial aspect
towards making gaze a useful “tool” is to provide a certain affordance and meaning in
order to let the players know how and when to use it appropriately. This could be done
by, e.g., integrating the gaze point directly into the game world (e.g., letting avatars
react to the gaze point) to assure that there is no disconnect between in-game inter-
actions and player interactions. Additionally, one of the lessons learned from the study
was that players didn’t like the “always-on” aspect of the prototypes current imple-
mentation of the gaze visualization. Thus, we argue, that in order to be adopted as a
tool by players, we also need to design for meaningful and understandable ways of
activation of such a gaze-based interaction (e.g., the player can trigger the visualization
actively).

Gaze as an additional layer of communication supporting team processes: Players
used their gaze as a tool for communicating in situations that required e.g., exact
pointing, or as a substitute to verbal interaction to establish a shared understanding
between players and lessen the occurrence of misunderstandings due to potential
ambiguous verbal communication. The more communication channels the teams had,
the more negotiation between players was happening. This notion of gaze as an
additional communication layer could in turn help players to connect and communicate
with each other, e.g., in game settings where verbal input might be undesired but team
coordination is still necessary (e.g., cooperative mobile online gaming in a public
transport scenario).

Gaze as a subconscious non-verbal communication channel: Besides explicit gaze
interactions like pointing, we believe that players can also form a kind of subconscious
communication through an omnipresent gaze visualization of the other player. Over
time players could potentially learn to understand the gaze movements and resulting
gestures and intentions of another player, which could lead to a more integrated visual
“team language” and connectedness. If and how such implicit gaze-based communi-
cation is established between two remote cooperating players will be part of future work,
though. In that regard, we plan to do a study in a similar setup with more participants
over a longer period of time in order to investigate if such a shared gaze visualization can
be used and “learned” over time as a subconscious means communication.

Limitations: The questionnaire we used included many items regarding the players’
feelings of acting together as a team. We are aware that the game we used in our study
was already strongly based on working together as a team, which could have led to the
increases in team coherence and presence in the questionnaire data being not significant
among the different conditions. Although we found only little quantitative improve-
ment in social presence between gaze and non-gaze conditions, post-play interviews
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nonetheless indicate that subjects reacted positively to the inclusion of shared gaze,
particularly in conjunction with voice communication.

6 Conclusion

This paper reports on a study that investigated a shared gaze approach and its effects on
social presence and collaborative interactions in online cooperative play. We explored
different combinations of voice and gaze input as a communication channel for players
during a team-based game. Our study findings show that shared gaze can have a
positive influence on team cohesion and involvement, leading to players perceiving
their team member as being more present when their partner’s gaze is visualized.
Participants tried to use the gaze visualization as a tool for communication, e.g., for
spatial referencing, and described it as being a useful substitute to verbal communi-
cation. Based on our findings we argue, that shared gaze can foster social couplings in
remote collaborative gaming settings which in turn can contribute to increased con-
nectedness between collaborating players. The integration of such non-verbal inter-
personal communication qualities such as gaze, is yet an underrepresented and
underused design resource, but nevertheless, a promising direction for future game
designs.
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Abstract. This paper describes the evaluation of three different scenar-
ios in the fully immersive room-based virtual environment DAVE (Def-
initely Affordable Virtual Environment) and a head-mounted display,
the Oculus Rift. The evaluation focuses on comparing the two immersive
environments and three different scenarios (observation, emotion in a
roller coaster, and interaction) in regards to typical virtual-reality char-
acteristics, such as immersion, engagement, but also on cybersickness
and the overall experience. First results indicate the DAVE environment
better supports scenarios, which require the user to directly interact with
the environment. The roller coaster scenario creates stronger immersion
and a higher nausea-level, while the interactive task is more engaging in
terms of fun.

Keywords: Virtual reality · Immersion · Cybersickness · Oculus Rift ·
CAVE

1 Introduction

Over the last years, the potential of immersive virtual environments (VE) has
been described for various application scenarios. In particular the current trend
of affordable head-mounted displays (HMD) allows a wide range of users to
access different virtual reality (VR) applications. Such immersive experiences
are not only interesting for entertainment, gaming, and simulations, but also for
training and education scenarios [1,2].

However, in particular in learning and training applications different scenar-
ios often require different interactions and activities in the virtual reality. For
example, specific training tasks would require rich and realistic user interactions
(e.g. learning how to use a specific machine). Other tasks require more free-
dom in the environment such as the possibility to freely examine the objects
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and the environments. For other experiences often only the observation and the
experience of the virtual scenario is sufficient.

Different virtual reality devices and setups support different degrees of free-
dom, of immersion, and interactions with the environment. In a room-based fully
immersive virtual environment (such as a CAVE) users are still able to see their
own body and set in relation to the virtual world. It is possible to use additional
tools in a natural way (e.g. a map or a smart phone) and interact directly with
other users. Head-mounted displays support more flexible forms of experiences
and activities, for example show a different body for the user or trick the sense of
orientation. However, they often give users not the possibility to directly inter-
act with the environment, since the representation of the own body is missing or
poorly represented. Different forms of interaction are challenging, since consumer
HMDs only give a limited range of sensors for tracking the body [3].

To design rich learning and training scenarios in a virtual environment it is
not only necessary to focus on the different interactivities, but also to design
the experience with consideration of different virtual reality characteristics and
problems to create a sound user experience. This in particular includes immersion
and cybersickness.

In this work we present a first comparison of different activities (observations,
strong emotions, interactions) in two virtual reality systems (CAVE, Oculus Rift
DK2) with focus on typical virtual-reality characteristics, such as immersion and
engagement, but also on the potential issue of cybersickness.

2 Background and Related Work

Significant research and development efforts of different VR experiences have
discussed and shown the potential of immersive VR already very early [5,6].

2.1 Comparing Experiences in Virtual Reality Environments

Tan et al. [4] compare and evaluate gaming experiences in the Oculus Rift. They
used a Oculus Rift DK1 and a traditional computer with monitor setup to play
a first-person shooter game (Half-Life 2). The test persons had to play the game
on each system and then they answered two main question. Ten test persons
were participating. The first main question was about the experience using the
Rift compared to a standard PC setup. The second question was about what to
take care about when designing games for the Rift based on the findings about
the peoples experience. The study shows that most participants experienced
cybersickness 8 on a scale from 1 to 10 and that cybersickness only occurs on
the Oculus Rift. They say that: “cybersickness was a strong factor in modulating
peoples gaming experiences using the Rift.”

Kim et al. [7] compared three different VR Systems with two tasks for each
system (A 3× 2 study). The Systems used were a standard PC without any
VR elements, a HMD with limited peripheral vision and a fully immerse CAVE
environment (DiVE). The two tasks where a low stressful and a high stressful
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task where the participants had to find cards with a certain word-color combi-
nation. The difference was, that in the low stress task the color and name of
the words was congruent and in the high stress task they were not. Addition-
ally in the high stress version of the tasks, the participants were influenced by
averse simulations (loud noises, flashes and occasional tactile vibrations). The
study focused on cybersickness, presence, and emotional changes. Additionally
the time to find the cards was tracked and a galvanic skin sensor was used to
measure sympathetic autonomic arousal. The result showed, that there were
higher emotional arousal values in the DiVE and HMD compared to the desktop
system but there were also differences between the VR devices. In the DiVE
the emotional changes were mainly positive whereas with the HMD the effects
were negative. Overall the participants showed the highest SCR changes with
the DiVE, with the HMD the changes were moderate. In the end the findings
showed, that a CAVE like environment is best used to evoke happy emotions
whereas a HMD device is advantageous to evoke negative emotion. The desktop
system resulted in the smallest changes overall and moderate task performance.
This knowledge can be used e.g. in psychological studies because it gives insight
in which technologies are viable to use for which treatments. A HMD device can
therefore maybe be used to treat anxiety disorders.

2.2 Cybersickness

As VR-devices become more and more popular, there is still a big obstacle to
overcome to make it an enjoyable experience for everyone, namely cybersickness.
Cybersickness symptoms in virtual reality environments are similar so motion
sickness (e.g. nausea, disorientation, discomfort, vomiting). The sensitivity and
grade of cybersickness differs from person to person and thus is hard to keep
track of. Most studies rely on self-reported tests after using VR devices and so
it highly depends on every participant, how the results of the study develop.

Davis et al. compare the two HMDs Oculus Rift DK1 and Oculus Rift
DK2 [8]. In a follow-up paper Davis, Nesbitt, and Nalivaiko [9] introduce new
techniques to explicitly measure cybersickness. The idea is to create certain tasks
and actions that induce cybersickness and with help of these it would be possi-
ble to measure psychological conditions and objectively quantify cybersickness
symptoms. The paper also refers to older studies and sets different approaches
to measure this condition into contrast to find well suited ways of finding an
objective measurement. The study was held with 30 participants and with the
use of two different virtual roller coasters. With these two different coasters it
was possible to find relations between e.g. the level of detail, the level of user
interaction and the nausea condition of each participant.

In conclusion the study found, that the coaster with more complex real-
ism (Helix) causes a higher level of nausea offset compared to the other and
is therefore suggested for further studies regarding objective measurement of
cybersickness. Such studies are necessary to bring VR further to the possibility
of everyday usage because only with cost effective and objective measurements,
which still have to be found, this will be achievable [9].
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Polcar and Horejsi [10] compared three devices with a group of 45 stu-
dents. The devices were a regular PC workstation, a Stereoscopic projection
wall (CAVE, PowerWall, StereoWall) and an HMD (Oculus Rift DK2). After
the test participants had to fill out a questionnaire about cybersickness, their
symptoms, and the level of knowledge acquisition. The goal was to find a com-
parison of these devices. In the third part of the paper, they describe the effects
of virtual learning and cybersickness. In conclusion there found no big difference
of knowledge acceptance by doing a training exercise in reality or in a virtual
world. While different controllers did not have much effect on the results, a larger
display enhances the knowledge acceptance rate. In this study males achieved
a better performance at this task than females. This effect decreased when the
virtual environment was viewed on a bigger screen.

3 The Setting

For this study we used 2 ((a) Oculus Rift DK2, (b) DAVE) × 3 (tasks based
on (1) observation, (2) emotion, (3) interaction) experiment setup with focus on
comparing immersion, cybersickness, and the overall experiences.

3.1 Virtual Environments

Oculus Rift. The Oculus Rift is a Head Mounted Display developed by Oculus
VR since 2012. The first commercial version was released in March 2016. For this
paper the second pre-released developer kit (DK2) of mid 2014 was used1. In this
version the display has a full HD resolution which is divided vertically showing
the stereoscopic image for both eyes. Compared to prior HMDs the Oculus Rift
was able to increase the field of view to 110◦ by using lenses and adjust the
rendered images accordingly. An optical tracking system is used in combination
with an orientation sensor for the localization of the users head. A sitting and a
standing setup is possible but the range of movement is limited to less than two
meters because of the cable-based video transmission.

DAVE. The Definitely Affordable Virtual Environment (DAVE) is an immer-
sive projection room with three side walls and one floor projection [12]. The
projection screens are 3.3 m wide and 2.7 m high. (see Fig. 1). Stereo projectors
with HD resolution are updated at 60 Hz. Stereoscopic shutter glasses are used,
similar to the ones also known from 3D TV sets or 3D cinemas. In addition, an
optical head tracking system allows a correct parallax and creates an undistorted
view for the main user. Within the 3.3 by 3.3 m the user can walk around an
object to see it from all sides. A big advantage compared to most HMDs is the
very wide field of view. Such a CAVE provides a visually convincing immersive
experience and while allowing the user to see her own body.

1 https://www.oculus.com/dk2/.

https://www.oculus.com/dk2/
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Fig. 1. The DAVE: A four-sided CAVE-like immersive environment

3.2 The Implemented Scenarios

For the study three different scenarios (see Fig. 2) were implemented with the
goal to create three different experiences (observation, strong emotion, and
interaction).

Fig. 2. The three scenarios from left to right: complex model for observation, roller
coaster and catch-the-ball game

Task 1 (Observation). The first task was mostly focused on letting people
become familiar with the systems. It was just a stationary scene where the par-
ticipants had to find a certain object on a big model (see Fig. 3-a). Participants
had to move around to find the object. The difference between the task with the
Rift and in the DAVE was the object on the model they had to find.
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Task 2 (Emotion). This was the dynamical task where the study participants
had to take a ride in a virtual roller coaster once with the DK2 (see Fig. 3-b) and
once inside the DAVE. The users only had to sit on a chair and experience the
virtual ride. Afterwards they had to describe their feelings while riding. Some of
the test persons experienced quite a lot of cybersickness during this task but for
none it was enough to interrupt the ride. The task was exactly the same with
the Rift and in the DAVE.

Task 3 (Interaction). The last task was a dynamical scene where the study
participants had to interact with the virtual environment. The goal of this task
was to catch or deflect as many balls as possible in a certain time. The balls came
flying towards the user from a virtual canon. This task created mostly positive
reactions from all participants because it was much fun to play. There was no
difference between the task with the DK2 (see Fig. 3-c) and in the DAVE. In
both setups a Microsoft Kinect was used for detecting the users hands.

4 Preliminary Study

To evaluate the different scenarios we devised a study setup which should shed
light on the participants’ experience in the two virtual environment setups with
focus on different aspects, such immersion, nausea level, and engagement. The
tasks, as described above, were designed to cover activities focusing on (1) obser-
vations, (2) emotions, and (3) interactions in virtual environments.

In a first study we compared the two different virtual reality environments
with 8 persons. One environment was an HMD and the other one was the DAVE.
The participants had to do three tasks in each of these two virtual environment.
Before they started with task 1, they had to fill out a pre-questionnaire. After
each task they rated the immersion, nausea level, overall experience, and fun.
After completing all 3 tasks in the DAVE, they filled out a post-questionnaire
At the end they had to fill out the task questionnaire of part two and a specific
cybersickness questionnaire.

4.1 Participants

To evaluate the scenarios 8 participants (5 female) between 21 and 48 (M =
28.38, SD = 8.29) were recruited. After a first introduction, participants com-
pleted an pre-survey with demographic information (e.g. age, gender, profession),
experience with games and virtual realities. 6 participants are students. On a
Likert-scale between 1 (not at all) and 5 (definitely) the participants rated their
experiences in computer usage with a arithmetic mean of 3.13 (SD = 1.36) and
their experience wit video games with a mean of 2.0 (SD = 1.6). All of them
mentioned that they are not experienced with Virtual Reality. Only 2 play often
or relatively often computer games. 3 like playing video games. 4 have heard of
a CAVE/DAVE environment, 1 of them has already used one. 4 have heard of
the Oculus Rift, 3 have already used one.
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(a) Task 1 - Observation

(b) Task 2 - Emotion

(c) Task 3 - Interaction

Fig. 3. The three different tasks as rendered in the Oculus Rift DK2.

4.2 Setup

The virtual reality Oculus Rift Developer Kit 2 (DK2) and the DAVE environ-
ment as described in Sect. 3 were used for the evaluation. For the task design
the scenarios (Task 1: Observation, Task 2: Emotion, Task 3: Interaction) as
described in the previous section were used. Figure 4 illustrates the three tasks
in the DAVE.
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Fig. 4. The tasks in the DAVE; from left to right: Task 1 - Observation: The partici-
pants were asked to find a specific part of the machinery by observing the scene; task
2 - Emotion: The participants had to ride a roller coaster; task 3 - Interaction: In a
mini game the participants had to catch balls shot in a random angle at them.

4.3 Method

Immersion, Experience, and Engagement. To evaluate aspects such as immer-
sion and fun we used two different measures. (1) After each task we asked the
participant to rate immersion, fun, and if they have liked the experience on a
Likert scale between 1 (not at all) and 10 (very) to receive immediate feedback.
(2) After they have completed all three tasks for one device we asked them
to complete slightly modified version of the Game Engagement Questionnaire
(GEQ) [11]. GEQ is designed to measure engagement in games. It provides a set
of 19 questions (we used 18 for our study) to measure absorption, flow, presence,
and immersion. Since we measure the “game engagement” after the interaction
with each setup we are able to compare these values for the two different virtual
reality setups.

Cybersickness. As also described in [9] we used a subjective individual rating of
the participant’s perception of their nausea level to evaluate cybersickness. The
participants were asked after each task to rate their nausea level between “0 -
no discomfort” to “10 - feeling like vomiting”.

5 Findings

5.1 Experiences

Immersion. Participants rated their immersion level on a scale from 1–10 after
each tasks slightly higher in the DAVE. They rated in particular the rollercoaster
experience as immersive (see Fig. 5(a)). Looking at the GEQ (see Fig. 6) the
overall immersion-level in the DAVE is also rated higher compared to DK2.

Cybersickness. After each task the participants were asked to describe their
nausea-level on a scale between 0 - no discomfort” to “10 - feeling like vomit-
ing”. Figure 5-b gives an overview of the participants’ nausea level in the two
different virtual environment. The value was for both devices very high after
the Rollercoaster task (Task 2). The nausea level difference between DAVE and
DK2 indicates that this feeling is only slightly higher in the DAVE.



Evaluating Experiences in Different Virtual Reality Setups 123

(a) Immersion (b) Nausea level

(c) Experience (d) Fun

Fig. 5. Subjective rating of immersion, nausea level, experience, and fun after each
tasks - 1 (not at all) 10 (very)

Fun and Overall Experience. As illustrated in Fig. 5(c) the participants men-
tioned to like all experiences, but task 3 was rated highest. They also mentioned
to have most fun in the interactive experience (see Fig. 5(d)). Figure 6 illus-
trates the four main (absorption, presence, flow, and immersion) concepts as a
result the 18 different GEQ-questions. All engagement metrics were described
as slightly higher in the DAVE compared to DK2. In particular Immersion as
factor of engagement was rated extremely high in the DAVE environment.

5.2 The Tasks

7 out of 8 participants would prefer the DAVE over DK2 for the observation
tasks. Reasons for that were described as “more realistic interactions” or “better
graphics”. Participants rated the difficulty of finding the object in the DK2
(M = 2.5, SD = 1.41) slightly higher compared to the DAVE (M = 2.0, SD = 1.07).

7/8 rated their experience in the virtual roller coaster as a fun experience.
Three had a fear emotion at some point of the ride. Four would want to use this
simulation again. Two would prefer DK2 for this simulation (“movement more
realistic in DK2”), six the DAVE (“feels more real”).

On a scale between 1 (not at all) and 5 (very) participants described the
fun while playing the minigame with an arithmetic mean of 3.88 (SD = 1.25).
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Fig. 6. Game Engagement Questionnaire (GEQ).

6/8 would be interest in further developed versions of this game. 7 would prefer
the DAVE over the DK2 to play this game (“not so heavy glasses”, “display of
hands not realistic in DK2”, “hand movements more realistic in DAVE”).

6 Conclusion and Discussion

The presented study is designed as the beginning of many tests with this setup and
gives a first overview. Early results indicate, that a DAVE environment gives par-
ticipants more freedom in regard to body perception, small-scale movement, and
more realistic images. However, all tasks were mainly designed for small move-
ments in a limited space. While the roller coaster scenario (designed to create
strong emotions) gives participants a strong feeling of immersion and creates a
higher nausea level, the interactive playful task is rated as a more fun task.

Further studies should also include scenarios, which require participants e.g.
to travel distances. Also due to the small study setup and the natural differ-
ences between the two virtual reality environments (HMD vs. room-based virtual
environment) many key limitations are given. Given the current rapid develop-
ment of HMDs, it will be important to extend the current study with the latest
HMD-technologies and other platforms. Future studies investigating more spe-
cific emotions and different forms of interactions with a larger participant base
will extend the present findings.
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Abstract. The aim of the study is to propose a conceptual model which predicts
consumer videogame engagement triggered by the playful-consumption experi‐
ence of videogame-play. The proposed conceptual model is based on a review of
past literature on experience and engagement in videogame studies. Moreover,
this study employs the hedonic theory of consumption experience and the concept
of consumer engagement in order to conceptualize and operationalize the
construct of playful-consumption experience and consumer videogame engage‐
ment and accordingly, develops the conceptual model. Based on the conceptual
model, this study has drawn related hypothesis. This study is unique in its inves‐
tigation as it examines the idea of experience from the perspective of hedonic
theory of consumption experience and whereas, engagement is studied from the
previous work on consumer engagement. Besides, this conceptual model is new
in the field of videogame literature that examines consumer videogame engage‐
ment and playful consumption experience concurrently and this model also
predicts consumer videogame engagement that is provoked by the playful-
consumption experience of videogame play.

Keywords: Experience · Hedonic consumption experience · Playful
consumption experience · Imaginal experience · Emotional experience · Sensory
experience · Engagement · Consumer engagement · Consumer videogame
engagement · Cognitive · Affective and behavioral engagement

1 Introduction

The prevalence of playing videogames such as computer, mobile, portable and console
videogames, has been raised significantly in the past decade [1]. Due to the popularity
of videogame playing, the total consumers’ spending on games industry has increased
to $22.41 billion [2]. This prominent growth in the videogame industry has encouraged
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academicians to research on videogame related issues. One of the key issues in video‐
game literature that has much debated is exploring and measuring the consumer’s expe‐
riences, which arise from the interaction of a player, playing a videogame [3].

In similar vein, numerous academicians have investigated the concept of experience
in videogame studies; some of the studies have qualitatively explored the term experi‐
ence [4, 5] while, some studies have quantitatively measured the notion of experience
[6, 7]. The term experience has been studied through several theoretical constructs
“absorption and flow, presence, immersion and engagement, gameflow, immersion and
flow, presence, immersion, flow and absorption” by these studies [4, 5, 7–11] to measure
the subjective-experience of videogame-play. Moreover, the study has related the notion
of experience with immersion, which has been further explored in the application of
new technologies. For instance, immersive virtual environments in digital humanities
that further create a new human experiences by consuming the new media technology
like interactive immersive environments with videogames [12].

In literature, there are other studies [13, 14] that have investigated the subjective
experience of videogame-play but they termed as “game-engagement”. Authors of these
studies [13, 14] have used the following dimensions “presence, flow, immersion,
absorption and involvement” to measure the subjective game-play experience.

Doing a critical analysis of the past studies, the present study has found that the main
issue in the previous studies is, they have studied two different concepts (experience and
engagement) with similar theoretical constructs for instance; authors of the study [7]
have measured the subjective experience of videogame-play through these theoretical
lenses (presence, flow, immersion and psychological absorption) and named as immer‐
sion. Whereas, authors of these studies [13, 14] have measured the term “engagement”
in videogames as game-engagement and used the following theoretical dimensions flow,
presence, absorption, involvement and immersion in order to quantify the subjective
game-play experience. The same viewpoint has also been raised in the recent study [15]
in which authors of the study have stated that prior studies have applied the concept of
experience/immersion and engagement interchangeably to examine the subjective
game-play experience as well as player’s engagement in videogame playing. Another
issue in the previous studies [7, 13, 14, 16] is, they have restricted the construct of
experience and engagement to the use of only psychological dimensions presence, flow,
immersion and psychological absorption. Besides, these studies have ignored the impor‐
tance of studying behavioral elements in both of the constructs.

The main purpose of the study is twofold; first, this study considers engagement and
experience as a separate concept whereby, experience recognizes as consumer’s
consumption experience that occurs from the consumption of the product which influ‐
ences a consumer to further engage in the product [17, 18]. These studies have also
cleared the understanding between experience and engagement that consumption expe‐
rience comes before the engagement in the product. This viewpoint is consistent with
the following study [19] who has discussed in his study that consuming experience of
ambient media leads consumers to further engage in the ambient media.

Moreover, this study follows the viewpoint of [20] who added that engagement arises
from the experiences that come from the interactions of the main stimuli (product or
service) and therefore, this study attempts to propose a new conceptual model that
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predicts consumer videogame engagement triggered by the playful-consumption expe‐
rience of videogame play. Another objective of the study is to expand the conceptual
model through conceptualizing and operationalizing the construct of playful-consump‐
tion experience and consumer video-game engagement.

2 Literature Review

Experience in videogame studies is a multifaceted construct, which has been explored
and studied by several studies [4–7]. Among these studies, research done by [4] was
first study in the videogame literature, who explored the experiences of videogame-
players and defined such experiences as game immersion. In Addition, authors have
further categorized the definitional construct of game immersion into three sub levels
of experiences such as “engagement, engrossment, and total immersion”. Another study
by [5] who investigated the concept of immersion to understand the basic essentials of
videogame-play experience. The study resulted in three factors “sensory-immersion,
challenge-based immersion and imaginative-immersion” affecting the construct of
immersion.

Literature review reports that these studies [6, 7, 10, 21, 22] have examined the
experiences of videogame-play for instance; the following studies [10, 21, 22] have
considered the idea of experience as a multidimensional construct that comprises these
dimensions “imaginative and sensory-immersion, competence, challenge, annoyance/
tension, flow, positive and negative affect”. Based on these dimensions, authors have
developed and labeled a scale as game experience questionnaire (GEQ) for measuring
the experiences of videogame play. But, the questionnaire lacks empirical validation
[23]. In contrast to game experience questionnaire, these studies [4–7] have employed
the theory of immersion to develop the instruments such as “immersion questionnaire
[7] and game immersion questionnaire [6]” for describing the experiences of video‐
game-play. Moreover, immersion questionnaire has been developed through the efforts
of [7] in which authors have applied such theoretical constructs “flow, presence, cogni‐
tive absorption and immersion” to develop a scale for measuring the experience of
immersion in videogame-playing. While, another study [6] has employed the definition
of immersion [4] to develop a scale for “game immersion experience” which is intended
to measure the experiences of videogame-play. According to the study [4], immersion
is defined as “three sub-levels of experiences” such as “engagement, engrossment and
total immersion”.

Recently, the research done by [15] has debated that few studies have employed the
notion of experience/immersion and engagement in a similar manner to examine the
experiences of videogame-play. This can be supported by these studies [13, 14] who
have applied the term engagement to quantify the subjective experience of videogame-
play. Another interesting point that has been raised is, authors of these studies [13, 14]
have applied similar dimensions “flow, presence, absorption and immersion” to
measure the construct game engagement, which have already been employed in the
following study [7] to measure the experiences of videogame-play.
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A critical evaluation of past researches that have utilized the notion of experience/
immersion and engagement in videogame studies, the current study has found the
following issues for instance; first, the concept of experience/immersion and engage‐
ment have been used interchangeably to measure the subjective experience of video‐
game play [7, 13, 14]. Second, authors have applied similar theoretical dimensions
“flow, presence, absorption and immersion” to measure the experiences as well as
player’s engagement in videogame-play. Besides, authors have applied only psycho‐
logical dimensions in the construct of game engagement and experience/immersion.

To address the above stated issues, the next section aims to propose a unique concep‐
tual model that studies the concept of experience and engagement as two separate theo‐
retical constructs. In this conceptual model, the present study employs the concept of
experience from the context of hedonic theory given by [24] and whereas, engagement
from the work of following studies [25–27].

3 The Development of Conceptual Model and Study Propositions

The notion of experience was initially presented by [24] in the field of consumption and
marketing. Now onwards, the studying of experience has turned into a significant
component to realize consumer’s behavior [28]. Formerly, the researchers of marketing
and consumer field, have applied the idea of consumption in only purchasing decisions.
But, this viewpoint of the consumption, has been extended by the study [24] who has
introduced the experiential features of the consumption. Moreover, a study [29] has
contributed that a researcher can investigate the idea of consumption in terms of buying,
usage and disposal. In similar vein, the following studies [30–32] have also added that
consumption experience occurs in numerous ways for instance; when consumers are
looking for a product, when consumers purchase the product or acquire any service and
lastly, when consumers make use of the product or service. Among these consumption
experiences, the present study is mainly interested in investigating the consumption
experience that comes from the use of the product. Applying the concept of consumption
experience in context of videogame-play, the consumption experience is assumed to
achieve through the playful-consumption of a videogame product because a study has
added that “playing a videogame is truly as experiencing a videogame” [33]. Moreover,
researchers [34, 35] have considered the act of playing a videogame or consuming
videogames as “playful-consumption experience”. This is due to the reason that playful-
consumption experience affiliates to intrinsically motivated consumer behavior that is
usually done for its own benefit. Such consumption experience of videogame-play,
further facilitates the videogame-consumers to experience a variety of hedonic elements
relating to videogame-play such as imagination, emotional responses and multisensory
attributes [35, 36]. Furthermore, these hedonic elements “imagination, emotional
responses and multisensory attributes” come under the umbrella of hedonic consump‐
tion. Authors of these studies [24, 37], have defined hedonic consumption as “those
facets of consumer behavior that relate to consumers’ emotive-responses, imaginary
and multi-sensory aspects in using products”. Besides, according to [24], videogame is
one of the hedonic product because, the consumption of a videogame product as
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“playful-consumption” involves consumers’ emotive-responses, imaginary and multi-
sensory aspects.

In the following studies, researchers have further operationalized and categorized
the hedonic consumption experience into three main experiences, explicitly, imaginal,
emotional and sensory experiences [24, 38]. Imaginal experience states about mental
events of visualizing things that are not considered as real and such visualizing is
internal, personal and unspoken [39]. Hedonic consumption is connected with imaginal
experience as a product has the potential to help consumers imagine actions that they
want [24]. While, emotional experience denotes to emotive states that consumers expe‐
rience with respect to particular activities. The following research [24] has added a
product has the ability to arouse consumers’ emotional state and therefore, emotional
experience is linked with hedonic consumption. The last experience that is tied to
hedonic consumption is sensory experience. Whereas, the study [24] has defined sensory
experience as “the receipt of experience in multiple sensory modalities comprising sense
of touch, sight, and sound”.

In earlier debate, the study has defined and operationalized the term experience as
“playful-consumption” from the perspective of hedonic consumption theory given by
[24]. However, the term engagement is less defined in the above studies and therefore,
the next debate will shed light on the concept of engagement in videogame.

The current article studies the concept of engagement in videogame literature as
“consumer videogame engagement”. This study takes a theoretical support from the
following studies [18, 25, 26] in order to define and conceptualize the concept of
consumer videogame engagement. According to the authors, “engagement is a multi-
dimensional construct which is subject to a context-specific expression of relevant
cognitive, emotional and behavioral dimensions”. Moreover, the study by [18] has
further promoted that the process of engagement exhibits due to having two-way
communications among the engagement-subject like “consumer/customer” and a
specific engagement-object like a product, service or a brand, which finally helps in
generating consumer engagement levels in terms of consumers’ cognitive, affective and
behavioral engagement. As a result of these definitions given by [18, 25, 26], this study
defines consumer videogame engagement as “A psychological state that triggers due to
two-way interactions between the consumer and videogame product, which generates
different level of consumer engagement states (cognitive, affective and behavioral)”.
According to the definition of consumer videogame engagement, the construct of
consumer videogame engagement is further conceptualized as three main states of
engagement comprising cognitive, affective and behavioral engagement.

In spite of the fact, consumers gain playful-consumption experience through the
consumption of a videogame product as “playing a videogame”. Such playful-consump‐
tion experience refers to the notion of hedonic consumption experience, which relates
to consumers’ imaginal, emotional and sensory experience in the videogame-play. A
study [40] has further added that this kind of experiences (playful-consumption experi‐
ences) are so interactive and co-creative that consumers get engaged cognitively, affec‐
tively and behaviorally in playing more videogames. On this basis, the present study
proposes a unique conceptual model as shown in Fig. 1 that predicts consumer video‐
game engagement in terms of consumers’ or video-gamers’ cognitive, affective and
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behavioral engagement triggered by consumers’ or video-gamers’ playful-consumption
experience in terms of their imaginal, emotional and sensory experience.

Fig. 1. Predicting consumer videogame engagement triggered by playful-consumption
experience

3.1 Conceptual Model

The following proposed conceptual model explains that when consumers play a video‐
game, they actually get an experience of playing which is termed as playful-consumption
experience. Playful-consumption experience is further categorized as imaginal experi‐
ence, emotional experience and sensory experience. This is consumers’ playful-
consumption experience that further motivates consumers to engage into videogame
playing. This engagement is coined as consumer videogame engagement in the proposed
conceptual model. The consumer videogame engagement is further classified into
cognitive engagement, affective engagement and behavioral engagement.

3.2 Study Hypothesis

According to the proposed conceptual as shown in the Fig. 1, this study develops the
following hypothesis.

Imaginal experience has a positive significant impact on cognitive engagement.
Imaginal experience has a positive significant impact on affective engagement.
Imaginal experience has a positive significant impact on behavioral engagement.
Emotional experience has a positive significant impact on cognitive engagement.
Emotional experience has a positive significant impact on affective engagement.
Emotional experience has a positive significant impact on behavioral engagement.
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Sensory experience has a positive significant impact on cognitive engagement.
Sensory experience has a positive significant impact on affective engagement.
Sensory experience has a positive significant impact on behavioral engagement.

4 Conclusions

This study took an initiative to consider the concept of engagement and experience in
videogame studies as a distinct construct and these constructs cannot be employed
interchangeably to understand and examine the experiences of videogame-play as well
as players’ engagement in videogame playing. This perspective can be well understood
from the work of [30–32] who defined that experience exits when customers consume
the product or service and whereas, the state of engagement comes from such experi‐
ences that consumers have had with the consumption of a product [20]. Applying these
concepts in the videogame context, experience is recognized as consumers’ playful-
consumption experience that gains when consumers consume the videogame product as
“playing” a videogame on any platform. When consumers find such playful-consump‐
tion experiences as co-creative and interactive, then such experiences further provide
consumers a kind of interface, whereby consumers become engaged in the videogame-
play [40]. Therefore, this study has proposed a unique conceptual model that predicts
consumer videogame engagement triggered by the playful-consumption experience of
videogame-play.

5 Contribution and Future Research

This study contributes to videogame literature in several ways for instance; this study
is first to employ the hedonic theory of consumption experience in the field of videogame
studies, to examine the playful-consumption experience, namely, imaginal, emotional
and sensory experience in videogame-play. Secondly, this study differentiates between
the concept of experience and engagement in videogame studies because, previous
researches [7, 13, 14] have applied the concept of experience and engagement inter‐
changeably to examine the player’s experiences and engagement in videogame play.
This study further contributes to the past studies that experience comes first then such
experiences further influence consumers to get engaged in the videogame-play. More‐
over, this study employs the definition of consumer engagement that has been mentioned
in the following studies [18, 25, 26] to conceptualize consumer videogame engagement
in videogame literature. The new perspective of engagement as “consumer videogame
engagement”, brings new insights in the previous studies [13, 14] that have studied the
notion of engagement in their studies. Thirdly, all previous work in the field of video‐
game literature, especially on measuring experiences [6, 7, 10, 21] as well as engagement
[13, 14], are scarce to simultaneously examine the notion of experience and engagement
within a model, which the current study addresses in the proposed model that predicts
consumer videogame engagement triggered by playful-consumption experience of
videogame play. This study is conceptual in nature and therefore, future study is warrant
to validate the proposed model and the study propositions. Moreover, future work is in
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progress to develop a scale on playful-consumption experience and consumer video‐
game engagement.
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Abstract. Scaling the number of supported users for Massive Multi-
User Games (MMOGs) allows more users to experience its content
together. Supporting this capability needs consider the chain of all com-
ponents that constitute the system between the client software of any
two users.

A large body of research has been created over the last decades on
the problem of dividing the resultant workload of a MMOG to specific
nodes in a cluster of server. Connecting clients to the most appropriate
server of this cluster is as important. Clients will place widely varying,
dynamically changing requirements on processing, storage and network
bandwidth resource on the MMOG.

We propose a novel mechanism of assigning clients to servers in a
MMOG as part of an load balancing effort. It allows the optimization of
resource utilization while being able to handle overload situations in the
face of high avatar density and adapt to change over time.

Keywords: DVE · MMOG

1 Introduction

Managing the amount of processing, memory and network resources to provide
the platform for any MMMOG follows the proven divide-and-conquer approach.
Trying to scale up the number of players that can play the game concurrently a
long list of bottlenecks have to be considered and overcome. The following work
is part of a larger effort to create a complete MMORPG system that (a) will
allow the creation of a single virtual environment with support for far more
than 100k concurrent users; (b) will provide a non-stop service with no planed
down-time, (c) will handle component failure (hard- and software) with minimal
service degradation; (d) will allow unparalleled level of flexibility of the contained
environment.

Prior publications have targeted the partitioning of the actual server work-
load, the resultant storage requirements and the aggregate network bandwidth
that is required for the communication between the components (see [1]).
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The platform presented, QuP, will support a high number of concurrent players,
as it allows large (>20) clusters of servers to maintain a single, continuous game
environment.

QuP will also support a high local Avatar Density (the number of avatars in
a given space), as it allows the same spatial area to be maintained on more than
one server. This may lead to the next bottleneck: sending environment updates
to the client computer, as this connection is usually the weakest link. To provide
a minimal reduction user experience while greatly reducing the amount of change
messages needed, we introduced Dynamic Budget Based State Aggregation [2].
While the concept is a generalized one, will it mostly benefit from situations that
are present in may MMOs, where crowds of people or blocks of military units
are moving in a similar fashion. Their action can easily be described as a group,
with massive reduction of required messages.

QuP and DyBuBSA both benefit from an optimal assignment of clients to
servers in order to group information about avatars that are in spatial proximity
to a small subset of the whole cluster, idealy to a single server. This is due to
the pre-fetching and pre-processing nature of both techniques. Client Assignment
(CA) is a NP-complete problem [4], if encompassing a grouping problem it is
even NP-hard [7].

Many existing solutions to CA in MMOGs are very application dependent.
In many large-scale games, they range from the primitive, as in MMOBA-type
(Massive Multiplayer Online Battle Arena) games like World-of-Tanks or Star-
Craft, where very small groups of players (usually 4–40) are grouped into a large
number of world instances. These instances only exist for a short time (usually
less than 60 min) while a single battle lasts. MOBA CA usually follows a few
computationally simple rules to group players of similar strength in order to
optimize the entertainment value of the game.

In MMO-RPGs, the assignment is often done via a static shard selection (e.g.
World of Warcraft). This selection may be changed by the user, if the vendor
allows it. The selection usually is subject to capacity planing by the service
provider. These shards, or replicated instances of the virtual world can than be
distributed statically to pre-planed server instances.

When attempting to construct a MMOG that models a continuous or at
least connected space, in which all users interact in a single, integrated, contin-
uous environment, the CA is more difficult to pre-plan and requires constant
monitoring and update while the game is running. To increase the number of
concurrently supported players within the world, MMORPGs often used zoning
to partition the game population together within the game world. Unfortunately
this often fails to support scenarios, where the whole population gathers explic-
itly to partake in a single event (e.g. massive battles in EVE online [3]).

We present a MMOG platform that is able to separate the spatial location of
the avatar within the game environment from the Game Server (GS) to which
it is assigned (e.g. QuP [1]).

Within it, large synergistic effects may be gained by grouping avatars in
spatial proximity on the same server while avoiding overload situations before



Avatar Density Based Client Assignment 139

they develop. To minimize the required network traffic further, we introduce a
method to reduce the average number of replicas of games objects on the GSs.
We aim to achieve this goal by attempting to group avatars of similar Areas of
Interest (AoI) on the smallest subset of servers as possible. To handle overload
of a single server, QuP does allow for the same spatial area of the game to be
represented by more than one server, albeit with a certain amount of additional
network overhead.

Striking a balance between tight grouping and avoiding overload is the task
of the Client Assignment Manager (CAM).

2 Related Work

A number of approaches to partitioning the client population prior to assigning
them to servers have been discussed by commercial vendors as well as scientific
publications. Most commercial vendors opt for primarily static or pre-computed
assignment.

A wide range of work has been done on the subject of load distribution and
load balancing. Most publications propose the partitioning of the game world
and thus the avatar population. These partitions are then assigned to servers
within the system. [13] proposes to assign one region to one server, with the
region being partitioned further into cells, which can be ceded to other servers in
high load situations. The load information of each server are regularly submitted
to a central load collector server. As [8] observes, the cells are only moved to
neighboring servers and global state is not considered, thus underutilized servers
may be ignored since they are not adjacent to the server in overload. To order
to address these shortcomings, [8] proposes a hybrid approach in which the load
is shed not only to neighbors, but appropriate servers are also chosen from a
global set.

The work in [10] approaches load balancing via linear optimization, looking
not only at server processing load, but the required communication overhead
among the servers as well. The aim is to distribute the load evenly among servers
while minimizing communication at the same time. They construct a graph based
on the Area of Interest (AoI) of each avatar, connecting the graph when the AoIs
overlap. [11] improve this by using an ant colony optimization algorithm, but
also showed that there is a minimal size of avatar population and server cluster
that limites the cost efficiency of more complex load balancing approaches.

[4] does not attempt to distribute load evenly, but rather to ensure that
pre-defined levels of Quality of Service (QoS) are met by each server. These
QoS include CPU utilization, network bandwidth consumption. They propose
an appropriate partitioning and merging scheme.

Static partitioning is the state of the art of many commercial online games,
but does not match the dynamics of an MMO-RPG. [5] investigate a number
of algorithms and their fitness for approaching optimal distribution of clients to
server. They show linear programming to be able to provide an optimal solution,
but also that the required cost of computation is prohibitive for practical use.
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[15] show that all the other algorithms are costly as well. In [6] they propose a
method that uses a simulated heat flow model, based solely on local information.

All above approaches assume that all client connections and thus avatars
produce a similar load and thus partition the avatar population by partitioning
the environment space. A different approach is taken by [12]. Here a server is
focused on the avatars that are assigned to it. The scheme first sorts the avatars
by the number of AoIs they are present in. It then repeatedly moves the most
interesting avatar, until a number of iterations is reached.

[9] states that regions do not reduce the inter-server communication to a suf-
ficient degree. Instead they favor a simple load balancing scheme. They propose
the use of a NAT-Server between server and client and the use of standard load
balancing methods like round-robin. The proxy approach is also proposed by [14]
to isolate the region-to-server assignment from the client-to-server assignment.

3 Requirements

As this work is based on QuP platform for large scale MMOGs, the AoI of each
avatar is represented by its view box, an Axis Aligned Bounding Box (AABB).
The CAM should group the assignments to the game servers according to the
spatial grouping of their avatars within the virtual environment. This is expected
to allow a reduction of retrieved state and subsequent state update messages to
a given server as multiple avatars will access the same pre-fetched object and
environment data through a local lookup rather than costly remote query.

The CAM must also ensure that the CPU load on a given server is within
acceptable parameters. As the load created by a single client connection can
vary widely, this will require feedback from the GS. Available main memory and
network bandwidth must be considered as well.

Based on the requirements, we derive the following cost function to govern
the client assignment. The client will be assigned to the server that will return
the minimal value from the cost function below:

cost(a, s) = w0 ∗ −g(a, s) + w1 ∗ Load(s) − w2 ∗ MemFree(s) (1)

For an avatar a and the serve s the function g(a, s) will calculate the Grouping
Factor (GF). The GF represents similarity of the AoI of the new avatar to the
AoI of the avatars that are already present on a given server. It is assumed that
most of the objects in the AoI of the other avatars have already been loaded and
that further updates on those objects will be relevant to both the existing and
the new avatars. The actual computation of the GF will be discussed in Sect. 4.

Memory requirement is not given as the percentage used, but the amount
of remaining memory instead, so that servers having large amounts of memory
remaining are favored, regardless of their total amount of memory. w0, w1, w2

are weights to control the priority of the potentially contradictory requirements
of maximizing the grouping factor and not surpassing limits on CPU load and
memory utilization. Network utilization is not considered as separate parameter
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here, as it directly relates of the grouping factor. More fine grained modeling on
this may be an area for further study.

As the avatars move over time, the client assignment must be able to track
validity of the calculation results over time. This may lead to the need for a
reassignment of clients to new GS over time. Also any CAM solution should
be able to scale with the MMOG to support a user population far in excess of
100k concurrent users, including the resultant churn, expected clustering of user
log-in and number resultant number of GS.

4 Proposed Solution

We propose calculating the grouping factor, using a heat map. To construct the
heat map, the virtual environment is partitioned into a set of blocks of equal
size. This is similar to partitioning of the actual game environment into micro
cells [5], but we use these blocks only for the grouping calculation. Due to the
architecture of QuP, this is done in three dimensions. The diagrams below are
restricted to two dimensions for the benefit of illustration only.

As the AoI of an avatar governs which objects in the game have to be pre-
fetched to a server, we use the view boxes and their overlap to determine the
grouping factor when considering a server for assignment.

(a) Viewbox overlap and
resultant heatmap for
server A

(b) Heatmap for server B (c) Combined heatmap
for servers A and B

Fig. 1. View box overlap

Each block holds a set of servers that serve at least one avatar whose view
box overlaps with the block. A tally of the number of intersecting view boxes is
kept, as shown in Fig. 1c

In QuP and the LB all object coordinates are within a norm cube (0 <=
x, y, z < 1). This cube is partitioned into n blocks per axis. For each block
(identified by it coordinate between 0 and n-1) and each server, T (x, y, z, s), a
tally of avatar view boxes that overlap this block is maintained. This allows the
calculation of the grouping factor for each server in a block.
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As each client is requesting a server assignment, the view box of the avatar
is queried from the world state (maintained by the QuP servers). As the server
is chosen, its tally is updated in each of the blocks that the clients view box
intersects with. As a server is considered to cover the view box of an avatar
even if the view box only intersects the spatial area covered by the server, this
method forms an overestimating heuristic. It allows the computation of the GF
used in Eq. 1.

4.1 CAM Components

The CAM is partitioned into two different components: the Load Balancer (LB)
and the Server Monitor (SM). In our experiment we only used a single LB
instance (for further scalability see Sect. 7). One SM is assigned to each GS. See
Fig. 2 for communication links and integration into the full system. The actual
CAM components are shown in darker color.

As the central component, the LB holds the actual heat map and meta infor-
mation on the known servers and the previously assigned clients. The Authen-
tication Server queries the LB to receive a server assignment. The LB in turn
maintain a lease on the client-server assignment to update the tallies for the heat
map. This lease will be confirmed if an acknowledgement messages is received
by the LB. This message will sent by the server once the client has connected
to it.

The LB continuously monitors the servers for any messages send to it. This
may either be heart beat messages by the server or responses to a client assign-
ment requests. Should a server not have sent any message longer than a con-
figurable threshold, it is considered dead and will be removed completely from
the state of the LB. It may be reintroduced only by administrator command. If
there are pending assignments that have not been confirmed yet, they are rolled
back in the heat map as well.

The SM running in each GS will inform the LB of any successful client
connections. As the avatars move through the environment, the SM will track
which heat map regions are being covered and uncovered by the shifting view
boxes of each avatar. The list of changes is reduced by applying inverse operations
(e.g. the number of new avatars in a region is subtracted from the number of
avatars that have left the region). The resulting difference list is sent to the LB
in regular intervals.

4.2 Base Grouping Factor

The assignment algorithm has to weigh between placing an avatar on a server
that already covers a spatial region or placing it on a new server to avoid over-
loading the former server. There are two special cases to consider when selecting
servers for the client: (a) empty servers (i.e. without any clients) and (b) server
whose covered area does not intersect with the avatar view box. Empty servers
will not only occur after starting the system, but can also result from avatars
congregating on small spatial areas of the game, leaving others completely empty
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and thus the corresponding servers idle, as reassignment incrementally groups
the avatars on fewer and fewer servers to optimize the grouping factor.

Both cases are similar, in that they result in a grouping factor of 0, as no
view boxes overlap. The client assignment would only be controlled by the CPU
and memory resource utilization values.

We propose to use a grouping factor for empty servers, that represents the
state in an idealized game, containing only equidistant avatars that are evenly
distributed among the servers. For this we calculate a Distance value (for a world
in 3 dimensions) from an ideal field count to an average field count of the actual
servers in the running game:

IdealF ieldCount = g0
P 3

ServerCount
+ g1

UsedF ields

ServerCount

The heat map is split into precision P, given as the number of regions per
dimension g0, g1 are weights so that (0 < g ≤ 1, g0 + g1 = 1). The weights
represent the balance between two objectives: the even partitioning of the whole
virtual environment among the servers and the even distribution of the regions
already used among the servers. The optimal values are application specific.

From the ideal field count, a distance value can be computed.

Distance =
3
√
IdealF ieldCount − 3

√
AvgFieldCount

2
∗ 1
P

As a large distance would be bad for grouping avatars, the grouping factor
for empty servers is g(a, s) = −Distance

All server that are neither empty nor have a server view box that overlaps
with the avatar view box are considered in turn for assignment by setting the
cost to the Manhattan Distance from the fields that contain the avatars view
box. The position of a given non empty server is calculated for each field it is
assigned in.

4.3 Reassignment

After each avatar is assigned to a server, it is likely to move through the virtual
environment. Thus the grouping factor of the servers will deteriorate over time.
To counter this, our approach supports a protocol for client reassignment. Exe-
cuting this protocol produces a small overhead. Reassignment may result on a
negativ impact on the user experience, even if only for a limited time. Thus a cer-
tain amount of hysteresis is required to regulate the frequency of reassignments
of a given client connection.

In order to track the quality of each assignment, as well as to monitor a
user session, the LB maintains a (lightweight Erlang) monitor process for each
connected client. In regular intervals, each process is activated in order to recal-
culate the server assigned to the client. Should the calculation result in a different
server, the client is reassigned.
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As the new avatar will shift the aggregate view box of the newly assigned
server, the probability of assigning the same server on the recalculation increases.
If needed, an additional weight against reassignment could easily be applied to
the calculation.

The server will notify the LB when the client has disconnected. This will
remove the monitoring process for the client session.

If the distance is greater than a pre-set threshold, a client reassignment
process will be triggered. If the assignment results in a different server, the
re-connection protocol is executed (see Fig. 3b).

The LB will also re-check the assignment of each avatar after a pre-set inter-
val. This will slowly, but continuously, improve the assignment in the face of
avatar movement. While this will regularly query the position of the avatar from
the QuP subsystem, it will not suffer the very large bandwidth requirement of
tracking each position change of each avatar.

A further method of initiating an assignment reevaluation will be triggered
by the server directly. If it detects insufficient CPU, memory or bandwidth
resources, it will send an emergency signal to the LB to trigger immediate assign-
ment re-evaluation.

The reassignment protocol will notifiy the new server to start pre-fetching
all object data required by the avatar. Then the client is informed by the old
server of the need to switch. The message will include the contact details of the
new server as well as a token string that allows the client to authenticate to the
new server.

5 Experiments

We have implemented a prototype of each of the component’s shown in Fig. 2.
For the tests, the AS and the game clients were replaced by a test server in order
to isolate the LB for measurements. Also, the LB was configured to contact a
special QuP mock server in order to separate the time required for computing the
server assignment from the time for the QuP look up. The mock was pre loaded
with the position of the avatars, provided no redundancy and was co-located
with the LB on the same maschine.

The test were done on three PC type virtual machines. The VM manager
was configured to allow full CPU utilization during the test. The systems where
running Erlang version OTP 18 on Ubuntu Linux.

Tests reflect the three types of avatar distribution introduced by [10]. We
consider them sufficient representations of avatar behaviour in an MMOG. The
distributions were adapted to three dimensions as supported by QuP. All avatars
are place in a norm cube. Skewed distribution was set to 60 % of avatars in a cube
occupying the lower 0.3 of each dimension; clustered set to 75 % of the avtars
being in 10 evenly distributed groups; the remaining avatars were uniformly
distributed in the whole environment.

Two test series with 10,000 and 100,000 avatars were set up. The heatmap
was partitioned with a precision of P = 10 blocks per dimension. The smaller scale
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Fig. 2. proposed timadorus architecture

test was conducted with only three servers in order to allow manual verification
of the assignment. The larger one to test the time requirements based on the
number of clients previously assigned. The larger scale test used seven servers
to inspect the increase of computation time for an increased number of avatars.

Increasing P results will an cubic increase the memory requirements of the
LB. We assume that P = 10 will partition the space sufficiently to effectively
distribute clients to a number of game servers in the order of 10 to 100. Any
installation that outgrows this, would should have enough resources to support
much higher values of P.

(a) (b)

Fig. 3. (a) Reply times for all distributions, P=10, (b) Reassignment process
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Fig. 4. Avatar grouping (P=10, 3 servers, 1000 avatars)

6 Results

Figure 3a, shows the 99.9th percentile for the time elapsed from a placement
request being sent to reply given by the LB. It uses P = 10, thus 1000 blocks.
The measurement does not include the network communication to the QuP
servers. We observe a constant time requirement once the data structures have
been filled.

Figure 4 shows the distribution of the avatars to three servers in the smaller
scale test environment for each of the three distributions.

7 Conclusion and Future Considerations

We have shown that, in combination with QuP [1] and DyBuBSA [2], our app-
roach to client assignment provides the needed capabilities to drastically scale up
the number of supported concurrent users in an MMOG with a single continous
game environment, or distributed virtual environment in general.

For a given set of servers, the load balancer will return an assignment in
constant time, regardless of the number of avatars currently active. The only
prerequisite is a sufficient amount of memory to maintain the heatmap, but this
is constant and can be controlled by the number of blocks per dimension.

The quality of the assignment will improve the utilization rate of the pre-
fetched data on the target server in the normal case. The worst case, if data in
the LB has drifted too much, an less than optimal assignment is given, further
increasing the drift distance. If a sufficient drift distance has been detected, a
reassignment will be initiated for all avatars concerned.

Sub-optimal assignments will only cause the CPU, memory and bandwidth
resources of the server to be depleted at a lower number of client connection
compared to the optimal case. For a given number of expected supported client
connections, this will either require more GS nodes to be started, or the maxi-
mum number of supported clients will be redcued. For the clients already con-
nected, even in the face of sub-optimal assignment full quality service will be
proved.

The reassignment process will minimize the impact on the user experience,
but may create small interruptions as the network connection is switched from
one server to another.
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When scaling up the system, the number assignment requests and reassign-
ment protocol messages will increase with the number of connected game servers
and the number of clients connecting to the system concurrently. This will result
in an increased network bandwidth requirement placed on the LB. Access to the
data structure that holds the heatmap and its ancillary data may pose a bot-
tleneck, since it is held on a single compute node and not replicated. It receives
updates sent by the monitor processes of each server, as well as all the client
assignment requests. More importantly, creates a single point of failure for the
whole system with regards to connecting new users and the continuous improve-
ment of the resource utilization for the already connected clients.

We intend to undertake further work on eliminating this source of system
failure and to support even larger user bases. One possible method is to use a
Distributed Hash Table (DHT) to maintain the heat map in a small set of servers,
as the changes to the map are generally small and localized. The authentication
server would contact the LBs in a round robin fashion. Thus the ASs can itself be
duplicated and contacted by the clients in a round robin fashion themselves. The
re-calculation processes and possible re-assignment processes can be separated
onto further server nodes as well.
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Abstract. The emerging Cloud Gaming Service provides highly acces-
sible video gaming experience. However, in term of the gaming qual-
ity, Cloud Gaming is not competitive to rival with traditional gaming
because of network constraints. Especially, 3D game contents streamed
as encoded video sequence is suitable in a network environment, but
the resulted lower graphic quality may not meet client’s demand. There-
fore, we propose a Hybrid-Streaming System that aims at improving
graphic quality delivered on Cloud Gaming. By utilizing available render-
ing power from both Cloud Server and client’s PC, the system distributes
rendering operations to both sides to achieve the desired improvement.
Quantitative results show the improvement of graphic quality from the
proposed method, as well as reducing server’s workload and attaining
acceptable network bandwidth consumption.

Keywords: Cloud Gaming · Hybrid-Streaming · Graphic quality

1 Introduction

The emerging Cloud Gaming Service envisions an intriguing future of providing
million clients with novel and highly accessible gaming experiences. By leverag-
ing reliable, elastic and high-performance computing resources, Cloud Gaming
shifts the intensive workloads of game processing from client’s device to pow-
erful Cloud Server. In its simplest form, which is shown in Fig. 1, the actual
interactive gaming application is stored at the Cloud Server and gets executed
once requested. The rendered game scenes are then streamed back to the client’s
device as encoded video sequence over a network. At the client’s side, the control
events input from devices such as mouse, keyboard, joystick are recorded and
sent back to the Cloud Server for the manipulation of game logics.
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Fig. 1. Brief Structure of Cloud Gaming

The on demand feature of Cloud Gaming benefits both clients and game
developers by easing the possible incompatibility issues between gaming software
and hardware environment. Therefore, it has been not only an active topic both
in industries [6] and research fields [7] in recent, but also a new area which
possesses tremendous market value [5].

However, a challenging objective of developing a sustainable Cloud Gam-
ing service is to maintain and improve client’s Quality of Experience (QoE),
as network constraints play critical roles in affecting the system performance
[3,4]. In general, interaction delay and graphic quality are two significant crite-
ria that determine client’s QoE. In Cloud Gaming, rigid real-time responsiveness
is demanded in order to achieve good enough QoE [2,7], so currently most related
researches focus on alleviating interaction delay [1,9]. On the other hand, find-
ings from a conducted subject test show that clients are sensitive to changes
in graphic quality and smoothness during gameplay, which implies that graphic
quality notably affects QoE of Cloud Gaming as well [8]. Furthermore, alongside
the advancement of in-game visual effects and high resolution display, client’s
demands for gaming with more realistic graphics on their devices are uprising.
However, in term of graphic quality, there is an obvious gap between traditional
local rendering and Cloud Gaming’s streaming encoded video, which the graphic
quality is degraded from the original.

With this consideration, this study aims to enhance graphic quality delivered
on existing Cloud Gaming system. Especially we address the use case of PC,
which is not necessary to be a significant powerhouse, but rendering-capable to
a certain extent. Based on the two existing streaming methods which will be
introduced in later section, our approach is to allocate available rendering power
at client’s side to achieve the improvement of graphic quality. Furthermore, the
distribution of rendering tasks also mitigates server’s workload as well.

2 Existing Techniques

In general, two major streaming methods are used in Cloud Gaming: the Image-
based Streaming and the Instruction-based Streaming. These two methods differ
from each other in how the game contents are delivered from server to client.
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2.1 Image-Based Streaming

In the Cloud Gaming environment adopting the Image-based Streaming, the
game logics, which drive the progression of gameplay, are manipulated accord-
ing to the client’s inputs received by the server CPU. Afterwards, graphics are
rendered through a dedicated Graphic Processing Unit. The rendered game con-
tents are then encoded into video and streamed back to the client’s device. Up on
receiving the encoded video, the client’s device decodes the contents and finally
shows the corresponding frame on the display.

One advantage of Image-based Streaming is that the encoded video, in term
of bandwidth consumption, is suitable to be streamed in a general network envi-
ronment. Normally game contents are streamed as 720p video, while the quality
can be raised to 1080p in a faster network environment. Another advantage is
that since decoding can be processed by using low-cost decoder chips which
are massively embedded in client’s device, this approach is ideal for running
on resource-constrained devices. Therefore, given the wide availability of this
method, most commercial Cloud Gaming service providers apply Image-based
Streaming to deliver game contents.

On the other hand, GamingAnyWhere is the first and the only available open
source Cloud Gaming platform [7], which is based on the structure of Image-
based Streaming. It is designed to be highly extensible and customizable that
allows user to extend the capabilities of the platform with ease. In this research,
Cloud Gaming, in general, refers to the system utilizing Image-based Streaming.

2.2 Instruction-Based Streaming

As for the Instruction-based Streaming, after game logics are processed at the
server, every API call to perform the corresponding rendering task is intercepted.
The intercepted API functions, or referred as graphics command, are compressed
and sent to the client’s device. Together with the graphics command, related 3D
data such as geometry mesh and texture are streamed to the client’s device as
well. Soon after the arrival of the data, game rendering according to the received
graphic commands is processed on-site at the client’s device.

The biggest advantage of Instruction-based Streaming over Image-based
Streaming is the preserved original graphic quality, as the actual rendering is
operated at client’s device. Furthermore, without the heavy burden of 3D graph-
ics processing, Cloud Server is more effective at simultaneously handling more
clients’ requests. However, it requires client’s device to be not only compatible
with the delivered 3D graphics command, but also powerful enough to process
high quality rendering, thus indicating less availability than the Image-based
Streaming.

3 Hybrid-Streaming System

The goal of this research is to enhance graphic quality based on the structure
of Image-based Streaming. As such, our proposed solution is to integrate the
mechanism of Instruction-based Streaming to achieve the desired improvement.
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Fig. 2. Data Flow of Proposed Hybrid-Streaming (Color figure online)

This Hybrid-Streaming System, which stands for adopting both the stream-
ing methods, distributes partial game contents to be streamed as graphic com-
mands and rendered locally at client’s PC. Simultaneously, it maintains partial
rendering tasks at Cloud Server and the corresponding contents are streamed as
a video sequence. The improvement of graphic quality is mainly contributed by
the portion of game contents rendered at client’s PC. Furthermore, by offloading
some rendering tasks to client’s device, server’s workload is mitigated as well.

3.1 System Structure Overview

Figure 2 presents the overall structure of the Hybrid-Streaming System. The
blue boxes indicate the original data flow of Image-based Streaming which our
Hybrid-Streaming System is based on, while the orange boxes refer to the addi-
tional features for achieving the whole system.

Within the system, how the final representation of game contents is corre-
spondingly composed from the products of two different streams is an important
objective. It largely depends on the way of splitting game contents at the server.
By comparing the depth value, all the objects are separated into two groups, the
upper layer which contains shallower objects (closer to the client’s view), and the
lower layer which contains deeper objects (further away from the client’s view).
Considering that the contents delivered through Image-based Streaming result
in video frame without any depth factor, the game contents represented in this
form should be treated as the background. For this purpose, objects belonging
to the lower layer are streamed as a video sequence, which undergoes the original
process of Image-based Streaming. On the other hands, objects belonging to the
upper layer are streamed as graphics command. Therefore, as soon as the ren-
dering operation is completed at the client’s PC, the products can be overlaid
on top of the background filled by the contents from Image-based Streaming.
The graphical representation of the final product is indicated by Fig. 3.

In the following subsections, the data flow of Image-based Streaming is
explained by exploring GamingAnyWhere (GA), which is the open source Cloud
Gaming platform that our work is based on. Furthermore, the additional features
for achieving the Hybrid-Streaming System will be introduced as well.
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3.2 Structure of GamingAnyWhere’s Image-Based Streaming

In GA, the data flow refers to streaming audio and video frames from the server
to the client. Here we focus on the graphics data manipulation throughout the
data flow, which is indicated as the blue boxes in Fig. 2. After the game source is
processed and rendered at the server, a designated video capturer implemented in
GA is triggered to capture the contents in a polling manner. The captured data
is then buffered and encoded by a customizable encoder module. Afterwards,
the encoded video frame is delivered to the client through the network. At GA’s
client module, only the packets representing the most currently encoded video
frame is buffered at the decoder. Once the video is decoded, the buffer is cleared
for the next frame. On the other hand, audio streams and control inputs from
client’s device are the other two main streams that affect the overall gaming
experience, but they are not the focus of this research. Compared with graphics
data, these two streams consume significantly less network bandwidth in the GA
structure.

Fig. 3. Graphical representation of constructing the final output from two streaming

3.3 Additional Features

For achieving the Hybrid-Streaming System as shown in Fig. 2, features including
splitting the game contents, Instruction-based Streaming, synchronizing the data
from two streams and arranging the final output are mandatory.

Splitting the Contents. In order to distinguish if an object belongs to the
upper layer or the lower layer during the game processing, it is necessary to
dynamically intercept API calls to graphic library and looks for the most updated
z-value of each object’s center point. A threshold of z-value is defined for classi-
fying which layer the object belongs to, and it can be defined by the developer
to handle different in-game scenarios.

Contents’ Processing Prior to Streaming. After the lower layer object is
rendered at the server, it undergoes the normal process of Image-based Streaming
of GamingAnyWhere, as mentioned in last subsection.

As for the Instruction-based Streaming, the intercepted OpenGL instructions
that correspond to render the upper-layer objects are overridden for not sending
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to the server’s GPU, but instead packetized for streaming to the client’s PC.
Considering that usually the same sequence of graphic commands are routinely
called for performing a particular task, we encode the sequence as a fixed code
which indicates the corresponding task. As such, rather than delivering every
native OpenGL instructions individually to client, streaming a light-weight code
with other necessary parameters can maintain smaller overhead.

Furthermore, regarding the other graphic data such as objects vertices and
textures that potentially incur heavy network load, a copy of such data is
streamed in advance and saved at the client’s PC prior to actual gaming. There-
fore, during the actual gameplay, only the graphics command set, which include
the code and parameters, is streamed to the client’s device and hence, reducing
the overhead as well. The streaming through the network is based on a normal
TCP connection, which is separated from the one of Image-based Streaming.

Data Synchronization. Synchronizing the data of two streaming is another
critical design objective. In our Hybrid-Streaming System, the latest graphics
command which is for rendering the upper layer objects is buffered and updated
in every game processing cycle. Whenever GA’s source capturing is triggered,
the most currently buffered graphics command together with the related para-
meters is packetized and streamed to the client. After the graphics command
is sent to the client, the buffer is cleared and continues for the next iteration
of API interception. Since the contents of the two streams undergo separated
TCP connection, a precise global time stamp is appended to the respective head-
ers during the packetization. The global timestamp is for the client module to
recognize the same-frame contents from the two streams.

Final Arrangement at Client’s Device. After the video is decoded from
Image-based Streaming, an additional step is to assign a suitable depth value to
the video frame for maintaining the corresponding contents to be always at the
back of the locally rendered objects.

For the on-site rendering, a parallel running thread is responsible for receiving
inputs from Instruction-based Streaming and decoding the contents afterwards.
Based on the decoded code which represents a particular rendering task, the
corresponding sequence of graphic commands is called and assigned with the
received parameters. As such, local rendering at the client’s PC can be per-
formed.

Finally, the embedded global timestamp is checked for the confirmation of
the same-frame contents before updating the next game frames. Once the con-
firmation is made, the game frame, which is composed of the locally rendered
objects’ overlaying on top of the video frame, is updated on the client’s display.

4 Implementation

Based on the Image-based Streaming structure of GA, we implemented a proto-
type to simulate the output of our system, which allows us to achieve the current
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main goal of evaluating the graphics quality. At this stage, graphic commands
together with related parameters are streamed directly from the source of demo
application. At the client side, the corresponding 3D objects are then rendered
based on the received instructions together with necessary texture data which is
saved at client’s device in advance.

4.1 Instruction-Based Streaming

The current Instruction-based Streaming sends 3D graphics command directly
from our created demo application which is OpenGL-based. At the client module,
a separated thread for requesting graphic commands was developed. This thread,
which operates in parallel with the original GA’s thread for decoding video
sequence, periodically sends requests to server for the latest graphic commands.
Furthermore, a lock is used to synchronize the contents from the two streams.

As for the construction of 3D graphics command, a sequence of OpenGL
instructions which are responsible for a particular function is represented as
an ID. Functions here refer to changing the object’s location, rotation, scale,
environment lighting effects or camera positions. For the corresponding rendering
operation to be performed properly at the client side, the data that should be
packetized includes Object ID which indicates the object to be rendered, the
Function ID which refers to the function to be performed, and the set of related
parameters. In addition, multiple functions can be aggregated into a single packet
by simply putting the function set, which includes the parameters, one after
another. The current packet layout is designed only for the minimum required
data in this preliminary implementation, as it can be adjusted for adopting more
patterns in favor of more complex gaming application.

4.2 Arrangement at the Client Module

After decoding the received video frame, the contents of lower layer are mapped
as a texture on an OpenGL-based rectangular-shaped polygon, which represents
the background objects of our final output. By setting a suitable depth value for
this polygon object, the background contents are always further away than any
locally rendered 3D objects.

As for the contents of upper layer, the client module decodes the correspond-
ing packetized graphic command sets. Afterwards, OpenGL functions are called
accordingly to render the objects into a buffer, which also contains the polygon
object representing the background contents.

Finally, once the buffered products are requested for updating the next frame
on the display, the locally rendered 3D objects accordingly overlay on top of the
background contents.

5 Measurement

As for our current primary goal, we compared the graphic quality of the pro-
totype Hybrid-Streaming System to original Image-based Streaming system of
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Fig. 4. Demo Application

GamingAnyWhere. Besides, we also preliminarily evaluated graphic card usage
and network load on both systems. Considering that using existing game software
as test case is sophisticated for the prototype stage of the system, we instead
created a simple interactive demo application for evaluation.

5.1 Demo Application for Current Evaluation

Figure 4 shows the OpenGL-based demo application, in which three jet-fighters
are presented. The main background, which includes the scene of mountain land-
scape, is the base element that is always classified as a lower layer object, which
represents the background contents at the client side. Therefore, it is always
delivered to the client by Image-based Streaming.

In addition, the location of all the jet-fighter objects can be explicitly defined
in the demo, so we can also conveniently classify if the object belongs to the
lower layer or the upper layer. For example, in Fig. 4, the two closer jet-fighters
can be classified as upper layer objects, while the further one together with the
landscape background is streamed as encoded video. Moreover, it is convenient
to add more 3D objects in the scene, which enables us to perform testing under
more complicated scenarios.

5.2 System Environment

As for the environment setup, the server machine is equipped with an Intel Core
i7 4770 K 3.5 GHz CPU, a Nvidia GeForce GTX780 graphic card and 16GB
system memory, running on a 64-bit CentOS Linux system. On the other hand,
client machines include a Laptop A (2.6 GHz Intel Core i7 CPU, Nvidia GeForce
GT750M with 16 GB system memory) and four Laptop B (2.1 GHz Intel Core i7,
Intel HD Graphics 4000 with 8 GB system memory). Each machine is installed
with a pre-compiled GA modules. The Image-based Streaming of GA is set to
stream the demo application at the resolution of 1280× 720. The testing was
conducted within a campus network environment.

5.3 Procedure of Measuring Graphic Quality

Referring to previous researches related to Cloud Gaming, Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity (SSIM) are measured to evaluate the
graphic quality. PSNR refers to the ratio between the signal and the noise intro-
duced by compression, with a typical range between 30 and 50 dB. On the other
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hand, SSIM is an index for determining the similarity between two images, which
the value is ranged from -1 to 1. Both metrics are same in the way that the higher
the value is, the better the graphics quality it indicates.

In order to take the measurement of PSNR and SSIM, a short video is cap-
tured for the output at the client’s PC respectively when the contents are deliv-
ered as either Image-based Streaming or Hybrid-Streaming. As for the reference
source, we capture a short video of the demo natively running on our Linux
server as well. After acquiring a video source for each mode, we extracted every
frame from each video source. Referencing to the frame of the original quality, a
chosen frame each from Image-based Streaming and Hybrid-Streaming System
is used for calculating PSNR and SSIM respectively. We took the measurement
of PSNR and SSIM under three scenarios.

5.4 Measuring GPU Usage and Network Traffic Load

The Hybrid Streaming System is also expected to reduce server workload as
well, since partial rendering tasks are offloaded to the client’s PC. Therefore, we
measure the respective GPU usages of the server and all the clients’ devices by
utilizing specified tools including nvidia-smi1 and Intel-gpu-tools2

In addition, developing a Cloud Gaming system that is viable in common
broadband network environment is another critical design objective. Since the
implemented Instruction-based Streaming in our proposal can introduce addi-
tional overhead, it is necessary to measure the traffic load for evaluating the
availability of the system in a broadband network. For this reason, IpTraf3, which
is a network monitoring software, is used to investigate the network bandwidth
consumption during the streaming of game contents.

Both measurements were taken under the scenario of presenting 30 jet-
fighters in the scene. At the Cloud Server, five instances of the demo application
were executed and streamed to five clients’ devices respectively. Furthermore,
each client’s device were distributed equal number of jet-fighters to be rendered
locally, where the measured cases include 0 jet-fighter (Image-based Streaming),
6 jet-fighters, 12 jet-fighters, 18 jet-fighters, 24 jet-fighters and 30 jet-fighters.

6 Results

6.1 Results of PSNR and SSIM

Figure 5(a) shows the PSNR and SSIM of the test case with one jet-fighter
displaying in the demo application. The proposed Hybrid-Streaming System,
referred as HS in the table, in which the jet-fighter object is locally rendered at
the client’s PC, achieves 46.20 dB compared to 43.96 dB from GA’s Image-based
Streaming. As for the SSIM, the Hybrid-Streaming System also achieves better
results than Image-based Streaming, but the difference is not very significant. It
can be due to the reason that SSIM is sensitive in different aspect from PSNR.
1 nvidia-smi: https://developer.nvidia.com/nvidia-system-management-interface/.
2 Intel-gpu-tools: https://01.org/linuxgraphics.
3 IpTraf: http://iptraf.seul.org/.

https://developer.nvidia.com/nvidia-system-management-interface/
https://01.org/linuxgraphics
http://iptraf.seul.org/
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(a) With 1 jet-fighter (b) With 2 jet-fighters (c) With 3 jet-fighters

Fig. 5. Evaluation Results of Graphic Quality.

(a) GPU usage at server (b) GPU usages at clients’
devices

(c) Consumed network
bandwidth

Fig. 6. Evaluation Results of GPU usage and Consumed Bandwidth.

As for the other two testing scenarios, the proposed Hybrid-Streaming Sys-
tem achieves overall better results than Image-based Streaming in terms of both
PSNR and SSIM. Furthermore, while comparing only the scenarios of Hybrid-
Streaming System, better graphic quality is indicated while streaming more
jet-fighter objects as 3D graphics command. This is reasonable because local
rendering at the client’s PC preserves the original quality of the 3D object.

6.2 GPU Workload at Server and Client

As shown in Fig. 6(a), the measured GPU usages at the server and clients’ PCs
demonstrate expected behaviors. When more objects are distributed to clients’
PC, GPU usage at the server, which is mainly leveraged by object’s render-
ings and video encoding, decreases gradually. Simultaneously, as more objects
are assigned to be rendered locally, GPU usage of each client’s device, which
mainly includes video decoding and objects’ renderings, increases. Furthermore,
Fig. 6(b) shows the respective GPU usages of Laptop A and Laptop B (Average
value of 4 laptops). Since Laptop A is equipped with a more powerful GPU, the
utilization is lower than the less capable built-in GPU of Laptop B.

6.3 Network Bandwidth Consumption

As for the results of measured network bandwidth, data presented in Fig. 6(c) do
not indicate an increasing trend. As such, the overhead incurred by the additional
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Instruction-based Streaming mechanism is relatively trivial. It is considered that
the bandwidth is mostly consumed by delivering the contents as encoded video.
We expect that more sophisticated graphics command in formal gaming appli-
cation will likely lead to larger overhead. Even so, as Hybrid-Streaming System
saves related graphical data such as textures and geometry meshes at clients’
devices prior to actual gaming, low-bit overhead should be maintained by stream-
ing only the light-weight graphics command set.

7 Discussion

7.1 Determination of the Z-Value Threshold

The depth threshold for determining if an object belongs to the upper layer or
the lower layer is currently specified by game developers. However, in the case
when an object may cross the depth boundary, the same object is required to be
rendered both at the Cloud Server and the client’s PC in order to align correctly.
Hence, it may lead to redundant rendering. As a solution, we consider to use a
different set of zNear and zFar at the server side to clip out the corresponding
contents, thus reducing the redundancy. Furthermore, we plan to develop an
approach to automatically decide the threshold according to the monitoring of
GPU usages at client’s PC and server. As such, the system should preserve as
much the graphic fidelity without overloading the client’s PC.

7.2 Compatibility with Other Genres of Games

The developed demo proves to be a perfect situation for evaluating the Hybrid-
Streaming system. However, further in-depth testings with different genres of
gaming applications are necessary. Especially we need to address if the difference
in term of the graphic quality is significant. We consider that our system should
benefit game genres such as 2D scrolling, fighting and FPS since these games
usually have distinguishing background and foreground objects.

7.3 Significance of the Improvement

The current quantitative evaluation based on the demo shows the improvement of
graphic quality, but the difference is not significant. Therefore, it is not yet valid
to be conclusive about our work. We expect that with more complicated visual
effects, our system should demonstrate more obvious advantages. Furthermore,
qualitative evaluation is also planned to be conducted so the actual improvement
can be evaluated more comprehensively from player’s perspective.

8 Conclusion and Future Works

In this paper, we have presented a Hybrid-Streaming System for the purpose
of enhancing graphic quality delivered on Cloud Gaming. Based on the more
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prevalent structure of Image-based Streaming, we integrated the mechanism of
Instruction-based Streaming to construct the proposed system. As such, by dis-
tributing rendering tasks and utilizing graphics processing resource from both
client’s device and server, enhanced graphic quality of Cloud Gaming can be
delivered. Quantitative results show that the implemented prototype of Hybrid-
Streaming System achieves better graphics quality than GamingAnyWhere’s
Image-based Streaming, while maintaining insignificant overhead during network
streaming. Furthermore, the Hybrid-Streaming System also alleviates server’s
graphics processing workload by offloading rendering tasks to client’s device.

Currently, the Hybrid-Streaming System is still at the prototype stage, as
more thorough investigations are needed to evaluate the system as a prospective
Cloud Gaming platform. As future works, we plan to qualitatively evaluate the
QoE of the system, as well as applying actual gaming softwares to conduct
further testing. Moreover, we will continue to improve the applicability of the
Hybrid-Streaming System by developing a more comprehensive framework.
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Abstract. Making hybrid board games that mix the interactivity of
video games with the social impact of board games is challenging. While
the design process needs to take into account elements from the digital
and analog domains, building prototypes requires dealing with diverse
technologies in the field of Tangible Interfaces and Interactive Tabletop
and Surfaces. Anyboard provides theoretical tools to map traditional
board game interaction to the hybrid medium and lightweight technology
tools to facilitate game prototyping. Our platform provides augmented
game pieces that work with traditional cardboards, allowing designers to
easily build collaborative interactive games without requiring engineering
skills.

Keywords: Hybrid game · Pervasive game · Design · Prototyping ·
Platform · Tangible interface

1 Introduction

Despite the popularity of computer games, board games still represent a signif-
icant part of the market [3]. The reason lies in board games providing a more
human-oriented experience compared to computer games [15]. Playing board
games is indeed a social ritual where families and friends get together; having
low entry-barriers for cost and skills, board games represent a cross-generational
form of entertainment.

Over the last twenty years, research has pointed at combining the interactiv-
ity of computer games with the benefits of board games [13,15] creating interac-
tive and augmented board games; hereafter referred as hybrid board games. For
a review see Haller et al. [8]. Hybrid games have been extensively implemented
using interactive surfaces such as tabletop computers, recently complemented
by novel technologies in the field of Multi-Display Environments (MDE) [20]
and Around-the-Device Interaction (ADI) [5]. In hybrid games, large interactive
surfaces recreate the social affordances typical of board games, whilst the use
of active or passive playing pieces preserve physical affordances similar to tradi-
tional game pieces. However these technologies pose several constraints in terms
of design space, mobility and cost; and high entry-barriers for developers.
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The objective of our research is to lower the barrier for developers to cre-
ate hybrid games. In [18] we proposed the Interactive-Token approach (ITo) to
hybrid games. The approach, grounded in Tangible User Interfaces frameworks
[9,21], is based on the concept of tokens, constraints and interaction events.
It proposes the design of hybrid games based on interactive game pieces only,
without using interactive surfaces. In the approach, the board is preserved as
a low-tech component. Because of not relying on interactive surfaces or exter-
nal sensing infrastructures, ITo provides an extended design space and mobile
alternative to interactive tabletops and surfaces.

In this paper we present Anyboard, a platform for creating hybrid board
games based on the ITo approach. The platform supports design and proto-
typing of games. Anyboard design concepts help modelling hybrid game user
interaction with technology-augmented game pieces, facilitating the transition
between design and implementation. Anyboard software and hardware tools sup-
port prototype development with (i) a set of interactive physical game pieces that
can be reused across different games, and (ii) a software library to support the
coding of games. Our platform aims at reducing the gap between design and pro-
totyping making it easier for designers to use technologies such as sensors and
actuators that usually require engineering skills. It should be noted that Any-
board focuses on supporting interaction design rather than more “traditional”
game development components such as game engines.

The paper is structured as follows. We first provide a definition of the ITo
approach, followed by existing tools for supporting development of hybrid board
games. Second we describe the architecture of Anyboard, listing the tools and
APIs provided to developers. We evaluate the power of Anyboard illustrating
how it could be used to implement common board game mechanics. We conclude
highlighting future work.

2 Hybrid Board Games: The ITo Approach

With the dawn of the ubiquitous computing age, board games gained new inter-
est. Advances in interactive surfaces enabled for the development of hybrid ver-
sions of board games with or without augmented playing pieces. For example
in [2] players use interactive physical iconic or symbolic artifact as their avatars
to perform actions in the game. In [11], players can interact on a virtual game
board with smart-pens and combine physical and virtual objects to solve puzzle
games.

In recent years the large adoption of smartphones and tablets fostered the
creation of hybrid games for mobile platforms. To address the limited screen size
that impedes co-located play, technologies in the field of Multi-Display Environ-
ments (MDE) [20] and Around the Device Interaction (ADI) [5] were adopted.
In hybrid games such as Capture the flag [20], gesturing and juxtaposition of pri-
vate smartphone screens onto a shared screen reveal hidden layers and provide
player-custom perspectives into the game. ADI technologies have demonstrated
the development of augmented game pieces capable to control the behavior of
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a smartphone game by manipulation over or around the screen. Airsteroids [6],
a spaceship game, demonstrates how the game space can extend across several
tablets brought in by players and the use of augmented cards to control space-
ships’ heading.

These examples show how hybrid games usually rely on a mix of private
and shared interactive surfaces as a primary mean to convey interactivity, with
augmented game pieces as helpers. This approach poses several limitation in
terms of mobility and cost and it requires engineering skills to orchestrate the
diverse technologies; limiting the adoption of hybrid games outside research labs.

In the ITo approach, game pieces (tokens) with embedded sensors and actu-
ators are the primary means to add interactivity to board games, while the
cardboard is preserved as passive. In this way the same tokens can be used to
play multiple levels or games just printing a new cardboard with consumer-grade
devices. Technology is used to enhance control and representation roles of game
pieces. Tokens can control the state of a game by capturing players’ interaction
events. For example an accelerometer embedded in a dice can sense the result of
a dice throw, and notify a computer game engine in a way that is transparent
to the player. At the same time, tokens can represent the state of a game by
producing digital feedbacks; e.g. via graphics, haptics or sound via embedded
displays and actuators.

Distributing interactivity across multiple components opens for a wider space
of possibility in designing game experiences. Tokens are active playing pieces and
they can influence the state of a game not only when they sit on an interactive
surface, but also when they are manipulated over and around it. Finally, because
of relying on embedded technology not requiring external hardware, ITo offers
a more mobile and cost effective alternative to tabletop and ADI technologies.
For more information about the ITo approach see [19].

2.1 Challenges to the Development of Hybrid Games

The development of hybrid games based on the ITo approach poses several chal-
lenges, mixing issues typical of both board and computer games [12]. These chal-
lenges are often common to many pervasive [13] games. From a design point of
view there is a lack of theoretical tools to model players’ interaction as well as
abstractions to describe common elements of games. In particular, the complexity
of dealing with different low-level hardware and software technologies, for example
to detect manipulation of augmented game pieces, makes game development hard
to non-expert, creating a gap between design and prototyping tasks [16]. Further,
besides game pieces and mechanics can be generic, the implementation is often so
specific that cannot be re-used to develop similar games [12].

Software frameworks and game engines for development of video-games can
partially help development, however special tools are often needed to exploit
at full the design space. Tangible User Interfaces prototyping toolkits, such
as Arduino [17] and Phidgets [7] can be used to implement interactive pieces,
although they don’t specifically address game development. Conversely, toolkits
to support hybrid game development often focus on tabletop or tablet computing
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platforms; for example supporting object recognition and tracking as for game
pieces [4], dealing with multiple screens [14], designing terrain composition and
dealing with input management [12], or facilitates the development of games
that feature playing pieces on and around a tablet screen [1].

Only a few toolkits [10,16] explicitly support the development of interactive
game pieces required by the ITo approach, and only as complement to tabletop
interactive surfaces. An integrated set of design and prototyping tool to support
the development of ITo hybrid games could not be found.

3 The Anyboard Platform

Building on analysis of development tools available and our experience in build-
ing hybrid games [18] we created the Anyboard platform (Fig. 1). AnyBoard
implements the ITo approach providing:

– Design entities to model interaction styles and provide a common terminology
to describe games both in design and implementation phases

– Interactive game pieces and cardboard templates to support the construction
of the game hardware (Fig. 2)

– AnyboardJS library to facilitate coding of games by abstracting the complexity
of dealing with hardware and low-level programming

Fig. 1. Anyboard platform overview

3.1 Design Entities

Design entities derived from the ITo approach [18], listed below, constitute the
foundation of a language to model interaction styles with Anyboard games. They
have been mapped to traditional board games elements in Table 1, to help bridg-
ing the gap between game design and development.
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Table 1. Mapping between Anyboard and board game concepts

Anyboard design entities Traditional board game elements

Tokens Game pieces

Constraints Board tiles or sockets

Interaction Events Player’s actions

Tokens are technology-augmented artifacts which resemble traditional game
pieces; ranging from elements of chance (e.g. an augmented dice in Backgammon
or RFID-enabled cards in Monopoly) to game pieces, e.g. pawns augmented with
an LCD displaying the player’s rank in the game.

Constraints are either visual or physical confining regions in the board
space. The association or dissociation of a token within a constraint can be
mapped to digital operations to activate game dynamics. Examples of constraints
are checks for Chess pieces and territories in Risk.

Interaction events are player-triggered manipulations of tokens, that mod-
ify the (digital and physical) state of a game. We define three types of events:

– token event (TE) - the manipulation of a single token on, over around the
board; e.g. the action of rolling a dice or drawing a card

– token-constraint event (TCE) - the operation of building transient token-
constraint associations by adding or removing tokens to a constrained region
of the board; e.g. moving army pieces beyond a territory line as an attack
action

– token-token event (TTE) - the operation of building transient token-token
adjacency relationships, achieved by moving tokens on the board; e.g. moving
a token next to another token to exchange a resource between two players.

An Anyboard game can be therefore defined as a sequence of player-initiated
interaction events that modify spatial configurations of tokens with respect to
board constraints and other tokens. As a consequence tokens’ intangible (digital
feedbacks) representations are updated.

Sequences of interaction events describe players’ actions during the game and
are mapped to specific game dynamics implemented in a game engine.

The game engine connects and exchange data with tokens using the Any-
boardJS library (Sect. 3.3) running on the user’s smartphone, for example acti-
vating specific game mechanics according with interaction events sensed by
tokens or triggering digital feedbacks.

Design entities have driven the development of hardware and software tools
to assist the making of Anyboard games.

3.2 Interactive Game Tokens and Cardboard Template

Anyboard currently prototypes two different types of interactive tokens: aPiece,
an augmented game piece, and aDeck, an augmented card deck (Fig. 2).
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Fig. 2. Interactive game pieces and cardboard template prototype

Being two of the most common elements of board game they can be used to
implement a wide range of games.

aPieces are a technology-augmented version of game pieces commonly found
in most games. They are capable of capturing the set of interaction events and
produce digital feedbacks. Tables 2 and 3 cluster interaction events and digital
feedback supported by typology and provide a player-perspective description of
their role. Possible mapping with dynamics commonly found in board games are
also exemplified. For example the action of shaking an aPiece can be mapped to
the draw of a random number or event.

aPiece has been designed and implemented using custom components. This
choice allowed the use of miniaturised components, leading to aPieces with vol-
ume and affordances similar to traditional game pieces. aPiece embedds an
ARM processor, which runs a custom-designed firmware, and a BTLE (Blue-
tooth Low Energy) radio transmitter. It implements algorithms to handle sen-
sors data and drive feedback actuators as well as establishing wireless links with
the game engine. The core unit is complemented by circuitry for battery charge
and firmware upgrade.

TEs (Token Events) are recognised by a 3-axis accelerometer implementing
algorithms for extracting features to identify physical manipulation events (e.g.
SHAKE, TAP).

TCEs recognition is implemented by assigning and imprinting unique colors
to different sectors of a game board (representing visual constraints to token’s
locations). A color-sensor located on the bottom of aPiece samples the color
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Table 2. Interaction events implemented by aPiece

Type Interaction event Description Sample mapping with game
mechanics

TE SHAKE aPiece is shaken Throw a random number

TILT aPiece is tilted upside
down

Undo a previous action

TAP aPiece is tapped on the
top side

Increase a resource by one
unit

DOUBLE-TAP aPiece is double-tapped
on the top side

Decrease a resource by one
unit

TCE ENTERS [cID] aPiece is moved inside a
cID sector of the board

Signal player’s placement and
movements among

LEAVES [cID] aPiece is moved away
from cID sector

different board sectors

TTE APCHES [aID2] aPiece is moved close to
another one

Trade a resource between two
players

LEAVES [aID2] aPiece is moved away to
another one

Break a relationship between
two players

temperature of the surface the device is lying on, returning an unique color-
code which is used as a fingerprint for board constraints, enabling to detect
when aPiece is moved between two sectors. TCE detection also makes use of
accelerometer data to ensure that color sampling is performed only when the
device is steady on a sector, deactivating the sensing routine when aPiece being
moved.

TTEs are recognised by computing the distance between two pawns using
RSSI (Received Signal Strength) data from the radio transmitter.

Token digital feedbacks are implemented using three different devices: an
RGB LED, a 8× 8 LED Matrix and a vibration motor.

The aPiece firmware (Fig. 1) can be extended using Arduino code. In this way
new functions can be added allowing implementing new interaction events and
extending the range of feedbacks. Further, the firmware can be used as a template
to develop new tokens. The appearance of aPiece can also be customized with
handcrafted or 3D-printed models blending the digital feedback with a static
iconic or symbolic shape.

aDeck is an interactive version of the card deck commonly found in board
games. Instead of holding stacks of cards, aDeck prints out its own cards using
a small thermal printer. aDeck provides visual feedbacks as listed in Table 4.
Besides having textual and graphical information on card, aDeck can also be
configured to print cards with 2D-barcodes that can be recognised by smart-
phone cameras or dedicated devices, and used in certain games to trigger game
mechanics. This is not yet specifically addressed by our platform but can be
easily implemented with third-party tools.
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Table 3. Digital feedbacks implemented by aPiece

Type Feedback Description Sample mapping with

(FEEDBACKID) game mechanics

Visual LED [color] aPiece lights up in the
color defined by [color]

Show the status of a
resource

MATRIX [text] aPiece top side display
shows the string [text]

Shows player’s action
point allowance

MATRIX [icon] aPiece top side display
shows the icon [icon]

Show the result of a dice
roll

Haptic SHRT HAPTIC aPiece produces a short
haptic feedback

Signal a player to move to
the next turn

LNG HATIC aPiece produces a long
haptic feedback

Signal a player an action
not allowed

Table 4. Digital feedbacks implemented by aDeck

Type Feedback Description Sample mapping with

game mechanics

Visual CARD[text] A new card with textual
information is printed

Inform the player about
an event

CARD[icon] A new card with an graphical
icon is printed

Represent a resource that
the player owns

CARD[barcode] A new card with a barcode is
printed

Trigger an action when
barcode is scanned

aDeck is implemented using a thermal printer capable to print on conven-
tional thermal paper up to 4.8 cm length, and an Arduino-compatible board.

Cardboard Templates provide support to creating custom cardboards that
interact with iPieces. As mentioned above, Anyboard use color temperature
sensing to implement constraint regions.

We therefore selected nine colors that provided satisfactory sensor recognition
rate across different materials and printing techniques and associate them with
unique IDs to be used in game development. A color palette to draw cardboard
with custom constraint regions is provided as a template file that can be modified
with vector graphic editors (example in Fig. 2).

3.3 AnyboardJS

AnyboardJS is a javascript library providing developer-friendly functions to code
games (Fig. 3). It acts as an interface between the interactive tokens provided by
the Anyboard platform and game-specific code developed as standalone or with
third-party game engines. AnyboardJS provides two main functions. It estab-
lishes wireless links with aPieces and aDeck enabling data exchange using specific



Anyboard: A Platform for Hybrid Board Games 169

drivers for each type of token. It provides a TokenManager interface to enable
developers to easily write javascript code to handle interaction events from tokens
and generate digital feedbacks, to implement game-specific routines. The library
is designed to be extensible, support to new interactive tokens can be added by
writing driver modules. Although tokens are the primary user interface with a
game, it is possible to code a secondary GUI to display extended information
and controls on the smartphone screen; e.g. to be used to edit game settings,
to display game rules and leader-boards. This functionality can be implemented
with external libraries (e.g. jQuery mobile1).

A subset of the TokenManager interface functions is provided in Fig. 3.

Fig. 3. AnyboardJS library internals and API

AnyboardJS is built on top of the Apache Cordova framework2, and it can
deployed on a number of mobile platforms. Further the library has been designed
to be used with standard javascript code, to implement simple games, but it
can also be integrated with third-party game development frameworks such as
UnityMobile3 or Phaser4 for building complex games.

4 Discussion: Making an Anyboard Game

Making an hybrid game using Anyboard is a two-steps process. First it requires
to model game pieces, rules and mechanics using the provided design entities

1 jQuery mobile - https://jquerymobile.com/.
2 Adobe Cordova - https://cordova.apache.org/.
3 UnityMobile - https://unity3d.com/.
4 Phaser - http://phaser.io/.

https://jquerymobile.com/
https://cordova.apache.org/
https://unity3d.com/
http://phaser.io/
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(Sect. 3.1). Second it involves prototyping the game using the provided inter-
active game pieces and the AnyboardJS library. Our platform saves developers
from taking care of low-level implementation details, yet leaving freedom for
customization.

As a working example, we consider the popular board game mechanic of
resource trading, for example transferring the ownership of a property in a game
like Monopoly. This mechanic could be implemented in hybrid board games by
having two tokens, avatars of players, moved close to each other to symbolize
the resource transaction between the two. Digital feedbacks can acknowledge
the player with approval or failure (in case of no funds available) with visual or
haptic feedbacks.

Implementing such mechanic with current tools would take multiple efforts.
First, game designers and developers should agree on common terminology to
describe the mechanic and playing pieces involved, because there’s usually no
such “resource trading” API in game development toolkits. Second, game devel-
opers should build the tokens and implement recognition of tokens manipulation
and production of digital feedbacks, dealing with diverse hardware and software
low-level technologies. Third, the developer should design data transfer protocols
and implement interfaces between interactive tokens and game-specific code.

Developing the described mechanic with Anyboard requires only two steps.
First, Anyboard design entities offer a choice of opportunities to model the trad-
ing mechanic, simplifying transition between game design and implementation.
Two aPieces tokens can be used as avatars for the two players, the seller and
the buyer. When the two tokens are moved close to each other in a Token-
Token Interaction Event, the resource is exchanged among the two player. As a
consequence, tokens’ feedbacks can acknowledge the player with a graphic rep-
resentation. Second, using AnyboardJS, the mechanic can be easily translated
into code which handles interaction events and triggers feedbacks (Listing 1.1);
acting as an interface with digital model of the game implemented in a game
engine.

Listing 1.1. Example of game mechanic implemented with AnyboardJS

var trade = func t i on ( initToken , respToken , opt ions ){
i f ( in i tToken . fundsAva i l ab l e ( ) )
{

t r a n s f e r p r op e r t y ( ) ;
in i tToken . t r i g g e r (MATRIX, ”ICON OK” ) ;
respToken . t r i g g e r (MATRIX, ”ICON OK” ) ;

}
}
TokenManager . onTokenTokenEvent ( ”MOVE NEXT TO” , trade ) ;

This simple example can be further extended to leverage other Anyboard
functions. For example, the trading action to be only allowed when both tokens
are in a specific constrain sector, detected by a Token-Constraint event. Other-
wise aDeck could be used to issue an “ownership certificate” reporting the name
of the new owner and current property value.
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Anyboard makes it easy for developers to explore design choices just editing
a few lines of code. For example, the digital feedback in the example above,
provided in a form of iconic visualization can be instead provided with haptic
feedbacks or with color codes, using aPiece’s LED. Information provided to the
player can mix tangible and intangible representations. For example, static infor-
mation like players identities or roles can be provided by customizing aPieces
with 3D-printing and handcrafting work, instead action points or other dynamic
information can be provided using digital feedbacks.

Anyboard has been designed to be extensible, experts can create interactive
tokens of their own, with different sensors or feedback capabilities, tinkering with
the Arduino-compatible firmware developed for aPieces and by writing driver
modules for AnyboardJS.

5 Conclusion and Future Work

The Anyboard platform contributes to hybrid board game research with design
and prototyping tools to create games based on the ITo approach. Design entities
facilitate modelling game mechanics, while interactive tokens supported by a
Javascript library shield developers from dealing with hardware complexities and
low-level software development. We expect Anyboard to lower the thresholds of
technical competences needed for game development.

Anyboard source code and hardware schematics are open source5. Future
work will have multiple efforts. On one side we aim at better understanding
the expressive power of Anyboard design entities by systematically modelling
popular game mechanics, adding to the mapping already provided in Tables 2, 3
and 4. On the other side we plan to run game design workshop to evaluate devel-
oper friendliness and performances of the tools. Finally there are also plans to
build new type of interactive tokens to further explore the space of opportunities
provided by the ITo approach.

Acknowledgements. We thank Dr. Ines Di Loreto for her contribution to the ITo
approach formalisation and her feedbacks on Anyboard.
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Abstract. In this research, we aim to create a heightened and physi-
cal musical experience by combining electronic sound and time-lagged
multiple vibrations that surround the user’s neck, chest, and back. The
purpose of the research is to elevate an immersive and extended expe-
riences of music as though the sound source had a physical presence.
We developed a wearable interface of a vibration-motor array with sepa-
rately controlled multiple vibration motors to simulate both strong bass
sounds and movement of the physical presence of the sound source. The
control of intensity and the time differences among the motors produce
not only the illusion of spatial presence but also the physical penetration
of the ongoing sound. The results of the evaluations showed the effects of
(1) the combination of vibration and sound in the musical experience and
(2) time differences of the starting timings between the front and back
vibrations when creating the illusion of physical penetration as though
the sound had a physical presence.

Keywords: Sound and vibration · Vibration-motor array · Realistic
sensation’s expressions · Physical penetration and localization

1 Introduction

Since the 1980s when portable music players became popular, we have been
to enjoy pre-recorded music with sophisticated and lightweight players in an
easy and familiar way. These players have small speakers or need external head-
phones that are not advantageous for creating a high-powered deep bass sound,
although musical experiences in live performances or movie theaters provide a
strong presence of sound as a physical phenomenon with sensible vibrations.
Such experiences are realized by a powerful output of volume using large-scale
devices, such as large speakers or woofers, that are not suitable for personal use.

Humans perceive various stimuli as being multimodally combined. Sub-
channel stimuli can change the perception of the main stimulus, as can be seen in
McGurk effect [5]. Consequently, we considered that the sound and music expe-
rience of live performance or theater with real mega volume is not perceived by
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the sense of hearing alone. We especially focused on the sense of touch on sound
vibration; as Merchel [6] discussed in relation to the influence of the listener’s
experience of whole-body vibrations, the natural feeling of sound and music is
expected to provide vibrations to a greater or lesser extent.

To achieve the experience of realistic sound and music of massive volume but
without expensive audio equipment, we have developed a wearable interface with
a vibration-motor array that produces vibrotactile expressions in synchroniza-
tion with the sound of music. Multiple vibrators provide a localized illusion of
both sound and vibration. Furthermore, we focused on an illusion of the physical
penetration of a sound source through the user’s body based on fictive physical
presence by the differences in starting times among the vibration motors. Not
just massive volume at live concerts, localized vibration would aid in creating
a realistic experience of immersive opera and parades with actors’ movements.
The physical penetration is also expected to emphasize the presence of virtual
objects passing through the user’s body in 3D theaters. As described above, the
surrounding vibrations reproduce these physical experiences.

Thus, the localized vibration and illusion of physical penetration would also
provide a novel music experience. Moreover, the sound localization would become
easier not only based on normal differences of level and time (ILD: interaural
level difference and ITD: interaural time difference) among multiple vibrations
but also based on the illusion of the physical penetration from the ongoing sound.

As an application of this configuration, the use of the vibration-motor array
as a monitor combined with sound feedback would help a player in a live perfor-
mance, especially for directional and expressive assignments while the wearable
device does not restrict the user’s actions. As another application, the proposed
method is also expected to give an impact on people with hearing difficulties.
The vibration can individually express the rhythm of music even without any
sound.

2 Related Works

First, we refer to studies that have suggested the importance of vibration to
the experience of music. Merchel and Altinsoy [5] discussed the effect of whole-
body vibrations on the listener’s experience of listening to concert recordings
with a box-type chair with a large vibrating system in it. Their results showed
that music with vibration, –though only from the buttocks,– was judged better
than simple sound alone. Chang et al. [1] suggested that audio-based vibrotac-
tile feedback on a mobile phone is preferred to simple audio and is recognized as
better sound. Thus, it is presumed that vibration improves the musical experi-
ence, especially with a small device and low volume. Yoshida et al. [11] provided
vibration stimuli in the user’s palm using an electromagnetic coil device driven
by low-frequency components of the sound. Their evaluation showed that the
different types of vibrations elevated the listener’s sensitivity.

There are researches on educational systems in which vibration is used as
a tool for learning music. Miura and Sugimoto [7] aimed to give each person a
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vibration of a particular rhythm of the assigned part to learn on an instrument
in ensemble. They showed that a vibration device could become an effective tool
for rhythm learning. Similar to their application, our proposed system is also
expected to be adopted not only for rhythm learning but also for understanding
sound localization to develop musical experiences, though our main purpose is
not education itself.

Second, there are discussions on various fixed/wearable systems of haptic
expressions for realistic sensation of sound and musical experience. Lindeman
et al. designed VR immersive devices with multiple haptic feedbacks covering
the user’s upper body [8,9]. You et al. [12] developed a sound-specific vibration-
array interface according to a sound stream using 16 oscillators. They found the
shoulder was the most effective place to fix the attachment among the wrist,
forearm, upper arm, shoulder or neck to increase immersiveness. There is also
a palm-sized mobile haptic device with dual-band stimuli to produce low- and
high-frequency bands for musical experiences [2]. The dual-band stimuli showed
predominance in making a good impression; however, the user’s action is limited
while holding the device in the hand. In contrast, our wearable system does not
restrict the action of the user. According to their dual-channel feedbacks, we
applied different frequency bands to express various types of music. Sakuragi
et al. [10] reduced vibration motors to a minimum setup with actuators only
at the clavicle to efficiently provide wide vibrations with as far-reaching stimuli
as possible. For more extended experiences, we focused on the vibration-motor
array on not only the clavicle but also other places on the user’s body.

The above three music devices [2,10,12] cover a narrow surface of the body
from only one direction except Lindeman’s VR garment [8], which was not for a
musical experience. Even the 4x4 table vibration array has difficulty in generat-
ing distinct localizations because it covers only a narrow surface. The palm-sized
device and the simple placement on the clavicle also cannot provide vibrations
on a wide or surrounding surface. For an immersive experience and localization
of the sound from various directions, we considered that a wider surface and
arrayed multiple vibrations should be prepared. Accordingly, we adopted mul-
tiple vibration motors placed in various directions from the center of the body.
Also, the three above studies used small vibrators that made it difficult to cre-
ate strong and slow vibrations like real loudspeakers. In contrast, we adopted
two types of vibration motors: low-frequency and strong vibrators for the low
frequency band and a small brushless motor for the midrange frequency band.

Chair-type systems provide vibration stimuli with sound for a similar pur-
pose. Karam et al. [3] suggested a chair-type haptic system fusing eight chan-
nels. The system expresses various vibrations of multiple musical instruments
in music using haptic devices fixed on various parts of the body. There is also
a chair-type vibration machine, Bodysonic [4], to extend the sense of hearing
music. The chair-type device is considered to cover the user’s body; however,
the strong sound experience in a live performance provides the music experience
with sound from the front to the back.
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Differently to Karam et al., we focus on haptic vibrations from the front, back,
left, and right to elevate sound localization and realistic sensation as though the
user were surrounded with musical sound. The novel point of our proposed sys-
tem is the differences in starting times of the vibrations among multiple vibration
motors to create the illusion of physical penetration as though the sound had a
physical presence.

3 Physical Experience System of Sound and Music

3.1 Summary of System Structure

In order to expand the sound and experience of using portable head-
phones/earphones, we implemented a synchronized vibration-motor array system
as follows. The system consists of (1) a sound analysis unit and (2) a control
unit of a vibration-motor array (see Fig. 1). First, the sound-analysis unit ana-
lyzes the signal of ongoing music. Second, the control unit of the vibration-motor
array (1) distributes the level of each vibration motor and (2) calculates the time
delay for each motor based on the analyzed data and parameter settings. Finally,
the original hardware device of the vibration-motor array produces vibrations in
synchronization with the sounds of the music.

Fig. 1. System structure

3.2 Hardware Structure and Vibration-motor-array Device

The hardware of the system consists of a laptop PC, a set of headphones, an orig-
inal wearable set of the vibration-motor array, an AVR microcomputer (Arduino
UNO), and an Nch-independent MOSFET.

The proposed vibration-motor array device is configured as a wearable belt
set for the chest with four vibration motors and a choker with four vibration
motors (Figs. 2 and 3). Two dual-axis vibration motors of 6000 RPM (revolutions
per minute), which are assigned to the low-frequency power of the sound, are also
placed on the upper rubber band of the chest belt in the vicinity of the third and
fourth ribs. Two of the same 6000 RPM motors are placed on the upper rubber
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Fig. 2. Vibration motor array device

Fig. 3. Fixed wearable suit with vibration motor array device

band of the belt on the left and right sides of the back 15 cm from the center of
the spine. On the choker, two micro-brushless vibration motors of 13000 RPM,
which are assigned to the middle-frequency power of sound, are placed on the
left and right of the front of neck near the clavicles. Two of the same motors are
also placed on the left and right at the back of the neck. The left and right pairs
of micro-brushless vibration motors are placed at 8 cm intervals.

The AVR microcomputer performs pulse width modulation (PWM) controls
for each of eight channels through the Nch-independent MOSFET in synchro-
nization with the volume levels of each frequency band based on the data sent
by the sound-analysis unit. The left motors are operated by reflecting the level
of sound source from the left channel. The right motors reflect the right channel.
Accordingly, the difference in the intensity of vibration between the left and right
channels is automatically reproduced, including several-millisecond differences,
such as the interaural time difference between the left and right ears. Therefore,
localized sound can be felt emphatically by the differences in the intensity of
vibrations between the left and right sides.

3.3 Sound-Analysis Unit

The sampling rate of sound processing is 44100 Hz. The analysis window size is
1024 samples. The FFT analysis of the sound at every 43 Hz derived the levels for
following frequency bands: the low-frequency band is from 43 to 86 Hz, and the
midrange frequency band is from 258 to 301 Hz. The FFT analysis is processed
for each channel (left and right). The four values of the levels, the left/right
and low/midrange frequency bands, are converted into 0 to 255 levels to control
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Fig. 4. Sound-analysis unit

each vibration motor. The music sound is output by headphones connected to
the PC at the same time as the vibration stimuli (see Fig. 4). The system is
basically using a sound file, but it can also operate real-time processes of external
input with the audio interface system. Accordingly, the system is expected to be
applied to improvements of realistic sensation in both interactive sounds during
game play and real-time audio in watching TV.

front flesh
back

passed through

Fig. 5. Vibration-motor controls with delay for physical penetration

3.4 Vibration-Motor Control Unit

There are two methods of vibration-motor controls. The first is the direct con-
version of the frequency power to each motor without special delay except the
interaural time difference. The second is the unique method of time-lag among
the motors that was adopted.

Vibration-motor control without additional delay: First, the sound-
analysis unit sends the power levels of each frequency band of both the left
and the right channels and converts them into levels from 0 to 255. Second,
the vibration-motor control unit operates the PWM controls for each vibration
motor. Thus, the eight motors are controlled to correspond to the sound-analysis
result.

Vibration-motor controls with designed delay for generating illusion
of physical penetration by sound: The vibration-motor control unit pro-
duces an illusion of physical penetration of sound by time lags in starting the



Accelerating the Physical Experience of Immersive and Penetrating Music 179

vibrations among the motors. The processing frame rate is set to 120 fps. The
delay time is set from 0 to 1000 ms every 100 ms. That is, the second vibra-
tion motor starts its operation after 0–1000 ms when the first vibration motor
begins its vibrations (Fig. 5). When there is physical penetration by a real object
through the human body, it is assumed that the first shock will be perceived on
the front surface and the second shock will be perceived on the back surface
after the passage through the flesh. Although sound and music do not have any
physical presence, the assumed stimuli with the differences in starting times of
vibrations are expected to create a physical penetration of sound.

To make the user perceive vibrations by an eccentric rotor, it takes x− t ms
(x is the time of the length of the sound, and t is the starting time among the
vibration motors), which is a longer period than short-time pulse signals. Accord-
ingly, there is an overlap between the timing of the front and back vibrations.
Moreover, the overlapped timing is expected to create the feeling of passage
through the body, as we aimed physical penetration.

4 Experiment

4.1 Evaluation of the Effect of Creating Realistic Sensations with
Physical Vibrations in Synchronization with the Ongoing Music

Purpose of experiment: We tried to verify the effectiveness of vibration stim-
uli for creating realistic sensations of the ongoing sound of the music.
Hypothesis: The vibration stimuli covering the user’s upper body will elevate
the realistic sense of the sound’s presence and power.
Participants: Twenty-five university students aged from 19 to 22 years old.

Conditions: We prepared 16 conditions according to two factors: (A) four dif-
ferent volumes of sound (s.none, low, middle, high) and (B) four different
strengths of vibration (v.none, weak, medium, strong). The volume of sound
for each condition was set as follows. The “s.none” means without any sound.
The “low” is the lowest sound that the audio interface can output. The “middle”
is 15 dB higher than low. The “high” is 5 dB higher than middle. The strengths
of vibration for each condition were as follows. The “v.none” means without any
vibration. The “medium” is the linear-mapped strength of the vibration synchro-
nized with the volume levels of the sound converted from 0 to 255 levels. The
“weak” is 0.5 times the power of medium. The “strong” is 1.5 times the power
of medium. A branching table of the conditions is shown in Table 1. The 16
conditions with two factors were randomly arranged for counterbalance.

Procedures and Instructions: The participants were instructed to listen to
the music for 40 s (rock music played for 20 s and then changed into ballad music
for 20 s) through the headphones and our proposed vibration-motor array device
for each condition. The time difference between the motors was not generated
in this experiment. The combined conditions of sound volume and vibration
using each level in each factor were performed in the repeated measurement.
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Table 1. Conditions in the experiment of synchronized vibrations with music

Sound(A) Vibration(B)

pt.01 none none

pt.02 none weak

pt.03 none middle

pt.04 none strong

pt.05 low none

pt.06 low weak

pt.07 low middle

pt.08 low strong

Sound(A) Vibration(B)

pt.09 middle none

pt.10 middle weak

pt.11 middle middle

pt.12 middle strong

pt.13 high none

pt.14 high weak

pt.15 high middle

pt.16 high strong

When the 40 s of music finished, the participants were instructed to evaluate the
statements that followed. The other 15 conditions were repeatedly conducted
with both listening and evaluation.

Evaluation Items: The participants made an evaluation using a five-point rat-
ing scale of the relevance (5: very relevant, 4: somewhat relevant, 3: even, 2:
somewhat irrelevant, 1: irrelevant) of the following statements.

Q1 You felt you were in a live performance.
Q2 You felt the sound source was close to you.
Q3 You felt the sound surround you.
Q4 You felt the whole space vibrating from the sound.
Q5 You felt the sound had spread.
Q6 You felt the sound had moved.
Q7 You felt the volume was high.
Q8 It was easy to feel changes in the strength of the sound
Q9 You didn’t feel anything unnatural about the vibration.

Q10 The vibration was consistent with the sound.
Q11 It was easy to listen to.
Q12 The sound was hollow.
Q13 You felt a change at exciting points in the music.
Q14 You felt power in the music.
Q15 You felt high.
Q16 Your body moved unconsciously.
Q17 You felt a sense of overdose on music.
Q18 You received a warm impression.
Q19 You felt comfortable with the sound.
Q20 You felt comfortable with the vibration.
Q21 You felt comfortable with the harmony of sound and vibration.

Results: The results of the mean opinion scores (MOS) are shown in Fig. 6. The
results of the analyses of variance (ANOVA) with repeated measurement among
the conditions (p< .05) are shown in Table 2.

The subjective evaluations showed significance for both factors except ques-
tions 11, 12, and 16. No significant result by vibration factor was found without
sound. There were no significant differences in the conditions without vibration
in the result of the evaluation questions 9, 10, 12, 16, and 21. Almost all of the
evaluation items, except those above, showed significant differences between the
with-sound and without-sound conditions at every vibration level. Besides the
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Fig. 6. MOS results in the experiment of synchronized physical vibrations with music

conditions with or without sound/vibration, there were significant differences
among different sound intensities. In addition, there were interactions and sim-
ple effects between conditions with and without vibration at each volume. There
were also significant differences in high-medium and high-weak strengths of the
vibration. However, there was no significant difference in the vibration strength
between medium and weak when the volume was in the middle for Q11 and Q19.

4.2 Evaluation of the Time Difference Among Vibration
Motors for the Illusion of Physical Penetration of Sound

Purpose of experiment: We tried to verify (1) whether the new experience of
physical penetration of sound could be created by the emphatic time lags of the
starting times between multiple vibration motors, such as forward to backward,
and (2) whether the proposed time improves the realistic sensation and the sense
of sound image localization.

Table 2. Two-factor ANOVAs in the experiment of synchronized vibrations



182 T. Yonezawa et al.

Hypotheses: The emphatic time lags of starting times between forward and
backward vibration motors (1) generate the feeling of physical penetration of
the sounds, (2) improve the realistic sensation and (3) make clear the sense of
sound image localization.
Participants: Twenty-five university students aged from 19 to 22 years old.

Conditions: We prepared 11 conditions of within-subject design according to
a factor of time lag between forward and backward vibration motors: from 0 to
1000 ms every 100 ms. The conditions are shown in Table 3. The 11 conditions
were randomly arranged for counterbalance.

Procedures and Instructions: The participants were instructed to listen to
the sound of a bass drum for 30 s with headphones and the vibration-motor
array device. The forward vibration motor was synchronized with the real-time
sound, and the backward vibration motor was operated after the specified time
lags for each condition. Accordingly, the backward vibration motors produced
stimuli with one of the 11 different time lags. After each 30-second experience,
the participants evaluated the impression for the statements of evaluation items
that follow.

Evaluation Items: The participants made an evaluation using a five-point rat-
ing scale of the relevance (5: very relevant, 4: somewhat relevant, 3: even, 2:
somewhat irrelevant, 1: irrelevant) of the following statements.

Q1 The backward vibration was later than the forward vibration.
Q2 The forward vibration was later than the sound.
Q3 The backward vibration was later than the sound.
Q4 You felt as though the sound passed through your body from forward to

backward.
Q5 You felt the sound was just like the original sound of a bass drum.
Q6 You felt the bass drum was played in front of you.
Q7 The sound generated from the bass drum hit the front of your body.
Q8 The sound generated from the bass drum passed through your body.
Q9 You felt that the bass drum was close to you.

Q10 You felt a punch of the sound.
Q11 The vibration was natural in connection with the sound.
Q12 You felt the sound cover you.
Q13 The vibration was natural.
Q14 The sound passed through the flesh of your body.
Q15 The sound passed through the bones of your body.
Q16 You felt comfortable with the sound.
Q17 You felt comfortable with the vibration.
Q18 You felt comfortable with the harmony of the sound and the vibration.
Q19 You felt comfortable with the feeling of the sound passing through your

body.

Results: The results of the MOSs and ANOVA with repeated measurements
among the conditions (p<.05) are shown in Fig. 7 and Table 4. The evaluations
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Table 3. Conditions in the experiment of physical penetration

Time difference pt.01 pt.02 pt.03 pt.04 pt.05 pt.06 pt.07 pt.08 pt.09 pt.10 pt.11

(ms) 0 100 200 300 400 500 600 700 800 900 1000

Fig. 7. MOS results in the experiment of physical penetration

except Q2 and Q7 showed significance. In particular, there were significant results
in the 100–200 ms and 400–1000 ms lags. The most important results are Q13
and Q14, which showed the highest values in 200 ms lags as evaluations for
hypothesis 1).

5 Discussion

5.1 The Effects of Vibration on the Realistic Sensation of Sound

From the results of two factorial analyses of variance, the sound with vibration
provided a stronger feeling of immersion and realistic sensation than simple
sound by itself. Therefore it is suggested that our proposed method of providing
vibration from various directions can elevate the illusion of the physical presence
of the sound. Moreover, we conjecture that the realistic sensation of the sound
is improved and that the loudness of the sound is strongly perceived, especially
when the volume of the sound is low.

The harmony between the vibration and the sound may stimulate comfort-
able feelings; however, if the vibration was too strong, this reduced the level
of comfort. Moreover, there was no negative influence on the perception of the
sound quality from the vibration. These results confirmed the hypothesis in
Sect. 4.1. For further application for people with hearing difficulties, we should
evaluate the musical perception using vibration without sound.

5.2 Illusion of the Physical Penetration of Sound

At first, from the results for Q2, there were no perceptional time lags from the
musical sound stimuli and the vibration, while the vibration motors required



184 T. Yonezawa et al.

Table 4. One-factor ANOVAs in the experiment of physical penetration

Time difference

F(19) p Multiple comparison (from pt.1 to pt.11)

Q1 26.049 <0.01* [3,4,5,6,7,8,9,10,11]-[1,2],2-1

Q2 1.566 0.1174 –

Q3 19.402 <0.01* [3,4,5,6,7,8,9,10,11]-[1,2],2-1

Q4 6.845 <0.01* 6-11,4-[5,11],3-[5,7,8,9,10,11] ,2-[5,7,8,9,10,11],

Q5 5.959 <0.01* 4-11, 3-[5,6,7,8,9,10,11] ,2-[7,8,10,11],1-11

Q6 7.448 <0.01* 4-11,3-[5,7,8,9,10,11],2-[5,7,8,11],1-[5,7,11]

Q7 1.464 0.1538 –

Q8 6.021 <0.01* 3-[5,8,10,11],2-[8,10,11],1-[10,11],4-11

Q9 5.115 <0.01* 3-[7,11],2-[7,8,9,10,11],1-[7,11]

Q10 5.760 <0.01* 3-[10,11],2-[5,8,10,11],1-[5,8,10,11]

Q11 9.516 <0.01* 4-11,3-[5,6,7,8,9,10,11], 2-[5,6,7,8,9,10,11],1-[8,11]

Q12 6.809 <0.01* 3-[4,5,6,7,8,9,10,11]2-[5,7,8,11],

Q13 7.590 <0.01* 3-[5,6,7,8,9,10,11],2-[7,8,10,11],1-[8,11],4-11

Q14 8.050 <0.01* 6-1,4-[8,11], 3-[5,7,8,9,10,11],2-[5,7,8,9,10,11],1-11

Q15 8.643 <0.01* 6-11,4-[5,7,8,11],3-[5,7,8,9,10,11],2-[5,7,8,9,10,11],1-11

Q16 7.343 <0.01* 3-[5,6,7,8,10,11],2-[5,7,8,9,10,11],1-[5,11]

Q17 7.600 <0.01* 4-11,3-[5,7,8,9,10,11],2-[5,7,8,10,11],1-[5,8,10,11],

Q18 10.037 <0.01* 3-[4,5,6,7,8,9,10,11],2-[5,6,7,8,9,10,11],1-[5,8,11]

Q19 10.270 <0.01* 4-[5,8,11],3-[5,6,7,8,9,10,11],2-[5,6,7,8,9,10,11],1-[5,7,8,11]

a few milliseconds for perceivable stimuli from the start of the rotation of the
motor.

Next, from the results of the factorial analyses of variance, the time lag
around 100–200 ms from front to back could provide a feeling as though (1) the
sound passed through the user’s body without any unnatural or incongruent
feeling and (2) a bass drum were being played in front of the user.

Moreover, the participants could perceive the difference in the front and back
vibrations even with only 100 ms of time lag. The significant difference in the
feeling of physical penetration was confirmed in the statements regarding the
penetration of both flesh and bone. Based on the results that the MOS for Q14
was higher than that of Q15, it is possible that the penetration of flesh is stronger
than that of bone. This indicates that humans can feel an illusion of the physical
penetration of sound.

From these results, the hypotheses in Sect. 4.2 were confirmed. We consider
that the illusion of physical penetration of sound elicits both a realistic sensa-
tion and localization of the sound with an impression of physical presence. The
advantage of multiple sound sources with each different direction of the physical
penetration should be discussed in future work.

6 Conclusions

In this paper, we proposed a wearable system with a vibration-motor array in
synchronization with sound to create an emphasized experience of music that
included both a strong bass sound and the illusion of the physical presence of the
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sound source. The multiple vibration motors expressed not only strength and
localization but also fictive penetration through the user’s body. The vibration
motors were placed surrounding the user’s neck, chest, and back.

We evaluated the effects of (1) the combination of vibration with sound in
the musical experience and (2) the differences in starting time between the front
and back vibrations on creating the illusion of physical penetration. From the
results, it is confirmed that (1) the surrounding vibration in synchronization
with the sound of music produced both a realistic sensation and a punch of the
musical experience and that (2) the appropriate time lags between the front and
back vibration motors created an illusion of physical penetration of the sound;
at the same time, sound localization and realistic sensation were also elevated.

In future work, we should consider the possibility of the proposed device for
musical experience of people with hearing difficulties. It is also suggested that the
proposed vibration-motor array could be combined with the visual presentation
of sound through head-mounted displays.
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Abstract. Virtual reality has received a lot of attention lately due to a new wave
of affordable HMD devices arriving in the consumer market. These new display
devices – along with the availability of fast wireless networking, comprehensive
wearable technologies, and robust context-aware devices – are enabling the emer‐
gence of a new type of mixed-reality system for games and digital entertainment.
In this paper we name this new situation as “pervasive virtuality”, which we define
as being a virtual environment that is extended by incorporating physical envi‐
ronments, physical objects as “proxy” elements, and context information. This
new mixed reality paradigm is not well understood by both industry and academia.
Therefore, we propose an extension to the well-known Milgram and Colquhoun’s
taxonomy to cope with this new mixed-reality situation. Furthermore, we identify
fundamental aspects and features that help designers and developers of this new
type of application. We present these features as a two-level map of conceptual
characteristics (i.e. quality requirements). This paper also presents a brief case
study using these characteristics.

Keywords: Pervasive virtuality · Pervasiveness · Context-awareness · Mixed-
reality continuum

1 Introduction

Nowadays we are witnessing a growing interest in VR technologies, as several manu‐
facturers have announced the development and shipping of high-quality head-mounted
display (HMD) devices at affordable prices – examples include the Facebook Oculus
Rift, Samsung VR, HTC Vive, and Sony PlayStation VR. The availability of these
devices – along with fast wireless networking, comprehensive wearable technologies,
and robust context-aware devices (e.g. sensor devices and the internet of things) – brings
exciting potential to develop new digital entertainment applications.

Due to these advances, some initiatives have recently emerged by exploring the
following pattern in mixed-reality environments: the players wear mobile HMD devices
(seeing only virtual content) and are able to move freely in a physical environment, being
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able to touch physical walls and interact with physical objects, while immersed in the
simulation. On the industry side, The VOID [1] and Artanim Interactive’s VR system
[2] are notable examples. On the academia side, we developed a similar experience by
creating an indoor navigation system for “live-action virtual reality games” [3, 4]. These
three examples share similarities that we believe will become a current trend in digital
entertainment.

To help in conceptualizing this new kind of entertainment application more
precisely, this paper presents the concept of “pervasive virtuality (PV)”. Essentially, PV
means “a virtual environment that is extended by the incorporation of physical envi‐
ronments and objects as proxy elements”. At first glance, PV seems to be another name
for a well-known mixed-reality situation. However, this is not the case. Observing The
VOID and Artanim’s systems [1, 2] reveals a new mixed-reality situation (imprecisely
named as “real virtuality” by Artanim [2]), which is not well understood by both industry
and academia. Therefore, firstly we argue that “pervasive virtuality” is a more adequate
term for this type of mixed reality. Secondly, we claim that the well-known Milgram
and Colquhoun’s mixed reality [5] should be extended to accommodate this new type
of situation. Thirdly, we believe that pervasive virtuality (which is the situation found
in [1, 2]) needs a more precise and useful definition. Our contribution stems from shed‐
ding some light in this new type of mixed reality, by creating a common vocabulary and
identifying important aspects and features for designers and developers. Research on
conceptual characteristics that help the design of mixed-reality applications can be found
in other related areas, such as pervasive games [6–9]. Some conceptual characteristics
presented in this paper have been inspired by the work in [9], whose authors discuss
non-functional requirements (qualities) for pervasive mobile games and provide check‐
lists to assess and introduce these qualities in game projects.

The present paper is organized as follows. Firstly, Sect. 2 defines and characterizes
“pervasive virtuality”. Next, Sect. 3 proposes a two-level map of characteristics (i.e.
quality requirements), which can describe pervasive virtuality in a more precise way
and help the design of new applications. Section 4 presents a brief case study using these
characteristics. Finally, Sect. 5 presents conclusions and future works.

2 Pervasive Virtuality

Pervasive virtuality comprises a mixed-reality environment that is constructed and
enriched using real-world information sources. This new type of mixed reality can be
achieved by using non-see-through HMD devices, wireless networking, and context-
aware devices (e.g. sensors and wearable technology). In PV, the user moves through a
virtual environment by actually walking in a physical environment (exposed to sounds,
heat, humidity, and other environmental conditions). In this mixed environment, the user
can touch, grasp, carry, move, and collide with physical objects. However he/she can
only see virtual representations of these objects. Even when a user is physically shaking
hands with another user, he/she has no idea about the real characteristics of this other
user (such as gender, appearance, and physical characteristics).
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This new type of mixed-reality application has emerged recently, with several similar
initiatives appearing almost simultaneously in the industry (“The VOID” [1] and “real
virtuality” [2]) and academia (“live-action virtual reality game” [4]). An earlier similar
academic initiative was “virtual holodeck” [10]. The experience in this new type of
mixed-reality is extremely intense and immersive. However, being a new area, the liter‐
ature lacks proper definitions, design principles, and methods to guide designers and
researchers. This paper contributes to shed more light on these issues. We start by
defining PV considering the traditional reality-virtuality continuum [5].

2.1 A New Reality-Virtuality Continuum Axis

Milgram and Colquhoun [5] proposed a mixed-reality taxonomy with visual displays in
mind. Yet, most mixed-reality applications found in the literature simply juxtaposes real
and virtual objects through the projection of visual artefacts. For instance, a common
example of augmented virtuality is the video of a real human face projected on a 3D
mesh of an avatar’s head in a virtual world. Essentially, in these applications,
“augmented virtuality” consists of a virtual world augmented with the mapping of an
image or video from the real world in virtual objects, and “augmented reality” is the
same process the other way round. Therefore, we need to extend Milgram and Colqu‐
houn’s taxonomy to accommodate other forms of mixed reality.

We need a taxonomy that can cope with situations where real physical objects are
transformed into virtual objects, and vice-versa (i.e. virtual objects become real objects).
We propose to identify the first situation as “pervasive virtuality” and the later situation
as “ubiquitous virtuality”. These situations represent a better fusion of reality and
virtuality, which goes beyond a simple mapped visual projection. In these new envi‐
ronments, transformed objects should work like a proxy. Figure 1 illustrates a proposal
to extend the Milgram and Colquhoun’s taxonomy with our new concepts.

Fig. 1. Extending Milgram and Colquhoun’s taxonomy of real and virtual environments

Augmented virtuality is different from pervasive virtuality, as in the first one real
world objects are projected in virtual content and the HMDs that the user wears (if any)
necessarily are see-through devices. Examples of augmented virtuality can be found in
[11, 12].

Pervasive virtuality is different from the mixed-reality found in “pervasive games”
[9], although they may share similarities (e.g. context-awareness). Essentially, pervasive
games are based on the idea of a real-world augmented with virtual content (left of
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Fig. 1) through context-awareness, made possible through sensor devices placed in the
physical environment and carried by players (in mobile and wearable devices) while
they move in the real-world.

Our concept of ubiquitous virtuality (UV) is aligned with well-known definitions of
this term in the literature [13], which means that this type of mixed-reality integrates
virtual objects seamlessly in the real environment and preserves as many human senses
as possible. However, transforming virtual objects into real ones is a much more compli‐
cated affair and we have almost no examples to produce. Computational holography is
a potential technology in this regard, but this is a research area still in its infancy. Smart
materials that can change their shape in particular magnetic fields or change their texture
in response to a voltage change could also be used, but they are in an experimental stage.
In the realm of science fiction, UV would be the Star Trek Holodeck. Figure 1 illustrates
that PV enhances visual virtual environments towards what we consider the true “virtual
reality” – an environment with a strong sensation of immersion and presence due to the
existence of several human senses. On the other hand, UV tends to evolve towards what
we call “real virtuality” – a virtual world so convincing that we cannot easily distinguish
it from the real world. As a last observation about Fig. 1, we can expect that a continuum
of mixed reality situations connect its two ends (Real Virtuality and Virtual Reality).

PV transforms physical objects into virtual equivalents (also named “proxy objects”
in [10]) by representing their geometry in the virtual environment and tracking them
with wireless networking systems. Furthermore, pervasive virtuality maps the real envi‐
ronment into the virtual environment through the compression and gain factors that apply
to a user during his/her immersion in virtual environments. For example, the user’s real
movements always occur over smaller (and curved) paths when compared to his/her
virtual paths (Fig. 2). For example, these compression factors allow a user to walk
through a long and intricate virtual map by walking in circles over a small physical area.
Steinicke et al. [10] present several variables on which these factors apply, such as:
user’s head rotation, path curvature, scaling of translational movements, and scaling of
objects (and/or the entire environment).

Fig. 2. Mapping real movements into virtual ones (inspired in [10])

2.2 Defining and Characterizing PV

In the context of the previous section, we define pervasive virtuality (PV) as follows.
PV is a mixed reality where real, physical, objects are transformed into virtual objects
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by using real-world information sources through direct physical contact and context-
aware devices (e.g. sensors and wearable technology). In PV users wear non-see-through
HMDs all the time, which means that they do not see any real-world contents. PV usually
requires intensive use of compression and gain factors on external world variables to
adjust the transformation between reality and virtuality.

PV can be better understood by exploring its characteristics (as Sect. 3 describes),
which are essentially “quality requirements” (or “non-functional requirements”). In this
Sect. (2.2) we summarize the concepts underlying those requirements. While doing so
we make references to subsections of Sect. 3 to correlate descriptions with specific
characteristics/requirements, to help in understanding the new concepts better.

All content that a user experiences in PV is virtual – the simulation uses digital
content and generates virtual content based on real world information sources. These
information sources are: (1) the physical environment architecture; (2) physical objects
that reside in the environment; and (3) context information (see Sects. 3.1 and 3.6).

PV takes place in a “simulation stage” (or “game stage”, in the case of games), which
consists of a physical environment (e.g. a room, school floor, or museum) equipped with
infrastructure to support the activities (e.g. wireless networking, sensors, and physical
objects). The simulation (or game) uses these elements to create the mixed reality.

In PV, a user wears a non-see-through HMD device and walks in the physical envi‐
ronment (Sect. 3.3), being able to touch physical walls and other elements. The user sees
a 3D virtual world through the HMD and does not see the real world. The simulation
constructs a virtual world based on the physical environment architecture (i.e. the first
information source, as a 1:1 matching), keeping these two worlds superimposed
(Sects. 3.1, 3.7). The simulation detects physical objects (e.g. furniture, portable objects,
and users’ bodies – the second information source) and maps them into virtual repre‐
sentations, which are then displayed to the user (Sect. 3.1). Users touch, grasp, carry,
and move these physical objects, but they only see their virtual representation
(Sects. 3.1, 3.5).

The third information source is context information [14] (Sect. 3.6), which the simu‐
lation may use to generate virtual content and to change the rules or simulation behaviour
(i.e. unpredictable game experiences and emergent gameplay). Examples of context
information include: (1) player information (e.g. physiological state, personal prefer‐
ences, personality traits); (2) physical environment conditions (e.g. temperature,
humidity, lighting conditions, weather); (3) information derived from the ways a player
interacts with physical objects and input devices; and (4) information derived from
relationships and interactions among players in the game (the social context).

A PV application may respond back to the user through various channels and various
types of media (Sect. 3.4). Some of these channels may be worn or carried by users
(Sect. 3.1), and some of them correspond to physical objects that are spread in the phys‐
ical space (e.g. smart objects and environment devices, Sects. 3.4, 3.6). Finally, users
may interact in PV through multiple modalities (e.g. voice, body movements, and
gestures), ordinary physical objects, and context-aware devices, supporting tangible,
body-based, and context-aware interaction paradigms (Sect. 3.5).
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3 Pervasive Virtuality Characteristics

Figure 3 illustrates a map with two levels of characteristics, which can be understood
as quality requirements to use for PV system design. Each one of the seven first-level
characteristics is subdivided into further sub-aspects, which represent more specific
issues. In future works, we intend to explore the interdependences among these char‐
acteristics, similarly as in [9]. This section presents a brief description of these charac‐
teristics (i.e. quality requirements).

Fig. 3. Important pervasive virtuality characteristics

3.1 Virtuality

Virtuality (Vir) regards handling the virtual aspects in PVs, including Virtual world
generation (VWG) and Virtual content presentation (VCP). Virtual world generation
regards procedures to generate the 3D virtual world based on physical world structure,
which may be a real-time process or may be a pre-configuration step (i.e. mapping the
environment before the simulation runs), for example. Virtual content presentation
concerns issues about how the simulation presents the virtual world and virtual content
to users. For example, PV may present content through HMDs, wearable devices
(capable of providing haptic feedback), the underlying physical structure, and physical
objects (e.g., touching physical walls, tables, and holding small objects). In case of
HMDs, there are issues that the simulation must address properly, such as adverse effects
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on users (e.g. nausea, motion sickness). Hearing may be stimulated by isolating or non-
isolating headphones and smart objects (Sect. 3.4). VCP also relates to presence in
virtual environments [15].

3.2 Sociality

Sociality (Soc) refers to social aspects and social implications of the simulation. Social
presence (SP) concerns “how people experience their interactions with others and refers
to conditions that should be met in order to experience a sense of co-presence (i.e. mutual
awareness)” [16]. Social presence may happen among real people and/or among users
and virtual characters. For example, a simulation may foster social relations by providing
team play activities that require collaboration. A stronger possibility in this example
may be activities that require collaboration due to complimentary user roles.

Finally, Ethical concerns (Eth) regards topics related to the well-being of users and
ethical issues. For example, Madary and Metzinger [17] discuss issues about virtual
environments influencing user’s psychological states while using the system, lasting
psychological effects after the simulation is over (e.g. long-term immersion effects,
lasting effects of the illusion of embodiment, undesired behaviour change).

3.3 Spatiality

Spatiality (Spa) regards aspects related to the physical space usage. In particular, Mobi‐
lity concerns issues related to the free movement of players in the physical environment.
Some examples are providing adequate network support that covers the entire simulation
stage, requirements of user movement due to physical space size and interaction with
physical objects, and how to simulate a large virtual environment in a confined space
(e.g. redirected walking techniques [18] as in Fig. 2).

3.4 Communicability

Communicability (Comm) concerns aspects about the infrastructure that the simulation
uses to communicate with users and other simulation components. Connectivity (Con)
refers to the networking infrastructure that is required to support activities in the simu‐
lation (and associated issues). For example, PVs may require wireless local networking
with specific requirements (e.g. low latency).

Game stage communication (GSC) refers to the communication channels that the
game uses to exchange information with players in the game stage. For example, envi‐
ronment devices [9] are objects placed in the physical environment and may output
information (e.g. audio), generate effects in the physical world (e.g. smells, wind, heat,
cold, spray water, open doors, and move elevators).

3.5 Interaction

Interaction (Int) refers to interaction paradigms in PV. So far we identify these important
paradigms that contribute to create the “live-action play” aspect of PV: Tangible
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interaction (TI), Body-based interaction (BI), Multimodal interaction (MI), and Sensor-
based interaction (SI). These interaction paradigms may be facilitated through wearable
devices (e.g. smart bands, motion sensors) and dedicated infrastructure (e.g. motion-
capture cameras).

Multimodal interaction (MI) corresponds to interaction through multiple modalities
such as voice input, audio, and gestures. Tangible interaction (TI) represents the
“tangible object metaphor” as first defined by Ishii and Ullmer [19]. In TI, a user interacts
with the simulation by manipulating context-aware mobile devices (e.g. portable device
equipped with sensors) and ordinary physical objects (e.g., wood sticks, rocks). In PV,
the simulation tracks all these devices and displays a correspondent virtual representa‐
tion to the user through a HMD. For example, a real wood stick could become a virtual
sword in the simulation. Body-based interactions (BI) represent interactions through
body movements such as jumping, spinning, walking, running, and gestures. Sensor-
based interaction (SI) represents interactions of implicit nature [20] based on sensor
devices. An example is “proximity interaction”, where the simulation triggers events
when a sensor detects the presence of a user.

3.6 Context-Awareness

Context-awareness (CA) refers to acquiring and using context information in simulation
activities. The simulation is able to sense context information through several means,
such as: (1) The physical place where the game happens may host physical objects that
are equipped with sensors (e.g. smart objects in [9]). These devices may be connected
to other similar objects and to game servers; (2) The player carries or wears devices that
sense context from the environment and/or from the player; and (3) The game queries
remote information about the player based on the player identity (e.g. social network
profiles).

In this regard, Dynamic Content Generation (DCG) refers to creating game content
dynamically through context. The simulation also may use context to adapt rules, change
simulation behaviour, and virtual world content (Gameplay adaptability – GpA).

3.7 Resilience

Resilience (Res) refers to how a game is able to cope with technology uncertainties (i.e.
in sensors and networking) to prevent them from breaking immersion and the simulation
experience. These uncertainties stem from inherent technology component limitations
such as accuracy, precision, response time, and dependability. For example, in PV the
tracking problem is a key issue as: (1) sensor technologies ignore physical world boun‐
daries; (2) sensor technologies may not be able to track objects moving above a certain
speed threshold. We identify three important aspects for resilience: Uncertainty
handling policy (UHP), Game activity pacing (GAP), and Mixed-reality consistency
(MRC).

Uncertainty handling policy (UHP) refers to specific strategies a simulation may use
to handle uncertainties. Valente et al. [9] discussed five general strategies to approach
these issues (e.g. hide, remove, manage, reveal, exploit). Game activity pacing (GAP)

194 L. Valente et al.



refers to how the pacing of activities might interfere with the operations of specific
technologies (e.g. sensors), and vice-versa, and what to do about this issue.

Mixed-reality consistency (MRC) refers to how a game keeps the physical and virtual
worlds superimposed and synchronized (in real-time) without negative side-effects that
a player might perceive. For example, a key element in the PV pipeline is tracking of
physical objects and physical elements (e.g. architecture). PV may use different
approaches, such as sensors or computer vision. A PV simulation can process tracking
through the mobile user equipment (e.g. “inside processing” in portable HMDs, cameras,
and computers) or through a dedicated infrastructure (e.g. “outside processing” using
cameras fixed in the physical infra-structure and dedicated computers).

4 Case Study

This section describes briefly how the aspects that Sect. 3 describes apply to a proof-of-
concept PV demo that we developed in previous works [4] (as a “live-action virtual
reality game”). In this game demo the player carries a smart object that simulates a gun.
The player wanders around a small room freely, shooting virtual aliens that try to invade
the environment. The physical room is equipped with several infrared markers that are
used in the mapping (Virtual world generation) and tracking processes (Mixed-reality
consistency). The tracking hardware consists of a portable computer and an Oculus Rift
device equipped with two regular cameras (one for each eye), which have been modified
to capture infrared light only.

Virtuality. Considering Virtual world generation (VWG), the application requires a
pre-processing step to build the virtual world. In this process, a user (non-player) walks
in the physical environment wearing the tracking hardware to scan all infrared markers
fixed on the room walls. The system uses this information to create the first version of
the 3D world. Later, a designer tweaks this 3D model manually. Considering Virtual
content presentation (VCP), the demo provides information through the HMD and
headphones. During our preliminary tests, one player (out of twelve) experienced
adverse effects such as headaches and disorientation.

Sociality. Considering Social presence, in the current version there is only one active
avatar (the player character) in the game stage, which means that Social presence does
not apply. Regarding Ethical concerns, we plan to create an evaluation plan to assess
how these experiences might affect players when we test this application with a broader
audience.

Spatiality. Considering Mobility, the current version takes place in a 5 m × 5 m room.
The demo does not use redirected walking techniques to simulate a larger environment.

Communicability. Considering Connectivity, in the current version the simulation
does not use networking as the mobile player equipment is self-contained
(i.e. performs all processing). However, we are experimenting with environment
devices and smart objects spread in the room that communicate with the player
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equipment using radio frequency modules and Wi-Fi. Considering Game stage
communication, it does not apply to the current version.

Interaction. The demo uses tangible interaction – the player manipulates a smart object
as a gun.

Resilience. As a proof-of-concept, the demo does not implement Uncertainty handling
policy. However, we are working on “manage” strategies [9] as “fallback options” for
networking operation: the player equipment communicates with smart objects through
RF modules (the fastest option), if this option does not work adequately then the game
tries Wi-Fi; if this also fails then the game tries Bluetooth. Considering Game activity
pacing, the speed that the player moves the gun object has not affected how the game
operated. However, we are still experiencing issues if the player equipment loses sight
of the infrared markers. Considering Mixed-reality consistency, tracking errors accu‐
mulate as the player moves in the environment as the system uses relative position of
some markers in the tracking process. To solve this issue, the environment contains
special markers that contain absolute physical position, which the tracking system uses
to correct tracking information.

Context-Awareness. Dynamic content generation does not apply to the demo. Consid‐
ering Gameplay adaptability, the current version does not use it. However, we are
experimenting with temperature sensors to change virtual world colours according to
physical temperature (Fig. 4). In Fig. 4, the laptop displays what the player sees through
the HMD. To the left of the player’s hand, there is an environment device (a heater) that
becomes a fireplace in the virtual world. In this example the player equipment contains
a temperature sensor. The demo senses the current temperature and modifies the fireplace
animation according to this information: if the temperature is higher, then the virtual
fireplace gets bigger.

Fig. 4. A player in the test room with a heater on the ground and her correspondent HMD view
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5 Conclusions

In this paper we started to conceptualize a new paradigm that has emerged recently
through the new trend of affordable HMD devices coming to the market, as well as the
availability of fast wireless networking, wearable technology, and context-aware
devices. In previous works [3], we started exploring this new entertainment paradigm
as “live-action virtual reality games”. However, instead of providing formal definitions
about this kind of application, in this paper we set out to identify an initial set of char‐
acteristics (i.e. quality requirements) that may contribute to implement this new para‐
digm. We believe that this approach may lead to more practical results (e.g. helping
designing and developing these applications) instead of trying to formulate abstract
definitions – this is an approach that echoes other works about fuzzy definitions in game
research such as “pervasiveness” [21].

The initial set of aspects that we presented is not a complete set, but it is a starting
point to foster discussion and further research agendas. Also, these aspects do not exist
in isolation as several of them have interdependences and specific game features may
require several aspects. For example, in a work in progress we are experimenting with
ultrasonic sensors to detect player presence, so as to open a door in a game activity and
play a sound in a loudspeaker. This is a simple example of Game stage communication
that requires Context-awareness and Interaction (e.g. proximity interaction).

Future works include elaborating questions to assess the characteristics, refining this
initial set, discovering interdependences, discovering more characteristics, developing
applications based on this material, analysing other applications that share similar
concerns, and feed all this material back again in this research process.

Acknowledgments. The authors thank CAPES, FINEP, CNPq, FAPERJ, and NVIDIA for the
financial support to this paper.
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Abstract. Educational games have started to establish themselves as
a fruitful complement to traditional teaching methods since they can
enhance motivation and actively engage learners with the subject mat-
ter. While educational games targeted toward single players still prevail,
recent years have also witnessed a growing interest to incorporate collab-
orative elements into educational games to take advantage of the positive
effects associated with collaborative learning.

In this paper we introduce Metry Mouse Missions, an educational
game which fosters collaborative problem-solving and engages young peo-
ple, aged 8–11 years old, in the construction of complex geometric models
through the interactive adventures of a daredevil mouse. A central aim of
Metry Mouse Missions is to provide an inviting interface that supports
exploration and intellectual curiosity about geometric constructions.

Keywords: Game-based learning · Collaborative learning · Geometry

1 Introduction

While educational games have established themselves as a promising complement
to traditional education methods there still exists only a limited number of edu-
cational games to date which include a collaborative dimension (cf. [10]). While
empirical studies have shown that collaborative learning can be a very effec-
tive form of learning (see, e.g., [4]), designing collaborative educational games
is not a straightforward endeavor as it has been shown that the effectiveness of
collaborative learning depends upon a variety of factors (cf. [1]) such as group
composition and the quality of the interactions between the collaborators.

In this paper we describe Metry Mouse Missions, an educational game cur-
rently in development and intended to convey geometric concepts to young peo-
ple aged 8 to 11 years. The goal of the game is to successfully maneuver a stunt
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mouse across obstacle courses composed of varied terrain, fire, and piranhas.
For that purpose, players must unlock shapes and construct obstacle tacklers by
correctly answering geometry-related questions about each desired game compo-
nent. Metry Mouse Missions encourages students to work in pairs and promotes
sustained collaborative problem solving. Friendly competition is encouraged.

2 Related Work

Given the vast amount of literature on game-based learning and collaborative
learning environments a comprehensive review of related work is beyond the
scope of this paper. We will thus limit our discussion to a few educational games
concerned with teaching concepts of geometry. Examples in this area include
the work of Ketamo [2] who described an adaptive geometry game for handheld
devices. Sedig [8], in turn, introduced a game-based learning environment called
Super Tangrams which helps children to understand transformation geometry, a
topic which has also been addressed by DOGeometry [9]. Also worth mentioning
is the work of Kiili and Ketamo [3] who developed a game where children learn by
teaching an octopus about geometrical shapes. The latter also has a collaborative
element which gives players the possibility to have their octopus compete against
those trained by other players. However, each player has to train the octopus
individually while in Metry Mouse Missions players have to work together to
master an obstacle course.

3 Theoretical Framework

Metry Mouse Missions is developed with an eye towards inclusivity and con-
structivist learning principles. Central to a constructivist learning environment
is that learners are able to choose and develop their own learning goals, and that
the environment can be adapted to the uses learners put to it. The role of declar-
ative knowledge, like facts and figures, and other forms of cognitive content, are
used to help construct new worlds that reflect diverse perspectives; they are not
the end in themselves, as an instructionist learning environment would have it.

Particularly useful in conceptualizing the flow of cognition in this learn-
ing game is Perkins’ [7] conception of the access characteristics of knowledge,
which looks at four categories of relevant knowledge (viz., knowledge, represen-
tation, retrieval, construction). Users must learn to utilize the tools of the system
through physical and mental means, and construct something completely unique
within it. Immediate feedback, active questioning, and interactivity increase
mindfulness and intrinsic motivation [5]. Generative processing is facilitated in
the game through multimedia, personalization, guided activity, feedback, and
reflection [6]. The intention is to create an interactive environment that helps
users develop more complicated schemata around geometry. Rewards (e.g., ani-
mations of the mouse running the obstacle course, cool things to make, racing
other users) are designed into the system to keep users motivated and excited
to see what comes next.
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Fig. 1. Left: A tackler has been placed in front of the water hole to allow Metry Mouse
to safely jump over it (single-player mode). Middle: The tackler for this fire obstacle is
currently build by the other player and is therefore locked (two-player mode). Right:
A player attempts to solve a question regarding the number of sides of the shape. The
circle in the middle displays the amount of time left (two-player mode).

4 Game Design

The game consists of a collaborative two-player mode and a single player mode
which is meant as a tutorial and preparation for the two-player mode. In both
modes the player is challenged through a number of racetrack obstacle courses
in need of various user-built contraptions (e.g., ramps, bridges) to help a stunt-
mouse overcome obstacles like holes, fire-pits, water holes, or hills (see Fig. 1).
These contraptions have to be built in an editor – called the Obstacle Tackler
– by arranging basic geometric shapes – that is squares, right-sided triangles,
and quadrants – in a proper way. Once the obstacle tacklers are successfully
built the users may personalize their contraptions by spray painting with pat-
terns and various color combinations. However, to place the tackler on the race
track the player must unlock it first, by answering three questions about the
geometric relationships involved in the construction (e.g., determining the area
and circumference of a shape; recognizing the number of right angles in a shape,
etc.). Each level in the game requires new tacklers to be built in order for Metry
Mouse to successfully complete the race and reach the cheese located at the end
of the race track.

In the single-player mode the user is aided in this process by a book, which
collects all the built tacklers and gives information about the geometric relation-
ships and equations. The two-player mode is different to the single-player mode
in the sense that it limits the time available to build tacklers and answer ques-
tions. This has been done to ensure a fluent game experience for both players.
Secondly, to provide incentive for both players to actively take part in the game,
players can collect stars for building tacklers (the faster a tackler is built the more
stars it is worth) and answering questions. In the latter case, a correct answer
is worth a certain amount of stars, depending on the difficulty of the question.
A wrong answer will reduce the amount by one and the players can try again,
until all stars are used up in which case the level has been lost. Stars also influ-
ence the current status of the player, reaching from Boss Clown to Dare Devil.
Beside the number of stars, the game keeps track of various statistics for each
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player (e.g., number of tacklers built, number of correct answers given, mostly
played level) which can be viewed before challenging another player. Figure 1
shows screenshots of the game from the single-player and the two-player mode.

5 Conclusion

This paper provided a short overview of the game design of Metry Mouse Mis-
sions and the theoretical foundations on which its design is based. Future work
will need to determine the effectiveness of the game in reaching the learning
objectives by conducting user studies with young learners.
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Abstract. We propose the design of an activity game and virtual pet
for smart-watches that combines casual game design principles, lessons
from fitness trackers, and location-based features. Players take care of a
newly hatched dragon that grows and changes depending on their activi-
ties, reflecting their general fitness in a playful and encouraging manner.
Where most virtual companions are aimed at children, we designed this
game with young adults in mind. An early PC prototype was tested by
ten members of this target group to gauge interest and inform design
iterations. The general design of the game and the virtual dragon were
mentioned as strong points, while the emulation on the PC was consid-
ered not intuitive. Upcoming prototypes will be tested on smart-watches,
with the ultimate goal of exploring the impact of connecting a virtual pet
to the physical location of a player on engagement and activity levels.

Keywords: Applied gaming · Games for wearables · Activity tracking ·
Virtual pet

1 Introduction

In recent years wearable fitness trackers and smart-watches have become more
widely used and increasingly sophisticated. No longer are users limited to sim-
ple step counters; with devices like the Pebble and Apple Watch we now see
smart-phone functionality integrated with fashionable technology that fits unob-
trusively on our wrists.

Our goal is to explore the novel interaction possibilities that smart-watches
provide and how they may be used to improve people’s lives. In that light we
have begun development on Little Fitness Dragon, and activity game for mobile
phones and smart-watches. By building on existing research and incorporating
lessons from the casual game industry, we aim to develop an engaging wellness
tracker that encourages its players to be active on a regular basis by combining
a virtual pet with location-based game mechanics. The novelty of this game
lies in grounding a virtual character in a player’s physical surroundings, as well
as utilizing modern wearables which so far remain underused, both for gaming
purposes and in research relating to activity trackers.
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This paper describes the preliminary design and conception of a PC prototype
for the game. The prototype was tested with a small selection of participants,
some of whom had game design experience. This was done purposefully to better
inform the design of the game before moving forward with its development. We
conclude this paper with our plans for future work and follow-up studies.

2 Related Work

Over the last decade researchers have studied both the successes and the limi-
tations of wearable fitness devices. One documented project is Fish‘n’Steps [7],
which used a wearable pedometer and linked a user’s daily step count to the
growth and happiness of a virtual fish. The digital fish tank was displayed in a
common area of the test participants’ office space, and users were required to
check in on a daily basis to log their activity. Out of 19 participants, several
increased their daily step count over the testing period of six weeks. Another
relevant example is UbiFit [3]. It aimed to encourage users to monitor their own
activity and to implement varied activities into their lives on a daily basis. It
did this through a glanceable display background on the user’s mobile phone
showing a garden, which would change depending on the level of activity and
the variety of activities the user participated in that week. Users of the glance-
able display were able to maintain their activity levels over a period of several
months (which included holiday weeks), while that of test participants not using
the display dropped significantly. While these projects showed positive results,
commercial activity trackers often end up being abandoned by their users. Bar-
riers to continued use are that the devices do not record all physical activity, are
inaccurate, do not provide a social functionality, or that the devices themselves
are ugly or impractical [5].

The Tamagotchi showed many years ago that users can grow attached to a
digital creature or pet. Research has begun to explore this further, for instance
with testing the use of virtual pets to influence changes in behavior. A study
with 39 adolescents determined that those with a virtual pet providing posi-
tive and negative feedback on their breakfast habits were twice as likely to eat
breakfast than those in the control group [1]. With the continued development of
mobile devices, location-based games and apps have also become more common.
Gaea [2] uses mobile phones and a public display in a location-based multiplayer
mobile game that encourages the public to recycle. Another interesting case of
using location-based game features for encouraging behavior can be seen in the
overnight commercial success of Pokemon Go, which has players walking long
distances in their quest to ‘catch them all’ [8].

3 The Design

Little Fitness Dragon (LFD) is a game for both smartphones and smart-watches.
While it works as a self-standing application on mobile phones, it can use more
accurate sensors when used in combination with a smart-watch (i.e. the heart



Little Fitness Dragon: A Gamified Activity Tracker 207

(a) Photograph of mock-up
implementation.

(b) Screenshot of the prototype application.

Fig. 1. Target platform mock-up (left) and prototype screenshot (right)

rate monitor and step counter). It makes use of the GPS sensor in the mobile
device to create a casual gaming experience that combines aspects of virtual
pets, location based gaming, and activity tracking.

Its goal is to stimulate regular activity and it is aimed at young adults with a
sedentary lifestyle who wish to increase their daily activity level. While much of
the existing research, especially that related to virtual pets to stimulate lifestyle
changes [1,6], has been focused on children, we argue that the use of virtual
characters and ‘cute’ graphics can be just as effective in adults, as is illustrated
by the wide appeal and success of casual games like Peggle and Farmville.

In LFD, players are tasked with taking care of a newborn dragon, which is
always visible when the game is open (see Fig. 1a). The fully animated dragon
keeps track of a player’s activity (e.g. calories burned and step count), and will
grow and change depending on the player’s activity level. A player who moves the
minimum recommended daily amount will have a calmer, more relaxed dragon,
while a player who exercises a lot will have a more energetic dragon. A similar
approach was used in Fish‘n’Steps and showed that users were pleased to see
their progress reflected in the growth of their virtual fish. The study discovered
that negative feedback for underperformance could lead to feelings of guilt and
reluctance to return to the application. By having the dragon’s behavior change
with the user’s activity level we provide an abstract way for users to reflect
on their performance without negative connotations. The dragon will always be
excited to see its owner and encourage them to engage, lowering the barrier to
return to the game when it has not been used in a while.

During walks the player may come across ‘resource locations’, where he or
she can find ingredients to use in the game. These locations are generated by the
game, following certain constraints (e.g. keeping a minimum distance between
locations). They can vary in type (and therefore resources that may be found
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there), and are discovered by coming in close physical proximity of their GPS
coordinates. One aspect of the game is a compass screen on which players can see
both visited and unvisited resource locations in their surroundings. Whenever the
player comes across a resource location, they will be prompted by their dragon
for an interaction or mini-game. Mini-games are optional and not necessary to
complete for those who simply wish to collect the resource. For these players
they will have a simple interaction with the dragon, after which it will return to
them with a resource its managed to hunt, depleting the location for that day.
Locations can be revisited on a daily basis to collect more resources and enable
players to replay the corresponding mini-game.

Resources can be used to cook and craft items for the dragon, e.g. toys and
different nests. Each dragon has different preferences for food and items. Addi-
tionally, feeding the dragon different types of food allows players to gradually
change its appearance, e.g. color, scales, horns, wings. The default view of the
game shows the dragon’s den, where the player can feed their dragon and place
toys and other items for it to play with. Tapping the dragon shows a zoomed in
view of what it is currently doing, e.g. eating, sleeping, or playing, as well as the
progress towards the daily activity goals. Here the player can also interact with
their dragon to which it will respond with different animations.

By developing for current day smart-watches we can overcome some of the
barriers encountered in previous studies [5], such as inaccurate tracking or the
need for additional tracking devices. Furthermore, the availability of a high-
resolution display allows us to provide players with appealing graphics and pos-
itive reinforcement. During the development of this project we follow theory-
based design principles for apps that track daily activity levels [4], for instance
by making use of ‘abstract’ and ‘reflective’ data in showing the player’s perfor-
mance through changes in the dragon rather than numbers and statistics. We
expect that basing the design of LFD on these principles will make it an encour-
aging activity companion, while the addition of location-based play creates a
real-world connection to an otherwise virtual creature.

4 Player Experience

To test the viability of the design we created an initial prototype for PC systems
using GameMaker Studio (see Fig. 1b). While this prototype could not be used to
test the effectiveness of the game as an activity tracker (as it lacks the mobility
necessary to collect meaningful data on the subject), we consider this as the
first step in the development process. With this basic prototype we created a
functional discussion point with other designers and were able to gauge initial
user response to the game concept.

Care was taken to simulate the controls and mechanics of the intended design
as intuitively as possible in a PC application, while giving a clear idea of the
intended game play and aesthetics. A tutorial explained the game, while daily
exercise was emulated by adding an avatar on a map screen that was controlled
with the keyboard. A total of ten people played the game with ages ranging
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between 21 and 32, all with relatively high gaming literacy or a background in
game development. Feedback was collected in open discussions with the testers,
first allowing them to freely voice their initial impressions of the game and then
asking more specific follow-up questions. With two of the testers, both work-
ing in game development, a more in-depth interview took place to ask about
suggestions for the next stage of development.

All ten testers responded positively to the prototype, with the only negative
comments referring to the PC controls not being intuitive. The combination of
activity tracking with casual game play was mentioned as an interesting idea
that testers could see themselves using in their lives. Testers specifically enjoyed
the style and quality of the aesthetics, as well as the design of the dragon. Several
concerns also came to light during the discussions. The user interface, in the pro-
totype presented in 800 by 600 pixels resolution on a computer display, showed to
potentially become too cluttered on a smaller display, especially that of a smart-
watch. It also became clear that the initial plan of using resources for both cook-
ing and crafting, and the large amount of available resources planned resulted
in an overly complicated system. The compass also needed to be redesigned, as
players were observed to not understand the representation of themselves and
the resource locations.

It is possible that the high levels of gaming literacy of our participants influ-
enced the receptiveness to the proposed game concept. This was a conscious
decision, however, as at this stage it was deemed important to discuss potential
issues in the game’s design. We argue that game literate participants are better
equipped to provide in-depth comments. They furthermore tend to be more crit-
ical, as they tend to spend a lot of time interacting with games and technology.
Overall, we feel the prototype served its function as a discussion point for desired
features and showed a positive interest in further development of the game.

5 Future Work

The next step is the creation of a second prototype for the target platform that
has the basic functionality needed to test the game as an activity tracking tool.
Based on the comments received during the initial test we will be making several
changes to the design as well. One such change is that while we at first intended
the game to be completely self-standing on smart-watches, it has become clear
that the extra screen space offered by mobile phones will be needed to include all
the features we envision. Core features will work independently from the phone
on the smart-watch side, while some non-essential features will be available on
the phone side and data is synced between the two. Additionally we will be
streamlining the design of the resources and crafting mechanics, and focus on
increasing interaction with and feedback from the dragon. We will also implement
a reward mechanic that can take stationary activities (e.g. gym activities) into
consideration for users who do not have a watch with a heart rate monitor.

The main limitation of the prototype is that it could not be used to test
the validity of the design as a wearable activity tracker. We argue, however,
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that there is merit in testing games and applications before considering them
for further study. Although we could not yet test the validity of the game as an
activity tracker, we were able to gauge the interest in the design from our target
audience. More importantly, it allowed us to identify issues and make design
changes that would have been more costly at a later stage of the projects, or
could have hampered our research further down the line. We argue that the use
of early prototypes like these can improve the quality of both future research
and the applications produced for it.

Our next study will focus on testing the efficacy of this second prototype. We
will continue to involve users over the course of the development, although as we
move forward we will also be including those less used to playing games. Later
on we also see potential of using the game to explore the potential impact of
connecting the physical environment to the virtual domain in regards to player
engagement and activity levels, specifically compared to virtual companions that
do not react to the player’s physical environment.
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Abstract. It has been claimed that wearable devices are useful for
healthcare applications by providing functionalities such as idle alerts,
pedometer, heart-rate measurement, and calorie calculation. However,
these functionalities have the limitations of providing only passive assis-
tance. In order to prompt users to do physical activities, we developed a
prototype application for active assistance, which works on smartwatch
devices. It guides users to stretch their arms periodically during their
daily lives. For effective guidance, we integrated motion recognition and
gamification elements. We performed a user study to confirm the useful-
ness of our approach.

Keywords: Smartwatch · Physical activity · Stretching · Motion recog-
nition · Hidden Markov Model · Gamification

1 Introduction

In recent years, the field of wearable technology has grown rapidly especially
for wrist-worn devices such as smartbands and smartwatches. Since the devices
are integrated with not only high-performance CPU and GPU but also accurate
micro-electromechanical system (MEMS) sensors, it is possible to implement
various services on user’s wrist, which include idle alerts, pedometers, exercise
recording/management, and calorie monitoring, claiming to assist in healthcare.

The medical community has reported that sedentary work over many hours
can be very harmful to health [1,6]. It is generally recommended that workers
do not remain in the same posture for long periods at the workplace [2,7], and
the public have thus taken an interest in wearable devices that can help in this
context. Such devices often adopt an idle alert function to tell users to move or
change their posture. However, we believe it is difficult for these functionalities
to effectively encourage physical activities. We call them passive assistance. In
this paper, we propose an active assistance functionality that can effectively
prompt the users physical activities.

Promoting physical activities has mainly been studied from the perspective
of games [3,5,8]. However, game activities have their own limitation that people
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are made to get fully devoted to them in a certain place and for a certain
period of time. Our approach presented in this paper aims at promoting physical
activities using wearable devices in daily environments.

We have developed a prototype application based on smartwatches. It
prompts physical activity by informing the users that it is time to stretch, guid-
ing and evaluating their motion, and providing feedbacks. Additionally, gamifi-
cation elements are added to further motivate the users’ activities. Our approach
is the first study to prompt physical activity and evaluate it using a wearable
standalone device.

2 Active-Assistance Operations

The objective of our work is to investigate whether it is possible to effectively
prompt physical activities by promoting arm stretching with the assistance of a
wrist-worn smartwatch (Fig. 1-(a)).

Fig. 1. A smartwatch and its interface. (a) Smartwatch. (b) The watchface mode
reminds the user of stretch.

In the smartwatch, the watchface mode provides reminder when the user
has not stretched for a certain period of time. See Fig. 1-(b). In this study, the
watchface mode is set to provide reminders between 10 am and 6 pm, when the
user is assumed to be working at his or her chair. The stretching reminder is set
off one hour after the last stretching time. The user can perform arm stretching
according to the application’s direction or turn down the reminder message. The
reminder time is then updated to one hour later.

Figure 2 shows the arm-stretching flow guided by the application. If the
user accepts the reminder message, stretching guide is provided, as illustrated
in Fig. 2-(a). The first layer of the guide provides character images together
with simple text whereas detailed text is given in the second layer that can be
accessed by scrolling. The way to stretch is explained with spreading/shrinking
wave animation of circles, as shown in Fig. 2-(b) and -(d). At the peak state of
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Fig. 2. User interface for arm-stretching flow.

stretching, the user is supposed to retain the stretched posture for five seconds.
Figure 2-(c) shows the five-second countdown animation. Haptic feedback is pro-
vided at the start and end times so that the user does not need to take a look
at the display during stretching.

3 Evaluation and Feedback

The user’s stretching motion can be represented by sequential time series data.
We used a Hidden Markov Model (HMM) algorithm [4], which processes sequen-
tial data in real time on embedded systems. We acquired the accelerometer data
at 100 Hz and used a Kalman filter to compensate for the noise in the raw sen-
sory data. The observation vector, containing acceleration and some processed
data, was evaluated in real time during the stretching action. When the users
action was done, we compared the probability given by the motion recognition
algorithm with the proper threshold to determine whether the user succeeded
or failed. For this purpose, we need off-line pre-training stage and per-person
training stage. Ten volunteers were involved in the pre-training stage. Each vol-
unteer provided ten motions for the vertical stretch. We assume that the arm
movement is symmetric and can safely rely on the data from a single sensor on
one wrist.

Fig. 3. Gamification elements. (a) For the success case, the progress bar is displayed
at the boundary area. (b) The fail case. (c) Daily goal achievement.
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We also added gamification elements. When user succeeds, the application
displays the progress bar for the pre-set daily goal. See Fig. 3-(a). The progress
bar is increased by 20 % per successful stretching motion. When the goal is
achieved, the application congratulates the completion of daily goal and displays
a virtual reward. In the current implementation, it is the gold medal, as shown
in Fig. 3-(c).

4 User Study: Result and Discussion

We conducted an experiment to assess our approach of providing stretch
reminders, guiding the motion, and evaluating the user’s motion. The smart-
watch used in the experiment is Samsung Gear S21 with Tizen OS (wearable
profile version 2.3.1). The prototype application is implemented in C++ for the
native environment2. Before and after the experiment, participants were asked
to fill in questionnaires. We informed the participants that the acquired data
would only be used for the present study.

4.1 Procedure

We recruited 17 participants (15 males and 2 females) aged 23 through 41 (with
M 29.875 and SD 4.177). They included graduate students, engineers, and office
workers. The participants were paid $10 for their involvement. Nine out of them
had experiences in healthcare services based on mobile or wearable devices.

We first conducted an initial survey before the experiment. Then, after being
instructed in the usage of the application, the participants performed a training
for stretching activity in order to enhance the motion recognition rate. The
experiment lasted three days, during which the participants wore the device and
continued their normal daily activities. The application recorded the log data
during the experiment, e.g., how many times stretching was done, whether the
user failed or succeeded, etc. After the experiment, we extracted the log data
from the device and asked the participants to fill in the final questionnaire.

4.2 Questionnaire and Result

The initial questionnaire asked participants how much time they typically spend
doing sedentary work and how frequently they do stretching per day. The par-
ticipants do approximately 8.5 hours of sedentary work and stretch on average
1.84 times per day.

We analyzed the recorded log data. For three days of experiment, the partic-
ipants received on average 7.147 reminder messages per day, of which 64 % were
accepted. On average, they attempted 18.201 stretches per day. In the three-day
experiment, the goal (at least five intermittent stretching motions) was achieved
for two days on average. See Data analysis part of Table 1.
1 http://www.samsung.com/global/galaxy/gear-s2/.
2 https://developer.tizen.org/development/api-tutorials/native-application.

http://www.samsung.com/global/galaxy/gear-s2/
https://developer.tizen.org/development/api-tutorials/native-application
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The result of the final questionnaire is shown in Questionnaire analysis part
of Table 1: (1) The “effectiveness of stretching” is meant to measure the personal
perception on how much the muscles seem to be relaxed as a result of stretching;
(2) With respect to the “effect of gamification,” the participants were asked how
much they were motivated by the reward, i.e., gold medal for achieving daily
goal; (3) The final question asked the participants whether, if given a chance,
they intend to use same application in the future.

Table 1. Results of the experiment. The values of the Questionnaire analysis show
5-point Likert-scale from 1 (low) to 5 (high)

Data analysis M SD

Number of reminders per day 7.147 2.398

Number of stretches per day 18.201 7.968

Number of daily goal achievement 2.000 1.110

Questionnaire analysis M SD

Effectiveness of stretching 4.000 0.791

Effect of gamification 3.059 0.899

Intention to reuse 4.471 0.514

4.3 Discussion

In general, we received positive responses from the participants. According to the
results, the participants performed stretches as much as 18 times per day. Recall
that, in the initial survey, they answered that they stretched on average 1.84
times over 8 hours. They also appraised highly the effectiveness of the stretch-
promoting system and most of them wished to use this kind of application again.

The gamification element was expected to motivate the user to perform
stretching more actively, but the score on “effect of gamification” (M 3.059
and SD 0.899) does not lead to the conclusion. It can be analyzed from two
perspectives. First of all, adding gamification elements might not be effective
for prompting physical activities, as claimed by [9]. Secondly, the reward in the
current prototype system, the gold medal, is too simple to be assessed. When
the prototype application is extended into a pervasive game, a more elaborate
rewarding system could be added and evaluated more formally.

5 Conclusion

We have presented an attractive approach to encourage user’s physical activ-
ity by using smartwatch-based prototype application. During the experiment,
participants wore a smartwatch which reminds stretching time periodically.
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The experimental results show that participants were made to conduct more
stretching activity and provided positive feedback for our approach although
the static time-based reminder might be able to annoy them when they do not
want to stretch.

We concluded that it is possible to encourage user’s physical activity with
an active assistance manner for people wearing smart wearable devices. We are
currently extending the system and also designing more elaborate experiments.
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Abstract. Game Accessibility (GA) has been brought to the front of the video
game landscape thanks to a recent but major change in the US law called the
Communications and Video Accessibility Act; GA is now a legal obligation for
game developers in the US. However, there is a gap between legislation and
practice of GA. This study is based upon a previous tentative curriculum frame‐
work (TCF) for GA. The questions are: What are the opinions among educators
and game developers regarding the TCF? How could the TCF be redesigned? To
answer the questions, the TCF was surveyed with practitioners and researchers
in the GA community. This paper presents an evaluation and redesign of the TCF,
divided into different categories, depending on the students’ profiles, scopes and
skills. Furthermore, how the curriculum content can be created and shared is also
discussed, as well as future work.

Keywords: Game Accessibility · Game education · Curriculum Framework

1 Introduction

Game accessibility (GA) has been researched since the dawn of the computer and video
game industry and there is a significant amount of publications, see e.g. [1, 2]. However,
only a limited number of titles from the mainstream game industry offer even basic
accessibility features. In the USA, the Communications and Video Accessibility Act
(CVAA) [3] is about to change this situation: game consoles and distribution platforms
now have to be accessible and, from January 2017, game software also has to be acces‐
sible. As USA is one of the largest markets for games in the world, the CVAA have
already had international impact; two of the major game consoles were patched with
accessibility features for the first time in 2015.

However, if these legal provisions are genuine progress and recognition, there is
still a gap between the aims and the means. Indeed, game accessibility is still not an
identified part of the video game curriculum around the world and students are often
not aware of game accessibility at all. This study is a follow-up on a tentative curric‐
ulum framework (TCF) [4], defined as a “modular structure that support creating and
sharing educational resources, as well as teaching and learning about game
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accessibility” [4]. In the framework learning outcomes were related to three outcome
requirement levels: (1) Introduced (I) outcomes are not examined, i.e. the outcome
does not have to be part of an assignment but could be included in some lecture or
reading material; (2) Transitional (T) outcomes may be examined, optional by the
course designer, where the student may have to show that s/he has acquired knowl‐
edge, skills and/or attitudes; and (3) Emphasized (E) outcomes have to be examined,
required to pass the course; the examination is focused on the complex integration of
knowledge, skills and attitudes regarding the learning outcome. The requirement
levels were adapted from [5]. As the TCF was an interpretation of results in the first
study, the research questions in this follow-up study are: What are the opinions among
educators and game developers regarding the TCF? How could the TCF be redesigned?

2 Method

An online survey based on the tentative curriculum framework [4] was sent for evalu‐
ation to (1) twenty-three persons who answered the survey in the first study [4] and
agreed to participate in this follow-up study; (2) fifteen participants at the IGDA Game
Accessibility SIG Roundtable at Game Developers Conference 2016; and (3) two others
who had actively asked to be included. In total, the survey in this paper was sent to forty
people, of which one e-mail address bounced, and sixteen persons responded within two
weeks’ time. The survey1 was mainly composed of closed questions to minimize time
required to fill it in. People were asked to say if they agreed, disagreed or did not know,
about each learning outcome and the relation to requirement levels (I, T, E) in the
curriculum framework. The questions were repeated for each category (designer basic,
engineer basic, and advanced levels). Open questions allowed them to share any
comment about their choices for each category, as well as a final generic question about
the study. In contrast to the first study, this follow-up study required each respondent to
fill in their name and e-mail, in case we needed some further clarification of their
answers. This may have affected the number of responses.

3 Results and Analysis

First, some interesting suggestions appeared in the open text fields, such as inviting
impaired people during a course in order to see and understand what their real situation
is regarding video games and/or the environment. Another respondent reflected upon
the implications of doing this in practice “because of logistical complexity”. Still, a
suggestion could be to try and perform some participatory design at least once during a
curriculum.

1 https://goo.gl/r514LU.
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3.1 Basic Level for Designers

Most respondents (13 of 16) considered history important for designers. All (16 of 16)
agreed that introduction of scope of issues, a transitional outcome of know-how of solu‐
tions, and emphasis on basic concepts and needs of disabled was adequate. Interestingly,
one respondent disagreed to put emphasis on design methods for designers, while the
others (15/16) agreed. Only 6/16 agreed that introduction of funding was important and
11/16 agreed that legislation was important. Almost all (15/16) agreed that experience
of disability was important.

The quantitative data were confirmed by quotes from the open questions. For
instance, scope of the issues but also experience of disabilities were clearly supported:
“The key at a basic level is to emphasize the issue, to make it personal”. Also, the
disagreement but also uncertainty (don’t know) regarding funding was clearly
expressed: “To be aware of the cost of providing accessibility is more relevant in my
opinion”. Furthermore, regarding legislation and funding: “Areas around legalisation
& funding are very country dependent. Games are multi-national. The issues are
multi-national.”. Funding was included in the survey due to the commercial nature of
computer games, and legislation was motivated by international impact of the CVAA.
Another reply reflects on the process of learning from basic to advanced levels: “Aware‐
ness of legislation and funding are important, but seem like they might work better as
material that is covered toward the end of the curriculum”. Finally, a comment regarding
history of game accessibility: “History is important, but maybe provided anecdotally
throughout. Perhaps it could be emphasized alongside legislation and funding”. A
suggestion may be to merge these learning outcomes with related topics.

3.2 Basic Level for Engineers

Two learning outcomes were agreed by the same number of respondents as for designers:
issues (16/16) and funding (6/16). Six learning outcomes had similar numbers of agree‐
ments as for designers: legislation (12/15), experience (14/16), know-how (15/16), basic
concepts (14/16), needs (13/16), and design methods (13/16). Interestingly, more
respondents agreed that history was important for designers (13/16) than for engineers
(9/16). This may be better understood based on this comment: “Proper execution of the
design is important, so knowing what the issues are and also the proper solutions seem
to be the most important.”. One respondent suggested that if engineers know the issues
and follow the design by designers who are aware of e.g. history, it may be enough.
However, this may also be viewed as too focused on utility alone.

3.3 Advanced Level for Designers and Engineers

The advanced level contains two less learning outcomes than the basic level; the items
basic concepts and needs of disabled are supposed to be part of the basic level courses
and thus, do not appear here. Most of the respondents agreed about the relevance of all
seven learning outcomes. However, one respondent said: “Legalisation & Funding is a
non-issue for design & engineer”. Still, while legislation is only formally relevant in
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countries with legislation for game accessibility, funding is needed for all professional
game developers. Furthermore, for smaller, independent developer teams, there may not
be a specific in-house person to manage legislative issues, which may make this relevant
for both engineers and designers at the advanced level. It would be interesting to discuss
these particular learning outcomes more with professionals in the game industry.

4 Discussion

The framework builds upon eight components in the UNESCO toolkit of curriculum
design [6]. The framework focuses on three of these as explained in [4], represented by
Sects. 4.1–4.3 below.

4.1 Broad Learning Objectives and Outcomes

The main goal of the framework is to raise awareness about game accessibility among
both professional and aspiring game developers. Based on the UNESCO toolkit [6]
overall objectives and outcomes are knowledge, understanding, skills, values and atti‐
tudes. These are represented by the names of learning outcomes in Table 1, either directly
(e.g. ‘know the scope’, ‘understand basic concepts’) or indirectly (e.g. ‘know-how’,
‘able to apply’, which implies skills). To change values and attitudes may require longer
time and should thus be an integral part of all learning outcomes. Still, to gain experience
of disabilities through various forms of simulations and participatory design may have
a more direct relationship to changing values and attitudes.

Table 1. Redesigned curriculum framework. Modifications marked in italic text.

Learning outcomes –
in arbitrary order

Basic level – for
designers

Basic level – for
engineers

Advanced level – for
all

1. Understand basic
concepts

E E (E)a

2. Know the needs of
disabledb

E E (E)a

3. Able to apply design
methods

E T (E)c

4. Know the scope of
issuesd

I I E

5. Experience of
disabilities

I I T

6. Know-how of
solutions

T E (E)c

aInclude only in advanced level if there is no prerequisite basic level course
bMay also include game accessibility history and legislation where applicable
cInclude only if it has not been emphasized at the basic level
dMay also include awareness of funding and economic issues for both developers and gamers
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4.2 Structure of the Curriculum Content, Learning Areas and Subjects

According to UNESCO [6] the framework should describe the structure of content, as
well as the subject or learning areas. A brief description of each learning area, presented
as outcomes in Table 1 is: (1) Basic concepts are e.g. disability, accessibility and
universal design; (2) Needs of disabled are grounded in research involving people with
disabilities; (3) Design methods describe how games can be made more accessible; (4)
The scope describe the relevance of issues; (5) Experience of disabilities aims to change
values and attitudes by gaining empathy through e.g. simulating disabilities; (6) Know-
how of solutions is how to practically implement game accessibility. Given the varied
opinions about history, funding and legislation, those are now integrated as optional
parts of needs and scopes outcomes (Table 1). One option is to cover these subjects as
side literature or further readings, another is to have them part of the curriculum with
examination, based upon the goals of a specific course. If there is no basic level course,
then concepts and needs should also be included in the advanced level, which is why E
is marked with a parenthesis: (E).

For instance, a game designer who wants to learn the basics and validate the compe‐
tence must only learn basic concepts, needs of disabled and be able to apply design
methods. An engineer can do the same but switch design methods with know-how of
solutions. The advanced level is the most flexible. Any advanced student, who has passed
a basic level course, can ignore the basic concepts and needs of disabled. Furthermore,
an advanced game designer who has taken the basic level course must only learn the
scope of issues and know-how of solutions. An advanced engineer who has taken the
basic level course needs learn the scope of issues, but also design methods. This enables
an advanced level student to fill the gap between basic level designers and engineers as
they have insights into both design methods and implementation of designs (or solu‐
tions).

It is important that the framework is modular, to be flexible and applicable for both
students and autodidacts working in the game industry. The redesigned framework
(Table 1) does not say in which order the various learning outcomes should be addressed
at each level. It does have a progression from basic to advanced levels regarding the
three outcome requirement levels (introduced, transitional, and emphasized). However,
the learner could take an advanced level course without having to take the basic level
course, although the course will then naturally be harder and take longer time. Further‐
more, to learn the basics, the introductory and transitional level outcome requirements
could also be ignored, as those are not (required to be) examined.

4.3 Standards of Resources Required for Implementation

As the curriculum framework aims to provide a structure for sharing and creating Open
Educational Resources (OERs), there must be proper acknowledgement and use of the
content. Furthermore, all the content must be easy to find based upon user profile, e.g.
designers / engineers / advanced, teacher / student qualifications etc. The resources have
also to be accessible according to W3C presentation [7] and web content [8] accessibility
guidelines. The community of educators must agree upon which standards to use and to
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what extent, in collaboration with disabled. All formats of OERs must be editable and
have support for accessibility, as far as possible. To implement the framework a number
of Open Educational Resources (OERs) have to be developed by the community of
educators in games. An important part is to map out the types of resources which look
to be the more suitable and/or usable, regarding the different learning outcomes.
Matching between each learning outcome and the most relevant or usable types of
resources is also necessary.

5 Conclusions and Future Work

Based upon the opinions of respondents, we have confirmed the design of the tentative
curriculum framework presented in [4] with some modifications (Table 1). To put the
redesigned framework into practice, various existing and future resources can be mapped
to learning outcomes, as discussed in Sect. 4.3. Future work is to investigate what
formats and licenses to use for OERs that can be accepted by all educators, be most
useful for game developers and students, and be as accessible as possible. We will build
different use cases in an online deposit and design the corresponding interfaces and
architecture, before evaluating their usability and efficiency. This needs to be done in
collaboration with both game industry, academia and disability organizations.
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Abstract. The paper presents the preliminary studies regarding
applicable interaction techniques in the field of tablet games for demen-
tia. Serious games in the dementia context are a well-researched topic.
However, there is very little knowledge about performing gestures and
interactions on tablet computers by users suffering from dementia. Since
they already encounter many restrictions, a touch interface might be
another obstacle. Tablet games often require a different kind of interac-
tion, such as single tap, swipe, or drag and drop. We developed the
Android application Mindtraining for dementia patients, which inte-
grates multiple interaction techniques. The purpose of the tablet game
is to facilitate an intuitive and efficient usage of gestures for people with
early- and middle-stage dementia aged over 65 years. In our study we
will investigate how people with dementia perform different gestures and
how much help they need each time they use the application.

Keywords: Serious games · Dementia · Alzheimer’s disease · Tablet
interaction · Cognitive impairment · Tablet activation

1 Introduction

The number of people with dementia, especially Alzheimer’s disease (AD), is
increasing and no cure has yet been found [6]. In addition to medicine-based
therapies, also non-medicine-based therapies exist to slow down the progress of
the disease. Current studies present a meaningful integration of tablet comput-
ers, such as iPads, into the therapy context with the aim of benefiting cognitive
abilities or acting as trigger for the patient [2,8]. Particularly mobile games show
great potential to stimulate dementia patients [1,4]. An advantage of mobile tech-
nology is that the hardware is affordable and easy to handle as no external input
control (such as a mouse or a keyboard) is needed. Studies often choose chil-
dren games and educational games for evaluation in the dementia context [1,2].
Although these types of games seem to be easy to use, they still often require
too complex interactions or result in a cognitive overload for people with demen-
tia. A major problem is that most technologies are not designed for people with
cognitive disabilities and therefore making operating the device very hard to use.
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Many dementia patients, especially people over an age of 65 years, also suf-
fer from visual and/or hearing impairment due to their advanced age. How-
ever, mobile applications integrate assistive technologies very infrequently. These
applications need to fulfill special requirements to ease the usage for people who
are cognitively impaired. Basically, designing for dementia patients means mov-
ing back in time and thinking of events that happened in the past of one indi-
vidual and the respective generation [1]. Metaphors, which are frequently used
in mobile applications, have to tie in with the level of knowledge, the experi-
ences and the cultural background of earlier years. Required gestures for touch
displays have to be simple or alternatively be explained in a tutorial-like style.
As dementia patients tend to have almost no short-term memory, they might
need a tutorial with every time they use the application.

In this paper, we present preliminary findings of interaction techniques in
the tablet game Mindtraining in terms of ease of use and how good dementia
patients are able to remember different kinds of gestures. The application serves
as an interactive playful photo album, which shows various content on each
page and integrates multiple different gestures, such as tap, drag and drop,
and swipe. As there seems to be an absence of best-practice approaches for
interaction techniques on tablet devices we focus on a mixture of gestures in our
application. Intuitive interaction techniques could support a more independent
usage of applications on tablets. Caretakers would benefit from this, as they
cannot afford the time to provide technical support and training for every single
patient. Already a small amount of additional workload for nurses can be an
obstacle for using a beneficial serious game in a nursing home.

2 Related Work

A dementia disease can affect multiple cognitive abilities, such as memory, atten-
tion, language, reasoning, judgment, reading, and writing [9]. Recent research
shows that video games with cognitive content have the potential of delaying
the cognitive decline [1]. But only a few games were created for the target group
dementia patients in mind, addressing their specific health restrictions.

In a research project, a mobile app was developed that offered personalized
music based on the patient’s life, with a special focus on usability [7]. Music and
photos also played an important role in a pilot study, where tablets were used in
dementia therapy for over three months [1]. In this study, they proposed listening
and singing to music or watching photos (animals, patients themselves, family,
children, babies, etc.) and videos as initiating and ending practice in therapy.
This inspires communication and affects the patient’s mood in a positive way.
In the same study they mentioned that the caretaker had to give continuous
positive feedback, especially at the end of the tablet therapy to motivate and
encourage the patient. Games, which integrate continuous positive feedback and
encouragement, would relieve the caretaker [1].

Software, especially games, for dementia is a well researched area and there
are many recommendations available for developing dementia games [5,8]. How-
ever, there seems to be a lack of guidelines for interaction techniques - especially
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regarding touch interfaces. Senior people might not have any prior knowledge
of operating touch devices. Hence, performing different gestures in an applica-
tion might be already too complex for people with dementia. The developed
prototypes in past research projects integrate different interaction techniques,
either input with mouse and keyboard, WiiMote controller, touch or ecological
gestures. In conclusion, all researchers of the prototypes tried to find a simple
and natural way to interact with the respective system to reduce the cogni-
tive overload for people with dementia. Either touch interaction or ecological
gestures seemed to be the most successful interaction paradigms. These do not
require any external controller, such as a mouse or keyboard. In a study with
mobile games and elderly people, the participants reported that it is much eas-
ier to touch the objects on the screen than using a mouse [10]. Learning how to
interact with a software system is a complex task, in particular for users, who
never used computer systems before. Yet, studies have shown that elderly peo-
ple with dementia are willing to learn new technologies [3,11]. In another study
with dementia patients, half of the participants had never used a mobile device
before. However, all of them indicated that they would like to see more tech-
nology and believed they could benefit from it [4]. Moreover tablets cover many
positive features like high-quality responsiveness multi-touch screen, mobility,
accessibility and ease of aquition [8].

3 Game Prototype Mindtraining

Based on related work, we established the requirements for Mindtraining and
extended the application with different interaction techniques. The requirements
include: (1) providing visual and auditory help; (2) matching the mental model
with the conceptional model; (3) giving motivational messages and positive
feedback when achieving a goal or making a mistake; (4) providing short and
simple messages; and (5) counteracting the declining cognitive abilities of the
persona [1,3,5]. Mindtraining is an interactive photo album with a playful inte-
gration of cognitive games. A photo album is an item, which is also known from
the earlier years of nowadays dementia patients, hence it should present a good
mental model for the players. Visual aids, especially photos, can stimulate the
memories and are therefore a proofed concept in dementia therapy [1]. Playing
the game requires different gestures and interaction techniques. In the album
you have to swipe through the pages, tap on photos to see them in full screen
and use tap for turning on and off a music radio. The radio plays songs of the
earlier years of the patients and should serve as alternate stimulation of the user.
Also a cognitive game with completing of sayings is implemented on multiple
pages with two different scenarios: (1) tapping on the right answer, (2) dragging
the right answer to a target location. Wordplays, including sayings, are widely
used in mind training therapies for dementia patients to exercise their mind.

The system is complemented with a logging module which tracks the inter-
action of the user and logs the data in JSON format to files on the device. The
module logs single tap, double tap, long press, swipe from left to right and vice
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versa, swipe from top to bottom and vice versa and dragging interactions of drag-
gable elements. The logging is applied to the following view types of Android:
TextView, Image, Button, ImageView and ImageButton.

Our objective is to investigate how people with dementia cope with different
gestures in a mobile playful application. On the one hand it is interesting how
good people can remember gestures and how intuitive they are. On the other
hand we want to find out if one of the gestures might be easier to perform
than another one and give recommendations of applying gestures in a mobile
application.

4 Preliminary Study

The application was tested by eight participants, see Fig. 1 (age: 56–90, gender:
3 male, 5 female). Three of the participants have early-stage dementia, one has
middle-stage dementia, the others don’t have dementia. The results of these
tests were used to optimize the application and eradicate remaining usability
problems of Mindtraining. The device used is a 10.1” sized ASUS MeMO Pad
10 Android tablet. A protection case covers the back of the device, which firstly
gives additional grip and secondly provides a stable base to position it on a table
in the right angle.

Fig. 1. Typical setting of the field tests: Subject playing the game, a carer sitting next
to her and supporting her when questions arise and the observer in the background,
taking notes.

In total, four main iterations, each included planning, implementing, testing
and evaluation, took place. Besides adapting sizes for fonts and graphics, two
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important issues were optimized during these iterations. At first people were
instructed which gestures had to be performed, such as tapping on a photo
or swiping for flipping a page. When it came to dementia patients, switching
between the different gestures caused problems. As they had learned that swiping
from right to left resulted in the intended outcome, they also tried swiping
on photos and buttons. To solve the cognitive overload of switching between
different gestures, simple animations for tapping and swiping were implemented
at the desired positions to provide a visual instruction how to perform the gesture
on the element. This optimization showed that dementia patients needed fewer
instructions from the caretaker on how to interact with the different elements.

The second main usability problem, which had been observed, is that a single
tap is often difficult to perform by elderly people including dementia patients.
The main issues are sideslipping of the finger and the duration of the tap. Also
the user sometimes touches the screen with the fingernails, which has no effect on
a capacitive display. With Android’s standard functionality of clickable elements
the action is only executed when performing a single tap on the element. To solve
this issue we extended Android’s standard functionality for clickable elements in
a way that these elements also react to gestures, such as swipe, double tap and
long press. The logging module tracks, which gesture has been performed on an
element. This will allow an analysis of the usage of gestures afterwards. Due to
the single tap problem, the scenario with dragging the right answer to a target
location in the sayings game, could be performed much faster and more fluently
than single tapping on the right answer.

As next step, a field test with three participants with early-stage dementia
with 75–90 years in age, will be conducted to observe the interactions. The test
will take place in a small day-care facility where dementia patients get cared for
three times a week. To examine which gestures on a tablet device are best suited
for this target group, we integrated an automatic logging module in the final
prototype. The logging module tracks how a user interacts with visible elements
on the screen. Additional to the logging module, an observation protocol will
serve as a documentation of qualitative data during the field test.

5 Conclusion and Future Work

In this paper we presented the purpose of serious games in the dementia context
and introduced Mindtraining, an Android application that facilitates an intuitive
usage of gestures. Software design guidelines for people with dementia are a
common topic in research, but there seems to be a lack of recommendations when
it comes to touch devices and their interaction techniques. In our application we
are tracking and observing the user’s interaction with the tablet to find out which
gestures can be performed better than others. The next step will be conducting
a field test with dementia patients and analysing the used interactions in the
application Mindtraining.
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Abstract. We introduce MockAR, a prototyping application for designing user
interfaces for mobile handheld Augmented Reality, to be used by non-program‐
ming media designers. It has been successfully employed in the project SPIRIT,
which develops location-based AR storytelling for outdoor historical sites,
including complex interaction and navigation features based on mobile phone
sensors and markerless image recognition.

Keywords: Augmented reality · User interface design · Prototyping

1 Introduction: AR User Interface Design Prototyping Tool

Interaction with Augmented Reality (AR) and the need for appropriate user inter‐
faces have been topics of research for several decades [4, 6, 8] . However, available
design frameworks mainly target expert developers and -users such as programmers.
There are no standard or commonplace user interaction metaphors, as it has widely
been a niche topic. For a long time, AR has also been associated with special devices
such as head-mounted displays and extra hardware for tracking or tangible interfaces
[6]. Only recently, new kinds of mobile apps for off-the-shelf phones and tablets
become widespread. They include AR in form of a visual overlay of digital informa‐
tion on real objects or landmarks on a camera image. For entertainment and educa‐
tion purposes, such AR applications are to be conceived in a consumer market. This
development produces an increasing need for non-programmers, such as media
designers, to tackle AR elements as new media to be included in the conception and
design of communication with their target groups. Like in other areas of media
conception, interface design and graphics, designers need easy to use prototyping
tools.

In the research project SPIRIT, a location-based mobile AR application has been
developed that includes AR video overlay on specific spots of a cultural heritage site.
Visitors shall experience entertaining on-the-spot storytelling, together with scavenger-
hunt-like spatial interactions and information seeking, based on mobile device sensors.
Storytellers and UI designers have been involved in the design of UI features integrated
with the interactive story’s concept. Figure 1 shows an early functional prototype, that
had to be redesigned for more user guidance. This interdisciplinary development
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afforded several stages of prototyping before the system’s full implementation [1]. Easy
prototyping of location-based AR experiences requires tools that go beyond existing
approaches. As a side result in the SPIRIT research project, we developed the AR UI
prototyping tool MockAR for the project’s non-programming designers. It supports the
widely known principle of ‘wire framing’, used to draft and test so-called click dummies
in early development stages [9]. MockAR plays back image sequences that can be expe‐
rienced based on a wide range of user interactions using handheld devices’ sensors.

Fig. 1. Early functional prototype of the SPIRIT application

2 SPIRIT: Outdoor Cultural Heritage AR Video Entertainment

The SPIRIT AR application delivers location-based stories, targeted at outdoor and
indoor cultural heritage education on site. The goal is to achieve a feeling of ‘presence’
on the spot supported by interaction with the application, so that visitors can engage
with their historical surroundings. The AR overlay consists of pre-produced video snip‐
pets [10] representing ‘spirits of the past’ at the location of their former living (compare
Fig. 1). Technically, the developed AR system relies on GPS and image recognition to
trigger content, using no dedicated markers, but reference images found in the physical
environment. This technological vision of a natural seamless interaction is at the same
time a challenge for designing the right affordances for users, as there are no technically
given ‘calls to action’ for finding the right spots. While there are no standards, UI
designers need to be included in the design process, to come up with innovative ideas.
Therefore, an interdisciplinary user interaction design process is needed.

2.1 Augmented Reality User Interaction in SPIRIT

While several common AR interaction styles are not necessary, such as manipulating
3D objects, there are other challenges for users to be addressed in a user interface, like
orientation in the environment and interacting with spirit videos.

In the SPIRIT scenario, the main AR user interaction consists of pointing the camera
towards interesting surroundings, anticipating that (markerless) image recognition leads
to a trigger for content. Users need to steady their mobile device until the recognition
algorithm has successfully captured ‘reality’, which can then be overlaid with
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information, videos or other media assets. In practice, a user searches the whole area for
suitable visual backdrops that could serve as image triggers, with the help of a UI that
supports the right anticipation. On success, ghost-like characters as semi-transparent
video deliver story content in form of dialogues, while users keep the camera focus on
the triggered backdrop also accessing limited dialogue functions. In summary and
besides this basic interaction loop, user actions include:

• walking between specific outdoor locations relevant for the told story,
• searching visual backdrops as image triggers (finding interesting story locations),
• tapping on buttons in a conventional GUI-like interface,
• tilting the mobile device up and down, changing between augmented story and a

general GUI.

Further, we develop and evaluate novel input styles using different sensors, such as
turning around like in a panoramic image, turning at specific angles up to 360°, or
pitching and shaking the mobile device. We also test setting a timer for automatic
displays without a trigger image, for example as several step-by-step hints and instruc‐
tions, helping the user to find the right locations and backdrops.

2.2 User Interface Design Prototyping Versus User Interface Development

For the above-mentioned interactions, the mobile application needs to be equipped with
various UI elements offering meta-information and hints for the user. As there is not a
straight-forward standard solution, several optional creative design ideas are developed.
In a cycle of design and formative evaluation, these alternatives need to be tested long
before final implementation. In traditional interactive media (such as for desktop, web
and touch applications using point-and-click or tap interaction), so-called wireframes
are created with basic tools [9] as simple as for example MS-PowerPoint. The result can
be experienced clicking linearly through ideal progressions of use, mostly at the desktop.
This approach has been used at first, however it is limited for experiencing location-
based AR issues. These include the difference between lighting and readability condi‐
tions indoors vs. outdoors (see Fig. 2), the handling of the device including holding its
weight and reach space for touch interaction, as well as issues concerning the specificity
of the outdoor location, far away from office space. To fill this gap, we developed
MockAR, an application to be used for low-fidelity prototyping of UI design alternatives.

Fig. 2. Mockup UI evaluation indoors (left) and outdoors (right).
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3 User Interface Wire Framing for AR Technology

An increasing number of wireframing tools for non-programmers exist, suggesting that
creative design and programming tasks are distributed to different persons in a team [3,
5, 7]. However, these lack the possibility to test the above-mentioned issues of mobile
AR, while dedicated AR tools are programming libraries [8, 11]. The WozARd [1]
prototyping tool for non-programmers provides AR, however, it is limited by its Wizard
of Oz concept relying on a supervisor. In short, we did not find suitable tools enabling
non-programmers to quickly test and evaluate AR user interaction ideas, which moti‐
vated the development of MockAR.

3.1 MockAR Details

MockAR engages non-programmers in the UI design process of AR interactions, making
this task accessible to a wider group of creators used to wireframing. MockAR emulates
AR effects by displaying a linear order of semi-transparent images in front of camera-
captured video. It makes full use of available sensors of mobile devices as input options
to advance the image sequence. The image succession is determined by alphabetical
order of image file names (0–9, A–Z). Transition between two images is set by an inter‐
action keyword (e.g. shake, pitch, turnL, turnR, tap) contained in the last six letters of
the file name. In SPIRIT, we used MockAR with interactions like tapping on screen
(default), shaking, pitching by 90°, turning the device left and right (Fig. 3), and setting
a timer. A six digit number sets timed image transitions in milliseconds. Technical skills
needed for using MockAR are image editing, changing filenames, saving files on an
Android device and installing and starting the Android app on a mobile device. Therefore
we assume MockAR is easy to use for non-programming user interaction designers.

Fig. 3. Example user interactions from left to right: tap, shake, pitch, turn left & turn right

Utilizing devices’ sensor data, we use basic Android Software Development Kit [2]
functions to access device coordinates, such as of the accelerometer for detecting move‐
ments in landscape mode, as well as the camera2 package for capturing video used as
AR background overlaid by a FrameLayout displaying transparent PNG images. Images
are kept in a specific folder on the device’s SD-card. After reading file names and finding
interaction keywords, a listener on specified device sensors or the timer in milliseconds
is set. Figure 3 shows user interactions, and Fig. 4 user interaction keywords in the last
six characters of the image file name. MockAR displays the transparent PNG image
files from left to right.
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Fig. 4. Image file names with specifying user interaction keywords

3.2 Proof of Concept

Figure 5 shows an example of how MockAR has been successfully used to evaluate
creative ideas. Designers came up with the idea to conceive the app generally as meta‐
phorical ‘magic equipment’, asking a user to apply ‘energy’ in order to visualize a spirit.
The question then was how ‘applying energy’ can be performed. One idea was to let the
user shake the tablet (Fig. 5, upper row from left to right). Alternative ideas included
using two thumbs to swipe at the same time, or, just standing still and waiting while
pointing at a backdrop (Fig. 5, lower row from left to right).

Fig. 5. Two alternative actions to evoke the visualisation of spirits, tested with MockAR

A non-programming media artist quickly built the alternatives by creating illustra‐
tions and including the according keywords for interaction into the filenames of an
ordered image sequence. In fact, this way we found that shaking the device in this situa‐
tion has been experienced as unnatural and difficult by test users. With the help of
MockAR, such ideas could be tested and filtered in an early phase of development, when
implementation of the more complex interactions was yet to be done. Also other quick
prototyping of UI element positions and the sequencing and duration of video snippets
saved time in the collaboration with the programmers.

MockAR was also tested in a student project involving four non-programmers in AR
application design. Due to the simplified approach, they were able to build alternative
design interactions within 20 min each. After building a series of designs, MockARs
users requested further functionalities regarding non-linear playback and gesture input,
which will be set on the development agenda.
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4 Conclusion

MockAR has been developed as a side endeavor that became necessary within the project
SPIRIT, while designing for a complex and novel user interaction in location-based AR
with handheld devices. As recently, this area of development appears to prosper as a
new field for media designers, easy-to-use prototyping tools for non-programmers are
needed. MockAR established an iterative and interdisciplinary design and communica‐
tion process within the project, which proved to be more difficult when designers had
to wait for implementation by the AR developers.
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Abstract. Designing multiplayer virtual reality games is a challenging
task since immersion is easily destroyed by real world influences. How-
ever, providing fun and social virtual reality experiences is inevitable
for establishing virtual reality gaming as a convincing new medium. We
propose a design approach to integrate social interactions into the game
design while retaining immersion, and present design methods to imple-
ment this approach. Furthermore, we describe the game design of a col-
laborative local multi-player/platform virtual reality game to demon-
strate the application and effectiveness of our methods.

Keywords: Virtual Reality gaming · Multiplayer · Immersion · Pres-
ence · Game design · Player experience · Social interaction

1 Make or Break: Social Interaction vs. Immersion

Virtual Reality (VR) games are able to create unique realistic experiences in
fictional worlds to an extent that is out of reach for traditional gaming systems.
One of the main contributing factors for a compelling virtual reality gaming
experience (VRGX) is the system’s ability to shift the user’s perceptive and
cognitive attention from the real to the virtual world to elicit sensory [14] and
cognitive [13] immersion. Hence, any action or event happening in the real world
might destroy this illusion. This holds for any interaction with other social enti-
ties, which make the real world become salient again. This is why VR is often
perceived as being a solitary technology, which isolates a single individual in
an artificial environment [4]. On the other hand, social interactions while gam-
ing are considered a key factor for joyful gaming experiences [8]. Some authors
are of the opinion that there is a contradiction between social interactions and
cognitive immersion [15]. In contrast, Cairns et al. [2] state that without social
interaction some games would not be fun at all. According to the authors, only
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such interactions which do not happen within the game’s context are a poten-
tially disruptive influence on cognitive immersion. This argument is supported
by a study on the disruptive factors on presence (i.e. feeling of actually being
in the virtual world [7]) by Slater and Steed [14]. One of the most reported rea-
sons for breaks in presence was the hearing of background noises such as people
talking. Then again some participants mentioned the wish to share their experi-
ence as a cause for the perceived break in presence. In line with these findings,
it was found that players experience higher levels of cognitive immersion when
playing with others [2]. To solve this issue, the other players must become part
of the game in a such way, that any interaction becomes an action intrinsic to
the gameplay. We assume that cognitive immersion in digital games can be pre-
served and become a shared experience, if all interactions between players are
expressed through game mechanics. Taking this as a design paradigm, we are
able to design multiplayer VR games, which provide a rich social VRGX to all
players without cutting down immersion.

2 Expanding the Game Space

Following the design paradigm set up in this paper, social interaction has to be
integrated as a core mechanic of the game, meaning that it is essential for the
game design to work. If game related social interaction takes place beyond the
virtual game world, as this is the case in local multiplayer games, it is necessary
to push the game’s boundaries [6,11] beyond the mere virtual game world. We
call this approach the expansion of the game space . The systematic expansion of
the game space is comparable to the basic idea of pervasive gaming and mixed
reality gaming. These genres expand the magic circle of play, either socially,
spatially or temporally [10] to combine natural world interactions with digital
game elements [3]. Including player interactions in the physical world as a game
mechanic makes the game happen in both worlds: the virtual and the real world.
Hence, the game space is stretched out to allow all players to enter the game
world, whether they access it using a head-mounted display (HMD) or any other
gaming device. Applying this idea to VR gaming implicates that not only what
happens in VR is part of the game, but also all related actions and events hap-
pening outside. It is possible that multiple players become part of the game
and share the same gaming experience facilitated by the cognitive immersion
stimulated by the game [2]. A shared cognitive immersion is the foundation of
live action role-playing games or even traditional pen and paper role-playing
games. The latter game genre demonstrates that sensory immersion is not cru-
cial, although it can facilitate and enrich the experience (e.g. costumes, props).
With regard to (partly) digital games, alternate reality games show that it is
possible to create engaging games, which emerge to the physical world, blurring
the line between reality and fiction. Popular examples are the location-based
mobile games Ingress, and the recently in 2016 released Pokémon GO developed
by Niantic Inc. The success of these games proves that highly immersive expe-
riences depend more on factors like storytelling, and social interaction than on
the technological characteristics of the medium itself.
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2.1 Design Methods

The following methods and techniques help designers of VR games to implement
our approach of the expansion of the game space.

Unification. Unification is a game design technique where in a first step a
fitting and homogeneous theme for a game is identified [12]. In the second step,
every detail of the game is designed along this theme. Thus, all elements of a
game from interface to visuals and music must reinforce the game’s theme. If
possible, even the surrounding real world environment should be arranged and
shaped accordingly. For VR games this is a promising approach since today’s
VR systems do not exhibit a level of sensory immersion high enough to make the
necessary hardware components completely “invisible” to the user (i.e. “illusion
of non-mediation” [9]). If the designer manages to find an explanation for these
deficiencies which fits the game’s theme and story, they may even facilitate the
theme. Thus, instead of trying to make the player believe there is no VR system,
explain its existence with the game’s theme. It is then possible to strengthen
cognitive immersion and to compensate lacks in sensory immersion.

Storytelling. Good storytelling establishes an emotional bonding with the vir-
tual world and its inhabitants and involves the player in the unfolding story [6].
Storytelling evokes cognitive immersion on the player, because it gives meaning
to the actions and events happening in the virtual world. For VR games, story-
telling is important, because the main characteristic of VR games over traditional
games is that the player can find herself literally in the middle of the story. Fur-
thermore, it has been shown, that the ideas and emotions transported by the
story are equally important for the experience of presence like the VR system’s
technical qualities [1]. Storytelling stimulates the human imagination while the
individual properties of the transporting medium become subordinated. Because
VR entertainment is a quite unexplored new medium yet, designers have to learn
how to craft intriguing stories tailored for VR. Storytelling supports the unifi-
cation of the game’s theme by involving the player mentally and emotionally.

Stimulated Communication. Verbal communication is a common form of
social interaction found in many games. Provoking game-related chat while the
game is actually running can reciprocally amplify unification. Thus, the story-
telling should provide a common vocabulary to the players. Then again, if all
player communication is consistent with the theme, this supports the occur-
rence of a unified or homogeneous gaming experience. A recent example for a
local multiplayer (VR) game, which stimulates verbal communication between
the players is the award-winning Keep Talking and Nobody Explodes developed
and published by Steel Crate Games in 2015. The VR player has to defuse a
bomb with the instructions given by a second player, who is outside the VR and
cannot see the bomb. Real-world communication is the main mechanic in this
game, therefore it is impossible to leave it out without breaking the game.
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Player Roles and Mutual Dependencies. Assigning identifiable roles to cer-
tain players allows the game designer to equip each individual player with spe-
cial abilities, tasks and objectives, information about the current game state, and
views on the virtual game world. This is a prerequisite to establish mutual depen-
dencies between all players. Depending on the structure of interaction between
the players and the game system [6] this asymmetric distribution of abilities and
information can force players either to collaborate or to compete. The result are
complex and dynamic game-related interactions, which make the shared gam-
ing experience unique. Giving players the opportunity to choose roles that fit
their individual play styles enhances the gaming experience and strengthens the
player’s involvement.

Combination of Multiple Platforms. Using diverse game controllers and
displays can support the game’s theme and establishing player roles. Further,
to date it is unlikely to find more than one HMD per household. Hence, game
concepts which consider one player wearing a HMD and others participating in
the game with alternative hardware are preferable. This technological setup can
be used to implement the aforementioned design elements mutual dependencies
and player roles. However, complexity and implementation efforts might increase.
The advantage of private input and output devices lies in the possibility to
provide each player with individual abilities, views on the game world, or an
asymmetric information distribution [5].

3 Social VR Game Case Study: Lunar Escape

As a case study, we designed the collocated multiplatform VR game Lunar
Escape, using the design methods presented before. In this collaborative game,
one player wears an Oculus Rift DK2, while two others play on tablet PCs. Verbal
communication between all players is essential to achieve the goal. The players
have to find all parts of their broken space ship on a foreign planet to fix it.

3.1 Player Roles and Game Mechanics

Lunar Escape is playable with three active players. Each player has to choose a
distinct role, which is associated with unique abilities, tasks, and perspectives
on the game world, as well as a certain input and output device.

Mech-Operator. The Mech is a robot remotely controlled by the VR player
by using a Razer Hydra motion and orientation detection game controller. This
special controller was integrated to provide a natural and intuitive VR interface
and to support the game’s futuristic theme. Any movement of the player’s arms
is mapped to the arms of the Mech (Fig. 1). The Mech is armed with shields and
different weapons to defend against enemies. It can carry things and use a tool to
repair the shipwreck. The Mech-Operator is not able to change weapons or tools
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Fig. 1. (A) View of the Mech-Operator with tools for carrying things selected. (B) The
Copilot interacts with a GUI on a tablet PC to gain energy from minerals. (C) The
scout views the drone he’s steering and has to collect the green minerals.

on her own. Therefore, she has to communicate with the Copilot. Additionally,
shields, walking, and firing needs energy, which has to be produced and managed
by the Copilot. The Mech-Operator’s main objective is to find and collect all the
wreckage to repair the space ship. The player has no other information about
the game state (i.e. energy status, navigational information).

Copilot. The Copilot manages the internal systems of the Mech using a tablet
PC. He is not able to interact with the virtual world directly. However, the
Copilot has the most information about the current game state, such as energy
and ammunition level, available Scout drones, as well as a minimap of the virtual
world, which is updated with new information gathered by the Scout. The player
has to provide necessary information to her teammates by direct communication.
A major task of the Copilot is to select the weapons or tools as called by the
Mech-Operator. Further, the Copilot has to gain energy from minerals for the
Mech to walk and shoot, or for repairs. To do this, she has to repeat increasingly
difficult visual patterns displayed on the tablet PC in time (Fig. 1).

Scout. The Scout steers an unmanned reconnaissance drone to discover the
planet. The player uses a tablet PC as input and output device and has an
isometric view on the drone and the world below (Fig. 1). The drone is controlled
by tilting the tablet, e.g. by tilting the tablet PC forward, the drone moves in
the same direction. The player can use a grappler to collect minerals from the
ground. In addition, the Scout can launch fireworks to distract enemies from
itself or the Mech. Further, the Scout has to explore and discover the planet in
search of the lost wreckage and enemy hordes. As soon as the Scout spotted a
part of the ship, the position is shown on the Copilot’s minimap.

4 Conclusion

With the design of the social multi-platform VR game Lunar Escape, we have
proven our design approach to include social interaction in the real and the
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virtual world as an intrinsic game design feature. Playtest sessions were charac-
terized by vivid game-related communication and deeply focused, engaged play.
We assume that the players experienced high levels of immersion and social
presence and an overall positive shared VRGX. Encouraged by these results, we
believe that the expansion of the game space allows designers to create com-
pelling VR games that are social, immersive, and fun.
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Abstract. The onboarding phase of Free-to-Play mobile games, covering the
first few minutes of play, typically sees a substantial retention rate amongst
players. It is therefore crucial to the success of these games that the onboarding
phase promotes engagement to the widest degree possible. In this paper a set of
heuristics for the design of onboarding phases in mobile games is presented. The
heuristics are identified by a lab-based mixed-methods experiment, utilizing
lightweight psycho-physiological measures together with self-reported player
responses, across three titles that cross the genres of puzzle games, base builders
and arcade games, and utilize different onboarding phase design approaches.
Results showcase how heuristics can be used to design engaging onboarding
phases in mobile games.

Keywords: Mobile games · Flow · Psycho-physiological measures · User
experience · Heuristics · Onboarding phase · Free to play · Game user research

1 Introduction

The Free-to-Play (F2P) business model has become increasingly popular when it comes
to mobile games, and currently dominates the market. However, thousands of F2P
mobile games exist, suffering from discoverability issues, and are characterized by
imbalances in player retention [1]. Appsee [2] noted that the retention rate of mobile
games is relatively low and only 28.60 % of players return to the game after one day [2].
The reasons for the typical low retention rates varies, but one of the four most common
reasons is a poorly designed onboarding experiences [2]. The onboarding phase is thus
an important element for capturing and retaining new players but to the best knowledge
of the authors, no heuristics have yet been developed for purpose of designing the
onboarding phase. This paper will therefore focus on developing onboarding heuristics
for mobile games in order to provide the industry with a set of guidelines worth consid‐
ering when designing a mobile game. The exact duration of the onboarding phase of a
F2P mobile game varies across titles, but in collaboration with the developers at King
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and Norsfell, seven minutes were established as a generic timeframe among the evalu‐
ated games. Broadly speaking, the onboarding phase lasts from the first time a player
starts the game until the basic mechanics have been utilized.

The presented heuristics were formed based on an experimental study that evaluated
three mobile titles: Candy Crush Jelly Saga (King 2016), WinterForts and Pogo Chick
(Norsfell 2016). Two lightweight psycho-physiological measures, GSR and PPG were
combined with abbreviated versions of the Flow State Scale (FSS) [3], using this as a
proxy measure of engagement, as well as post-session walkthroughs and user-generated
engagement graphs. These data were combined to develop an understanding of the
features of the three games which influence flow and user experience, and jointly
permitted the definition of heuristics that focus on fostering engagement of players
during the onboarding phase. Because this is a short paper, the focus is on the study’s
results rather than the utilized method.

(1) Candy Crush Jelly Saga is a puzzle game where the objective is to match three
or more pieces of candy in a row, in order to spread jelly and hereby win the levels.
(2) WinterForts a base builder game where the game objective is to build, maintain,
construct alliances and attack enemies. (3) Pogo Chick is an arcade-style game where
the player controls a chick on a pogo stick through a track of obstacles. The onboarding
phases of the three titles are highly diverse as they use three onboarding styles.

Through the study of related work, the focus was on research concerning heuristics in
games, psycho-physiological methods in Games User Research (GUR) and the use of Flow
theory in game evaluation. Heuristics in games: Within the context of digital games,
multiple sets of heuristics have been developed and related studies suggest that heuristics
are excellent at identifying playability issues in prototypes [4]. However, during a compar‐
ison of two set of playability heuristics, Korhonen et al. [4] found that the amount of
heuristics should not be too vast as redundancy then might occur and that they should be
presented similarly to Nielsen’s usability heuristics [4]. Psycho-physiological measures
in games: The domain of psycho-physiological research has been described as being
concerned with trying to decipher mental processes, by measuring the body’s signals and
thereby finding links between them [5]. Emotions are a core element in experience and
using psycho-physiological measures to recognizing a user’s emotional state, is utilized
across fields that share related psycho-physiological states, e.g. arousal [5]. While a full
breakdown of all relevant related work on psycho-physiological measures in GUR is out
of scope here, a mention is made of work that utilizes the same measures in surrounding
fields. In a similar study, using a Cinema setup, [6] used ECG and GSR to measure
implicit psychological constructs and found physiological observations are better suited for
observation of e.g. archetypes, than introspective reports. PPG is like ECG a measure that
equally can be used to calculate an HRV score, which is a widely used scale to measure
arousal. However, determining whether a psycho-physiological response is related to an
event or non-specific can be a challenge due to the many-to-one relationship [7]. Flow:
Flow theory was developed by Csikszentmihalyi [8]. The focus of the work, is the rela‐
tionship between intrinsically motivated behavior and the associated satisfaction from
performing actions in their own right, as compared to the accomplishing of a goal.
According to Csikszentmihalyi the concepts of Flow consist of nine dimensions [8]. These
nine dimensions are adopted in the FSS, originally developed for measuring Flow in sports
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[3], but adopted for use in digital games by Kivikangas and further validated by Nacke
et al. [9]. The FSS measures the nine dimensions of Flow, via 36 questions. Related
surveys developed specifically for games, are targeting the user experience more broadly
than Flow but still includes elements of the nine dimensions. The Game Experience Ques‐
tionnaire [10] and The Game Engagement Questionnaire [9] are psychometric instru‐
ments for game user experience assessment. However, the FSS is the only frequently used
questionnaire utilized for the evaluation of Flow experience [9]. A short versions of the
Game Experience Questionnaire, termed the Post-Game Experience Questionnaire (PGQ)
[10], covers the user experience dimensions of Positive and Negative effect, Tiredness and
the feeling of Returning from a Journey. The PGQ was adopted here as a proxy measure
of the user experience.

2 Method and Data Analysis

In brief, the participants played the onboarding phase of three different mobile games,
which possess different onboarding styles. The participants played the onboarding phase
of each game, without prior experience with the games. GSR and HRV data was
collected during the play session, while questionnaires, interviews and engagement
graphs data was collected post play. Psycho-physiological measurements measures were
used as one interest was in knowing if these could be used to evaluate engagement and
experience of mobile games. The experimental setup was based on a within-subject
design where each participant was exposed to three different onboarding phases.

The participants included 21 females (75 %) and 7 males (25 %). The age of the
participants ranged from 20–37 years (mean = 25.25; SD = 3.63). Demographic data
was collected as well as information on prior game experiences.

Skin conduction levels were measured using a Bitalino GSR sensor. Interbeat
interval was recorded by a Merlin-digital Heart Rate Monitor. An IPad mini 3 was used
for the test sessions. Before each play session a three-minute baseline was recorded,
where after the participants played the onboarding phase of one game. The post-play
sessions consisted of multiple steps: (a) drawing first Engagement Graph; (b) FSS ques‐
tionnaire; (c) stimulated recall; (d) drawing second Engagement Graph; (e) PGQ ques‐
tionnaire. This approach was followed for each onboarding phase condition.

Data analysis consisted of multiple steps: (a) post-session processing of the psycho-
physiological data; (b) evaluation of the FSS and PGQ surveys; (c) explorative content
coding of the post-session interviews; (d) evaluation and comparison of the engagement
graphs with GSR and HRV composite graphs; (e) comparative and correlational analysis
across the qualitative and quantitative measures. The GSR data was first visually
inspected for logging gabs, where after the data was normalized using an algorithm that
was used in similar analysis by Mirza-Babaei et al. [10]:

(1)
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GSRMin and GSRMax refers to the minimum and maximum GSR value in a certain
time frame and GSRt is the GSR data point in the middle of the time frame [10]. The
GSR and HRV data was divided into smaller time windows that were based on the game
design. Based on these time frames, graphs were created to visualize the normalized
GSR and HRV scores. The GSR and HRV graphs were compared to the engagement
graphs, created by the game designers and participants (Fig. 1).

Fig. 1. Example of the three different graph types, Composite GSR (Left), Developer
Engagement Graph (Middle), Player drawn Engagement Graph (Right).

In order to check the reliability of the PGQ and FSS, Cronbach’s alpha was calcu‐
lated. For the FSS the average score was .64 (SD = .42) while the PGQ had an average
score of .71 (SD = .13). In order to investigate which of the three games induced the
highest Flow score, the average score across all Flow dimensions was calculated. A
comparison of overall Flow and PGQ scores is displayed in Table 1.

Table 1. Average FSS score for the three tested games and the PGQ dimension positive and
negative game experience

Game Average flow scores PGQ positive dimension PGQ negative dimension
Candy Crush Jelly Saga 3.84 (SD = 1.03) 2.27 (SD = 1.19) 1.52 (SD = .94)
WinterForts 3.11 (SD = 1.26) 1.74 (SD = .95) 2.04 (SD = 1.40)
Pogo Chick 3.04 (SD = 1.30) 2.08 (SD = 1.40) 1.83 (SD = .99)

The video recordings were meaning condensed and then coded by the means of an
open coding. The engagement graphs were further analyzed by comparing them to the
statements given during the interviews. The sentiments describing the participant’s
experience of the onboarding phase and thus the graphs, were used to analyze which
game element created an enjoyable onboarding phase. Based on the analyzed data
several onboarding heuristics were identified.

3 Identifying Onboarding Heuristics

The following top level categories were identified through the open coding: (1) Game
context, (2) Music, (3) Learnability, (4) Rewards System (5) Relatedness (6) Mastering
Controls (7) Game Objective and (8) Progress Overview. The categories 1, 2 and 3
seemed to be related to the device being mobile and the context thus ever-changing. The
players were e.g. conscious of not disturbing their surrounding while playing and also
needed games that can be played despite of interruptions caused by their surroundings.
4,5 and 8 are related to the games providing valuable and meaningful feedback for the
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players in order for the players to be able to relate to a game they never played before.
Lastly, 6 and 7 are related to the game mechanics, where the controls need to be
manageable and the games objective needs to be clear to the player. Additionally, several
of the categories identified (4, 6, 7 and 8) in the open coding showed a shared relationship
with the nine dimensions of Flow and a selective coding was therefore performed to
investigate if more categories would uncover. The selective coding uncovered the
supplementary categories Immersion and Autonomy. The categories 6, 7 and 8, initially
found during the open coding, were refined and renamed: Skill Level, Clear goal and
Clear feedback and Progression.

The heuristics identified in the empirical data will know be presented. The descrip‐
tion of each heuristic follows the style of Nielsen’s [4]. The heuristics are: Clear goal:
Players should have a clear understanding of the games goal; this can be established in
the beginning or during gameplay. Autonomy: Players should feel in control when
playing. Missing autonomy can cause a negative game experience. Skill Level: The
game should match a player’s skill, without being too hard or easy. Relatedness: Players
need to feel an association with the game. The player thus needs to feel that e.g. the
theme, visual design and genre of the game is relatable. Clear feedback and progres‐
sion: Players should receive information about how well they are during and when
succeeding in a goal. Game context: The game needs to allow varying contexts and for
disturbances without the players making irreversible mistakes that permanently ruins
the player’s game experience. Learnability: Players should be able to learn core game
mechanics quickly during the onboarding phase, to ensure that they know how to play
the game. Music: Music in the game can help support the game genre and environment
but usages of sound depends on the surrounding context, as the players can be cautious
about causing disturbance. Rewards system: Rewards needs to have value and purpose
for the player. Through the onboarding phase the player needs to learn the reward system
and find the rewards desirable to obtain when playing. Immersion: Immersion can be
the outcome of a well-designed onboarding phase.

4 Discussion and Future Work

The goals of this study was to identify which elements that create an enjoyable
onboarding phase, and based on this identify heuristics. Furthermore, lightweight
psycho-physiological measures were utilized to investigate if it was possible to utilize
the techniques in a mobile game setting. It was concluded that these measures of arousal
appear to correlate with the self-reported data and that the high-frequency measures can
be used to obtain insights into the specific causes of arousal. This result parallels previous
work in other types of games [5, 9]. During the evaluation of the three games, the most
common problem identified was a lack of autonomy. When players were forced to
perform certain actions, the participants expressed a negative game experience. Further‐
more, some of the identified heuristics are share with related literature (e.g. Clear Goal
and Autonomy) on playability heuristics [4], which indicates that the heuristics,
presented here, might be more generic across games and platform. Even though several
sets of heuristics have been developed, none of them are focusing on the onboarding
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phase of mobile games. The heuristics thus contributes with knowledge within a rela‐
tively undiscovered research area. As the presented heuristics still are at an early stage,
future work will focus on testing and evaluating them in order to create more refined
and effective heuristics, which enables the development of better onboarding phase and
increases player retention rate. Additionally, this study indicated that lightweight
psycho-physiological and self-reported data can support each other in the evaluation of
the onboarding phase of mobiles games, as they can pinpoint even small game events
that causes high or low arousal, which will be elaborated further in the future. In conclu‐
sion, the three tested games had very different onboarding phases, which helped iden‐
tifying the elements that created a more or less enjoyable experience for the players.
This formed the basis for identifying the 10 onboarding design heuristics. However,
future research has to be conducted to refined and evaluate the heuristics further.
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Abstract. This research article attempts to conceptualize and operationalize the
concept of engagement in videogame-play as consumer videogame engagement
that comprises both psychological and behavioral dimensions. Accordingly, this
study has developed a scale for measuring consumer videogame engagement
through following the steps of scale development. Next, the study has collected
data on two samples. Besides, this study has applied SPSS 22.0 version and
SEM-PLS approach to analyze the data on two samples and to validate the
construct of consumer videogame engagement. Based on the study results, an
instrument has proven to be a valid source for measuring engagement in
videogames as well as a reflective-formative and multi-dimensional construct.
This study contributes to the videogame literature as it considers consumer
videogame engagement as a multi-dimensional construct comprising on cog-
nitive, affective and behavioral engagement. It further validates the scale of
consumer videogame engagement as reflective-formative model among video-
game players.

Keywords: Engagement � Videogame engagement � Consumer videogame
engagement � Cognitive engagement � Affective engagement � Behavioral
engagement � Reflective-formative model � Scale development process

1 Introduction

Literature indicates that several studies have put their efforts to develop an instrument
to measure engagement in videogame playing. Among all the studies, a study by [1],
was the first research who developed an instrument to measure the subjective experi-
ence of videogame-play based on these dimensions “gameflow, cognitive-absorption
and presence” and named it as game-experience questionnaire or GEQ. Another
subsequent study done by [2] who developed a scale named as game engagement
questionnaire or GEQ with combination of four constructs “flow, presence, absorption
and immersion” to measure player’s engagement in videogame. Again, this study has
also used almost similar dimensions as it was used in the following study [1]. In similar
vein, a recent study [3] has reviewed the model of game engagement construct given by
[2]. In this study, the author has discussed that three of the dimensions of game

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
G. Wallner et al. (Eds.): ICEC 2016, LNCS 9926, pp. 247–252, 2016.
DOI: 10.1007/978-3-319-46100-7_25



engagement questionnaire such as “flow, immersion and presence” [2] are interrelated
to the subjective experience of videogame-play but absorption is similar to flow con-
struct so, it is better not to consider in the measurement of game-engagement ques-
tionnaire. According to [3], a new revised construct of game-engagement comprises the
following dimensions “flow, presence, involvement and immersion” that can be
applied to examine the subjective experience of videogame play.

Doing a critical review of prior researches that have developed and used engage-
ment scale in their studies. The current study has concluded with the following limi-
tations; first, this study finds that mostly studies have only considered psychological
constructs (flow, presence and absorption) and have ignored the importance of using
behavioral dimensions to examine the subjective experience of videogame play as well
as measure the player’ engagement in video games [1–3]. Secondly, these studies have
not properly conceptualized and operationalized the term engagement and immersion
in their studies.

Moreover, several studies have stated that engagement in videogame, is a
multi-dimensional construct [4, 5]. Among these studies, only a study by [4] who really
captured the meaning of engagement on a multi-dimensional level. But, the problem
with the following study [4] is, authors have misspecified the construct of game
immersion as reflective-reflective construct (A reflective measurement model is; when
items share a common theme, items are exchangeable and deleting or adding an item
does not change the conceptual meaning of the construct [6]) on first and second order
construct. Rather, the construct of game immersion seems to be as reflective-formative
construct that means reflective on first order and formative on second order construct (A
formative measurement is; when items do not require to have a shared common theme,
items are not replaceable and deleting and adding an item can change the conceptual
meaning of the construct [6]). The decision behind calling a game immersion construct
as reflective-formative was drawn on basis of reviewing the following study [6] that has
discussed the important decision rules for specifying the construct as reflective or
formative.

Therefore, the current study considers the limitations of past studies and takes an
initiative to first conceptualize and operationalize the term engagement in videogames
as “consumer video-game engagement” and develops a new scale with combination of
psychological as well as behavioral dimensions in order to measure engagement in
videogame-playing in more advanced level. Moreover, this study aims to validate a
newly developed construct among the videogame consumers. The present study is first
in videogame literature which considers both psychological and behavioral dimensions
for measuring consumer video-game engagement. Secondly, this study considers the
importance of both reflective and formative constructs in explaining and measuring the
construct of consumer videogame engagement on higher order construct. Thirdly, this
study applies the concept of marketing and consumer research, especially the definition
of consumer engagement and its related dimensions (cognitive, affective and behav-
ioral) that have been discussed in the following studies [7, 8] in order to conceptualize
and operationalize the construct of consumer videogame engagement.
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2 Conceptualization of Consumer Videogame Engagement

This study follows the definition of engagement given by [7, 8] as “Engagement is a
multidimensional construct which is subject to a context-specific expression of relevant
cognitive, emotional, and behavioral dimensions”. The author of the study [8], has
further added that engagement is a process which reveals as a result of two-way
communications between the engagement-subject (consumer/customer) and a particu-
lar engagement-object such as a product, service or a brand, which leads to generate
consumer engagement states (cognitive, affective and behavioral). On the basis of
above stated definition, this study conceptualizes consumer videogame engagement as
“A psychological state that triggers due to two-way interactions between the consumer
and videogame product, which generates different level of consumer engagement states
(cognitive, affective and behavioral)”.

3 Scale Development and the Validation of Consumer
Videogame Engagement

This study adopts the scale development procedure given by [9, 10]. This study first
compiles the measurement scales as already reported in the literature which is
specifically relevant to the following dimensions: conscious-attention, absorption
(cognitive engagement), dedication, enthusiasm (affective engagement), social inter-
action and interaction (behavioral engagement). The items on the following dimensions
such as conscious attention, six items (Items 1 to 6) from [11], item7 from [12] and
item8 from [13] are adapted in this study. Absorption scale adapted from [14].
Whereas, dedication items as item1 from [15] and item2 to item7 from [16] and the
items of enthusiasm are adapted from the study of [11]. However, social connection
scale is adapted as item1 to item4 from [11] and remaining items 5,6 and 7 from [17].
Finally, interaction scale is adapted from [14]. Overall, the study has generated 39
items, which were further evaluated for the content validity by 4 PhD students and two
experts to assess the content of consumer videogame engagement. Based on their
comments, this study has revised certain items.

For first-time data collection, 200 questionnaires were distributed among university
teenage students who play videogames aged 16-19, out of which 160 questionnaires
were returned with a response rate of 80 %. Out of 160 questionnaires, 134 valid cases
were left after treating the missing values and biased responses. The data were further
analyzed for exploratory factor analysis (EFA) as well as for internal consistency and
the results are shown in the Table 1. After finding the satisfactory results, this study
continued to second-time data collection, 350 questionnaires were distributed and
collected 290 responses with response rate of 83 %. After treating missing values and
biased responses, we were left with 265 valid cases that were used for further analysis.

SEM-PLS (Structural equation modeling-partial least squares) was employed to
validate the construct of consumer videogame engagement because, it has both
reflective and formative constructs [18]. For reflective construct, this study involves the
estimation of internal consistency, convergent validity and discriminant validity.
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Whereas, the evaluation of a formative construct follows different guidelines like
testing of multicollinearity, indicator weights, and redundancy analysis.

Initially, a reflective measurement model was assessed for its convergent validity
and achieved confirmatory factor loadings (CFA) greater than 0.70, composite relia-
bility ranged from 0.89 to 0.92, while AVE were in between 0.61 to 0.75. All criteria of
convergent validity were met. Discriminant validity was evaluated through newly
introduced method called Heterotrait-Monotrait ratio (HTMT) of correlations [19] and
found that all values have passed the critical value of HTMT .85 as in Table 2.

Table 1. Shows results of both first and second time data collection

Table 2. Discriminant validity (HTMT Ratio)

Absorp ConsAtten Dedicate Enthusi Interact SocialConn

Absorp
ConsAtten 0.683
Dedicate 0.656 0.836
Enthusi 0.806 0.73 0.697
Interact 0.582 0.618 0.654 0.661
SocialConn 0.414 0.576 0.46 0.561 0.621
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This study has assessed the three criteria for the evaluation of formative measure-
ment model as suggested by [20]. The first criteria is to assess the convergent validity
also termed as redundancy analysis. The results indicate that the path coefficient
between consumer video-game engagement and global measure is 0.826, which is
higher than the threshold value of 0.80 as recommended by [20] and thus, depicting that
the formative constructs have achieved the convergent validity. Second, the study has
checked the collinearity issues and found that there is no multicollinearity issue because,
all values shown in the Table 3, are below the threshold value of 5 as suggested by [20].
Third, this study has assessed the significance of indicator weights as shown in the
Table 3 and found that formative constructs are highly significant at 0.00 level.

4 Conclusion

This study first conceptualized operationalized the construct of consumer videogame
engagement then developed a scale for measuring consumer video-game engagement.
The scale was first validated through EFA and reliability test. Second, the data were
recollected on more respondents for measuring CFA and reflective measurement model
on first order. All results met the criteria for the assessment of reflective measurement
model then second order were created on a formative level. Formative measurement
model was assessed on basis of three criteria given by [20] and results met the criteria
for the evaluation of a formative model.
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Abstract. Subjective time refers to our living experience of time. We
develop subjective timescapes i.e., spatial representations for time as
experienced by story characters. Each such timescape describes how a
character perceives and shapes story time. We show how these spatial
constructions are compatible with relevant psychological and phenom-
enological studies on subjective time. Timescapes allow us to model char-
acters as operating from particular temporal perspectives mediated by
memory and anticipation at various points in a story and to provide
geometric mappings of these concepts. We apply these ideas in a visual-
ization environment for digital narrative plot structures.

Keywords: Time · Narrative · Visualization · Experiential aspects

1 Introduction

Most of the current research and applications of time focus on representing and
managing “clock” time, i.e. fixed periodic structures such as the 24-h standard or
the calendar system. However, there is another equally important notion of time,
that we call “subjective” time, and describes our awareness of precedence or suc-
cession, duration, simultaneity and tempo of events, the feeling of presence, and
the establishment of temporal perspectives on events and behaviour. In contrast
to its clock counterpart, subjective time is qualitative in nature [1], different for
each individual and with no rigid linear structure. Subjective time exerts con-
siderable influence on motivation, planning and execution of purposeful activity
[4]. We describe the construction of subjective timescapes, i.e., spatial represen-
tations for the experience of time in story characters. We develop geometric per-
spectives for representing the flow of time, temporal dilation and segmentation
in episodes. We provide geometric mappings that make these phenomena exam-
inable and allow the creation of alternative character-centric micro-narratives
describing how characters experience time. Current narrative systems focus on
supporting inferential aspects of stories by reasoning about plans and actions
from character goals using variants of plan-based AI methods [3]. They seek to
formalize the notion of clock time and to provide means for reasoning about the
temporal aspects of knowledge. Time in their stories is something external and
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disassociated from what is happening in the story. In contrast to these systems
our approach seeks to represent how story events interact with the experience
of time in characters.

Fig. 1. (a) Atemporal representation for the state of character X on the unit circle
(b) C-time interval (dt)AB and S-time segment AB for X corresponding to events at
C-times t0 and t1. X’s state follows the helical trajectory of the S-time curve from A to
B by simultaneously rotating with an angle φ and translating by (dt)AB on the z-axis.
(Color figure online)

2 Character State and Subjective Time

A narrative can be analysed as a sequence of events describing the goals and
actions of a set of characters and the complications arising from them. Given
such a goal-oriented structure we represent character state in terms of his current
disposition towards various goals, i.e. his perception of how near or far he cur-
rently is towards their adoption and/or attainment and of how interrelated these
goals are. We model character state as a unit vector in a 2-D real vector space
lying on an horizontal unit circle centered on the character (see Fig. 1(a)). Thus,
character state and goals are mapped to particular directions of motion in space.
This configuration reflects the character’s perception of goal-driven behavior as
motion in a particular direction. Pairs of goals that are opposite to each other
and, therefore, pose a dilemma for a story character, are mapped to orthogonal
vectors in this space and define a basis for this vector space. The configuration of
such a basis encodes the semantic opposition of its goals as a left-right antithesis
that reflects a common story metaphor of a dilemma as a forking path of two
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orthogonal directions forward. As an example, Fig. 1(a) depicts the state and
goals for a character X. X is confronted with two possible and contrasting goals
(becoming either good or bad). We represent such a moral viewpoint with a
basis M consisting of two orthogonal unit vectors (vectors are written in bold)
good and bad denoted in red in Fig. 1(a). A state X0 of X is a vector which
can be described in terms of M as a linear combination of the vectors good and
bad. Such a combination indicates that X has two potential goals of being either
“good” or “bad” while also describing his current disposition towards them. By
disposition we refer to the distance of his current state from either of the goal
vectors in M, which reflects how close he is towards adopting or achieving that
particular goal. This distance is captured by the dot product between his current
state vector and the particular goal vector. X can change his disposition towards
his goals. Such change is represented as a rotation of his state vector. Rotation
can be instantaneous, as in the case of character decisions, or gradual, as a result
of action execution. For example, by reneging on a promise X can change his
state from X0 to X1, thus rotating his state vector closer to the bad goal (see
Fig. 1(a)) and increasing his disposition of achieving this goal. We model the per-
ception of state change from the perspective of the character involved as being
proportional to the angle of rotation between his initial and resulting state.

We develop two main structures for representing subjective time. The first
one, which we call clock time (C-time), refers to the temporal placing of events
by an external observer using a clock. We represent the C-time for such an event
as a point on the z-axis of a 3-D coordinate system (see Fig. 1(b)). We use C-
time to signify that an outside uninvolved observer experiences E as preceding
all events with higher z-coordinates and succeeding all events with lower ones.
Also important is the difference between the C-times of successive events as
this indicates the amount of time such an observer perceives as having expired
between two successive events in relation to the time intervals between the other
pairs of successive events in the sequence. Consequently, C-time exhibits the
linearity of clock time. The second structure of time, which we call subjective
time (S-time), is different for each character involved in the event sequence
and corresponds to his perception of the temporal features (placing, duration,
simultaneity) between successive events at each point in the sequence. More
specifically, we represent each event by the effects it has on the states of the
characters. Therefore, each event is a slice of C-time represented as a unit circle
(such as the one in Fig. 1(a)) centered on the C-time axis and vertical to it. Each
such circle contains the character states that result from the event actualization.
The representations of all events are stacked on a cylinder of unit radius and
height h, where h is equal to the difference between the C-times of the last and
the first event in the story. We model the trajectory of S-time for character X
by the sequence of the geodesics (shortest paths) on the surface of this cylinder
formed by connecting the endpoints of successive state vectors of X. The dura-
tion of the S-time for X between any two successive events E1 and E2 is equal to
the length of the geodesic connecting the endpoints of his state vector at events
E1 and E2. Let A and B be the endpoints of the state vector for X at successive
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C-times t0 and t1, respectively, where t1 > t0 (see Fig. 1(b)). The length LAB

of the geodesic between A and B represents the duration of the S-time interval
separating successive events at clock times t0 and t1 according to X. In order to
compute LAB let us assume that B at t1 results by an event that forces X’s state
at t0 to transform to the one at t1 following a helical trajectory with a rotation
angle of φ radians (0 ≤ φ < 2π) around the z-axis and a simultaneous transla-
tion of (dt)AB units on the z-axis where (dt)AB = t1-t0 is the C-time interval
between A and B. If we then flatten our event cylinder to a square we compute
LAB as: LAB =

√

(dt)2AB + φ2. According to this relation S-time maintains the
phenomenology of the flow of time in which events seem to constantly approach
an agent from the future, are actualized in the present and recede to the past
because S-time duration between two events is proportional to the duration of
the C-time (dt)AB separating them. Furthermore, S-time duration between suc-
cessive events for X is proportional to the rotation angle φ separating X’s state
vectors in these events. Because we model X’s perceived amount of state change
among these events as being proportional to this angle φ, the duration of the S-
time between them is also proportional to the change in X’s state. Consequently,
between two pairs of successive events separated with equal C-time intervals, X
will perceive the pair in which his state rotates more as lasting longer than the
other one. This allows us to embed in a character an experience of duration com-
patible with the one posited by the contextual change model in the psychology
of time in which estimates of duration of an event in which a person does not
need to estimate its duration is proportional to the number of changes observed
during an interval [5]. We are not interested in the absolute value of S-time, only
in the qualitative relations (comparisons and proportionality) between various S-
times. Our ability to generate and process temporal experiences presupposes our
ability to apprehend event sequences as episodes (i.e. coherent event sequences
that are extended in time). We adopt the phenomenological notion of tempo-
rality in which coherency refers to the meaning established by the character for
the events in question [2]. We use the notion of distance between the state of a
character X and a goal in his goal space, as captured by the dot product between
these two vectors, to establish our notion of temporal coherency. In particular,
during each event X experiences his state as staying invariant, moving closer or
away from a goal G. We capture this experience by comparing the value of the
dot product between G and the agent state vector at the current C-time point
ti with its corresponding value at the previous C-time point ti−1 in the event
sequence. If the value at ti is greater-than, less-than or equal to the previous one
at ti−1 then the agent experiences his state to converge, diverge or stay invari-
ant, respectively, with respect to G. A sequence of events in which the agent
experiences his state to only converge, diverge or remain stable with respect to
a goal forms an episode.

3 An Example

Our story example involves three characters; Joe, Bob and Ann. This story plot
has been automatically produced by QuNE, a narrative generation system based
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Fig. 2. (a) Initial configuration for the example love story (“≡” denotes coincident
vectors) (b) Subjective timescapes for the characters in the example love story.

on spatial representations of purpose and quantum theory [6]. The goal structure
(see Fig. 2(a)) motivating their behaviour consists of five bases. The first one is
Morality (which is common to all three characters with two vectors good and
bad). We also use two bases describing what it means for Ann to try to marry
or to forget any of the other characters (bases AnnJoe with marryAnnJoe
and forgetAnnJoe and AnnBob with marryAnnBob and forgetAnnBob
for Joe and Bob respectively), and two bases describing such an involvement for
Joe (bases JoeAnn with marryJoeAnn and forgetJoeAnn) and for Bob (basis
BobAnn with marryBobAnn and forgetBobAnn). The orientation of these
bases indicate that for both Joe and Bob trying to marry Ann is regarded as pri-
marily ‘good’ while forgetting her as primarily ‘bad’. Ann has a positive view for
marriage since for her trying to marry either Joe or Bob is definitely ‘good’ and
forgetting either of them is definitely ‘bad’. Initially both Joe and Bob are more
prone to decide to try marrying Ann. Ann seems more likely not to try marrying
either one of them. There are four possible story developments: Date, Serenade,
Duel and Marriage. Date involves Ann and one of the other guys causing each
one of the state vectors involved to rotate by a random angle (dating is unpre-
dictable). Serenade results in increasing the probability for Ann to decide and
marry her serenader. Duel implicates two guys resulting in the winner trying to
marry Ann and in the loser deciding to forget her. Finally, Marriage occurs when
both characters decide to do so. Figure 2(b) depicts the S-time structure of this
story based on the configuration of Fig. 2(a) that is reproduced as the Event 0
(E0) circle in Fig. 2(b). Figure 2(b) depicts the trajectory of Ann’s state by the
sequence A0A8, the one for Bob with the sequence B0B9 and the one for Joe
as J0J8. Most of these pairs of successive points (e.g. A4A5) are connected with
line segments whose length indicates the duration of the S-time interval between
successive events for the character involved. The ones not connected (e.g. B1, B2)
describe instantaneous character decisions and therefore lie on the same event
circle. Figure 2(b) assumes equal C-time intervals between the story events.
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E1 corresponds to Joe and Bob contesting for Ann. Bob wins and decides to try
marrying Ann (goal G). This is represented as the instantaneous rotation of his
state at E1 from B1 to B2 where at B2 it becomes parallel with marryBobAnn.
Bob seeks to persuade Ann to marry him therefore he seeks through his actions
to make her state parallel with marryAnnBob. At E1 Joe (the loser) decides
to forget her. This is indicated by the rotation of his state from J1 to J2 which
becomes parallel with forgetJoeAnn (trajectory J2J8). Bob serenades Ann four
times (E2-5, trajectory B2B6) and this arouses Ann’s interest for Bob by rotat-
ing Ann’s state gradually closer to goal marryAnnBob (trajectory A1A5). In
E6 Bob and Ann go on a date which makes Bob waver on whether he should try
to marry Ann (in B6B7 his state vector rotates away from marryBobAnn),
even though Ann seems to like him more (in A5A6 her state rotates closer to
marryAnnBob). In E7 both characters decide to marry. This is indicated by
the rotation of Bob’s state from B8 to B9 becoming parallel to marryBobAnn
and Ann’s from A7 to A8 becoming parallel to marryAnnBob. Each char-
acter experiences a different micro-narrative stemming from his partitioning of
time into episodes during the event sequence. In particular, at the end of the
story Joe divides his experience into two episodes. The first one consists of the
sequence J0J1 and the second one of J2J8. This is the case because between J1

and J2 Joe reaches the goal of forgetting Ann. Ann partitions her experience in
three episodes. The first one consists of the sequence A0A6, the second one of
A6A7, and the third one of point A8. This is the case because in A6 Ann’s state
changes from converging towards marryAnnBob to becoming invariant with
respect to it, while in A8 Ann decides to marry Bob. Analogously, Bob partitions
his experience in five episodes, B0B1, B2B6, B6B7, B7B8 and B9. Other micro-
narratives also emerge. For example, during E1-7 Joe perceives Ann’s state to
rotate away from his and vice versa signifying a growing rift between the two,
while on the other hand the states of Bob and Ann move close to one another
signifying a gradual rapprochement. In general, subjective duration for Ann and
Bob is greater than Bob, since the length for J0J8 is less than either A0A8 or
B0B9 indicating greater effort for Ann and Bob than Joe.
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Abstract. Video games can be appropriated for productive purposes.
Commercial games and game engines are often used for video produc-
tions, and game development companies provide development kits and
modding environments to gaming communities and independent devel-
opers. With gamification, game principles are deployed in non-game con-
texts for benefits beyond pure entertainment. Most approaches are more
focused on using games and their design elements rather than the process
of playing. We propose a video game category wherein productivity is
achieved by playing video games, and present a forthcoming productive
game as an example.

Keywords: Serious games · Media production · Video games · Play

1 Introduction

We propose a new video game category for video games that yield productive
results by being played: productive gaming transforms playing activities into
creative processes, facilitating creations with validity beyond game virtualities.
In the language of McLuhan and Nevitt, who conceived the concept for electronic
technology in 1972, we allow gamers to become Prosumers [1], i.e., consumers
turned into producers.

The proposed video game category increases the value propositions1 of video
games. Implicitly, “all games express and embody human values” [3]. However,
with the exception of serious games [4], the explicit gain of playing video games
beyond pure recreation is disputable: as Malaby points out, play dissociates from
everyday life by being consequence free and pleasurable and, especially, disso-
ciates from work by staying within a magic circle [5]. Caillois divides play and
productivity, and implies that game play must not become productive or be con-
ducted in pursuit of profit, otherwise it becomes corrupted [6]. Consequently, the
conjunction of play and productivity makes the introduction of specific frame-
work conditions necessary. These are described as a set of attributes that apply
to video games that enable productive gaming. However, we refrain from giving

1 “[. . . ] a game’s value proposition is in how it might make its player think and feel and
fun is the ultimate emotional state that they expect to experience as a consequence
of playing.” [2].
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an ultimate definition to describe productive gaming. The reasoning behind this
approach is given by Wittgenstein, who argues that “elements of games, such
as play, rules, and competition, all fail to adequately define what games are” [7],
and by Sutton-Smith, who considers the description and definition of play and
games in non-paradoxical terms almost impracticable [8].
Games facilitating productive gaming are serious games with additional charac-
teristics:

– productivity is a subject matter of the game, not to be enforced as game goals,
but enabled as goals of the meta game.

– Consistently, productivity is not reflected in victory conditions, creational
objectives are set and determined before or during play sessions by the players
themselves, who retain unrestrained artistic freedom.

– Creation processes are aligned towards (and do not break) the game flow.
– Gameplay results are perceivable without the game and, ideally, even without

knowledge of the game.

These nominal characteristics describe a non-exclusive video game category with
emphasis on the game-play. Consistently, productive gaming requires games that
provide mechanisms to start and realize creative processes, but also constructive-
minded players.

In this paper, we describe related work with a concise disambiguation in
Sect. 2. In Sect. 3, we provide a more detailed introduction to productive gam-
ing. We then present Forever loops (Sect. 4), an ongoing project that facilitates
productive gaming for the creation of audio-visual compositions. In Sect. 5, we
discuss our findings and conclusions and present suggestions for future work.

2 Related Work

We differentiate from similar concepts using the previously introduced produc-
tive gaming characteristics. A related concept can be found in the industrial use
of construction games, e.g. the utilization of Lego [9] for architectural proto-
types, or using Minecraft [10] (in creative mode) as a 3D modeling environment.
In both cases, productivity is a subject matter. The main distinction originates
from the objectives. The industrial use of construction games typically involves
predefined ambitions given by constituents, whereas in productive gaming the
players themselves determine creational objectives before or during play. Another
approach can be found in human-based computation games, or games with a pur-
pose, where “people playing computer games could, without consciously doing so,
simultaneously solve large-scale problems” [11]. Here, human game interaction is
used to acquire labeling data for specific meta game goals, such as the analysis
of gene sequences in Play to Cure: Genes in Space [12]. By being played, results
with validity beyond the game virtuality are achieved. However, the creational
goals usually are fixed by the developers and cannot be influenced by the play-
ers. A different, yet very popular concept is the utilization of game engines and
modifications for media productions, e.g. Machinima communities using suitable
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computer games for video productions. Here, results typically are perceivable
without the game and yield audio-visual makings. Nevertheless, productivity
is achieved by using games rather than playing games. Finally, we dissociate
productive gaming from gamification (i.e., the use of game design elements in
non-game contexts [13]) because the latter usually aims at goal-oriented play:
“Finally, academic as well as industry critiques of gamified applications have
repeatedly emphasized that these focus almost exclusively on design elements for
rule-bound, goal-oriented play (i.e., ludus), with little space for open, exploratory,
free-form play (i.e., paidia)” [14].

3 Productive Gaming

A game example facilitating productive gaming can be found in Sim Tunes [15].
It resembles a drawing game in which players populate a canvas with up to four
virtual bugs of different color. These AI-controlled bugs traverse the displayed
virtual space and trigger music playback. Specific pixel colors represent different
musical notes that are played by the instrument according to what is assigned
to the bug. In terms of our proposed characteristics, Sim Tunes does not employ
victory conditions, i.e., players set their own objectives and produce audio-visual
creations by playing the game.

In general, productive gaming is closer to free form (paidia) than to more
structured (ludus) playing and takes advantage of the games also being simula-
tions: “[. . . ] Espen Aarseth has argued that [. . . ] simulation is what drives most”
serious games” [. . . ]. In simulations, and I quote,“knowledge and experience is
created by the player’s actions and strategies”. Aarseth calls for recognition of
simulation as “a major new hermeneutic discourse mode, coinciding with the
rise of computer technology, and with roots in games and playing.” [16]

The proximity to simulations makes a clear distinction from productivity soft-
ware necessary. Barr describes the main differences as follows: “First, the moti-
vations for playing video games differ from productivity application use. Specif-
ically, players play games for their own sake, while they generally use produc-
tivity applications to achieve some other task. Second, video game interfaces are
not neutral, presenting carefully designed narratives and complex graphics to the
player. Third, video games frequently dictate goals to players, while productivity
applications generally facilitate user goals. Finally, video game designs purpose-
fully involve conflict and constraints on the player, while productivity applications
are designed to minimize them.” [17] Juul and Norton consider game obstacles
and challenges as the distinguishing features of games as opposed to usability
for productivity software [18]. For our purposes, the capability of seducing users
into a lusory attitude [19] is the distinctive feature, i.e., play requires a proper
mindset and engagement, which is established upon and complements game rules
[20]. Concerning both the level of engagement and the level of game structure,
productive gaming involves substantial oscillation effects on the paidia-ludus
continuum [21] and play structure flexibility. During play sessions, users exper-
iment and play with the simulations without pre-defined goals, and then apply
their discoveries and new techniques to their performances.
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In this context, the notion of serious storytelling must be contemplated, as
well as its relation between serious games and productive games. Serious story-
telling refers to “storytelling outside the entertainment context, where the narra-
tion as artefact is impressive in quality and relates to a matter of importance and
seriousness.” [22] A narrative, i.e. the “[. . . ] chain of events related by cause and
effect occurring in time and space and involving some agency” [23], is important
for both serious storytelling and productive gaming. Serious storytelling con-
stitutes a broader concept with several application scenarios, including serious
games, but also eLearning, qualitative journalism, virtual training environments,
or forensics. Productive gaming on the other hand builds upon serious games
and at the same time concerns only a subset.

4 Forever Loops

Forever loops by Marlene and Ulrich Brandstätter is a productive gaming project
that produces audio-visual compositions. The underlying simulation involves an
interface that primarily comprises graphical gears, as shown in Fig. 1.

Fig. 1. Forever loops screen-shot. A gear train comprising multiple interconnected gears
is playfully arranged and programmed by a user. The canvas in the upper left corner
gives a visual representation of the audio-visual composition. The window to the right
is required for media selection.

Relevant mechanisms are based on real-world gears and their machinery, which
is well known and understood by most people. Users begin with a fundamental
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understanding of the system mechanics, which quickly evolves into impressive
skills regarding (musical) composition and performance. Concerning productivity,
the virtual gears can be interfaced with audio-visual material, including sounds,
images, and videos. Playback of the media goes hand in hand with playfully
arranging gears and gear trains with their respective programming.

Game play results include musical compositions, video remixes, slide shows,
VJ acts, and even performances. In contrast to other productivity games, includ-
ing the aforementioned Sim Tunes, players can import and are encouraged to
use personal media material. On top of this, satisfactory results can be exported
as a video file at user request, which can than be viewed without the game and
even without knowledge of the game.

Users are encouraged to experiment with the underlying physics of the gear
simulation, and to use their findings to produce new compositions at their own
pace. A central aspect of our approach is the rejection of the notions of winning
or losing. From a design perspective, it is common for video games to blur the
borders between interface and game play [18]. Here the gear wheels and their
mechanics become the central interface, and are tightly interwoven with the
game-play.

5 Conclusion

To some extent, video games are already used for productive purposes, e.g., sup-
porting the modification of existing games, asset export and import capability,
or video capture support, which are popular game features that facilitate usage
scenarios beyond pure entertainment. Specific video game genres, such as active
games, educational games, and art games, attempt to offer additional benefits.

The proposed new video game category specifically describes video games
that facilitate productivity by being played. Productive games as described in
this paper are biased towards free-form play and can be considered as a spe-
cialization of serious games. Another approach towards productive gaming is
the segregation of victory conditions and productivity, i.e., results correlate with
and are affected by game progression, as they can actively be influenced by the
player. Creative freedom is more limited, whereas the underlying game genre
can be chosen more arbitrarily.
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Abstract. A mathematical model of game refinement was proposed
based on uncertainty of game outcome. This model has been shown to
be useful in measuring the entertainment element in the domains such as
boardgames and sport games. However, game refinement theory has not
been able to explain the correlation between the popularity of a game and
the game refinement value. This paper introduces another aspect in the
study of game entertainment, the concept of “attractiveness” to reason-
ably explain the sophistication-population paradox of game refinement
theory.

Keywords: Game refinement theory · Physical model in game · Attrac-
tiveness of board like games

1 Introduction

The dynamics of decision options in the decision space has been investigated
and we observed that this dynamics was a key factor in gauging game enter-
tainment. Then Iida et al. [1] proposed the measure of the refinement in games.
The outcome of interesting games is always uncertain until the very end of the
game. Thus, the variation in available options stays nearly constant throughout
the game. In contrast to this, one player quickly dominates over the other in
uninteresting games. Here options are likely to be diminishing quickly from the
decision space. Therefore, the refined games are more likely to be seesaw games.
We then recall the principle of seesaw games [3].

Based on the principle of seesaw games, Iida et al. [4] proposed a logistic
model of game uncertainty. From the players’ viewpoint, the information on the
game result is an increasing function of time (the number of moves) t. We further
define the information on the game result as the amount of solved uncertainty
x(t). Game information progress presents how certain is the result of the game
in a certain time or steps. Let B and D be the average branching factor and
the average number of the depth of game, respectively. If one knows the game
information progress, for example after the game, the game progress x(t) will be
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given as a linear function of time t with 0 ≤ t ≤ B and 0 ≤ x(t) ≤ B, as shown
in Eq. (1).

x(t) =
B

D
t (1)

However, the game information progress given by Eq. (1) is usually unknown
during the in-game period. Hence, the game information progress is reasonably
assumed to be exponential. This is because the game outcome is uncertain until
the very end of game in many games. Hence, a realistic model of game informa-
tion progress is given by Eq. (2).

x(t) = B(
t

D
)n (2)

Here n stands for a constant parameter which is given based on the perspective
of an observer in the game considered. Then acceleration of game information
progress is obtained by deriving Eq. (2) twice. Solving it at t = T , the equation
becomes:

x′′(T ) =
Bn(n − 1)

Dn
tn−2 =

B

D2
n(n − 1).

It is assumed in the current model that the game information progress in any
type of games is happening in our minds. We do not know yet about the physics
in our minds, but it is likely and we propose that the acceleration of information
progress is related to the force in mind. Hence, it is reasonable to expect that
the larger the value B

D2 is, the more the game becomes exciting due to the uncer-
tainty of game outcome. Thus, we use its root square,

√
B

D , as a game refinement
measure for the game considered [4]. We show, in Table 1, a comparison of game
refinement measures for traditional board games [4].

Table 1. Measures of game refinement for traditional board games

B D
√

B
D

Chess 35 80 0.074

Go 250 208 0.076

Shogi 80 115 0.078

2 Attractiveness in Board Like Games

One of the limitations of the game refinement value is that it fails in explaining
the disparity in the population of fans and players of some of the games with
equal or higher game refinement value. For example, GO has a higher game
refinement value than soccer, but soccer still attracts a far greater population of
fans and players than GO. We define this limitation of game refinement theory
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as the sophistication-population paradox that we will address in the course
of this paper. Therefore, this section draws upon the limits of game refinement
theory and then proposes a notion of attractiveness in game playing. A mathe-
matical model of attractiveness for board like games is proposed.

Game refinement theory has expressed the relationship between uncertainty
of outcome and game progress, a game outcome can be considered based on two
factors: skill and chance. In the balanced game, the game outcome is decided
by players’ skill and chance which incorporates some stochastic events, events
which cannot be controlled or predicted. For chess, in the ideal situation, the
top player or AI can always select the best moves at any time in the game, and
all of players choices or branching factor are decided by players consideration,
while we calculate game refinement value by the formula R =

√
B

D .
Similar to the branching factor, we introduce a new concept known as “attrac-

tiveness branching factor”. If there is an element in the game which can neither
be controlled or predicted by audience as well as the players, we refer to that
element as the element of attractiveness. Generally, there are three situations
which will develop the game uncertainty.

3 Physical Model of Attractiveness in Board Like Games

We take in consideration the human thinking process in the traditional board
games, intelligent players would follow such a process as shown in Fig. 1. For
example in chess, the average branching factor (say B) is about 35 [6], but out
of these choices, many moves are not reasonable to Play. After filtering out some
of the existing options based on players’ skill, we will be left with a smaller set of
plausible moves which we define as “b”. Generally, a player is not always aware
of the best choice available in b where b ≥ 2, so he takes a chance, which as a
result introduces a chance element in the game. By plausible consideration of
available moves depending on the skill of the player and taking some chance, a
player decides his final move [2,7].

Fig. 1. A model of thinking process in traditional board games

Almost all traditional board games fall in the category of strategic games, and
a pre-dominant way of approaching or playing these games is using the concept of
Convergence. It is a very integral aspect of human thinking process, everyday
humans are faced with situations where they have a lot of possible options which
can be pursued, but somehow these options are narrowed down to a smaller set
based on the existing laws and morality because not all options are plausible.
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Board games are the same, in order to win the game players need thought to
filter their strategy, this thought process is a typical convergence process [7].
Therefore we refer to the thought process as the resistance force in game process
and we redefine the formula for force as follows [5].

F - f = ma (3)

In Eq. (3), F = m × R2, a = r0
2 = ( 1

D )2. Consider chance element and skill
element, while B = b in Fig. 1, we have ab = r2 = ( b

D )2. By substituting all the
values in Eq. (3), separately for skill and chance we obtain the set of Eq. (4).

{

fs = Fs − m × r2 = m × R2 − m × r2

fc = Fc − m × r0
2 = m × r2 − m × r0

2
(4)

Therefore, the total resistance force will be the sum of equations in Eq. (4), which
is described as f = F − m × a = fc + fs.
By the theorem of impulse, we have the following formula.

J =
∫ t2

t1

fdt = fΔt = mv

For game refinement theory we have v = fΔt
m , while the F is replaced by Fs

(the force by skill) and Fc (the force by chance), the formula will be changed as
follows.

fΔt = (fs + fc)Δt = mv

In anytime for one deterministic game, “mass” will not be changed, therefore in
any time duration Δt, we have

v =
(fs + fc)Δt

m
=

fsΔt

m
+

fcΔt

m
= vs + vc

Then according to Fig. 2, for the vc part, the “attractiveness theory” will be
obtained. In game refinement theory, the v is B

D ; while v replaced by vc +vs, the
refinement theory will be B

D = Bc+Bs

D = Bc

D + Bs

D . Bc means the branching factor
which was controlled by chance element in game and Bs means the branching
factor which was controlled by player’s skill. Then we call the Bc as a new
parameter character B′ + 1, which changes the “branching factor” into “the
branching factor which players cannot control or predict”, “1” means the final
determined movement. Then we can apply the likeness game refinement theory
as shown in Eq. (5). In Eq. (5), B′ means “attractive branching factor”, D means
“Depth” of game.

A =
√

B′

D
=

√
Bc − 1
D

=
√

b − 1
D

(5)
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Fig. 2. The speed of attractiveness

4 Application of Attractiveness Theory

We consider three situations: the traditional board games; the games in which
information cannot be observed in-game time (non-stochastic incomplete infor-
mation game); the games in which only stochastic events occur (stochastic com-
plete information game), then we choose Shogi (Japanese Chess) and StarCraft
II HOS version as the benchmark for our mathematical model.

From the master’s point of view, there are only a few plausible candidates
to play at each position in chess [7]. In this study we assume that it may be
equal to log3 B in the sophisticated boardgames such Shogi and Go. Using this
assumption we have the following conclusion. In Shogi the game attractiveness
value equals to A =

√
Bc−1
D =

√
4−1
115 = 0.015, whereas the game refinement value

is 0.078.
The attractiveness scaling factor of any game is given by Eq. (6).

Pasf =
Game attractiveness value

Game refinement value
(6)

So, the attractiveness scaling factor of Shogi is 19.3%. Similarly, we can calculate
the attractiveness value for StarCraft II HOS version as shown in Table 2 [8].
The higher the attractiveness value of the game, the larger the population of
fans and players the game will attract.

Table 2. The three properties of different game

Game R value A value Pasf

Shogi 0.078 0.015 19.3 %

StarCtaft II 0.0695 0.0266–0.0423 38.27 %–60.86 %
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5 Conclusion

In this paper, according to the Newton’s classical mechanics we have found the
meaning of Mass and Force in games. Then based on the theorem of impulse,
we educed the property, concept and value of “attractiveness” to explain the
sophistication-population paradox put forth by the game refinement value. We
introduced the concept of “attractiveness scaling factor”, which can be used
to show whether a game is compatible for a novice or a weaker player or not.
Higher the attractiveness scaling factor more chance a weaker player will have
of winning the game. The lower attractiveness factor means the game will shift
towards a more skill based game outcome and hence there will be less chance for
novice or weaker player to win the game. Usually a high attractiveness scaling
factor of a game will attract more fans and players population. This as a result
explains as to why Shogi and Go even after having a really high game refinement
value and sophistication still attract a much smaller fans and player population
when compared to the more popular games of similar game refinement value
such as soccer.
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Abstract. This demonstration illustrates the possibilities of new 3D technolo-
gies in conveying large scale historical photographic databases in interactive 3D
virtual environments. We illustrate the visualization of the State Library of
Western Australia (SLWA)’s photographic collection containing over 1 million
photographs dating back to the 1850s utilizing Curtin’s Hub for Immersive
Visualization and eResearch (HIVE). Our application was intended to explore
the possibilities in visualizing cultural data sets on the HIVE’s Cylinder, a 3 m
high, eight-meter diameter, and 180° cylindrical projection surface. Our
demonstration illustrated the potentials of virtual environments in creating
interactive information designs for photographic imagery, which can be
explored according location, time-period, creator, and subject.

Keywords: Cultural visualization � Computer graphics � Virtual
environments � Oculus rift � 3D � Cultural collections � Photographic archives

1 Introduction

The aim of the project was the development of a prototype to serendipitously navigate
and visualize the image archives that is the photographic collection of the State Library
of Western Australia (SLWA). The intended audience for the discovery and engage-
ment with this collection are the general public users of the SLWA. With these aims,
the objective was the creation of a proof of concept prototype to:

(1) explore the capabilities and suitability of Curtin University’s Hub for Immersive
Visualisation and eResearch (HIVE) [1];

(2) create a prototype that extends existing similar undertakings based in 2D towards
large screen 3D displays;

(3) the exploration of Virtual Reality (VR), in particular large immersive 3D displays
as a tool for visualizing large-scale image databases; and
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(4) the creation of an appealing and easy to use prototype to illustrate information
design aspects for representing large scale image databases in 3D.

The main components of the system architecture (as illustrated in Fig. 6) consist of
the large scale photographic archive collection of the SLWA. The archive contains over
one million photographs going back almost a century and each photograph holds a little
piece of Western Australia’s historical memories covering events, places, buildings,
lifestyles, people and families to list a few. The PAV-3D project attempted to create a
prototype that illustrates the capabilities of presenting images and associated metadata
in a virtual environment, instead of creating a simple web-interface prototype for
presenting the archive content (The flowchart is presented in Fig. 1).

2 Related Works

The demand for accessing digital photographic collections housed by cultural institu-
tions and utilizing it in digital humanities and visualization projects is increasing. With
this application, we explore the possibilities of immersive environments in digital
humanities [2, 3], or [4]. For example, DX Labs in cooperation with the State Library
of New South Wales (SLNSW) [5] created the Loom digital interface, which is “a multi
layered visualization experiment” that enables news ways of exploring the digitized
images of the SLNSW [5]. The Loom online interface offers users different viewing
experiences to explore photographic collections in chronologic order based on time,
location and topics in a 2D web-space. 3D representations have been considered in
form of a projection of Sydney, utilizing location based information of photographic
materials. Of the 14,664 digitized images in the SLNSW’s collection, 3,287 images are
accessible via LOOM, of which 1,396 have been tagged [5].

Fig. 1. Flowchart of the prototype software
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3 Implementation of 3 Scenarios

The Curtin HIVE was used to develop the virtual reality environment [1]. Our target
display was the Cylinder, which is a projection surface stretching 3 m high, and 8 m in
diameter. The Cylinder is back-projected, and immerses the user within a 180°
cylindrical projection surface. By using 3D glasses, the user is fully immersed into the
3D environment, which is projected onto the display surface (see Fig. 2).

Figures 2, 3, 4, 5 and 7 illustrate the 3 different demonstrators for the variables
location, subject, and timeline. This project involved expertise from the cross discipline
areas of data visualization and information studies (library, records and archives) at
Curtin. Visitors to libraries and archival intuitions are increasingly expecting a virtual
experience when interrogating search interfaces in these institutions to explore their
vast information collections. There is an expectation to interact with the search cata-
logues to serendipitously discover items of interest that fulfils the users’ everyday life
information needs. These user expectations align closely with information seeking
experiences increasingly provided by museums for its visitors.

Fig. 2. Curtin’s Hub for Immersive Visualisation and eResearch (HIVE)

Fig. 3. Scenario 1 – browsing by timeline
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There are requirements for interacting with the search catalogue using as many
human senses as possible: eyes, hands, nose, mouth, ears. Sensory engagement with the
collection using mediums of vision and touch are paramount in most cases. Such user
experience expectations require future graduates in library and archives professions to
be aware and equipped with skill sets in the visual media and data visualization
disciplines. Hence, this project offered an opportunity to explore what these skill sets
are and to learn from the expertise of the discipline of visual media. Further, to
investigate if there are opportunities for offering information studies graduates with
elective study pathways in visual media.

4 Discussion and Conclusions

It’s evident, that through the emergence of today’s digital photographic equipment, and
the multi-faceted possibilities to share visual data that currently more visual content is
available than ever before [6]. We focused on an advanced information design to
develop a visualization prototype of the State Library of Western Australia (SLWA)’s
over 1 million photographs, dating back to the 1850s, and holding a little piece of
Western Australia’s history covering events, locations, buildings, persons, and families.
The basic architecture of the implementation is illustrated in Fig. 6.

Fig. 4. Scenario 2 – browsing by subject

Fig. 5. Scenario 3 – browsing by location.
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From the information design perspective, the image archive could be browsed in 5
modalities: timeline, location, keywords, creator, and semantic browsing. The last
modality is currently still in implementation stage, and will not be available for the
demonstration. As core platform for the implementation of the prototype, we have been
utilizing Unity. Our prototype was based on the metadata available through the library
API’s. For the scope of the prototype, we simplified the basic metadata to allow an easier
implementation of the software. Example metadata is illustrated in Table 1.

Fig. 6. Architectural overview of PAV-3D

Table 1. Example metadata for a library database entry.
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Fig. 7. PAV-3D browsing by images from one creator.
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Abstract. Reading is no more limited to the physicality of the book whether it
is screen or paper. Digital media’s potentialities represent an opportunity to
leverage a novel reading-experience. We envision that a more joyful and
immersive reading-experience can be promoted by interacting with the reading
space. Reading can be enriched by controlling digital media infrastructures that
contextually react to the reading performance and the narrative. In this paper, we
present a prototype and a key scenario, which demonstrate that digital enrich-
ment promises new ways of experiencing a story. Furthermore, we explore the
features which characterize this concept and we envision its potential roles.

Keywords: Reading � Stories � E-books � Augmented reading � Digital media

1 Introduction

Reading is a vital skill to function in today’s society. But why do we read? What are the
reasons? In a research, Clark and Rumbold [5] explain the link between reading
enjoyment and reading motivation and stated that readers who are intrinsically moti-
vated are more likely to benefit from enjoyment and achieve a deep learning.

Nowadays, we witness to a shift in the way we read and in the materiality of the book
brought about by digital technology. E-books are a digital replication of a paper book that
in some cases is augmented with functionalities such as dictionary or games. Typically,
these augmentations happen in the samemediumwhere the text is. But how can we foster
enjoyment and meet the reader’s motivations better without compromising the reading
performance? In this paper, we describe a concept that aims to allow the interaction with
the reading space just by reading. In this space, digital media infrastructures react to the
reading performance and the narrative, promoting enjoyment and immersion.

A significant number of studies have investigated how to digitally augment the
book. The MagicBook project [4] explored the potential of augmented reality to enrich
the reading-experience. Since then, several academic and commercial books employed
augmented reality. Recently, researchers developed the SequenceBook [10], an inter-
active book with blank pages that serves as medium for a dynamic projection. Another
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interesting concept explored the experience of a textbook with a fold-out screen-margin
extension [6, 7]. The margin space allows complementary content.

A small number of studies have been done in the area of automated environments
that reacts to the reading activity. Back et al. (1999) presented The SIT book [2], a
prototype, able to use the reader hands’ speed as control parameter for a narrative
soundscape. Later in 2005, Bahna and Jacob presented a system [3] in which extra
information is peripherally conveyed through a video projection. In 2013, Alam et al.
proposed the augmentation of an e-book reading-experience by controlling haptic and
audio-visual interfaces existing in a living room [1]. Finally, Schafer et al. developed a
system that uses a multimedia room to transform an interactive read-aloud experience,
providing feedback that supports children’s enjoyment and meaning-making [8].

2 Prototype

Story reading enrichment (SRE) means to synchronize the reading with one or more
digital media experiences. A SRE system must allow (1) the definition of how digital
media infrastructures will respond to the reading performance and narrative; (2) the
control and perception of a SRE. In order to explore the SRE, we developed a pro-
totype composed by a Tablet and a Smart bulb. The Tablet displays the story, identify
the reading position and control the bulb. In order to obtain, the reading position, the
system employs speech recognition. Then, depending on the specification of how the
light must behave, in a specific reading position, the Tablet controls light’s properties.

3 Scenario

Emma uses a Tablet to read “The Hobbit” [9] to her son Matt. Matt can see on his
Tablet a map of “Middle-earth”. He easily realizes where they stopped and by touching
the spot, the text appears on both Tablets. The room turns dark, and a cavern sound-
scape can be heard. When Emma mentions a character, she also associates it to a light
(by pointing the lamp). The Light reflects the character’s emotions. While reading, the
riddles’ “battle”, the lights of Bilbo and Gollum start to oscillate between white (fear),
yellow (joy) and red (angry). At the same time, a melody intensifies the drama. Later,
Matt uses the map to jump to a beloved section, where dwarves sing in choir. Matt can
then see a lyric and starts to read it. Matt follows a word highlighting feature, which
provides the correct pace. When Matt starts to read, a melody starts playing. The longer
Matt respects the pace, the more instruments and voices densify the music. By reading
correctly he unlocks different music channels, coming from different positions. This
game progressively immerses him in a joyful environment.

4 Story Reading Enrichment: Features

Based on the scenario, we identified the four main features of a SRE:
Required attention: Reading is a high attentional activity, demanding constant

foreground visual attention. The SRE must be able to display information both to the
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peripheral attention and to the foreground attention. Peripheral interaction aims to
subtly augment the reality with the narrative’s context, e.g. white light to reflect the fear
felt by Bilbo. On the other hand, the interaction can obviously encompass a more
concrete stimulation e.g. an image of a frightened Bilbo, providing an interactive
context that supports the storytelling or meaning-making.

Virtuality: The SRE is characterized by its virtuality and can vary in a continuum
that ranges between (a) real environment (b) virtual environment, wherein the inter-
medium is characterized by a mixed reality experience.

Locus of agency: A SRE can be proactive and/or reactive. In the simplest usage, a
SRE shall be proactive, because whenever the reader is focused on reading, an implicit
enrichment must happen e.g. melody intensifying the drama. On the other hand,
enrichment can be reactive when a reader explicitly requires enrichment e.g. storyteller
that uses SRE to complement his performance - make a gestures to set all lights off.

Interactivity: SREs can be controlled and perceived by readers through a multi-
modal interaction. Regarding the control of a SRE, the reading position and perfor-
mance can be detected through different input modalities (touch, speech recognition,
eye gaze direction, gesture recognition or even emotion recognition). The perception of
a SRE can be promoted by different modalities such as visual, auditory, haptic, etc.

5 Story Reading Enrichment: Roles

Based on the SRE’s features, we envision roles with a focus on multiple aspects of the
intrinsic motivation [5] such as curiosity, involvement or social interaction.

Meaning-making: What if the reader does not know a specific object or idea? In order
to foster the curiosity and to avoid losing involvement, the SRE can function as a
facilitator of meaning-making e.g. when several characters are introduced in a short
amount of text, reader may benefit from additional digital media. This kind of SRE can
be explicitly initiated by the reader or implicitly through concentration sensing.

Intensification/clarification: Another way to promote involvement, is by intensifying the
reading. A scene can be intensified through music targeting an emotional state or a
fictional genre. The SRE can also serve as a clarification to interpret text. A good
example is, when a figure of speech like irony or metaphor is used.

Support: In another perspective the SRE can support the reading performance. This
functionality is characterized by a playful manner of using a SRE, targeted to extend
the reader’s expressivity e.g. a storyteller controlling the SRE through gestures or
speech. This supportive role shall promote social activities such as storytelling.

Training: The SRE as a playable environment can be used in a gamified experience e.g.
rewarding by mastering reading and interpretation skills. Another example is to
encourage a focused reading, by providing a SRE based on neurofeedback technic.

Topography: The SRE can also be used to simplify the text navigation. We believe that,
if the reader can use a simple metaphor to map and mark the written content, we can
promote a feeling of being in control of the reading. An example is the creation of a
virtual map where the reading-experiences or digital marginalia are mapped.

Enrichment of Story Reading with Digital Media 283



Inspiration: The SRE can also spark the imagination. When an author deliberately
describes a scene, in an ambiguous way, he is challenging reader’s imagination. SRE
can have the mission of supporting the imagination challenge. For example, by allowing
readers to decide in which kind of virtual environment they want to read (forest, city,
etc.) or by synchronizing the SRE with the narrative and reading performance.

Cumulative reading: The SRE must be able to learn from each reading session and
enhance the reader’s capacity to recall/relate thoughts and emotions from previous
readings and adapt SRE’s behaviours based on reader’s preferences.

6 Conclusion

In this paper, we explore a concept that employs digital media infrastructures, that react
to the reading performance and the narrative, promoting a more joyful and immersive
reading-experience. Based on the user experience envisioned through a key scenario,
we analyse the principal features of a SRE and discuss how SRE can assume a variety
of roles, promoting experiences that aim to match readers’ intrinsic motivations. This
paper highlights the potential and open questions of this concept. It also serves as a
conceptual framework for developing SREs. Further work will involve building a
functional SRE system that allows the proof-of-concepts development. Furthermore,
evaluations will be performed to understand how to effectively enrich the story reading
and to identify story genres’ constraints and side effects.
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Abstract. In this paper we present Vancouver Maneuver, a game for
mobile devices using Augmented Reality software to create a cooperative
board game experience. Utilizing principles from both digital and ana-
logue board game design, a hybrid game design approach is proposed in
order to identify applicable mechanics. By doing so we combine the phys-
ical and social aspects of co-located tabletop gaming with the computing
power and aesthetics of digital games.
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1 Introduction

With recent developments in the field of smartphones or tablets, the market
for mobile computer games is still growing. Technological improvements, both
regarding computing power and the handling of advanced 3D graphics, make it
possible for game developers to create games with demanding hardware speci-
fications in mind. Current generations of mobile devices even allow Augmented
Reality (AR) applications to be available for a majority of smartphone users.

According to Zagal et al. [1] all games have their roots in the physical world,
whether it is sports on wide fields or strategical board games with game pieces.
While digital games tend to be more solitary and are experienced individually,
traditional games are often played with others. When looking at digital games,
the majority of games are played on desktop computers or game consoles, and
are either singleplayer games or multiplayer online games where players inter-
act on a mediated basis. One reason for this can be seen in the nature of how
computers are typically used—one user at a time and physically separated from
other players. Handheld everyday devices like smartphones, on the other hand,
break up these restrictions. AR can combine co-located, collaborative gaming,
like it is associated with board games, with the processing power and the possi-
bilities of real-time visual feedback known from digital games. The idea is to take
the basic concept of a board game and use the device to source out tasks like
checking rules, calculating scores and resources or apply chance based numbers.
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Apart from utilizing well established mechanics from digital games, new con-
cepts and ideas can be introduced, since the combination of analogue and digital
games is more as the sum of its parts.

2 Related Work

For mobile AR settings there are several interaction studies like gesture tracking
or works related to traditional image and marker tracking (e.g. Peitz et al. [2]) or
the recognition of finger movement via camera [3]. With all these new concepts
being available, it is the main challenge for game designers to work with the
technology and develop applicable games that use them extensively. There also
have been studies regarding actual game piece tracking in order to maintain a
certain physicality [4]. A new medium will always take some time to explore its
full potential, and work like Art of Defense by Duy-Nguyen et al. [5] demon-
strates how the use of tangible objects is a step in the right direction. As the
team explicates in their paper about the game, tangible elements are a vital part
in AR games in order to interact with the merged environments of reality and
the virtual world. The Sphero [6] is an AR installation that focuses on the phys-
ical environment around players and thus increases immersion and enjoyability.
However, until now, apart from the technological advancements in the mobile
AR game domain, little is known about the design approaches and procedures.

3 Our Game Design Approach: Vancouver Maneuver

Designing an AR board game contains practices from both design fields, since
developers create games with the physical and social dimension of board games
in mind, while simultaneously having the tools and experience of digital game
development at their disposal. As a starting point for our game design approach
we picked one specific form of game: the cooperative puzzle. While competitive
games also have a strong social component they often tend to cause tactical
avoidance of conversation and self-restraint. Since it is a common approach for
board games we began with an analogue paper prototype which then got trans-
ferred into a digital one. Based on these findings we created our game prototype
of Vancouver Maneuver (VM). Each player controls a burglar via his/her mobile
device, working together to get a key and open a safe. Obstacles include secu-
rity cameras, laser sensors and locked doors. By rotating rooms players solve
different puzzles with increasing difficulty (see Fig. 1).

When thinking about board games and its differences in comparison to digital
games, there are three interdependent factors to account for regarding game
design: the general setting of players, the physicality of game pieces and the
social interaction [7]. Regarding the first factor the obvious design choice for
VM was to position the two player opposite to one another to establish differing
vantage points onto the game board in order to encourage social interaction. For
example one player has vision over a certain area of the game world and has
to describe it to his teammate. Apart from the physical vantage point AR can
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Fig. 1. The board as seen through a mobile device (left) and the screen view (right).

achieve this through different renderings on the respective players device. There
are parts of the game world which are only visible to one player, regardless of his
position, but rather linked to his avatar. This also helps to engage the players
in real-world movement, an aspect that other AR games like BloxAR [8] also
valued highly.

The second big aspect of board games is the physicality of game pieces and
their interaction. In VM this factor is covered by separate board tiles for each
rotatable room (see Fig. 2). One thing to take account is the mobile device itself.
Players tend to look through their virtual camera very often, so a secondary
interaction with the other hand is not easy to manage – especially for new players.
While interaction with real world objects is mandatory, it is still more reliable
to fall back on well-known interaction methods players know from traditional
video games. For example, an earlier prototype had single markers on the board
to be pushed around like conventional pegs. While this added an additional
layer of physical interaction, the flow of the game was much better when players
controlled their avatar with pointing the cursor to the desired field on the grid.

Fig. 2. Diagram of different image trackers representing rooms.

The third and most important part is the social interaction between players.
For VM, cooperation is inherent regarding basic gameplay, since players get con-
fronted with the same problems at the same time. Examples are the previously
mentioned vantage points that require describing elements to a teammate or
demanding switch puzzles. Moreover you have individual tasks to perform with
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your avatar while coordinating those with your teammate. The main challenge
for collaborative play forms the solving of puzzles by observation and discussion.
It aims at a certain level of difficulty that is sufficient enough to force players to
share information and argue over the best line of action [1].

4 Conclusion and Future Work

Mobile gaming is more prominent than ever, and with the current and future
technology in smartphones there is a lot of potential regarding AR. While tech-
nical improvements are important, it is equally vital to catch up with the design
side of this new medium. We have discussed that a hybrid approach between
analogue board games and digital games opens up a research field on its own,
since it is more than just a simple combination of two game types. VM addresses
this issue and first play tests show that the approach is very promising. However,
it is only the first step toward gathering knowledge regarding the creation and
design of AR board games. The next steps will therefore be a refinement of the
game design based on thorough formalized and controlled play testing. To take
into account all social experiences and receptions of the game, we plan to set up
different game sessions with both dedicated desktop and mobile AR versions of
the game in order to compare traditional video gaming to the AR board game.
Overall this work provides an illustration of our design experience and hopefully
will serve as inspiration for other games of similar type to be developed.
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