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Preface

This book contains extended and revised versions of the highest quality papers, which
were presented during the 23rd IFIP/IEEE WG10.5 International Conference on Very
Large Scale Integration (VLSI-SoC), a global System-on-Chip Design & CAD con-
ference. The 23rd conference was held at the Daejeon Convention Center, South Korea,
during October 5–7, 2015. Previous conferences have taken place in Edinburgh,
Scotland (1981); Trondheim, Norway (1983); Tokyo, Japan (1985); Vancouver,
Canada (1987); Munich, Germany (1989); Edinburgh, Scotland (1991); Grenoble,
France (1993); Chiba, Japan (1995); Gramado, Brazil (1997); Lisbon, Portugal (1997);
Montpellier, France (2001); Darmstadt, Germany (2003); Perth, Australia (2005); Nice,
France (2006); Atlanta, USA (2007); Rhodes Island, Greece (2008); Florianopolis,
Brazil (2009); Madrid, Spain (2010); Kowloon, Hong Kong (2011), Santa Cruz, USA
(2012), Istanbul, Turkey (2013), and Playa del Carmen, Mexico (2014).

The purpose of this conference, which was sponsored by IFIP TC 10 Working
Group 10.5, the IEEE Council on Electronic Design Automation (CEDA), and by IEEE
Circuits and Systems Society, with the In-Cooperation of ACM SIGDA, was to provide
a forum for the exchange of ideas and presentation of industrial and academic research
results in the field of microelectronics design. The current trend toward increasing chip
integration and technology process advancements has brought new challenges both at
the physical and system design levels, as well as in the test of these systems. VLSI-SoC
conferences aim to address these exciting new issues.

The quality of submissions (117 regular papers from 28 countries, excluding PhD
Forum and special sessions) made the selection process a very difficult one. Finally, 44
submissions were accepted as full papers and 17 as posters. Out of the 44 full papers
presented at the conference, 10 papers were chosen by a selection committee to have an
extended and revised version included in this book. The selection process of these
papers considered the evaluation scores during the review process as well as the review
forms provided by members of the Technical Program Committee and Session Chairs
as a result of the presentations.

The chapters of this book have authors from China, Denmark, France, Germany,
Hong Kong, Italy, Ireland, South Korea, The Netherlands, Switzerland, and the USA.
The Technical Program Committee comprised 92 members from 24 countries.

VLSI-SoC 2015 was the culmination of the work of many dedicated volunteers:
paper authors, reviewers, session chairs, invited speakers, and various committee
chairs. We thank them all for their contribution.



This book is intended for the VLSI community, mainly those persons who did not
have the chance to attend the conference. We hope you will enjoy reading this book
and that you will find it useful in your professional life and for the development of the
VLSI community as a whole.

August 2016 Youngsoo Shin
Chi Ying Tsui
Jae-Joon Kim
Kiyoung Choi
Ricardo Reis
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On the Use of System-on-Chip Technology
in Next-Generation Instruments Avionics

for Space Exploration

Xabier Iturbe1(B), Didier Keymeulen2, Patrick Yiu3, Daniel Berisford2,
Robert Carlson2, Kevin Hand2, and Emre Ozer1

1 ARM Research, Cambridge, UK
{xabier.iturbe,emre.ozer}@arm.com

2 NASA Jet Propulsion Laboratory, Pasadena, CA, USA
didier.keymeulen@jpl.nasa.gov

3 Massachusetts Institute of Technology, Cambridge, MA, USA
pyiu@mit.edu

Abstract. System-on-Chip (SoC) technology enables integrating all the
functionality required to control and process science data delivered by
space instruments in a single silicon chip (e.g., microprocessor + pro-
grammable logic). This chapter discusses the implications of using this
technology in deep-space exploration avionics, namely in the next gen-
eration of NASA science instruments that will be used to explore our
Solar system. We present here our experience at the NASA Jet Propul-
sion Laboratory (JPL) using Xilinx Zynq SoC devices to implement the
data processing of a Fourier transform spectrometer, namely the Compo-
sitional InfraRed Imaging Spectrometer (CIRIS). Besides, we also discuss
the different fault-tolerance techniques that have been implemented in
the CIRIS controller SoC to deal with harsh radiation conditions pre-
vailing in deep-space environments.

Keywords: Fault-tolerance · Avionics · System-on-chip integration ·
ARM processor · Signal processing

1 Introduction

Hybrid System-on-Chip (SoC) devices that embed the most energy efficient
processor (ARM cores [1]) and the latest and most powerful FPGA architecture
(Xilinx 7-series [2]) into a single chip (Xilinx Zynq [3]) promise new opportu-
nities due to the performance, power consumption, weight and volume benefits
they bring. This is especially relevant for building more capable space avionics.

Xabier Iturbe was also affiliated with the NASA Jet Propulsion Laboratory, Califor-
nia Institute of Technology, when conducting this research.
Patrick Yiu was affiliated with the California Institute of Technology when conduct-
ing this research.

c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
Y. Shin et al. (Eds.): VLSI-SoC 2015, IFIP AICT 483, pp. 1–22, 2016.
DOI: 10.1007/978-3-319-46097-0 1



2 X. Iturbe et al.

Currently most of these systems combine programmable logic and processors
as separate components distributed along one or several PCB board(s), which
results in power consumption overheads and larger volume to be put into space
[4,5]. Besides, currently existing space-grade processors (e.g., RAD750 [6]) are
not suitable to be used in the next-generation spacecraft computing platforms
because they do not provide sufficient performance and energy efficiency [7]. As
a result, NASA and other space agencies have approached ARM and SoC tech-
nology, hoping to pave the way for future space exploration missions that are
becoming ever more performance demanding.

Despite the fact that currently there are no space-qualified SoC parts, NASA
is testing commercial Xilinx Zynq SoC devices in the International Space Station
(ISS) as well as in precursor CubeSats operating in Low Earth Orbit (LEO),
where the exposure to radiation is limited.

In view of a potential radiation-hardened SoC device that might be ready
to fly in deep-space missions in the near to mid future, JPL and ARM have
partnered together to develop a SoC platform to be used as a research vehicle
for powering next-generation flight instruments intended to be used in NASA
deep-space missions. Presently this platform, called APEX-SoC (APEX stands
for Advanced Processor core for space EXploration), is being prototyped using
a commercial Xilinx Zynq device. The APEX-SoC includes a generic and adapt-
able infrastructure that provides support for hardware and software based science
processing. More specifically, the data acquisition and processing proper to each
science instrument is to be implemented as a collection of “custom software and
hardware applications” that are encapsulated by the APEX-SoC infrastructure
and run on the Zynq’s on-chip ARM processor and reside on the Zynq’s FPGA
fabric. Besides the infrastructure itself, the APEX-SoC includes a set of Radia-
tion Hardened By Design (RHBD) features to protect the instrument-dependent
modules implemented on the FPGA fabric from harsh space radiation. In con-
nection with this, we are currently carrying out two research efforts to create
a space-grade ARM processor that could potentially replace commercial ARM
processors embedded in future radiation-tolerant SoC devices. First, we are con-
ducting a thorough soft-error analysis of the ARM Cortex-R5 microprocessor,
which is currently used in terrestrial safety-critical real-time applications, to
identify the most vulnerable parts in the micro-architecture of this processor,
analyze what level of protection is required for these vulnerable parts (e.g., detec-
tion only, correction only or hybrid), and then decide how to achieve this level of
protection. Secondly, we are designing a Cortex-R5 based fail-operational Triple
Core Lock-Step ARM processor (TCLS-ARM) with the capability to recover
from errors within microseconds [8].

This chapter describes the first prototype of the APEX-SoC platform imple-
mented on the Zynq SoC and presents an illustrative case-study drawn from
the JPL Compositional Infrared Imaging Spectrometer (CIRIS) [11], which has
been proposed to be used in icy moons, such as Jupiter’s moon Europa [12]. The
remainder of this chapter is as follows. Section 2 introduces the SoC technology
and its use in space missions so far. Section 3 describes the APEX-SoC platform,
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and then Sect. 4 presents a case-study where the JPL CIRIS spectrometer data
processing is implemented on this platform. Section 5 summarizes the implemen-
tation, performance and irradiation results that have been collected so far and,
finally, Sect. 6 concludes the chapter and points out to future work.

2 System-on-Chip Technology and Its Use in Space
Exploration Avionics

Despite miniaturized SoC technology is very convenient for space, where every
gram of mass launched involves enormous costs, it is currently designed for and
used by consumer terrestrial applications, where a single device with very low
power consumption has found a niche in the network and telecommunication
markets. Commercial SoCs have developed very advanced computation capa-
bilities in consumer electronics that is continuously demanding more powerful
devices and applications. One example of the sophistication degree achieved
by commercial SoCs is the Xilinx Zynq-UltraScale+ MPSoC that is scheduled
for release in early 2016 [13]. This will include an ARM Cortex-A53 high-
performance 64-bit processor, an ARM Cortex-R5 real-time processor and a
Xilinx UltraScale FPGA architecture.

Current SoC devices available in the market typically include at least one
processor and an FPGA fabric. Since ARM cores are the standard processors
used in all SoCs, the difference between them comes from the FPGA fabric they
use. This fabric embeds routing resources, programmable logic, DSP and RAM
blocks together with the memory cells to store their configuration.

Although the current use of SoCs is largely limited to terrestrial applications,
space agencies consider this technology could be an alternative to overcome the
current performance crisis seen in the space sector [7] as long as it develops an
adequate degree of reliability to operate in harsh space environments. Indeed,
when used in space, both ARM cores and FPGA fabric embedded in SoCs are
vulnerable to radiation-induced soft-errors [9,10], which pose a greater reliabil-
ity threat to SRAM-based FPGAs, such as those from Xilinx and Altera. In
the latter FPGAs, the charged particles and outer radiation in general can alter
the configuration information stored in SRAM-based memory cells, resulting in
undesired logic functions implemented in the programmable logic and/or wrong
inter-connections between the components. On the other hand Microsemi uses
flash memory in its FPGA fabric, which is more resilient to radiation provoked
soft-errors but allows for lower integration density, thus delivering more modest
computation capabilities. Scrubbing is a classical method to protect the configu-
ration memory in SRAM-based FPGAs. This technique consists in periodically
checking the Error Correction Codes (ECCs) associated to the configuration
information stored in the FPGA configuration memory and correct any errors
that might have been occurred by rewriting the correct value, which is typi-
cally stored in an external rad-hard non-volatile flash memory. That said, Xilinx
has released several generations of radiation-hardened FPGAs (e.g., Virtex-5QV
[14]) and software tools for making designs fault-tolerant (e.g., Xilinx TMR Tool



4 X. Iturbe et al.

[15]) that are used in a number of space systems. The Xilinx roadmap includes
the development of a radiation-tolerant SoC technology as well as the necessary
software tools for creating fault-tolerant designs on it.

Current space instrument payload systems typically include either a flash-
based FPGA (e.g., Microsemi ProASIC3 [16]) or a rad-hard SRAM-based FPGA
(e.g., Xilinx Virtex5-QV) for implementing data acquisition, synchronization
and processing, and an antifuse-based FPGA (e.g., Microsemi RTAX [17]) for
implementing data communications with spacecraft main computer, internal bus
handling, housekeeping data collection and management of the configuration of
the SRAM-based FPGA. In applications that are critical for spacecraft mission,
such as Guidance Navigation and Control (GNC), the antifuse FPGA is replaced
by a rad-hard processor such as a BAE Systems RAD750 [6] or a Cobham
Gaisler Leon3 [18]. A couple of recent NASA instruments that use this classic
architecture are the ChemCAM on the Mars Curiosity rover [4] and the Goddard
Space Flight Center (GSFC) SpaceCube [5]. Hence, a SoC that includes these
two components (processor + programmable logic) into a single chip is perfectly
suited for space instrument payload systems.

Two are the reasons that have made us choose Xilinx Zynq SoC to proto-
type our APEX-SoC platform. First, Xilinx is one of the vendors with the most
advanced SoC technology roadmap, which also addressed radiation-hardened
FPGAs. Second and most important, NASA has recently approached Xilinx
technology in the scope of its CubeSat Launch initiative (CSLI), as described
in the paragraph below. Xilinx Zynq SoCs integrate a dual-core ARM Cortex-
A9 centric Processing System (PS) and a 28 nm Xilinx 7-Series (Artix-7 or
Kintex-7) Programmable Logic (PL) fabric. The chip includes abundant on-
chip AXI ports with low power rails to communicate the PS with the PL, which
results in substantially less power consumption, considerably higher bandwidth
and lower latency.

The Xilinx Zynq SoC is in the heart of the Computer Space Processor
(CSP) designed by the National Science Foundation (NSF) Center for High-
performance Reconfigurable Computing (CHREC) and licensed for fabrication
to Space Micro Inc. [19–21]. The CSP uses a combination of commercial and
rad-hard components, where commercial devices perform critical computations
and are supervised by the rad-hard devices (e.g., reset and watchdog circuits).
This Zynq-based processor will be part of future NASA missions such as the
Space test Program-Houston-ISS-5 SpaceCube experiment [22] and the Com-
pact Radiation bElt Explorer (CeREs) heliophysics CubeSat [23]. PlanetiQ Inc.
will also integrate 3 CSPs on each of the 12 LEO weather satellites scheduled
to be launched in 2017. In addition to these space missions, the CSP has been
tested in neutron radiation and heavy-ion environment by Brigham Young Uni-
versity [24]. JPL, Xilinx and Swift LLC have also tested the Xilinx SoC part
and other Xilinx 7-series FPGAs under heavy-ions radiation [25–27].
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3 The APEX-SoC Platform and Infrastructure

The APEX-SoC platform is currently prototyped on a ZedBoard mini-ITX
board, which is populated with a Xilinx Zynq 7Z100 SoC device. An FMC
board containing an ADC is attached to the ZedBoard to deal with the ana-
log electrical signals that are typically delivered by space science instruments.
The APEX-SoC platform is also coupled with two external DDR memories to
enable its use with instruments that generate large amounts of data: the PS-
DDR is solely dedicated to the ARM processor in the Zynq, while the PL-DDR
is used as scratchpad memory by the data processing modules implemented on
the FPGA fabric and is also accessible by the ARM processor to retrieve the
intermediate results computed by these. The last external component connected
to the APEX-SoC is a SATA Solid State Device (SSD). This is used to temporar-
ily store the (likely large amounts of) science results produced by the APEX-
SoC until a downlink communication window with Earth is available, allowing
for creating independent and stand-alone instruments avionics subsystems. The
typical data-flow in the APEX-SoC is thus as follows: (1) the instrument data
is acquired and processed by the FPGA logic, (2) the computed intermediate
results by the FPGA logic are DMA-transferred to the DDR memory dedicated
to the ARM processor for final processing, and (3) the final results are copied
to the SSD prior to being downloaded to Earth.

The APEX-SoC provides support for integrating multiple identical data
processing stages that can be used to process different science data in paral-
lel to increase performance, or to detect computation errors by comparing their
results when they process the same science data. This flexibility is needed when
the requirements might change during the mission.

Figure 1 shows a block diagram of the APEX-SoC architecture. The following
subsections describe the major aspects related to this architecture as well as the
main fault-tolerance mechanisms that are implemented on it.

3.1 ARM-Centric Processing System

The ARM-centric PS includes all the peripherals that are typically required by
flight science instruments, including: DMA support, GPIOs, Ethernet, SATA,
interrupt controller and a memory-mapped register bank to exchange state and
configuration data with the FPGA processing logic. As previously mentioned,
process data are exchanged with the FPGA logic through the DMA-accessible
PL-DDR memory. In order to speed-up the development of APEX-SoC-based
instruments avionics, one of the ARM cores runs a standard Linux-based oper-
ating system, which provides Ethernet protocol to communicate with the space-
craft’s main computer and a file system to ease the management of science results
stored in the SSD. The second ARM core can be dedicated for software-based
processing of instrument data. One scenario where software processing is con-
venient is when dealing with floating-point intensive algorithms, which can be
easily computed using the NEON Floating Point Unit (FPU) [28] available in
the ARM processor. A Real-Time Operating System (RTOS) can be deployed in
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this core to use software multitasking to extend the hardware parallel processing
carried out in the FPGA fabric while ensuring a sustainable use of CPU by all
of the tasks [29].

3.2 Data-Flow Infrastructure

Each data processing module in the FPGA fabric is assigned a private data
segment in the PL-DDR, with its size depending on the computing needs of
that particular module. In order to exploit the full bandwidth delivered by the
PL-DDR memory (6.4 GB/s) and to support the parallel/redundant execution
of the hardware modules, the APEX-SoC implements eight 32-bit DDR access
ports at 200 MHz using Xilinx-provided AXI-Stream Data Movers, which act as
DMA controllers for the FPGA processing logic [30]. One of the DDR ports is
dedicated to the instrument data acquisition logic (shown in blue color), another
one is assigned to the ARM DMA, and the remaining six ports are connected to
a crossbar that multiplexes them among the instrument data processing stages.
The objective of this crossbar is thus to create as many communication channels
as needed by the instrument-dependent modules using the physically available
DDR ports. A data-flow controller drives the connections in the crossbar and
schedules the PL-DDR accesses to maximize performance. For each data transfer,
it specifies the memory address and size of the data segment to be read or
written to the corresponding Data Mover. The data-flow controller is based on a
tiny Xilinx 8-bit PicoBlaze processor [31], which consumes only 26 LUTs in the
Zynq FPGA fabric, and implements a collection of reusable assembler routines
that provide the required flexibility to deal with a wide range of instruments.
Most of the HDL code used to describe the APEX-SoC infrastructure is also
parameterizable and can be easily customized to the needs of any instrument.

3.3 Fault-Tolerance Features

The temperature on the Zynq die is continuously monitored using an on-chip
sensor (see XADC in Fig. 1) [32] to identify and prevent overheat situations that
could lead to the eventual destruction of the chip. Excessive noise situations in
the power supply are also detected with this sensor. These may indicate that
there is a problem with the voltage regulators, power lines in the PCB or even
in the spacecraft power subsystem. Finally, the PL-DDR AXI Stream ports are
continuously monitored to detect stuck-at situations and errors in memory data
transfers. All storage resources in the APEX-SoC platform are protected with
ECCs. The Xilinx ECC solution built in the silicon of the Zynq is used for the PS-
DDR, whereas a custom ECC logic for the PL-DDR is implemented on the FPGA
fabric. This ECC logic uses Hamming (32, 26) codes to protect the data words
transferred through each of the PL-DDR ports and is pipelined to maximize
performance. It allows for detecting and automatically correcting single bit flips
(e.g., radiation-induced SEUs) in a PL-DDR data word and detecting, but not
correcting, double bit errors. Note that the possibility that multiple bit errors
are accumulated in the same data word is small, as the ECC logic corrects
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every single bit flip that might have occurred in the short period of time data
remains stored in the PL-DDR memory between consecutive write accesses. Data
words affected by uncorrectable double bit errors can be either replaced by zeros
or with the interpolated value of the two neighboring samples. All the finite
state machines in the APEX-SoC are implemented using “one-hot” encoding,
in such a way that radiation-provoked upsets in state flip-flops result in the
state machine flow being redirected to an “illegal” state that signals the ARM
processor the error situation. The correctness of the configuration data stored in
the Zynq configuration memory is periodically checked by a Xilinx Single Event
Mitigation (SEM) controller [33]. Single-bit upsets are automatically fixed by
the Xilinx SEM, and in the event of a double bit upset, the ARM processor
carries out a full reconfiguration of the FPGA fabric.

3.4 Reliability Mode

As previously introduced, the APEX-SoC permits to increase system reliability
by using multiple identical data processing stages in an N-out-of-M scheme. The
number of M redundant stages that can be implemented is only limited by the
amount of FPGA resources available on the fabric and the energy budget, how-
ever Dual Modular Redundancy (DMR) or Triple Modular Redundancy (TMR)
are typically used. In all cases, three redundant copies of the same science data
are kept in the PL-DDR memory and replicated majority voters are connected
both at the input and output of the M redundant processing stages as shown in
Fig. 2. The input voters do not consider corrupted data that cannot be recovered
using ECCs. When any of the output voters detect that all of its input results
are different, a computation error is assumed and the processing of that science
dataset is repeated. Computation errors can occur when radiation affects data
registers and/or FPGA configuration [10]. While upsets in the data registers
cannot be detected by the Xilinx SEM controller, these are automatically cor-
rected when reloading the data to process again. The Xilinx SEM is still needed
to deal with the corrupted configuration bits, as described in Sect. 3.3. The data-
flow controller coordinates the access by the voters to the redundant data in the
PL-DDR in a ping-pong fashion, so that the voted results do not overwrite the
source data, in case the computation needs to be repeated.

4 Case-Study: APEX-SoC-Based Controller of the JPL
CIRIS Spectrometer

This section describes a proof-of-concept SoC implementation of a controller for
the JPL CIRIS spectrometer using the APEX-SoC platform.

4.1 The JPL CIRIS Spectrometer

CIRIS is one of the new generation JPL instruments proposed to search for life
indicators in icy moons, such as Europa [12]. It is based on the COTS instru-
ment prototype described in [34], and it a small, rugged and lightweight Fourier
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Fig. 2. DMR scheme implemented in the APEX-SoC-based CIRIS controller

Transform Spectrometer (FTS) with a high Signal-to-Noise Ratio (SNR) in the
near-IR to thermal-IR region (2–12 µm) where the strongest and most diagnos-
tic vibrational bands of the compounds of interest in Europa are found (e.g.,
‘CHNOPS’ functional groups). CIRIS can work in cryogenic temperatures from
70–130 K with the use of passive cooling methods while onboard a spacecraft.
More importantly, as opposed to related instruments such as grating spectrom-
eters (e.g., Galileo NIMS [35]), CIRIS has intrinsic immunity from radiation-
induced noise, enabling it to perform mid-IR solar reflectance and thermal emis-
sion spectroscopy with limited interference from the radiation environment in
Europa.
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The major structural novelty introduced by CIRIS is the constant-velocity
rotating refractor it uses to vary the optical path difference of the two rays in
which incoming light is divided by a beam splitter at the entrance of the instru-
ment (red and green rays in Fig. 3). The reflected rays in the rotating refractor
recombine after travelling through the instrument, resulting in a fringe interfer-
ence light pattern (interferogram) that is measured with a photo-detector (purple
ray in Fig. 3). There are up to four regions over the course of a revolution of the
refractor where the optical interference between the input light rays can be mea-
sured with a photo-detector. These regions are located at approximately 16◦

arcs around the four positions where the refractor is parallel or perpendicular
to the beam splitter. Note that the interferogram amplitude value is maximum
in these four positions as all of the light rays travel the same distance along the
spectrometer and recombine in phase at its output. This is why these positions
are called Zero Path Difference (ZPD) positions. An optical incremental encoder
mounted on the servomotor that drives the refractor’s rotation is used on the
ground prototype of CIRIS to identify these regions. As the CIRIS refractor
performs 6.5 revolutions per second, each interferogram spans over a period of
13.6 ms every 24.8 ms. The optics and functioning of CIRIS result in an inter-
ferogram with the high-amplitude values assembled in a narrow central burst,
and small-amplitude values spanning the vast majority of the tail positions and
carrying the spectral resolution information (see Fig. 4). The interferogram sig-
nal delivered by the photo-detector is conditioned, filtered and amplified to ±5V
range prior to being digitized at 1 MSPS using the ADC available in the APEX-
SoC. The interferogram samples are then processed via a Fast Fourier Transform
(FFT) to produce a spectrum that illustrates the intensity of the wavelengths
present in the light beam. This in turn permits to find out the chemical com-
position of the sample or body under study by looking at the absorption lines
in the spectrum. However, spectral leakage (e.g., “picket-fence” effect) and noise
are also present in the spectrum due to the limited discretization of the interfer-
ograms through time limited digital sampling, and need to be properly handled
by the instrument electronics to produce meaningful results [36].

Fig. 3. CIRIS Spectrometer (Color figure online)
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Although radiation has small impact on the spectral content of CIRIS data,
FTS data processing allows increasing the SNR of the instrument even further
[37]. As shown in Fig. 4, the shape of the CIRIS interferogram allows the data
processing for detecting (and removing) most of the radiation hits that induce
large current pulses (i.e., significantly greater than the nominal value) in the
instrument’s photo-detectors. In Fig. 4, note there are two radiation hits at −266
and −500 µs.

Fig. 4. CIRIS interferogram with radiation hits

At the moment there is a single photo-detector in the ground prototype
of CIRIS, however the flight version of CIRIS will be equipped with an array
of up to 25 photo-detectors to increase the instrument’s spatial resolution and
sensitivity in different IR bands. This will also increase the computation burden,
as more interferograms will need to be processed within the same span of time
(24.8 ms).

4.2 CIRIS Data Processing

The section describes the different processing stages that must be applied on the
CIRIS interferogram data in order to produce meaningful spectroscopy results
that can be interpreted by the scientists on Earth [36]. Figure 5 shows a block
diagram of these stages as well as their interfaces with the APEX-SoC infrastruc-
ture. In this figure, note the two superposed main blocks that represent the dual
data processing solution adopted in the CIRIS APEX-SoC to increase the per-
formance and reliability.

The first stage prepares the digitized interferogram samples for subsequent
processing by selecting 8,192 samples centered around the ZPD positions. This
is done to deal with any temporal shift that might have occurred while sampling
the interferogram.

The second stage removes the DC offset in the ZPD aligned interferogram
by subtracting its average value, which is computed using a Cumulative Moving
Average (CMA).

The third stage implements a radiation hit filter to detect and remove the
outlier in the interferogram provoked by radiation striking the CIRIS photo-
detector. The radiation pulses at the output of the CIRIS transconductance
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amplifier, with a bandwidth of 100 kHz, are about 10µs full width at half maxi-
mum and easily recognized in the small-amplitude tail samples using statistics,
namely the mean and variance (shown by triangles in Fig. 6) [37]. Radiation hit
samples are then replaced by zeros without modifying significantly the spectral
content of the interferogram. This property comes from the fact that interfero-
gram points outside the central burst mainly carry redundant resolution infor-
mation, and hence, removing a few points out of 8,192 lead to indistinguishable
changes in the spectrum. In effect, each of the interferogram samples contributes
only in about 0.1 % to the spectrum. Note here that the undetectable radiation
hits that are at or below the un-irradiated noise level spread their energy over all
wavelengths and therefore average to a constant DC offset in the spectrum, which
is removed in the second stage. The mean and variance statistics are computed
on the tail samples of the interferogram using the Knuth algorithm [38].
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Fig. 6. CIRIS interferogram radiation effects and mitigation

The fourth stage (STAT Inter.) computes the variance and performs a CMA
on successive interferograms detected around the same ZPD positions with the
objective of estimating and increasing the SNR by removing the effect of high
frequency and random noise. As in the third stage, the Knuth algorithm is used
to calculate these statistics.

The fifth stage apodizes the averaged interferograms at the edges of the
sampled regions to minimize the effects of spectral leakage.

The sixth stage computes the FFT on the interferogram. In light of increasing
spectral resolution, this stage adds 4,096 zeros to each of the tails of the interfer-
ogram to obtain 8,192 additional interpolated spectrum points in-between the
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original nonzero-filled spectrum data, that is, 16,384 total spectrum points. This
zero padding allows us to reduce the erroneous signal due to the “picket-fence”
effect by up to 36 % [39].

The seventh stage relies on the Knuth algorithm to compute the variance and
CMA on the spectrums resulting from the successive interferograms detected
around the same ZPD positions.

The eighth and ninth stages are intended to correct the deviations provoked
by CIRIS refractor’s refractive index variations with wavelength and due to
minor dissimilarities in the CIRIS optics between the four interferogram acqui-
sition regions.

All of the processing stages described in this section are runtime configurable
from Earth to adapt to potentially unexpected conditions when exploring distant
planetary bodies. Some of the parameters that can be configured include: (1)
the method to detect the position of the ZPD sample (e.g., most-negative, most-
positive or most-magnitude) in the ZPD alignment core, (2) the number of trials
to be averaged and the requirement to compute or not the variance in the STAT
cores, (3) the apodizing function in the apodization core, and (4) the requirement
for zero-filling (16,384 spectrum points) or not (8,192 spectrum points) in the
FFT core.

It is important to note here that the interferograms detected in the photo-
detector array that will be available in the flight version of CIRIS are independent
of each other, and hence, the processing stages presented above are suitable
for a parallel implementation on the APEX-SoC. Currently we simulate the
photo-detector array by copying multiple times (to different PL-DDR memory
segments) the same interferogram samples digitized by the single ADC in the
system.

4.3 CIRIS Data Processing Integration into the APEX-SoC
Infrastructure

All of the processing stages presented in Sect. 4.2 are implemented on the FPGA
fabric, except stages 7 and 8, which run as software routines in the ARM proces-
sor because they involve floating-point operations. Two instances of the whole
IRIS data processing are integrated into the APEX-SoC infrastructure, as shown
in Fig. 5. As previously mentioned, these can be used to boost performance or to
improve reliability (i.e., DMR scheme), depending on the mission’s requirement
at each time. For this specific scenario, a crossbar with 13 communication chan-
nels is created and the associated assembler routines in the data-flow controller
are appropriately tailored for the data transfers required by CIRIS processing
stages.

5 Results

This section summarizes the implementation, performance and irradiation
results we have collected so far in the APEX-SoC-based CIRIS controller.
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5.1 Implementation

The amount and type of resources consumed by the APEX-SoC infrastructure
and the CIRIS data acquisition and processing modules when implemented on a
Zynq 7Z100 device are detailed in Table 1. The most important implementation
aspect to note here is the spatial isolation of the CIRIS modules within the FPGA
fabric, which has been carried out following the Xilinx Isolation Design Flow
(IDF) [40]. This permits to increase the availability of the system by preventing
the situation where a single charged particle corrupts multiple processing stages
in the FPGA fabric. As shown in Fig. 7, the crossbar and the data-flow controller
are mapped in-between the two processing stages forming a fence. It is also
important to note the small footprint of the voters compared to the processing
stages, in the range of hundreds of LUTs and flip-flops, which minimizes the
chances of being corrupted by radiation.

Table 1. Resources consumed in a Xilinx Zynq 7Z100 SoC

Component LUTs Flip-flops DSP48s BRAM36s

Data acquisition 347 267 N/A N/A

RHBD features 6,194 3,818 N/A 14.5

Data processing 61,874 46,152 414 155

Infrastructure 61,773 49,631 N/A 395

Total 130,148 (47 %) 99,868 (18 %) 414 (20 %) 564.5 (75%)

The power consumption reported by Xilinx Vivado design tool for the whole
APEX-SoC-based CIRIS controller is approximately 5 W, which is about 3 W
less than that of an equivalent board based controller.

The APEX-SoC uses up to 256 MB in the PL-DDR memory (approximately
25 % of the total DDR memory capacity) to process 25 interferograms simul-
taneously. The memory is arranged into several data segments across different
categories, each containing a given type of data (e.g., raw interferogram, inter-
ferogram mean/variance, spectrum amplitude mean/variance or spectrum phase
mean/variance) related to the information detected by a given photo-detector
when the rotating refractor was in a given position. Besides, as explained in
Sect. 3.4, each data is stored three times in the PL-DDR memory in different
TMR data pools to increase reliability, and each TMR pool is itself replicated
two times (A and B) to allow for data re-processing, if needed.

5.2 Performance

Table 2 shows the performance results measured when the FPGA processing logic
is clocked at 200 MHz and both DDR memories and ARM Cortex-A9 processor
run at 800 MHz. As shown in Fig. 8, the parallelism provided by the dual data
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Orange: ARM cores + Peripherals 
+ multi-ported PL-DDR
Red: ECC Logic + XADC
Blue: CIRIS data acquisition

Green: CIRIS data processing
Orange: DDR Interfaces
Red: ECC Recovery + Voters

Green: CIRIS data processing
Orange: DDR Interfaces
Red: ECC Recovery + Voters

Orange: Crossbar + Data-flow ctrl.
Cyan: Data-flow PicoBlaze mem.
Red: Xilinx SEM ctrl.

Fence

Fig. 7. APEX-SoC-based CIRIS controller floor-planning

processing channels in the APEX-SoC and the efficient PL-DDR memory access
schedule allow for processing two interferograms every 460 µs, with a latency
of 867 µs. Up to 4.6 GB/s of the total PL-DDR bandwidth (approx. 85 %) are
allocated to processing and the long latency introduced by the radiation hit
filter and the FFT computation is hidden by overlapping parallel processing
and PL-DDR data transfers. As a result, the APEX-SoC almost quadruples
the processing requirements of the flight CIRIS spectrometer as it is able to
process about a hundred interferograms within the time span the refractor in
the instrument takes to get between consecutive ZPD positions (24.8 ms). On the
other hand, when using the two redundant data processing channels to increase
reliability (i.e., DMR scheme), the APEX-SoC-based CIRIS controller is still able
to fulfill the processing requirement for the next-generation of CIRIS, requiring
up to 900µs to process each interferogram.

5.3 Robustness Against Radiation

A radiation test was conducted at JPL using a 60Co γ-ray source (1 rad/sec)
directed toward the CIRIS photo-detector operating at 77 K to reduce detector
noise below the radiation hit pulses. The hit rate in this test was approximately
3,400 hits per second, exceeding what is expected in the Europa mission by at
least a factor of three. Figure 9 shows the obtained results, where the blue line
represents the measured values without radiation, the purple line represents the
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Table 2. Performance results

CIRIS processing Receive data Process data Deliver data

ZPD alignment 100µs N/A 41µs

DC removal N/A 281 µs N/A

Radiation hit filter N/A 320 µs N/A

STAT interferogram 229µs ∼0 µs 188µs/41 µs

Apodization 47 µs ∼0 µs 41µs

FFT 41 µs 165 µs 43µs

STAT spectrum 229µs ∼0 µs 188µs

values measured with radiation and the yellow line represents the values mea-
sured when the radiation hit filter was enabled. As shown in Fig. 9a, the radiation
hit filter stage reduces the distortion of the line shape and spectrum provoked
by radiation while keeping all other spectral components unaltered. Note in this
figure that the high artificial “emission” peaks on the spectrum are coming from
electrical noise generated by the vacuum pumps in the laboratory. These results
are of utmost importance towards building an instrument that could cope with
Europa-like radiation, which indeed deteriorated the spectroscopy data collected
by NASA’s previous generation NIMS spectrometer aboard the Galileo space-
craft more than a decade ago [35]. In addition, as shown in Fig. 9b, the adopted
mitigation solution increases the instrument SNR by eliminating the noise due
to radiation hit pulses.

We have not conducted any specific experiment to test the implemented fault-
tolerance features yet, as these are well known and proven to be effective. Plans
are to port the APEX-SoC-based CIRIS instrument described in this chapter to
a radiation-hardened Xilinx SoC as soon as this technology is available and test
the design in a simulated Europa-like thermal and radiation environment.

6 Conclusions and Future Work

This chapter has presented an ongoing research conducted by NASA’s Jet
Propulsion Laboratory (JPL) and ARM to develop a SoC platform (APEX-
SoC) to power instruments avionics in future space exploration missions. This
platform reduces significantly the size and power consumption of the instru-
ment avionics as most of the electronics required for science processing of the
instrument data are fitted in a single chip. At the moment this platform is pro-
totyped using a commercial Xilinx Zynq SoC, where a number of fault-tolerance
mechanisms have been implemented. The expectation is to port this design to
a radiation-tolerant SoC part that might be available in the near future. The
chapter has presented a case-study where the APEX-SoC prototype is used to
process data delivered by a JPL spectrometer (CIRIS). Finally, the chapter has
discussed the implications of using SoC technology in future space missions.
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Fig. 9. Radiation mitigation in APEX-SoC-based CIRIS data processing
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Future work at ARM will focus on making the processor more resilient to
radiation. Namely, a thorough study of the ARM Cortex-R5 microarchitecture
will be conducted to identify the parts that are more vulnerable and to choose
the most suitable fault-tolerance techniques to be used in each of these parts
without compromising the area and power consumption efficiency of the ARM
architecture. At the processor architecture level, a fail-operational Triple Cortex-
R5 Core Lock-Step (TCLS) processor will be developed [8]. JPL will look forward
using the APEX-SoC platform with other space instruments.

Besides the research described in this chapter to design the next-generation
space instruments avionics, JPL is also working in collaboration with the God-
dard Space Flight Center (GSFC) and the Air Force Research Laboratory
(AFRL) on designing a next-generation high-performance spaceflight processor
based on a dual quad-core ARM Cortex-A53 [41].
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Abstract. The paper presents a new method and an algorithm for structural
fault collapsing to reduce the search space for test generation, to speed up fault
simulation and to make the fault diagnosis easier in digital circuits. The pro-
posed method is based on hierarchical topology analysis of the circuit
description at two levels. First, the gate-level circuit will be converted into a
macro-level network of Fan-out Free Regions (FFR) each of them represented as
a special type of structural BDD. This conversion procedure represents as a
side-effect the first step of fault collapsing, resulting in a compressed Structurally
Synthesized BDD (SSBDD) model explicitly representing the collapsed set of
representative fault sites. The paper presents an algorithm which implements a
complementary step of further fault collapsing. This algorithm is carried out at
the macro-level FFR-network by topological reasoning of equivalence and
dominance relations between the nodes of the SSBDDs. The algorithm has
linear complexity and is implemented as a continuous scalable fault eliminating
procedure. We introduce higher and lower bounds for fault collapsing and
provide statistics of distribution of fault collapsing results over a broad set of
benchmark circuits. Experimental research has demonstrated considerably better
results of structural fault collapsing in comparison with state-of-the-art.

Keywords: Combinational circuits � Fault collapsing � Fault equivalence and
dominance � Binary decision diagrams � Lower and higher bounds

1 Introduction

Fault collapsing is a procedure which is applied to reduce the number of faults of a
given circuit to be targeted for testing purposes. Using a reduced set of only repre-
sentative faults instead of a full set of faults has the goal to minimize the efforts in many
test related tasks like test pattern generation, fault simulation for test quality evaluation,
fault diagnosis, circuit testability evaluation etc.

The methods of fault collapsing are classified as structural and functional. Structural
fault collapsing uses only the topology of the circuit whereas functional fault collapsing
uses the circuit functional properties inherent in the circuit.
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There are two classical ways used for structural fault collapsing: fault equivalence
based and fault dominance based collapsing [1]. A fault fj is said to dominate a fault fi if
every test that detects fi also detects fj. If fj dominates fi, only fi needs to be considered
during test generation. When two faults dominate each other, they are called equiva-
lent. If two faults are equivalent, only one of them needs to be considered during test
gene-ration or fault diagnosis. Structural fault collapsing uses the topology of the
circuit structure. For example, a stuck-at 0 fault (SAF y/0) at the output y of AND gate
is equivalent to all of the SAF x/0 faults at its inputs xi. In a similar way, SAF y/1 at the
output of AND gate dominates all the input SAF x/1 faults. The classical structural
approaches to fault collapsing are based on gate-level circuit processing. An approach
based on fault-folding was introduced in [2] for structural collapsing faults, using the
iterative analysis of gate fault equivalence and dominance relations. Since structural
fault collapsing is very fast, it is employed in many Automated Test Pattern Generators
(ATPG) [3, 4].

Functional fault collapsing uses the circuit’s functional information to establish
equivalence and dominance relations. Two faults are functionally equivalent if they
produce identical faulty functions [5] or we can say, two faults are functionally
equivalent if we cannot distinguish them at the Primary Outputs (PO) with any input
test vector [6]. Functional fault collapsing is generally regarded as very difficult to
compute because it deals with the whole function of the circuit under test. In [7] it has
been shown that the algorithmic complexity for identifying functionally equivalent
faults is similar to that of ATPG.

Approximate fault collapsing via simulation has been proposed in [8]. In [9], a
metric called level of similarity has been introduced and is efficiently used to improve
the level of approximation. The fault collapsing suffers from the danger that if a fault in
the collapsed fault set remains undetected then all other faults equivalent or dominating
this fault removed from the collapsed fault set remain undetected as well. In [10], a
safety parameter s to restrict the use of the dominance relation is introduced, and a safe
fault collapsing method with a level of safety s is proposed.

The potentials of hierarchical fault collapsing were discussed in [11]. It was shown
that hierarchical approach to fault collapsing gives more possibilities to increase the
efficiency compared to the non-hierarchical one. An algorithm based on transitive
closures on the dominance graphs has been proposed [12, 13], which enables more
efficient hierarchical fault collapsing. It is a graph theoretic, fault independent and
polynomial technique for functional fault collapsing.

In [14], functional dominance has been used to collapse the fault sets. However,
this technique requires quadratic number of ATPG runs to obtain the collapsed fault
set. An improvement was proposed in [15], which has the linear complexity regarding
the number of ATPG runs. Since ATPG itself is used for learning functional dominance
relations, both these techniques are suitable for small circuits only, but they can be
helpful when combined with hierarchical fault collapsing. In [7] two theorems were
introduced based on unique requirements and D-Frontiers of faults to extract equiva-
lence and dominance relations. Similar approach was used in [16] based on the
dominator theory for identifying more functionally equivalent fault pairs. In [17] a
generalized dominance approach requires similar or lower run-times than that of [7].
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A collapsed fault set helps generating smaller test sets for achieving the desired
fault coverage, and it contributes to fault diagnosis as well. Since fault diagnosis deals
with fault pairs, a linear reduction of the number of faults would result in a quadratic
reduction of the target pairs.

In [5, 15], a novel diagnostic fault equivalence and dominance technique was
proposed. A new method for fault collapsing for diagnosis called dominance with
sub-faults was proposed in [18]. The method allows reducing the diagnosis search
space. A framework where equivalence and dominance relations are defined for fault
pairs is introduced in [19]. A fault pair collapsing is described, where fault pairs are
removed from consideration under diagnostic fault simulation and test generation, since
they are guaranteed to be distinguished when other pairs are distinguished. A technique
to speed-up diagnosis via dominance relations between sets of faults using
function-based techniques was proposed in [20]. Due to the high memory and time
complexity this approach is applicable for small circuits only. All the listed techniques
are fault oriented approaches, i.e. they consider a fault-pair at a time and use ATPG for
identification of equivalence or dominance relations. In [10], a dynamic fault collapsing
procedure is presented for fault diagnosis, where the faults are collapsed during the
diagnostic test pattern generation contrary to the traditional static approaches described
above where the faults are collapsed before test generation.

One of the main limitations of the described methods is that there is no evidence that
investing more effort in fault collapsing reduces the total test generation time [10]. The
reason is that most of the methods are using ATPG itself as a tool for fault collapsing, or
they are usable only for small circuits because of the high computing complexity.

In this paper we concentrate on the structural fault-independent fault collapsing
based on the topology analysis of the circuit. We target the minimal necessary set of
representative faults as objectives for both, test generation and fault simulation. To cope
with the complexity problem in case of big circuits, we use a hierarchical approach to
structural fault collapsing, which is based on the topology analysis of the circuit at two
levels – gate- and macro-levels, where the Fan-out-Free Regions (FFR) are regarded as
macros. The proposed method is characterized at both levels by linear complexity which
allows achieving high speed in fault collapsing, and provides smaller collapsed repre-
sentative fault sets compared to other known structural methods. Due to low complexity,
the method is well scalable and is therefore usable for large circuits where the functional
fault collapsing methods give up because of the complexity.

The approach we propose consists of two consecutive procedures. During the first
procedure, fault collapsing is carried out at the gate level by superposition of Binary
Decision Diagrams (BDD) [21] of logic gates with the main goal of constructing a
higher macro-level model of the circuit in form of Structurally Synthesized BDDs
(SSBDD) [22, 23] where to each FFR an SSBDD corresponds. The fault collapsing can
be regarded here as a side-effect (byproduct) of the SSBDD model synthesis. The
second procedure, complementary part of the approach, is carried out at the higher
macro-level by topological analysis of SSBDDs. Both parts of the fault collapsing
procedure have linear complexity. It has been shown that SSBDDs can be efficiently
used for fault simulation, outperforming in the speed state-of-the-art fault simulators
[24, 25]. In this paper we show the possibility of additional fault collapsing using
SSBDDs, which in turn can lead to further speed-up of fault simulation.
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The paper is organized as follows. In Sect. 2 we give an overview of SSBDDs and
in Sect. 3 we describe the synthesis of SSBDDs as the first step of gate-level fault
collapsing. Section 4 presents the main theoretical concepts for the analysis of
equivalence and dominance relations between the faults in the higher level
FFR-networks modeled with SSBDDs, and Sect. 5 describes the algorithm of fault
collapsing with SSBDDs. In Sect. 6, lower and higher bounds for fault collapsing are
given. Section 7 presents experimental data, and Sect. 8 concludes the paper.

2 Structurally Synthesized BDD

Binary Decision Diagrams (BDD) have become by today a state-of-the-art data
structure in VLSI CAD for representation and manipulation of Boolean functions.
BDDs were first introduced for logic simulation in [26], and for test generation in [27,
28]. In 1986, Bryant proposed a new data structure called Reduced Ordered BDDs
(ROBDDs) [21]. He showed simplicity of the graph manipulation and proved the
model canonicity that made BDDs one of the most popular representations of Boolean
functions. This model, however, suffers from the memory explosion problem, which
limits its usability for large designs. Moreover, it cannot be used as a model for
representing structural information about the design like representation of faults directly
in the model. In [22, 27, 29], Structurally Synthesized BDDs (SSBDDs) were proposed
with the goal to represent the structural features of circuits. The most significant
difference between the function-based BDDs [21] and SSBDDs [22] is the method how
they are generated. While BDDs are generated on the functional basis by Shannon’s
expansions, which handle only the Boolean function of the logic circuit, the SSBDD
models are generated by a superposition procedure that extracts both, functions and
data about structural signal paths of the circuit. The linear complexity of the SSBDD
model results from the fact that a digital circuit is represented as a system of SSBDDs,
where for each FFR a separate SSBDD is generated.

SSBDDs are generated by iterative superposition of library BDDs for simple or
complex gates, guided by the structure of the given circuit. To avoid the explosion of
the complexity of the SSBDD model, and to keep its size as minimal as possible, the
superposition of BDDs is stopped at fan-out stems of the circuit. Using this restriction,
to each FFR in the circuit an SSBDD will be created where a signal path in the FFR
corresponds to each node in an SSBDD.

Example 1. An example of a combinational circuit and its SSBDD is depicted in
Fig. 1. The SSBDD represents an FFR of the circuit obtained after cutting all the input
fan-out branches of the circuit. This FFR can be described by the following Boolean
expression:

y ¼ f Xð Þ ¼ x1x21 _ x22x3 _ x4 x5 _ x61ð Þð Þx71ð Þx81 _ x82x9 x72 _ x62ð Þx10
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The non-terminal (internal) nodes of the SSBDD are labeled by the input variables of
the FFR. To differentiate the fan-out branch variables from the fan-out stem variable we
introduce for each of them a second subscript. The node variables may be inverted.

When using SSBDDs for calculating the output signals at given test patterns, we
have to traverse the graph starting from the root node up to a terminal node guided by
the input pattern. Let us agree that we exit each node during simulation to the right if
the node variable has value 1, and downwards if the value is 0. In this case we don’t
need to label the edges in the graph by the values of the node variables on Figures.
Entering the terminal node #1 as the outcome of graph traversing will mean the result
of simulation y = 1, and entering the terminal node #0 will mean y = 0.

Example 2. For the circuit in Fig. 1 with function y = f(X) the output signal y for the
given input pattern Xt in Fig. 2 will be y = 1. During simulation of this pattern on the
SSBDD, the following nodes are traversed: x1, x22, x3, ¬x71, x81, #1 (shown by bold
lines).

SSBDD model has several features that make it attractive compared to other
commonly used mathematical models, such as conventional BDDs or gate-level netlists
[30, 31]. The worst-case complexity (time) of generating SSBDD model from a cir-
cuit’s netlist is linear in respect to the number of gates, while it is exponential for

Fig. 1. Combinational circuit with a single output and its representation as an SSBDD

Fig. 2. Test pattern for detecting selected faults SAF/0 or SAF/1 for the circuit in Fig. 1
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common BDDs. The size of the SSBDD model is always linear in respect to the circuit
size (BDDs can be of exponential size). Compared to the gate-level representation,
SSBDDs help to reduce the complexity of the circuit by representing them as FFR
(SSBDD) networks whereas the algorithms of processing the network components do
not need dedicated treatment of the components described usually by design libraries.
Moreover, instead of considering each gate separately, it deals with macros – FFRs
represented by SSBDDs.

The most important feature of the SSBDD model is that it preserves structural
information about the circuit while traditional BDDs do not. This is why differently
from traditional BDDs, SSBDDs support structural test generation [22, 27] and fault
simulation [24, 25, 29] for gate-level structural faults in terms of faulty signal paths
with representing the faulty paths explicitly in the model. Each node in the SSBDD
represents a signal path in the corresponding circuit, and the faults of the nodes rep-
resent the faults in signal paths.

For example, the SSBDD in Fig. 1 consists of 14 internal nodes where each of
them represents a corresponding signal path of the total 14 paths in the circuit in Fig. 1
(the correspondence is shown by the variables x where xi denote input signals, and xij
denote the signals at the fan-out branches). The one-to-one mapping between the nodes
in SSBDD and the paths in the circuit is the result of the SSBDD synthesis from the
netlist of the given circuit. The synthesis process is presented in Sect. 3.

Note, that the SSBDD model in Fig. 1 represents only the FFR of the circuit. The
faults of the input fan-out stems x2, x6, x7 and x8 should be handled separately, either
by introducing trivial single-node BDDs to represent the input fan-out stems, or by
modeling the stem faults as multiple faults in the nodes which represent the fan-out
branches.

3 Synthesis of SSBDDs

Consider first, the following graph theory related definitions of the BDDs (SSBDDs).
We use the graph theory notations instead of traditional ite expressions [21] because all
the test related procedures based on SSBDDs are based on the topological reasoning
rather than on symbolic manipulations as is traditionally the case for BDDs.

Definition 1. A BDD that represents a Boolean function y = f(X), X = (x1,x2, …, xn), is
a directed acyclic graph Gy = (y,M,Γ,X) with a set of nodesM and mapping Γ fromM to
M. Γ(m) � M denotes the set of successor nodes of m 2 M, and Γ −1(m) � M denotes
the set of predecessor nodes of m. M consists of two types of nodes: internal
(non-terminal) MN and terminal MT. For terminal nodes mT we have Γ (mT) = ∅. There
is a single node m0 2 M where Γ −1(m) = ∅ called the root node. A terminal node mT

2{mT,0, mT,1} is labeled by a constant x(mT) 2{0,1} and is called leaf, while all the
nodes m 2 MN are labeled by Boolean variables x(m) 2 X, and have exactly two
successor nodes Γ (m) = {m0, m1}.

Definition 2. We say, the edge l(m, me) between nodes m and me 2 Γ (m) is activated
when the node variable x(m) is assigned to one of the values e 2 {0,1}. We say, a path l
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(mi, mj) between the nodes mi and mj is activated if all the edges which form the path
are activated.

Definition 3. We say that a BDD Gy = (y,M,Γ,X) represents a Boolean function y = f
(X), iff for every possible vector Xt 2 {0,1}n, a path l(m0, m

T) is activated so that y = f
(Xt) = x(mT).

The main idea of superposition of BDDs as the basis procedure of SSBDDs pro-
posed first in [22, 27], is illustrated in Example 3.

Example 3. Let us have in Fig. 3 a network of two components y and x3 in Fig. 3,
connected by the wire x3. The components implement the following functions:

y ¼ x1x2 _ x3 _ x4ð Þx5; x3 ¼ x6x7 _ x8x9

The components y and x3 are represented by the SSBDDs y and x3, respectively.
For simplicity, we have omitted in SSBDDs the terminal nodes, with introducing the
agreement that leaving the graph to the right means entering the terminal node #1, and
leaving the graph down means entering the terminal node #0. Superposition of the two
graphs y and x3 is equivalent of merging the two components y and x3 into a single
component y* which implements the function:

y� ¼ x1x2 _ x6x7 _ x8x9 _ x4ð Þx5
To carry out this operation we have to substitute the node x3 in the graph y with the
graph x3. To do that, we:

(1) connect the incoming edges of the node x3 in graph y with the root node x6 of
graph x3;

(2) connect all the nodes in the graph x3, which enter into #1, with the right-hand
neighbor of x3 in graph y and

Fig. 3. Superposition of two SSBDDs
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(3) connect all the nodes in the graph x3, which enter into #0, with the down-hand
neighbor of x3 in graph y.

The new SSBDD y* represents the function of the network with two merged com-
ponents y and x3.

Let us have, in general case, a gate-level circuit C where each gate is represented by
an elementary BDD. The procedure of generating the SSBDD model G(C) for C starts
from the BDD of an output gate, and uses iteratively the superposition procedure where
a node in a BDD is replaced by another BDD [22].

Consider two BDDs, Gy for the output gate gy 2 C with output y, and Gx for the
gate gx connected to the input x of gy. Let us call further, for simplicity, a node in a
BDD labeled by a variable z as a “node z”. By substitution of the node x in Gy with the
BDD Gx we create from Gy a new SSBDD Gy’ which represents now the extended
network consisting of gy and gx. We call the new graph as SSBDD because the new
nodes z in Gy’ which belonged to G′

x represent the signal paths from the inputs z of the
gate gx via the connection line x between the two gates up to the output y of the gate gy.

The procedure of the superposition of a node m labeled by x in BDD Gy with BDD
Gx can be presented as follows.

Procedure 1. Superposition of BDDs

(1) The node m labeled by x is removed from Gy.
(2) All the edges in Gx connected to terminal nodes mT,e in Gx will be cut and then

connected, respectively, to the successors me of the node m in Gy.
(3) All the incoming edges of m in Gy will be now incoming edges for the root node

m0 in Gx.

By applying Procedure 1 for two BDDs, we reduce the current model by one node
and by one BDD. Suppose, the label variable x of a node m in a BDD Gy corresponds to
the output of the gate gx with k output branches. This means that the variable x is used
as a label for k different nodes in the initial model as a set of BDDs. If we would
proceed the superposition of graphs beyond the fan-out stem x, and would try to replace
all the k nodes labeled by x with the BDD Gx, the complexity of the model would
increase instead of reduction, i.e. the k nodes will be replaced by k BDDs Gx.
Therefore, to keep the complexity of the final SSBDD model linear with the size of the
circuit, and to reach the maximum compression of the initial model given as a set of
elementary BDDs, we generate SSBDDs only for FFRs. Hence, at each fan-out stem
we start a new superposition procedure for the next FFR.

Definition 4. A BDD which is constructed for a given FFR by Procedure 1 is called
structurally synthesized BDD (SSBDD).

Corollary 1. It is easy to conclude from Procedure 1 that in the SSBDD Gy generated
for the given FFR Cy with a function y = f (x1,x2, …, xn), there are exactly n nodes with
labels x1,x2, …, xn, and the node m with label xi represents a unique signal path in Cy

from the input xi to the output y.
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Corollary 2. Since all the SAF faults at the inputs of FFR according to the approach of
fault folding [2] form the collapsed fault set of the FFR, and since all these faults are
represented by the faults at the nodes of the corresponding SSBDD, then the creation of
the SSBDD is equivalent to the fault collapsing procedure similar to fault folding.

Theorem 1. Let G(C) be the SSBDD model generated for the combinational circuit
C by Procedure 1. Then, any set of tests that checks all the SAF faults at the nodes of G
(C) checks all the SAF faults in C.

Proof. The proof follows from Corollaries 1 and 2, and from Theorem 5 in [2].
Unlike the traditional gate level approaches to test generation and fault simulation

that use the collapsed fault list apart from the simulation model, the SSBDD based test
generation and fault simulation are carried out on the macro-level (FFRs as macros)
with direct representation of the faults in the model. Therefore there is no need for
separate fault list to be used during test generation and fault simulation.

Example 4. The node x22 in the SSBDD represents the path from x22 to y in the circuit
shown by bold lines in Fig. 1. On the other hand, the stuck-at faults SAF y/0 and SAF
y/1 dominate the faults x22/0 and x22/1, respectively. The same dominance relation
stands for all the faults along the bold path from x22 to y, regarding to the faults at x22.

From this dominance relation, it results that all the faults along the signal path from
x22 to y, except x22/0 and x22/1, can be collapsed. The two faults at x22 will form the
representative fault subset for the full signal path from x22 to y. But, exactly these faults
are represented in the SSBDD as the faults of the node x22.

From above it follows that the SSBDD model can be regarded as the model where
all the collapsed faults are removed and the fault sites are not visible either. This fault
collapsing result is similar to that of fault folding method presented in [2].

The minimum size of SSBDDs, generated with Procedure 1 is always fixed and
determined by the circuit structure. Let us denote NSSBDD as the number of nodes in the
SSBDD model, as the size characteristic of SSBDDs. Let NSignals be the number of
lines, and NG is the number of gates in the circuit represented by SSBDD. In [16] it has
been shown that the number of nodes in SSBDDs can be calculated as

NSSBDD ¼ NSignals � NG

Since a digital circuit can be represented both by gate-level and by FFR-level
SSBDDs, then in order to compare the gain in fault collapsing we get from translating
the gate level SSBDD into FFR-level SSBDD, let us use the same units for measuring
the size of SSBDDs in both cases – the number of SSBDD nodes in the model.

Denote s – as the number of inputs of the circuit, s0 – as the number of inputs with
no fan-outs, s1 – as the number of internal lines with no fan-outs, sk – as the number of
nets in the circuit with k fan-outs (k > 1), n – as the number of outputs, and m – as the
maximum number of fan-out branches over all fan-out stems in the circuit.

In [32] we have developed the following estimations for the sizes of SSBDDS for
the gate-level Ngate and for FFR-level NSSBDD cases:
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NGate ¼ s0 þ s1 þ
Xm

k¼2

sk kþ 1ð Þ

NSSBDD ¼ sþ
Xm

k¼2

sk kþ 0ð Þ

Since in both cases for the stuck-at fault model, the number of nodes must be
doubled to get the number of faults, then the ratio Ngate / NSSBDD will characterize the
gain in fault collapsing as the side-effect of FFR-level SSBDD synthesis from the initial
gate-level SSBDD model, and the subtraction Ngate − NSSBDD gives the exact number
of collapsed faults thanks to the SSBDD synthesis.

Example 5. For the FFR of the circuit and its SSBDD in Fig. 1 we get Ngate = 30 and
NSSBDD = 18. The values of the arguments of the formulas for Ngate and NSSBDD are
depicted in Table 1. Hence, the gain in the SSBDD sizes, in this example, is 1.7, and
the number of collapsed faults is 12. Note, the SSBDD with 14 nodes in Fig. 1
represents only the FFR part of the circuit. To get the full FFR-level SSBDD model, we
have to include 4 single node SSBDDs for representing the 4 fan-out inputs in the
circuit.

To summarize, the procedure of SSBDD synthesis can be regarded as the first part
of fault collapsing for the given circuit. In the next section we will discuss the possi-
bility of additional fault collapsing directly on the SSBDD model.

4 Fault Equivalence and Fault Dominance on the SSBDD
Model

The second part of fault collapsing will consist of the processing of the SSBDD model
with the goal to find additional set of faults which may be collapsed using the
equivalence and dominance relationship on the SSBDD level. Since the nodes of
SSBDDs represent signal paths on the gate-level circuit then each node related fault on
the SSBDD to be collapsed is equivalent to all the related gate-level faults on the signal
path represented by the node. Whereas the first part of fault collapsing was carried out
by tracing the signal paths in the gate-level circuit level, then the second part con-
centrates on the path analysis at the higher FFR-level by tracing the paths on the
SSBDDs.

Table 1. Calculation of the number of nodes for 2 types of SSBDDs

s0 s1 sk m s N

Ngate 6 12 4 2 – Ngate = 6 + 12 + 4 * 3 = 30
NSSBDD – – 4 2 10 NSSBDD = 10 + 4*2 = 18
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Definition 5. Let us call a path L(a, b) in the SSBDD between two nodes a and b,
activated by a given input pattern Xt, if by traversing the graph under guidance of Xt,
the node b will be reached from a.

In SSBDD-based test generation the targets are node related faults. As explained in
[22], to test a node m in an SSBDD we have to activate three paths in it: (1) L(m0,
m) from the root node m0 to m, (2) L(m1, #1) from the neighbor m1 of m to the terminal
node #1, and (3) L(m0, #0) from m0 to #0.

Example 6. To test the node x22 in the SSBDD in Fig. 1 we have to activate three
paths in it: (1) L(x1, x22) from the root node x1 to x22, (2) L(x3, #1) from x3 to the
terminal node #1, and (3) L(x4, #0) from x4 to #0. When we assign x22 = 1 then the
activation of the listed paths produce a test pattern Xt which detects the fault SAF x22 ≡
0. The pattern Xt which activates these paths (bold lines in Fig. 1) is depicted in Fig. 2.

Definition 6. Let us call the path which is activated from the root node up to the one of
the terminal nodes, the full activated path in SSBDD. The full activated path which
terminates in the node #1 (#0) is called 1-path (0-path). The nodes traversed along the
1-path (0-path) in direction to 1 (0), are called 1-nodes (0-nodes).

Example 7. The path L(x1, #1) = (x1, x22, x3, ¬x7, x81, #1) in Fig. 1, activated by the
pattern in Fig. 2, is 1-path, the node x1 on this path is 0-node, and all other nodes are
1-nodes.

Property 1. If a test vector Xt activates in SSBDD a 0-path (1-path), then only 0-nodes
(1-nodes) have to be considered as candidate fault sites [31].

The Property 1 can be taken into account to speed-up fault simulation. According to
Property 1, the analysis of the 1-path in Fig. 2 shows us that all the nodes, except x1,
may be qualified as candidate fault sites. However, further analysis is needed to confirm
which of the candidate nodes are in fact detectable by the pattern. Since the faults at all
1-nodes for Xt (in Fig. 2), will cause the direction change during graph traversing, then
the faults at all 1-nodes are detectable by Xt.

Example 8. In the path L(x1, #1) activated by the test in Fig. 2, according to Property
1, the nodes x22, x3, ¬x7, and x81 are the candidates of fault sites. By additional
simulation – by inverting the values of these variables, and by tracing the related paths
L(x22, #0), L(x3, #0), L(¬x7, #0), L(x81, #0) for each of these nodes, we can find that the
test pattern in Fig. 2 detects the faults: x22 ≡ 0, x3 ≡ 0, ¬x7 ≡ 0, and x81 ≡ 0,
respectively.

Theorem 2. The faults at two connected SSBDD nodes a and b are equivalent iff the
following two conditions are satisfied: (1) the nodes have the same neighbor c, and
(2) the node b has a single incoming edge from a.

Proof. The first condition refers to the fact that both nodes can be tested by the same
test pattern which activates the paths L(Root,a), L(a,#e) where e2{0,1}, and the path L
(c,#(¬e)). The second condition refers to that this test pattern is the only one which can
test both of the node faults a/¬ e and b/¬ e.

Example 9. For example the faults x22/0 and x3/0 are equivalent, because the related
nodes x22 and x3 have the same neighbor node x4, and a single entry edge into x22, hence,
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one of these faults can be collapsed. In a similar way, using Theorem 2, it is easy to find
in the SSBDD in Fig. 1 other equivalent faults: x1/0 ≡ x21/0, x5/0 ≡ x61/0 (or ¬x5/1 ≡
¬x61/1, according to the notation in the SSBDD), x8,2/0 ≡ x9/0, and x72/1 ≡ x62/0. On the
other hand, the faults ¬x71/0 and x81/0 are not equivalent. Despite of having the same
neighbor x82, the node ¬x71 has three entry edges, and the single entry requirement of
Theorem 2 is not satisfied.

Property 2. SSBDDs have always a single Hamiltonian path that visits all the nodes
(except #0 and #1), and which determines a unique ranking of the nodes. The nodes
a and b are in the relationship a < b if the node a will be traversed before b along the
Hamiltonian path [31].

Figure 4 depicts an example of two possible presentations of the same SSBDD
which represents the following Boolean expression:

y ¼ x11x21 _ x12 x31 _ x4ð Þ _ x13x22x32

Theorem 3. The fault b/0 dominates a/0 (or b/1 dominates a/1), iff the following
conditions are satisfied: (1) there exists a single 1-path (or a single 0-path) through the
nodes for detecting both of these faults, (2) a < b, and (3) the node b has more than 1
incoming edges.

Proof. The first condition demands that these faults can be detected by a single test
pattern (the condition of the equivalency). The second condition demands that there
will be no other path for testing a and not testing b. The third condition is needed to
give the possibility to test b and not to test a. From satisfying these conditions, it
follows that any test for a must detect the related fault as well at b. Hence, the fault at
a is dominated by b. If the third condition is not fulfilled, the related node faults at the
nodes a and b are equivalent.

Fig. 4. Hamiltonian path in two presentations of the same SSBDDs
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Example 10. In Fig. 1, the faults ¬x71/0 and x81/0 dominate x22/0, and, according to
Theorem 3, can be collapsed. Based on this result and taking into account Example 7,
we can collapse 3 faults on the activated path L(x1,#1): x3/0, ¬x71/0 and x81/0.

Corollary 3. The fault a/0 dominates b/0 (a/1 dominates b/1) iff the following con-
ditions are satisfied: (1) there exists a single 1-path (0-path) through the nodes for
detecting both of these faults, (2) a < b, and (3) the node a can be tested by activating
another path where b is not tested.

Proof. The proof results directly from Theorem 3 after transforming the SSBDD, so
that the ranking of nodes a and b involved in the dominance relation will be swapped
(see Fig. 5 and Example 10).

Example 11. In Fig. 5 two different SSBDDs are shown which represent the same
digital circuit, and correspond to the following two Boolean expressions:

y ¼ x11x21 _ x12 x31 _ x4ð Þ ¼ x11x21 _ x31 _ x4ð Þx12

The graphs represent the following rankings R1: x12 < x31 < x4 and R2: x31 <
x4 < x12, respectively, according to the Hamiltonian paths in the SSBDDs. In the
SSBDD with node ranking R2, we determine that the node x12 dominates both, x31 and
x4, according to Theorem 3, and the same result we get for the SSBDD with node
ranking R1, according to Corollary 3.

Using Theorems 2, 3 and Corollary 3 may directly lead to a simple algorithm of
fault collapsing by systematic pairwise analysis of the equivalence and dominance
relationships. However, in the worst case, such a pairwise analysis may lead to a
quadratic complexity of SSBDD tracing.

On the other hand, taking into account the possibility of mapping sub-graphs in the
SSBDD into the sub-circuits of the gate network, it would be possible to develop an
algorithm of fault collapsing which will use only a single trace through the SSBDD
with local analysis of proximate node pairs, and which would provide linear com-
plexity of the algorithm.

Fig. 5. Transformation of SSBDDs by swapping the nodes or subgraphs
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5 Fault Equivalence and Fault Dominance Fast Reasoning
on the SSBDD Model

From the definition of the SSBDDs [31] we can derive the following rules for
recognition of gates and sub-circuits in the SSBDD model, which will help us to
develop a fault collapsing algorithm on SSBDDs with linear complexity.

Definition 7. Let us call the consecutive nodes on the Hamiltonian path of SSBDD as
a group if they all have the same neighbor node, and all these nodes except the first one
have a single incoming edge.

Example 12. Consider a circuit and its SSBDD model in Fig. 1. The two consecutive
nodes x22 and x3, and the nodes ¬x5 and ¬x61 form two groups in the SSBDD in Fig. 3.
No more groups exist in this graph. The nodes ¬x61 and ¬x71 don’t form a group.

Rule 1. A group of two nodes connected by horizontal edges (vertical edges) repre-
sents AND (OR) gate, and due to the fault equivalence, a fault at one of the inputs can
be collapsed. The Rule 1 results directly from the method of synthesis SSBDDs by
superposition of BDDs of gates [22].

Example 13. The nodes x22 and x3 in the SSBDD in Fig. 6 represent AND gate, and
¬x5 with ¬x61 represent OR gate. These gates can be recognized in the circuit.
According to Rule 1, the faults x22/0 (or x3/0) and ¬x5/1 (or ¬x61/1) can be collapsed.

Rule 2. If a node b in SSBDD has at least two or more incoming edges, it represents a
path to a gate G where all the paths, represented by a subset of nodes S(b) = {a |
a < b}, are joining. The fault of b dominates over the related faults of the nodes a 2 S
(b), since the conditions of Theorem 3 are satisfied.

Example 14. The node ¬x71 in SSBDD in Fig. 6 has three incoming edges. It rep-
resents a path to the gate G joining with the paths represented by all other nodes a,

Fig. 6. Mapping SSBDD subgraphs into the circuit
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a < ¬x71, in this SSBDD. The nodes ¬x61 and¬x71 don’t form a group according to
Definition 7 and don’t represent AND.

The Rules 1 and 2 help to understand, how the fault equivalence and dominance
relations in SSBDDs can be related to the similar equivalence and dominance relations
in the gate-level circuit. If we have recognized a gate in SSBDD, the equivalence
relations overlap for SSBDD and the circuit. The dominance relation in an SSBDD for
a node with several incoming edges can be explained by transitive closure of domi-
nance relations. For example, the dominance ¬x71/0 → ¬x61/0 (or x71/1→x61/1 in the
circuit) in the SSBDD in Fig. 6 can be explained by the following transitive closures in
the circuit: x71/0 ≡ d/0 ≡ c/0, and c/0 → b/1 → a/0→ x61/1, from which x71/1→ x61/1
results (x71/1 dominates x61/1).

Algorithm 1 presents a procedure for fault collapsing in circuits which are repre-
sented by the SSBDD model. The algorithm is based on pairwise checking of Rule 1
(for equivalence) and Rule 2 (for dominance) by traversing along the Hamiltonian path
in SSBDD. The algorithm has linear complexity.

Example 15. Consider the fault collapsing in the SSBDD in Fig. 1 according to
Algorithm 1. The SSBDD represents the FFR region of the circuit in Fig. 1 where the
fan-out inputs are not included. The initial number of the gate level SAF faults in the
FFR in Fig. 1 is 52 (2 faults per each of 26 lines). By synthesizing the SSBDD for the
FFR of the circuit according to Procedure 1 we reduce the number of representative
faults from all 52 faults to 28 faults (2 faults per each of 14 nodes in the SSBDD). By
using Algorithm 1, we further collapse 10 faults (x1/0, x22/0, x4/0, x5/0, x71/1, x81/0, x82/
0, x9/0, x72/1, x10/1) which results in the total number of remaining 18 representative
faults, i.e. 3 times reduction compared to the initial number of faults.

Table 2 shows which node faults in the SSBDD in Fig. 1 are collapsed on the basis
of equivalence relation and which faults on the basis of dominance relation.

Table 2. Fault collapsing results for the SSBDD in Fig. 1

Node Collapsed fault Comments

x1 SAF x1/0 Equivalent with x21/0
x21 No collapse
x22 SAF x22/0 Equivalent with x3/0
x3 No collapse
x4 SAF x4/0 Dominates x5/1, x61/1
¬x5 SAF x5/0 Equivalent with x61/0
¬x61 No collapse
¬x71 SAF x71/1 Dominates x22/0, x3/0, x22/0, x5/1, x61/1
x81 SAF x81/0 Dominates x22/0, x3/0, x22/0, x5/1, x61/1, x1/0, x21/0, x71/1
x82 SAF 82/0 Equivalent with x9/0
x9 SAF 9/0 Dominates x82/0
x72 SAF x72/1 Equivalent with x62/0
¬x62 No collapse
¬x10 SAF x10/1 Dominates x72/0, x62/1, x9/0, x82/0
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6 Lower and Higher Bounds for Fault Collapsing

Denote by N the number of all nodes in the SSBDD model of a circuit and by C the
number of collapsed faults. The number of all SAF faults is 2N, the number of rep-
resentative faults after fault collapsing will be R = 2N − C, and the effect from fault
collapsing can be expressed by the ratio R/2N.

Theorem 4. The effect of fault collapsing in the SSBDD model of the given digital
circuit will be always in the boundary 1/2 < R/2N ≤ 5/6. For a single FFR of any given
digital circuit the effect of fault collapsing in the related single SSBDD will be always
in the boundary 1/2 < R/2N ≤ 3/4.

Proof. Any tree-like circuit with N inputs can be represented by SSBDD with N nodes.
Examples of such circuits, with fan-outs only in inputs, and the related SSBDDs for the
FFRs are depicted in Figs. 7 and 8, respectively.

In the simplest tree, a single gate with N inputs (gate y in Fig. 7 and SSBDD y in
Fig. 8), we can collapse N-1 faults. Hence, R = 2N − (N − 1) = N + 1. Any parti-
tioning of the set of inputs for more than one gate in this tree will reduce the total C by

Fig. 7. Tree-like circuits with fan-out inputs of increasing complexity

Fig. 8. SSBDD models for FFRs in the circuits in Fig. 4
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one fault per added gate and, hence, increase R. When increasing N, the lower bound
for R/2N is:

lim
n!1

Rþ n
2Nþ 2n

¼ lim
n!1

Nþ nþ 1
2Nþ 2n

¼ lim
n!1

n
2n

¼ 1
2

On the other hand, consider formally (neglecting the redundancy) a single-input
logic gate y1 in Fig. 7. The SSBDD model of the gate has N = 3 nodes representing the
fan-out stem with 2 branches. The SSBDD for only the FFR of this gate has 2 nodes.
There are two equivalent faults at the gate inputs where one of them can be collapsed.
Hence, the number of representative faults in this circuit will be R = 2N − 1 = 5, and
R/2N = 5/6. Similarly, the SSBDD for the FFR has only R = 2N − 1 = 3, and R/
2N = 3/4.

Consider now the tree-like circuit y2 in Fig. 7 with two 2-input gates and two
fan-out nodes. The SSBDD model of the circuit has N = 6 nodes. There are again two
equivalent faults at the gate inputs where one of them can be collapsed. Hence, the
number of representative faults after fault collapsing will be R = 2N − 2 = 10, and
again we get R/2N = 5/6. Similarly, for the SSBDD representing only the FFR in this
circuit, we get N = 4, R = 2N − 2 = 6, and R/2N = 3/4.

The circuit y4 in Fig. 7 illustrates how we can generalize the series of two circuits y1
and y2 into a series of expanding circuits yn, n = 1,2,3,4…, where each circuit will
consist of an input sub-circuit INn as a chain of n 2-input gates, and a tree-like
sub-circuit Fn. In each such a circuit, the ratio R/2N = 5/6 remains constant. In INn for
each gate, only a single fault can be collapsed resulting in total in n collapsed faults.

It is easy to realize that any structural change inside the sub-circuit Fn will not
change the ratio R/2N = 5/6. The reason is that all the faults in Fn will dominate the
faults in INn. On the other hand, by adding n = 1, 2,… non-fan-out inputs to the
sub-circuit INn we get R/2N* = (R + n)/(2N + 2n), and by adding n fan-out inputs with
2 branches to INn we will get R/2N** = (R + 2n)/(2N + 6n). Each addition of a fan-out
branch is equivalent to the case of adding a single input node where no faults can be
collapsed.

From above it follows that for the case of digital circuits as networks of FFRs the
higher bound (the worst case of remaining representative faults) for the ratio R/2N
will be:

R=2N��\R=2N�\R=2N� 5=6

Hence, the range between lower and higher bounds for the ratio R/2N characteriz-
ing the number of remaining representative faults after using Algorithm 1 for fault
collapsing will be:

1=2\R=2N� 5=6

Extending the same analysis for a single sub-circuit as an FFR, we will have the
range between lower and higher bounds for the ratio R/2N as:
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1=2\R=2N� 3=4

Corollary 4. From Theorem 4, it directly follows that for the SSBDD model of the
given digital circuit with N nodes in the model, the number of collapsed faults
C = 2N − R belong will always to the interval N/3 ≤ C < N. Hence, N/3 will serve as
the lower bound for the number of collapsed faults achievable in the SSBDD model.

Corollary 5. From Theorem 4, it directly follows that for the SSBDD with N nodes
which represents any FFR in digital circuits, the number of collapsed faults
C = 2N − R will always belong to the interval N/2 ≤ C < N. Hence, N/2 will serve as
the lower bound for the number of collapsed faults achievable in any single SSBDD
created for the given FFR.

Example 16. Consider again the digital circuit and the FFR of the circuit in Fig. 1. In
Example 15 we found the number of collapsed faults C = 10, and the numbers of
remaining representative faults for the case of FFR RFFR = 18, and for the full circuits
(with the SSBDD for FFR and additional 4 single-node SSBDDs for 4 inputs with
fan-outs) R circuit = 26. For FFR we get N/2 = 7 ≤ C = 10 < N = 14, whereas for the
full model we have N/3 = 6 ≤ C = 10 < N = 18.

The result shows that the interval between lower and upper bounds for a single FFR
is smaller compared to the interval for whole circuit. More discussion in that topic
follows in the experimental part of the paper.

7 Experimental Data

The fault collapsing experiments were carried out with Intel Core i5 3570 Quad Core
3.4 GHz, 8 GB RAM, using ISCAS’85, ISCAS’89 and ITC’99 benchmark circuits.
The experimental results are presented in Tables 3 and 4.

In Table 3, the sizes of fault sets after fault collapsing for the proposed method
(New) with previous structural [2, 14, 33] and functional [18] methods are compared.
The new proposed method has better results in fault collapsing than the previous

Table 3. Comparison with other methods

Circuit # Faults Fault set size CPU time,
s

[2] [14] [33] [18] New [18] New

c1355 2710 1234 1210 1100 808 1210 46 0.003
c1908 3816 1568 1566 1286 753 1243 14 0.008
c2670 5340 2324 2317 2046 1853 1989 110 0.009
c3540 7080 2882 2786 2584 2092 2340 831 0.010
c5315 10630 4530 4492 4404 3443 3900 72 0.012
c6288 12576 5840 5824 4832 5824 5824 4 0.019
c7552 15104 6163 6132 5480 4707 5156 232 0.016
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structural methods. The functional method [18] is very slow and not scalable due to
high computational cost of calculating transitive closures on dominance graphs
whereas the proposed method has a very high speed due to the linear complexity and is
well scalable. As an example, the difference in time costs for c3540 and c6288 in case
of [18] is 200 times whereas for the proposed method the difference is 2 times.

Due to different computing frameworks the speeds of the algorithms [18] and
developed in this paper cannot be directly compared. On the other hand, the time cost
needed for the first part of fault collapsing as a side effect of SSBDD synthesis was not
included into the CPU time data in Table 3.

The experimental results for larger ISCAS’89 and ITC’99 circuits (R* is the number
of remaining faults after collapsing) are depicted in Table 4. The column R*/R shows
the gain (1.2 times in average) of the achieved fault collapse (in the column R(New))
compared to the results in [34, 35]. The last column shows that Algorithm 1 has linear
complexity, is well scalable and can be efficiently used for large circuits. The linear
complexity of the method is explained by the fact that the fault equivalence and dom-
inance reasoning is reduced only to the local pairwise analysis of the neighbor nodes
during traversing the Hamiltonian path of the SSBDD. The number of pairs to be
analyzed, as it results from Algorithm 1, is in the interval (N − 1, N/2 + 1) where the
lower bound refers to the extreme case of the logic gate with N inputs, and the higher
bound refers to the extreme case of the two-level AND-OR (OR-AND) circuits with 2
inputs for the 1st level AND (OR) gates, plus one additional input for the 2-nd level gate.

Note, that according to Theorem 4, the higher bound for R/2 N is 83 % and the
lower bound is 50 %. The best result of fault collapsing – 73.0 % of remaining faults,
the worst result – 77.9 % and the average of 74.1 % all fit well into the interval

Table 4. Fault collapsing for ISCAS’89 and ITC’99 circuits

Circ # Gates R* [34, 35] 2N R (New) R/2N % Gain R*/R Time s

s13207 24882 9815 10456 7933 75.9 1.24 0.04
s15850 29682 11727 12150 9178 75.5 1.28 0.04
s35932 65248 39094 39094 29797 76.2 1.31 0.26
s38417 69662 31180 32320 25162 77.9 1.24 0.20
s38584 72346 36305 38358 28016 73.0 1.30 0.18
b15 47414 21072 23498 17439 74.2 1.21 0.04
b17 154220 68037 81330 60684 74.6 1.12 0.12
b18 463570 206736 277978 205866 74.1 1.00 0.42
b18_1 453088 202812 264244 196179 74.2 1.03 0.40
b19 1345442 533142 560704 415251 74.1 1.28 0.84
b19_1 1275720 507476 534184 396151 74.2 1.28 0.80
b21 79556 35994 48182 35169 73.0 1.02 0.08
b21_1 63732 29091 34510 25359 73.5 1.15 0.06
b22 113308 51277 70464 51511 73.1 1.00 0.11
b22_1 98006 44771 52172 38359 73.5 1.17 0.08
Aver 290392 121902 138643 102804 74.1 1.2 0.24
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between the bounds. However the results are considerably closer to the higher bound of
83.3 % of remaining representative faults than the lower bound of 50 %.

In Fig. 9 we show statistical data collected from the fault collapse experiments with
SSBDDs in 0.5 million tree-like sub-circuits (FFRs) in 111 different circuits of
ISCAS’85, ISCAS’89 and ITC’99 families. Figure 6 presents a plot of different
sub-circuit cases characterized by the number of nodes N in SSBDDs and the results of
fault collapsing R/2N. Two extreme cases are highlighted: single-gate circuits (the best
fault collapsing case) and the circuits with 2-input gates at the first level of tree-like
circuits – the worst fault collapsing case where the higher bound for the remaining
representative faults R/2N = 3/4 was reached, respectively the lower bound (the min-
imum number) of faults collapsing C = N/2.

8 Conclusions

In this paper we proposed a new structural fault collapsing method and an algorithm
with linear complexity. The method is based on using SSBDD model for representing
gate-level circuits as higher FFR-level networks. The synthesis of SSBDDs presents the
first step of fault collapsing in FFR-s, and the resulting collapsed fault set can be
regarded as a side-effect of SSBDD synthesis. We have introduced the concepts of fault
equivalence and dominance relations between the faults on the SSBDD model, and
present an algorithm for systematic fault collapsing in SSBDDs as a process of creating
of the representative fault set defined at the higher level communication network of
FFRs.

Fig. 9. Distribution of SSBDD cases with different characteristics (N, R/2N)
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We developed the lower and higher bounds of the SSBDD based fault collapsing,
and showed that the number of collapsed faults C in the SSBDD model of an arbitrary
digital circuits belongs to the interval N/3 ≤ C < N where N is the number of nodes in
the SSBDD model.

Experiments showed that the proposed method is more efficient than the previous
structural fault collapsing methods and due to high scalability makes it very promising
for large circuits.
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Abstract. Pedestrian detection has lately attracted considerable interest from
researchers due to many practical applications. However, the low accuracy and
high complexity of pedestrian detection has still not enabled its use in successful
commercial applications. In this chapter, we present insights into the complexity-
accuracy relationship of pedestrian detection. We consider the Histogram of
Oriented Gradients (HOG) scheme with linear Support Vector Machine
(LinSVM) as a benchmark. We describe parallel implementations of various
blocks of the pedestrian detection system which are designed for full-HD
(1920 × 1080) resolution. Features are improved by optimal selection of cell size
and histogram bins which have been shown to significantly affect the accuracy and
complexity of pedestrian detection. It is seen that with a careful choice of these
parameters a frame rate of 39.2 fps is achieved with a negligible loss in accuracy
which is 16.3x and 3.8x higher than state of the art GPU and FPGA implemen-
tations respectively. Moreover 97.14 % and 10.2 % reduction in energy con-
sumption is observed to process one frame. Finally, features are further enhanced
by removing petty gradients in histograms which result in loss of accuracy. This
increases the frame rate to 42.7 fps (18x and 4.1x higher) and lowers the energy
consumption by 97.34 % and 16.4 % while improving the accuracy by 2 % as
compared to state of the art GPU and FPGA implementations respectively.

Keywords: FPGA � Low power � Object detection � Real-time

1 Introduction

Researchers in industry and academia have been striving for accurate and real-time
pedestrian detection (PD) for more than a decade owing to many commercial and
military applications. Industries such as surveillance, robotics, and entertainment will
be greatly influenced by appropriate application of PD. Advanced driver assistance
systems (ADAS) and unmanned ground vehicles (UGV) are merely a distant dream
without automated pedestrian detection. The fact that more than 15 % of traffic acci-
dents include pedestrians [1] shows the importance of real-time pedestrian detection for
the modern society [2].
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Amid numerous applications, the search for an accurate yet fast PD algorithm is
ongoing. Researchers have shown great interest over the past few years in extracting
diverse features from an image and finding an appropriate classification method to
perform robust PD [10–14]. However, the histogram of oriented gradients (HOG) ap-
proach has proven to be a groundbreaking effort, and has shown good accuracy in
various illumination conditions and multiple textured objects. Inspired from SIFT [5],
the authors in their seminal paper [4] present a set of features over a dense grid in a
search window. For training and classification, they used the linear support vector
machine (linSVM). Their work inspired many other researchers and is still used as a
benchmark PD scheme.

Although HOG was presented many years back, it is surprising to see that very few
efforts have been made for an optimal hardware implementation of HOG. In fact, most
of the research has been targeting pedestrian detection on a high end CPU or GPU or
combination of both [24–29]. Field Programmable Gate Arrays (FPGA) and Appli-
cation Specific Integrated Circuits (ASIC) often provide better execution speed and
energy efficiency as compared to GPUs due to deep pipelined architectures. Further-
more, in many embedded applications, such as surveillance, there are numerous con-
straints on hardware cost, speed, and power consumption. For such applications, it is
more suitable to use task-specific (FPGA, ASIC) rather than general-purpose platforms.
Moreover, to meet such constraints, certain parameters of the algorithm need to be
tuned and an insight is required into how the change of parameters of PD affects not
only the accuracy but also the hardware complexity.

Efforts have been made in the research community to either improve the accuracy
of PD or reduce the hardware complexity of HOG. In [6] and [7], the computational
complexity of HOG is reduced with cell-based scanning and simultaneous SVM cal-
culation using FPGA and ASIC implementations for full HD resolution; however, the
implementations use the parameters as suggested in [4]. Various hardware optimiza-
tions are presented in [15–22] for an efficient pedestrian detection system. However, for
real-time PD with power and area constraints, it is imminent to find the set of
parameters of HOG that provide the best compromise in terms of computational
complexity and accuracy. Recently, a hardware architecture for fixed point HOG
implementation has been presented [8] where the bit-width has been optimized to
achieve significant improvement in power and throughput. We believe that in addition
to bit-width there are other parameters which need to be optimized to provide a holistic
understanding of the relationship between accuracy, speed, power, and complexity.
Moreover, sliding window based pedestrian detection requires detection to be per-
formed at multiple scales of image. It has been shown that the best detection perfor-
mance can be achieved with scale factor (the ratio to scale the image after each
detection) of at-least 1.09. This results in processing around 45 scales for full-HD
resolution. As shown in Fig. 1, a combination of the number of scales (=45) required
for maximum accuracy [8, 9] and throughput for real-time pedestrian detection at
full-HD resolution has not been achieved before.

The key contributions of our work can be summarized as follows.

• We present parallel implementation of various blocks of HOG-based PD on an
FPGA. Parallel implementation has been used to improve the speed of PD.
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• We derive the accuracy, speed, power, and hardware complexity results of
HOG-based PD with different choices of cell sizes and number of histogram bins.

• We show that by using the right choice of cell size and number of histogram bins, a
significant reduction in power consumption and increase in throughput can be
achieved with reasonable accuracy.

• Finally features are refined by removing insignificant gradients which results in not
only improvement of throughput and power consumption but also accuracy.

This chapter is an extension of our original paper [10] including more detailed
literature survey and hardware implementation details. The rest of the chapter is
organized as follows. Section 2 summarizes the state of the art in PD. In Sect. 3, a brief
overview of HOG is presented. The proposed hardware implementation is discussed in
Sect. 4. In Sect. 5, the accuracy, speed, power, and hardware complexity results are
shown for different choices of parameters and the optimal choice of parameters under
given constraints is described. Section 6 concludes the work.

2 Literature Survey

Numerous efforts have been made in the past to perform PD efficiently. An extensive
survey of PD schemes is given in [9]. Generally, these approaches can be classified into
two categories: segmentation-based approaches [34] and sliding window-based
approaches [11]. A segmentation-based approach processes the whole frame at once
and extracts segments of the frame which include pedestrians. On the other hand,
sliding window-based approaches divide a frame into multiple, overlapping windows
and search pedestrians in each of these windows.
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Fig. 1. Comparison of the state of the art in terms of frames per second and number of scales.
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2.1 Sliding Window Based Pedestrian Detection

Recently, researchers have put more effort into sliding window approach as this
approach simplifies the problem of PD to binary classification in a given window.
Sliding window-based approaches can be further subdivided into rigid and part-based
methods. The rigid schemes consider the window holistically to identify a pedestrian.
Part-based schemes, such as [35, 36] identify different parts of a pedestrian in a win-
dow, and decide the presence of a pedestrian based on the location and confidence
(accuracy) of detected parts. Part-based schemes have been shown to perform better
compared to rigid schemes as the decision in these methods is based on the aggregate
of decisions for different parts and these schemes can handle occlusion better compared
to rigid schemes. However, the higher computational complexity of part-based methods
makes them infeasible for real-time applications. Rigid schemes utilize a single feature
or multiple features to detect an object. We have categorized the schemes depending on
the feature and implementation platform.

Single Feature Pedestrian Detection. In [11], the authors use Haar-like features with
Support Vector Machines (SVM) to identify objects in a scene. Their method was
advanced in [37] for face detection, where the authors obtained an astounding increase
in speed by using integral images to compute Haar-like features. Furthermore, cascaded
boosted trees were used for classification. The method of [37] was used for PD in [38].
However, using Haar-like features for PD detection did not show much promise until
recently [4] due to their low accuracy.

A set of rich and compact features was required to improve PD. Rich features were
needed to extract maximum information from a window and compactness was needed
to better generalize from training to testing. HOG [4] performed both these tasks by
including the complete (or rich) gradient information of a window into compact his-
tograms. They trained Linear Support Vector Machine (LinSVM) framework for
classification. Furthermore, they developed and used the INRIA pedestrian dataset,
which was the most extensive dataset for PD at that time. Resultantly, their method
achieved significant improvement in accuracy of PD compared to the previous
schemes.

Since its inception, HOG has influenced most of the modern PD methods. In [39],
gradients in local patches, similar to HOG, are used to represent shape descriptors.
These shape descriptors are combined to create a single feature which is classified
using boosted trees. The method is used for PD as well as detection of other objects.
Edgelets, used in [40] and [41], have been used to learn and classify body parts with
boosted trees. Other variations include distance transform and template hierarchy [42]
to match images with templates, granularity-tunable gradients partition to define spatial
and angular uncertainty of line segments [43] and its extension to spatiotemporal
domain [44], shape features [45] and finally motion based features [46, 47].

Multiple Feature Pedestrian Detection. To further enhance the PD accuracy of
HOG, researchers have complimented HOG with other features. Local Binary Pattern
(LBP) is a very simple feature based on magnitude comparison of surrounding pixels,
and has typically been used for texture classification [48] and face detection [49]. It has
also been used in PD [50]. In [51], the authors present a feature combining both HOG

A Hardware Accelerator for Real Time Sliding Window 49



and LBP and use linSVM for classification. They show that this combination improves
the PD performance under partial occlusion. In [52], the authors use implicit seg-
mentation and divide the image into separate foreground and background, followed by
HOG. HOG, LBP and local ternary patterns were combined in [53] for pedestrian and
object detection. Gradients information and HOG, textures (co-occurrence matrices),
and color frequency are combined in [54]. Partial least squares are used to reduce the
dimensions of the feature and SVM is used for classification. HOG has been combined
with Haar-like [55], shapelets [39], color self-similarity and motion [56] features as
well. Note that none of these features when used independently from HOG has been
able to outperform HOG.

2.2 Real Time Pedestrian Detection

Numerous applications require PD at fast rates. For such applications, it is more
suitable to use task-specific (GPU, FPGA, ASIC) rather than general-purpose plat-
forms. A fine grain parallel ASIC implementation of HOG-based PD is presented in
[7]. In [15], simplified methods are presented for division and square root operations
for use in HOG. However, by employing their methods, the accuracy of PD is severely
degraded. A multiprocessor system on chip (SoC) based hardware accelerator for HOG
feature extraction is described in [16]. In [17], the authors reuse the features in blocks
to construct the HOG features of overlapping regions in detection windows and then
use interpolation to efficiently compute the HOG features for each window.

In [18], the authors developed an efficient FPGA implementation of HOG to detect
traffic signs. In [19], a real-time PD framework is presented which utilizes an FPGA for
feature extraction and a GPU for classification. A deep-pipelined single chip FPGA
implementation of PD using binary HOG with decision tree classifiers is discussed in [20].
A heterogeneous system is presented in [22] to optimize the power, speed and accuracy.

From the discussion above, we notice that HOG is integral to most PD algorithms.
Efforts have been made in the research community to either improve the accuracy of
PD or reduce the hardware complexity of HOG. In our study, we are yet to find an
effort which analyzes the effects of reducing hardware costs on accuracy of HOG. For
real-time PD with power and area constraints, it is imminent to find the set of
parameters of HOG that provide the best compromise in terms of computational
complexity and accuracy.

3 Overview of HOG

In this section, we present a brief overview of the HOG algorithm for PD.
Although HOG can be used in a part-based PD scheme, we limit our discussion to the
rigid HOG as described in the original paper [4]. A block diagram showing functional
blocks of the algorithm is shown in Fig. 2.

In HOG, a search window is divided into multiple overlapping blocks which are
further divided into cells as shown in Fig. 3, where ðwF ; hFÞ; ðwW ; hW Þ; ðwB; hBÞ;
ðwC; hCÞ; are the frame, window, block and cell (width, height) respectively. Nbin is the
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number of histogram bins. The blocks have an overlap of 50 %, creating a dense grid
over the search window. So a single ðwW � hWÞ window has nC ¼ ww=wC � hW=hC

cells and nB ¼ wW�wC
wC

� hW�hC
hC

� �
blocks. Gradient features are extracted from these

blocks and cells, and are concatenated to create a single feature vector for the whole
window.

A filter with coefficients [−1, 0, 1] is applied to the window in horizontal and
vertical directions, creating the images Gx and Gy, respectively. These images are used
to generate the gradient magnitude image, Gm; and the gradient orientation image, Go;
for each pixel x; yð Þ as follows.

Gm x; yð Þ ¼ G x; yð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx x; yð Þ2 þGy x; yð Þ2

q
ð1Þ

Go x; yð Þ ¼ tan�1 Gy x; yð Þ
Gx x; yð Þ ð2Þ

The histogram used in the feature accumulates the orientation information of an
image. Each histogram has multiple bins, where each bin represents a specific orien-
tation in the interval [0, π). The value Gmðx; yÞ is added to the bin of the histogram
which corresponds to Goðx; yÞ. Such histograms are developed for every cell of the
window, as shown in Fig. 3.

Image 
Scanning and 

Gradient 
Calculations

Cell 
Histogram 
Generation

Block 
Histogram 

Normalization

Linear SVM 
Classification

Classification 
Results

Fig. 2. Block diagram of HOG based pedestrian detection
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Fig. 3. A depiction of image division for sliding window based object detection. An input image
(wF × hF) is divided into overlapping windows. The window is divided into overlapping blocks
which are further divided into cells. A histogram is generated for every cell.
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The cell histograms belonging to a single block are concatenated to form block
histogram of length M ¼ 4� Nbin, where, Nbin is the number of bins in each cell
histogram. Block histograms are further L2-normalized using (3), and then added to the
feature vector. L2-norm for an un-normalized feature vector v, is given by,

xbi ¼
vbiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vk k22 þ e2

q : ð3Þ

where i ¼ 1; . . .;M; b ¼ 1; . . .; nB; vk k22¼ v21 þ v22 þ . . .þ v2M and e is a small constant
to avoid division by zero. L2-normalization is performed to improve robustness against
illumination changes.

For classification, LinSVM is used. From an implementation perspective, a weight
vector is obtained after the training stage. During classification, a dot product of the
feature extracted from the window and the weight vector is compared against a
threshold. If the dot product is greater than the threshold, then a pedestrian is identified.

4 Hardware Architecture

The hardware implementation of HOG presents a unique challenge, which is quite
distinct from the software implementation. First, we cannot store and access a complete
frame, and read and write from multiple addresses at once as this will require unre-
alistically large hardware resources. Second, floating point operations are quite costly
in hardware, as they use more FPGA area and runs at a lower frequency; therefore, we
avoid them in hardware implementation. Finally, the choice of parameters affects
hardware complexity significantly compared to software implementation.

Our key objectives in this implementation are to maintain the maximum accuracy
and minimum power consumption while performing real time PD by controlling local
features. Hardware/memory optimization is done using optimal values of these fea-
tures. The optimized architecture thus obtained results in a reduced workload and low
bandwidth.

The conceptual block diagram of the proposed HOG Accelerator (HOG-Acc) is
shown in Fig. 4. In the following we present a description of the major functional
blocks shown in Fig. 4.

4.1 Gradient Computation

To compute the gradient magnitude and orientation, the horizontal and vertical gradient
images, i.e., Gx and Gy, need to be generated. Gradient is computed over the 3 × 3
neighborhood of each pixel; therefore, two line buffers are required to store two
consecutive scan lines of the image to maintain a 3 × 3 neighborhood of every pixel.

A straight forward computation of the gradient magnitude, as given in (1), will
require the implementation of the square root operation, which will consume significant
hardware resources; thereby, delay and power consumption will increase. In order to
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reduce the computational complexity, the following approximations from [15] have
been used to compute the gradient magnitude and orientation.

GM x; yð Þ � max 0:875aþ 0:5bð Þ; að Þ; ð4Þ

where,

a ¼ max Gx x; yð Þ;Gy x; yð Þ� �
; ð5Þ

and

b ¼ min Gx x; yð Þ;Gy x; yð Þ� �
: ð6Þ

The circuitry for gradient magnitude computation is shown in Fig. 5. Equations (5)
and (6) are implemented using a single compare operation, while (4) requires four shift
operations yielding 0.875a and 0.5b, then an adder and one more comparator is used to
give the final gradient magnitude.

Pixel Line 
Buffer

Cell Histogram 
Generation

Block 
Histogram 

Normalization

SVM 
Classification

Gradient 
Computation

SRAM for 
intermediate 

Cell Histograms

SRAM for 
intermediate 
Normalized 
Histograms

 SVM weights

Image 
Pixels

Classification 
Decision

Fig. 4. Block diagram of hardware architecture. Gradient is computed over input pixels stored in
Pixel Line buffer, cell histograms are then built using gradients, SRAM is used to store
intermediate cell histograms. Next steps are normalization of histograms generated and finally
classification.
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>>1

>>2

>>3

>>1a
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Adder

CMP Gm(x,y)
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Gy(x,y)

SUB

SUB
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G(x+1,y)
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Gy(x,y)

(a)
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Fig. 5. Gradient magnitude computation module. (a) Simply subtract the horizontal and vertical
neighboring pixels to compute the horizontal and vertical gradients. (b) Gradient magnitude is
computed by shift and compare operations to implement (4)–(6)
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Similarly, a direct implementation of (2) for computing the gradient orientation will
require two costly hardware operations: the inverse tangent and division. To reduce the
complexity, (2) can be rewritten as

Gx x; yð Þ tan Go x; yð Þð Þ ¼ Gy x; yð Þ: ð7Þ

The problem of identifying the gradient orientation can be solved using (7) as:
multiplying the horizontal gradient value with the values of the right column of
Table 1; the product which best matches against the vertical gradient indicates the
gradient of the pixel. Note that even the multiplication operation is not required, as the
product with the values in the right column of Table 1 can be performed by simple
arithmetic shifting.

The circuit to compute the histogram bin is shown in Fig. 6. It consists of two parts,
one deals with the quadrant decision and other decides the bin. Comparing horizontal
and vertical neighboring pixels sets the Q-flag value which indicates whether the bin
lies in first or second quadrant. Once we know the quadrant, we have to decide which
histogram bin the orientation value lies in. By using Table 1 to approximate the value
of tangent function at different orientations, complex operations such as inverse tangent
and division can be avoided. The hardware utilizes only comparators, shifters and
adders, hence reducing the complexity significantly.

Table 1. Approximated values of tanh

Tangent Approximated value

tan0
� 0

tan10
�

2�3 þ 2�4

tan20
�

2�2 þ 2�3

tan30
�

2�1 þ 2�4 þ 2�6

tan40
�

2�1 þ 2�2 þ 2�4

CMP

CMP

G(x+1,y) 

G(x-1,y)

G(x,y+1) 

G(x,y-1)

0
1

Q-flag
CMP

CMP

Gx(x,y) × tanθi

Gy(x,y)

Gx(x,y) × tanθi+1 bin

AND

Quad 1
Quad 2

Fig. 6. Bin computation module: bin quadrant is decided using a Q-flag, which is computed by
comparing horizontal and vertical pixels, histogram bin is then decided implementing (7) using
comparators and AND gate.
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It has been shown in [8] that bit-width assigned to magnitude has a significant
impact on accuracy, throughput and power consumption as it affects the data sizes at all
the next stages. In [8] fixed-point implementation is considered and bit width of gra-
dient magnitude is optimized as 13 bits (9:4 (integer: fractional)). We argue that using
only integer values of gradient magnitude can further improve the accuracy, throughput
and power consumption. The details are given in Sect. 4. The key insight is that by
using integer values for gradient magnitudes, we can remove the histogram values
which are less significant. The advantages are twofold. (1) It reduces the hardware
complexity due to reduced bit width and integer operations. (2) It improves the
accuracy because removing these petty gradient magnitudes enhances the feature vector
for training and classification.

4.2 Cell Histogram Generation

We propose a parallel Cell Histogram Generation (CHG) module as shown in Fig. 7.
Gradient magnitudes and orientation bins for every wC � hC pixels are given as input to
CHG. Decoders and adders are used to build the histogram. Each bin value is given as
input to the decoder. Only one output is set to ‘1’ corresponding to the specific bin;
gradient magnitude for that bin hence propagates to the input of adder, where all the
magnitudes of the same bin are added.

The decoder size is dependent on the number of bits required to represent single
bin, i.e. if number of histogram bins increase the size of decoder increases. On the other
hand, the cell size ðCsize ¼ wC � hCÞ affects the number of decoders as the total number
of decoders required equals Csize. Multipliers required for CHG are dependent on both

Fig. 7. Cell Histogram Generation (CHG) Engine: Histogram bins and gradient magnitudes are
given as input and cell histograms are generated.
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Nbin and Csize. Multipliers in each stage depend on Nbin while number of stages depends
on Csize. Finally, the number of adders is equivalent to the Nbin chosen. Adder size,
however, varies according to Csize. We can clearly see that the complexity of CHG is
strongly dependent on Nbin and Csize.

Since pixels are coming row by row, we have to maintain cell histograms for
multiple blocks and windows as each row has multiple windows. Therefore, the gra-
dient magnitudes and orientations computed for every wC pixels (one cell) are con-
catenated and stored in memory. Pixels of row index which is a multiple of hC indicate
the completeness of cell. This row is directly stored into registers. At the start of every
such row, respective values of previous rows for the particular cell are read into
registers from block RAM every clock cycle. As we have considered wC ¼ hC the cell
completes in horizontal and vertical directions simultaneously. Hence, the number of
shift registers required is equivalent to hC. Each shift register stores magnitudes and
bins for wC pixels. After wC cycles the data of one cell is completed so it is shifted to
the memory, which in turn writes the data for the previous row in the next register.

The resultant cell histogram is given to the next stage for processing. This is done
every time the new cell is completed. i.e. when the row index is a multiple of hC and
column index is a multiple of wC. The cell histograms for multiple windows in a frame
are stored in memory while they are shifted to registers for each active window (the
window whose cells histograms are completed).

4.3 Block Histogram Normalization

Cell histograms are maintained in the memory till four neighboring cells are completed
and a block is obtained. Note that the memory required to store the cell histograms
increases with smaller cells (more cells per row and column) and larger number of
histogram bins for every cell (more data per cell). In other words, Csize affects the
memory locations required while Nbin influences the width of each location.

The histogram is normalized using the Block Histogram Normalization Engine
(BHN) shown in Fig. 8. Normalization is performed every time a new block is com-
pleted. Each histogram value in a block is squared and added. The sum is given as input
to inverse square root module which is approximated using “fast inverse square root”
algorithm [30]. In summary, logical shifting, subtraction and finally one iteration of
Newton’s method approximates the inverse square root. Finally, the result of inverse
square root is multiplied with each histogram value to generate the normalized block
histogram.

It is seen that the number of multipliers in BHN depends on the size of the block
histogram, which is related to number of bins assigned to each cell histogram. Adding a
single bin to cell histogram adds eight multipliers to the hardware. The adder size also
increases proportionately.
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4.4 SVM Classification

The normalized histograms obtained from the BHN block are again stored in the
memory. Once normalized histograms for the whole window are available classifica-
tion can be performed which can consume a fair amount of memory. Performing
classification for the whole window at once also requires a large number of multipliers
and adders. The situation gets worse as the feature vector size increases with smaller
cell sizes or large number of bins. Therefore, we have opted for partial classification by
dividing the classification for the whole window into multiple stages. The hardware
shown in Fig. 9. is reused at every stage. The strategy behind reusing the hardware is
very straightforward. Since it takes wC cycles to completely process a cell, we have
reused the same hardware over these wC cycles doing partial classification every
NB=wC blocks. So the number of partial classification stages is equal to Cw. The results
of each stage are accumulated to get the final classification result.

The key observation is that the cell size effects the hardware complexity in two
ways. First, it has a direct impact on feature vector size. Second, larger the cell size,

Fig. 8. Block Histogram Normalization (BHN) engine: un-normalized Block histograms
(concatenated cell histograms) are used as inputs to generate normalized block histograms.

Fig. 9. Partial Classification Engine (PCE), single stage of LinSVM classification to be
performed for whole window. Inputs are normalized histograms while output is the partial
classification result.

A Hardware Accelerator for Real Time Sliding Window 57



more cycles will be available to perform classification, thereby, smaller hardware is
required for partial classification.

5 Results and Discussion

In this section, we evaluate our hardware implementation for multiple cell sizes and
histogram bins to obtain optimal set of these parameters. Results are presented for
full-HD (1920 × 1080) resolution videos. Window size is considered to be 64 × 128.
Block size is 2 × 2 cells, while block and window step size is one cell for both
horizontal and vertical directions. Scale factor to rescale images is set to 1.05. This
results in 45 scales to be processed per frame. Other parameters depend on the choice
of cell size and histogram bins.

Here, we first present our experimental setup then we analyze the effect of different
cell sizes and histogram bins on accuracy, throughput and power. Using these results,
parameters yielding least power and maximum throughput with negligible loss in
accuracy are selected. Finally, using these parameters comparison with the state of the
art object detection implementations is presented.

5.1 Experimental Setup

We have implemented our system on Xilinx Virtex 7 (XC7VX485T) FPGA. There are
75,900 slices, 607,200 Configurable Logic Blocks (CLBs) and 485,760 logic cells in
this FPGA. Moreover, 37,080 Kb block RAM and 2,800 DSP slices are present. Image
rescaling and window sampling is done for positive and negative images and then sent
to HOG-Acc for processing which returns the detection result. Processing 45 scales
requires a large amount of memory and pipelined stages so we have utilized the time
multiplexing approach of [21]. The host software is written using Visual Studio 2012
and Verilog is used for HOG-Acc design. Design is synthesized using Xilinx ISE 14.7
and along with Modelsim 10.2, a hardware/software co-simulation is performed to
verify the implementation functionality.

5.2 Accuracy Analysis

We have used INRIA dataset [31], to evaluate our HOG implementation. There are
several other datasets available for pedestrian detection evaluation like Caltech [32],
ETH [33], and Daimler [3]. We have, however, restricted our results to INRIA because
it provides us with a reasonable variety of images with different poses and backgrounds
so these results can be generalized to other datasets and real life scenarios.

All detection results are collected, and afterwards recall is calculated from number
of true positives (TP) and false negatives (FN) as shown in (8).
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Recall ¼ TP
TPþFN

ð8Þ

A false positive per window (FPPW) of 10−4 is mostly considered in literature for
pedestrian detection results. We also present the Miss Rate (1-Recall) results for
FPPW = 10−4 for multiple cell sizes and number of bins. The results are shown in
Fig. 10. It is seen that generally larger histogram bins gives better detection rates. This
is obvious, as more histogram bins allow fine division gradient orientations, hence
better feature vector for training and classification. On the other hand, improvement is
seen in detection rates by increasing cell size up to a certain value and it drops
increasing cell sizes too much. Smaller cell sizes provide a dense grid of blocks and
windows in a frame, therefore, using smaller cells would improve accuracy. However,
using too small cell sizes results in degraded performance because there are not enough
distinguishing features within the cells. Minimum miss rate of 12 % is achieved at
ðCsize;NbinÞ ¼ 7� 7; 11ð Þ.

5.3 Throughput and Power Consumption Analysis

Power consumption and throughput are directly related to the hardware resources used.
In the previous section it is seen that the cell size and histogram bins has significant
impact on hardware complexity. The effect on different hardware components for
different cell sizes and number of bins for a single core is shown in Fig. 11. We see a
significant reduction in hardware resources by increasing cell size or reducing number
of bins. The reasons being discussed in previous section for independent blocks.

Number of frames processed per second (fps) is dependent on the maximum fre-
quency at which the hardware can operate. In our hardware architecture it is mainly
dependent on the size of partial classification engine and the block normalization
engine. As discussed in previous section, the complexity of PCE is heavily dependent

Fig. 10. Accuracy analysis, miss rate generally reduces with increasing cell sizes and decreasing
number of bins
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Fig. 11. Hardware utilization comparison. Breakdown of usage of multiple slices of
Xilinx FPGA with varying cell size and histogram bins. Increasing any one of them results in
increased hardware complexity.

Fig. 12. Throughput analysis, an increase in throughput is seen for bigger cell sizes and
histogram bins.
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on Csize while that of BHN depends on both Csize and Nbin. Figure 12 shows the results.
We get the maximum frequency at the point where both PCE and BHN have overall
minimal hardware complexity. Specifically, the ðCsize;NbinÞ ¼ 11� 11; 6ð Þ.

We have used Xilinx Xpower analyzer (XPA) 14.7 to estimate the deviations in
power consumption by varying the parameters. We have simulated the hardware and
created ‘Value Change Dump’ (vcd) files are used to set the toggle rates of all signals.
Post place and route results are obtained and are shown in Fig. 13. Power consumption
increases by reducing the cell size or increasing the histogram bins. This is fairly
understandable due to the fact that both these parameters increase the hardware com-
plexity due to increase in the feature vector size. Minimum power consumption is
9.98 W with ðCsize;NbinÞ ¼ 12� 12; 6ð Þ, the maximum cell size and minimum his-
togram bins as expected.

5.4 Choice of Parameters

We have seen from the previous analysis that there does not exist a set of parameters
which give us best accuracy, power and throughput. Improving the accuracy worsens
the power and throughput while maintaining minimum power and maximum
throughput severely degrades the accuracy. Similarly, trying to improve throughput
may degrade power consumption significantly and vice versa. However, accuracy is
changing very slightly at certain regions in Fig. 9. Similarly, there are more than one
sets of parameters which give almost the same power consumption. This allows us to
select the best of one of these metrics while slightly compromising on another metric.
We can achieve best results by selecting ðCsize;NbinÞ ¼ 9� 9; 10ð Þ. Further we
obtained results for miss rate by changing bit-width for this optimal parameter set. The
results are shown in Fig. 14. Bit-width is hence set to eight bits as it gives maximum
accuracy and minimum hardware complexity. Note that this further results in reduced
bit-width in all the next blocks.
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Fig. 13. Power consumption analysis, large cell size and smaller number of histogram bins
results in low power consumption.

A Hardware Accelerator for Real Time Sliding Window 61



Parameters optimized for low power and high speed are shown in Tables 2 and 3
comparing the throughput and energy consumption results with the other state of the art
FPGA and GPU implementations. We have presented three results. (1) HOGCONV,
which shows the results for conventionally used parameters. We can achieve 32 fps for
full-HD while dissipating 0.656 J/frame and 15 % miss rate. (2) HOGOCB, presents
results for optimized cell size and histogram bins. Frame rate achieved by optimizing
cell size and histogram bins is 39.2 fps with energy consumption of 0.484 J/frame
while maintaining a miss rate at 15 %. Gradient magnitude bit-width is considered to
be 13 bits. (3) Finally, HOGOCB-RF, in which features are further refined by removing
insignificant gradients, is presented. This results in a frame rate of 42.7 fps while
energy consumption is 0.45 J/frame at 13 % miss rate.

Fig. 14. Variation in miss rate for ðCsize;NbinÞ ¼ 9� 9; 10ð Þ.

Table 2. Comparison of parameters and throughput for various GPU and FPGA
implementations

Cell size Histogram bins Win. stride # scales Resolution Windows/frame FPS

GPU implementation

[22, 24] 8 × 8 9 8 37 1024 × 768 – 17

[25] 8 × 8 – – >1 640 × 480 4,096 57

[26] 8 × 8 8 2 >1 640 × 480 50,000 23.8

[27] 8 × 8 9 8 1 640 × 480 – 32

[28] 8 × 8 9 4 >1 1280 × 960 150,000 2.4

[29] 8 × 8 9 – >1 640 × 480 – 5.6

FPGA implementation

[18] 8 × 8 8 4 >1 320 × 240 3,615 38

[19] 8 × 8 9 – 1 800 × 600 1000 >10

[20] 8 × 8 8 9 1 640 × 480 1,540 62.5

[21] 8 × 8 9 8 18 1920 × 1080 27,960 64 (estimated)

[22] 8 × 8 9 8 13 1024 × 768 20,868 13

[23] 8 × 8 8 4 >1 640 × 480 56,466 30 (estimated)

[6] 8 × 8 9 8 1 800 × 600 5,580 72

[8] 8 × 8 9 4 34 640 × 480 121,210 68.18

[8] 8 × 8 9 4 34 1600 × 1200 1,049,886 10.41 (estimated)

HOGCONV 8 × 8 9 8 45 1920 × 1080 264,062 32

HOGOCB 9 × 9 10 8 45 1920 × 1080 264,062 39.2

HOGOCB-RF 9 × 9 10 8 45 1920 × 1080 264,062 42.7
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6 Conclusion

We have presented fully parallel architectures for various modules of pedestrian
detection system utilizing Histogram of oriented gradients (HOG). HOG has shown
high detection accuracy but the detection speed and power consumption are major
bottlenecks for real time embedded applications. We have optimized parameters, cell
size and histogram bins, to achieve low power and high throughput while maintaining
the detection accuracy. Feature refinement is done to further improve the results.

Combination of optimal parameters and our hardware accelerator results in a frame
rate of 42.7 fps for full-HD resolution and lowers the energy consumption by 97.34 %
and 16.4 % while improving the accuracy by 2 % as compared to state of the art GPU
and FPGA implementations respectively. This work can be extended to use multiple
cores on a single FPGA or using multiple FPGAs to further increase throughput while
an ASIC implementation would greatly reduce the power consumption. It can also be
extended to include other features and classifiers or combinations of those to optimize
for objects other than pedestrians.

Acknowledgments. This work was supported by the Center of Integrated Smart Sensors funded
by Ministry of Science, ICT & Future Planning as Global Frontier Project (CISS-2013M3
A6A6073718).
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Abstract. The work aims to present an ultra-low power Electrocardiogram
(ECG) on a chip with an integrated Fuzzy Decision Making (FDM) chip for
Wireless Body Sensor Networks (WBSN) applications. The developed device is
portable, wearable, long battery life, and small in size. The device comprises
two designed chips, ECG System-on-Chip and Fuzzy Decision Maker
chip. The ECG on-chip contains an analog front end circuit and a 12-bit
SAR ADC for signal conditioning, a QRS detector, and relevant control cir-
cuitry and interfaces for processing. The analog ECG front-end circuits precisely
measure and digitize the raw ECG signal. The QRS complex with a sampling
frequency of 256 Hz is extracted after filtering. The extracted QRS details are
sent to the decision maker chip, where abnormalities/anomalies in patient’s
health are detected and an alert signal is sent to the patient via wireless com-
munication protocol. The patient’s ECG data is wirelessly transmitted to a PC,
using ZigBee or a mobile phone. The chip is prototyped and employed in a
standard 0.35 µm CMOS process. The operating voltage of Static RAM and
digital circuits and analog core circuits are 3.3 V and 1 V, respectively. The
total area of the device is about 6 cm2 and consumes about 8.5 µW. Small size
and low power consumption show the effectiveness of the proposed design,
suitable for wireless wearable ECG monitoring devices.

1 Introduction

According to World Health Organization (WHO), cardiovascular and modern human
behavior-related diseases are the major cause of mortality worldwide. These types of
cardiovascular related-diseases, like Cardiac arrhythmias, Atrial fibrillation, and Cor-
onary heart diseases, can be monitored and controlled with continuous personal
healthcare supervision [1, 2]. Electrocardiogram (ECG) embodies the cardiovascular
condition, therefore, is considered one of the most important human physiological
signals. In applying measurement of physiological signals for continuous monitoring,
patients usually cannot carry a bulky instrument, which restricts their mobility and
makes them uncomfortable, with so many electrodes and cables attached to their
bodies. Therefore, there is growing demand for a compact wearable ECG acquisition
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system [2]. Wearable monitoring devices can record physiological variables, like ECG,
blood pressure, etc. for several hours and store them in the memory for future use. The
stored ECG data can then be utilized by clinicians or cardiologists for further diagnosis.

The graphical embodiment of a wearable system for continuous remote monitoring
is illustrated in Fig. 1. Wearable sensors/electrodes (deployment in accordance with the
clinical application) collect the physiological signals for monitoring the patient’s health
status. These wearable sensors continuously monitor vital signs, like heart rate and
blood pressure, when the patient with chronic heart disease is undergoing clinical
involvement. Wearable devices are also applied in home-based rehabilitation inter-
ventions for continuous personal health monitoring. Wireless protocols can be inte-
grated with wearable systems to facilitate long-term health monitoring for patients
diagnosed with cardiac diseases. The wireless communication is relied upon and used
to transmit the physiological data continuously to a central place (an access point or a
mobile) and to remote central (server or emergency centre) via internet. In emergency
situations, an alarm/alert signal can be transmitted to the remote emergency centre for
facilitating medical assistance to patients. Family members or clinicians are also
alarmed when the patient is in an emergency condition through the technology and
enabled to monitor the patient’s medical status continuously. Even though there are
advantages of wearable devices, many future challenges should be addressed. This
primarily requires the support of innovative sensor technologies, especially Wireless
Body Sensor Networks (WBSN), formed with various wearable biomedical sensors.

Fig. 1. Graphical illustration of wearable health care monitoring
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Since the constraints on battery life and form factor are crucial, these sensors have a
very stringent power requirement. To aid low cost, ultra-low power design is essential
for developing wearable devices. In terms of cost, size, and performance,
System-on-Chip (SoC) implementation is an attractive option.

In this chapter, the development and deployment of the wearable ECG SoC
monitoring system are studied, regarding key technology perspective. The following
sections present the prior art and essential components of wearable devices, System
overview, Proposed ECG SoC, and Fuzzy Decision Maker Chip. Concluding remarks,
observations, and future reservations are discussed in the final section.

2 Prior Art

Wireless Body Area Network (WBAN) is the fundamental component of a wireless
ECG monitoring system. WBAN allows the integration of various other components,
like intelligent systems, miniaturized components, low-power sensor nodes, etc.
Therefore, the combination of SoC concepts, wearable technology, Wireless Sensor
Network (WSN), and research in artificial intelligence produce novel approaches,
resulting in better health care services. System-on-a-chip (SoC) is a felicitous option for
device development because of its small size, low power consumption, and lower cost
features. Developing SoC for Wireless Body Area Network applications intends to
carry healthcare monitoring closer from clinical intervention to domiciles. It allows
physiological signal monitoring to be conducted more regularly than limiting it to
hospitals or clinics. WBSN is foreseen as the next generation health care monitoring
platform, as it is considered a reliable, low-cost high-patient-safety health care moni-
toring system. In recent years, the development of ECG SoC for WSBN applications
has attracted much attention [2, 14]. A wearable monitoring system is proposed in [3]
to monitor various physiological variables, such as ECG, blood pressure, and tem-
perature. Also, the Global Positioning System (GPS) co-ordinates of patient or wearer
with the acquired variables are transmitted wirelessly to a remote station.

Targeting patients with chronic high-risk heart/respiratory diseases, a wrist worn
wearable medical monitoring and alert system (AMON) monitors physiological vari-
ables. For terrestrial and space applications, physiological parameters of the astronauts
in space should be monitored continuously. To address the mentioned problem, a
wearable system, called ‘Life Guard’, is proposed [4] to monitor the health status of
astronauts. The deployment of a biopatch with integrated low-power SoC prototype is
proposed by Yang et al. [5] to facilitate features, such as a three-stage front-end signal
conditioning circuit, 8-bit successive-approximation-register (SAR) ADC, and a digital
core. An integrated wireless ECG SoC for WBSN applications is proposed in [6],
which comprises a two-channel ECG front-end, an 8-bit SAR-ADC, a simple micro-
controller, a SRAM memory, and RF-transceivers. Many ECG SoCs implementations
for WBSN applications employ a microcontroller or microprocessor to establish the
remote gateway [7, 14]. In worst cases, there is a need for an artificial intelligence
approach, integrated with wearable ECG SoC, when abnormal ECG episodes are to be
detected instantly. This solution addresses diseases, like cardiac arrhythmia or silent
myocardial ischemia, to be easily identified for clinical treatment. This increases the
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need for low cost and easy to use wearable wireless ECG sensors with integrated
decision making to alert personnel. The following sections narrate about an ultra-low
power ECG on Chip with integrated CMOS Fuzzy Decision Making Chip that
addresses the issues in existing solutions.

3 Wearable ECG System: With Decision Making

3.1 System Overview

The proposed health care architecture includes two parts: (a) Main unit and (b) Remote
unit, as shown in Fig. 2. The Main unit contains wearable textile electrodes, designed
ECG front-end chip, FDM chip, a controller, and a ZigBee transceiver. The remote unit
(personal gateway) can be a mobile phone or a personal computer with an USB
interface. The main unit records the ECG from wearable textile electrodes and wire-
lessly transfers the data to a remote unit. The designed ECG acquisition chip for low
power use is described in the next sub-section. The ECG acquisition chip comprises:
(1) specially designed textile electrodes for acquiring the ECG; (2) a miniature printed
circuit board with ECG front end circuits; (3) Analog to Digital Conversion unit;
(4) QRS Detection; and (5) System control unit. The ECG data is buffered, using low
power microcontroller internal memory to minimize power consumption before wire-
lessly sending it to the remote unit. The main unit also performs the other tasks, such as
system initialization, data buffering, and scheduling wireless communication. The
Fuzzy Decision Making (FDM) chip (3 × 3 fuzzy controller; nine rules are accessible)
takes decisions when necessary. Depending on applications, control voltages set on IC
pins change the rules of fuzzy inference. The study of the Fuzzy chip is explained in
detail in subsequent sections. ZigBee protocol is chosen as a wireless communication
protocol (TI CC2420) to provide reasonable power consumption and adequate data
rate. The prototype uses a low power TI MSP430 microcontroller for data management,
wireless ZigBee baseband, and routing management. The prototype model is designed
for patients, regarding comfort and ease of use, thus, not affecting regular activities of
patients. In addition, the entire unit is sealed within a smart textile shirt. So, the patient
can wear and remove it easily.

For various medical applications, the acquired physiological variables should be
analyzed continuously. The remote unit (personal gateway) can be a mobile phone or a
personal computer with an USB interface. The important functions of the remote unit
are receiving the data wirelessly, database management, ECG analysis, graphical user
interface (GUI) interface, and customization. To avoid signal interference from other
wireless devices, the remote unit has specific authentication to process the received
data. In addition, there are several options in the GUI interface for customization.

3.2 ECG on Chip

A. ECG Analog Front-End Amplifier. The ECG front-end amplifier is mainly
responsible for noise suppression, signal conditioning, and amplification, which
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comprises two phases as shown in Fig. 3, namely, low noise AFG with band pass
function and a programmable gain amplifier (PGA) to amplify the acquired ECG
signals (from textile electrodes), with amplitude in a few millivolts, adopting a
flip-over-capacitor technique. The Low noise amplifier not only acts as a preamplifier,
but also acts as a band pass filter function with bandwidth between 0.3 and 100 Hz. In
the AFG design, two switches (S1 and S2) are integrated to settle down quicker when
power is applied, due to the large resistance by the pseudo-resistors. The speeding up of
the AFG is done by a reset signal with an appropriate switch during startup of the
system.

Fig. 2. Block diagram of proposed healthcare architecture

Fig. 3. Typical circuit diagram of ECG front-end low noise amplifier
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B. Analog to Digital Converter (ADC). Successive Approximation Register
(SAR) ADC is chosen for this WBSN application because of its moderate accuracy and
low power overhead. Figure 4 depicts the architecture of the SAR ADC, adopted from
literature. The analog ECG output is driven directly by the preceding buffer stage,
without the need of an additional hold amplifier, sampled through a bootstrapped
switch and held in the capacitive 12 bit DAC, and is then used by open-loop
Sample/Hold. The reason for open-loop Sample/Hold is to obtain low power, low cost,
fast settling, and less offset error. The obtained analog ECG data are being compared
with a reference (REF) and then level-shifted by the DAC. The fixed reference REF
helps to compensate the dynamic offset error at the comparator. An on-chip crystal
oscillator is used to drive the logic and timing sequence for achieving low power
consumption and low jitter. The resultant digital codes are passed to a System Control
Unit (SCU) after level conversion and to QRS complex detector for data processing.

C. Heart Rate Calculation and QRS Detection. The morphological filter [8] is
adopted to reduce the noise artifacts present in the ECG data and to detect\estimate the
QRS complex details and R-R intervals. The filter comprises a pair of Opening and
Closing operations, using dilation and erosion operators, which suppress peaks and
valleys. The flowchart for QRS complex detection is illustrated in Fig. 5. The impacts
of wandering baseline drift are eradicated by subtracting the mean result of operations
(opening and closing) with the original input. The ECG samples are loaded serially into
the shift register and then added/subtracted (for dilation/erosion respectively) with the
structure element g(x) [8]. The results are compared continuously, using a comparator
tree to find the minimum/maximum (for dilation/erosion respectively). A moving
average filter (serial structured) is used to reduce the impulse noises and smooth the

Fig. 4. Schematic architecture of successive approximation ADC
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filtered signal. The received signals are continuously compared against the adaptive
threshold and monitored to detect the R-peaks. The current threshold is updated reg-
ularly when a new R-peak is identified. By counting the number of clocks between R
peaks using a binary counter, R-R interval is measured. The Heart Rate (HR) variable is
also calculated by simply counting the number of R-peaks in the last sixty seconds.
A parallel-to-serial converter is integrated with the wearable system for transmitting the
HR variable through the SPI interface.

D. System Control Unit and SPI Interface. System Control Unit (SCU) is solely
responsible for generating the interface control signals, based on the host or main
controller commands for all the blocks in ECG on-chip. Data framing, CPU interrupt
handling, etc. are done by the SCU system, based on control signals, which are gen-
erated by state machine. In-order to interface the chip with various host CPUs, the
System Control Unit uses an asynchronous FIFO with 8 Kb buffers. Data from the
ADC and QRS block is continuously written into the FIFO at the sampling frequency
of 256 Hz. Based on the FIFO status, FIFO write/read controllers generate many status
signals, which are “full”, “nearly full”, “empty”, and “nearly empty”. A microcontroller
is employed externally to communicate with the proposed wearable device via a duplex
SPI communication interface. The data link transmits QRS complex codes and ECG
details with the internal FIFO status flags.

Fig. 5. Flow process for QRS detection and HRV calculation
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The control vector from external microcontroller is delivered to the internal control
registers by the command link.

3.3 Fuzzy Decision Making Chip: Concepts, Design and Implementation

In real world worst-case scenarios, there is a need for an artificial intelligence approach,
integrated with a wearable ECG SoC, for detecting abnormal ECG episodes instantly.
Especially, diseases like cardiac arrhythmia or silent myocardial ischemia should be
identified immediately to alert the clinicians/family members for assistance. Therefore,
a Fuzzy Classifier chip meets the critical requirements of medical applications: no delay
in response, reliable, high-safety, and low cost. The functional blocks of the FDM chip
are detailed in the following sections. It comprises three parts: fuzzifier, inference
engine, and defuzzifier. In the fuzzifier, input variables (non-fuzzy) are mapped to the
input membership functions. The inference engine handles fuzzy inference, depending
on the inference method. Finally, the defuzzifier is used to convert the fuzzy output
values from inference engine to non-fuzzy values.

Fuzzy Interface. The implemented architecture is a two-input one-output fuzzy
supervisor. Each input has three trapezoidal membership functions or linguistic terms
abbreviated as L (Low), M (Medium), and H (High), while the output variable is
characterized by singletons. The parameters used for determining membership func-
tions (Vrþ , Vr�, Vcþ , Vc�) are calibrated by voltages applied on FDM IC pins. Since
input membership functions have three parts, architecture is a 3 × 3 fuzzy controller,
and nine rules are accessible. Depending on various applications, Control voltages set
on IC pins can change these rules. The controller architecture in Fig. 6 is constructed
with CMOS components, such as Membership function generator (MFG), MIN circuits
and a defuzzifier (D blocks) circuit. A ramp function generation circuit is used for
MFG. In fuzzy interface, three basic circuits are used: a ramp generator (RG) circuit
[8], a minimum circuit, and a fuzzy complementary circuit. The membership functions
for input and output variables of a controller are built, using two ramp functions. In
Fig. 7, a form of trapezoidal membership function, using a ramp function and its
parameters, is depicted.

The membership functions are generated for input and output variables of a fuzzy
decision supervisor. It shows that two ramp functions are necessary to build a mem-
bership function. The triangular membership function is a special case of trapezoidal
membership function, when c and d coincide. The slope of the ramp functions and
position of the membership functions must be tunable. Changing the parameters, a, b,
c, and d allow the construction of different membership functions.

Figure 8a shows the ramp generator circuit for membership function generation. It
is assumed that all fuzzy sets are normalized. Supremumx (x) = 1. In RG circuit, the
output current i0 is a function of v1 and v2. Considering Iss fixed, and M3, M4, M5, and
M6 are matched,

74 M. Pandiyan and G. Mani



Fig. 6. Block diagram of fuzzy classifier

Fig. 7. Trapezoidal membership function and its parameters
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i0 ¼ i3 þ i5 � i4 þ i6ð Þ ¼ gm3
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where, all v0gsos are gate to source voltages in quiescent point, and also
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vc
2
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; I2 ¼

�Iss
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2

vgso2 � vt

Using previous equations, assuming M1 and M2 are also matched, then

i0 ¼ Iss
vgso1 � vt

1
vgso3 � vt

þ 1
vgso5 � vt

� �
vrvc

Assuming vc is set to be a constant value, hence vgso1 � vt is constant. Also,

changes of vgso3 � vt and vgso5 � vt are in opposite directions. So 1
vgso3�vt

þ 1
vgso5�vt

� �
is

approximately constant.

                                          (a)      (b)   

Fig. 8. Schematic of (a) Ramp generator circuit and (b) CMFG
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Therefore, i0 ¼ kv1v2
where,

k ¼ Iss
vgso1 � vt

1
vgso3 � vt

þ 1
vgso5 � vt

� �

The RG circuit can generate both a positive and negative slope ramp function.
Suppose vc� ¼ 0; vcþ and vr� are constant, then

i0 ¼ k vrþ � vr�ð Þ vþð Þ ¼ kvcþ vr� � kvcþ vr� ¼ mvrþ � n

where,

m ¼ kvcþ ; n ¼ kvcþ vr�

Thus, a positive slope ramp is generated.
Similarly, if vcþ ¼ 0; and let vc�; vr� be constant, then

i0 ¼ k vrþ � vr�ð Þ �vc�ð Þ ¼ �kvc�vrþ þ kvc�vr� ¼ �mvrþ � n

where,

m ¼ kvc�; n ¼ kvc�vr�

Therefore, by changing vrþ ; vr� and vc; different ramp functions are generated. It is
evident that the output voltage of RG circuit

v0 ¼ Routiout

where Rout is output resistance.
Two ramp functions f1 and f2 with positive and negative slopes, respectively, are

shown in Fig. 7. Assuming RG circuit has generated these functions, f1 and f2 can be
equated as below

f1 ¼ m1v� n1

f2 ¼ n2 � m2v

To construct a tunable membership function,

f1 0ð Þ ¼ �n1 ¼ �kvr1�vc1þ

f2 0ð Þ ¼ n1 ¼ kvr2�vc2�

a ¼ vjf1¼0 ¼
n1
m1

¼ kvr1�vc1þ
kvc1þ

¼ vr1�;
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b ¼ vjf2¼0 ¼
n2
m2

¼ kvr2�vc2þ
kvc2þ

¼ vr2�;

When f1 ¼ f2, can be written as m1c� n1 ¼ �n2 þm2c
Therefore,

c ¼ n1 � n2
m1 � m2

¼ vr1�vc1þ � vr2�vc2�
vc1þ � vc2�

With this value for c,

f cð Þ ¼ f1 cð Þ

¼ f2 cð Þ ¼ kvc1þ vc2�
vc1þ � vc2�

vr1� � vr2�ð Þ

To construct a fuzzifier with desirable capabilities, Set vr1� ¼ vr2�: A reverse
triangular in the positive region of vertical axis will be formed as shown in Fig. 7. By
clipping this triangular area with a constant value E, a controllable membership
function can be obtained.

In this case,

a ¼ vjf2¼E ¼ n2 � E
m2

¼ vr2� � E
kvc2�

;

b ¼ vjf1¼E ¼ E � n1
m1

¼ E
kvc1þ

� vr1�;

Varying vc1 and vc2 results in a change in a and b. For vr1 ¼ vr2, it will also be
variable. The position of the membership function can be changed. Note that a
trapezoidal membership function is obtained when vcþ [ vc� and in this case, c ¼ vc�
and d ¼ vcþ . Considering these points, it is necessary that c and d are selected equal to
vr1 and vr2, respectively, and then by changing vc1 and vc2, a and b are determined.
Diodes are used to eliminate the extra parts of membership function. Since two ramp
functions are needed, two RG circuits are used for each membership function. The
typical circuit diagram of complementary membership function generator (CMFG) is
shown in Fig. 8b and adapted from [8]. Considering the output voltage v0ut ¼ Rio
where,

i0 ¼ i1 ¼ k v1þ � vinð Þvc1þ ; vr1þ fvin
i2 ¼ k vin � vr2�ð Þvc2�; vr2�pvin

�

Minimum circuits can be used to clip the extra curves and then reverse it by a fuzzy
complementary circuit (FCC). Figure 10 illustrates the circuit diagram of a fuzzy
complementary circuit. In FCC, the two inputs are connected to the gates of the
transistors. A multi-input minimum circuit with over two transistors is needed in
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applications, such as three-input fuzzy controllers. As illustrated in Fig. 9, the output
voltage voðminÞ always takes the smaller value of two inputs vin1 and vin2 with a positive
offset voltage voffset.

voðminÞ ¼ minðvin1; vin2Þþ voffset

This result voðminÞ specifies that the offset voltage is about 1 V. To compensate the
offset voltage,voff a negative level shifter circuit is necessary. The Negative shift is
achieved by a fuzzy complement circuit with a reference voltage of E. The comple-
mentary membership function must be converted to an ordinary membership function,
achieved by a fuzzy complementary circuit of two gm circuits.

From Fig. 10, assuming the reference voltage E = 0,

vcomp ¼ Ri ¼ R i1 þ i2ð Þ ¼ R �gmvin � gmvcomp
� �

Therefore, this is opposite to the input voltage. The complement of the membership
function is E 6¼ 0,

vcomp ¼ E � vin if Rgm � 1

Note that, in the final fuzzifier structure, E must be set to compensate offset voltage,
associated with the minimum circuit. The attenuation is due to the limited gain of Rgm
that is equal to �Rgm ¼ 1þRgm. This attenuation is the same in each one of the
fuzzifiers used in the controller, and the error due to attenuation does not affect fuzzy
processing considerably. If the input signal has a negative DC value, then E must be
chosen to be greater than the Supremum value by Vdcj j.

Fig. 9. Schematic representation of minimum circuit
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Inference Engine. With Mamdani’s inference technique, the inference engine is
accomplished by a set of intersection and union operations [10, 12]. The Min- Product
inference method is chosen for inferencing in which a minimum of two inputs can be
specified. Nine two-input minimum circuits in the inference engine are needed.
Therefore, the controller has two inputs with three membership functions. The Min
blocks [10] and their synthesis in the complete controller structure will do the
inferencing.

Defuzzification. A novel defuzzifier is used [8, 10] in which the center of the area is
calculated without employing a division circuit. Therefore, it occupies a small chip
area. The main idea is based on parallel conductances gn; stating implicitly that the
output voltage of the defuzzifier circuit is the average value of the inputs. The con-
tribution of each input to the output is weighted by the conductance gi that is a
controllable variable. The below equation provides a non-fuzzy or defuzzifier output.

Vdefuzz ¼ g1V1 þ g2V2 þ . . .þ gnVn

g1 þ g2. . .. . .þ gn

MOS transistor is used as a controllable g-element in this work. Offset voltage vt in
a MOS transistor must be cancelled to control gds by vgs gds ¼ kvgs

� �
linearly.

gds ¼ k vgs � vt
� �

; k ¼ 1
2
lcox

W
L

Level shifter circuit (LSC) is used to compensate offset voltage [8]. The complete
schematic diagram of defuzzifier is depicted in Fig. 11.

Fig. 10. Schematic diagram of fuzzy complementary circuit

80 M. Pandiyan and G. Mani



4 Results and Discussion

The wearable ECG sensor node system fits perfectly on a shirt. The main unit provides
a versatile framework for incorporating sensing, monitoring, and information pro-
cessing devices. The designed wearable device can be deployed in a variety of
applications, such as public safety, health monitoring, and sports. The vital signal
monitoring functionality of the smart shirt is tested in real time. The inference per-
formance test is done, based on physical activity under various conditions. The
abnormal ECG signal is measured and stored in the fuzzy inference engine. The fuzzy
decision making rules are framed in such a way that, when an abnormal ECG signal is
detected, an alert signal is sent promptly to the remote gateway via microcontroller.
A wearable smart shirt transfers the physiological ECG signals over a wireless sensor
network at the test. The following sections depict the important results of the proposed
system.

4.1 ECG Acquisition

To ensure comfort, the clothing is designed from a knitted conductive textile fabric for
reducing flammability. Rectangles of electrically conductive textile fabric in knitted
design were stitched on the position of the pectoral muscles [13]. The conductive
textile fabric is realized from a blended yarn of the composite containing silver
nanoparticles, which provide electrical conductivity of the yarn and the resultant
knitted fabric. The content of silver nanoparticles provides corrosion resistance of
textile electrodes, antibacterial and anti-allergic properties, and mechanical and elec-
trical stability when exposed to sweat. The design of blended conductive textile fabric,

Fig. 11. Schematic illustration of defuzzifier
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made from conductive yarn, enables traditional maintenance of T-shirts (washing,
ironing) and long-term stability of surface conductivity of the electrodes with a high
number of wash cycles. The designed conductive textile fabrics are circular in shape,
with dimensions 5 × 5 cm. Figure 12 shows the wearable electrodes, which comprise
a conductive fabric electrode pair and the wearable sensor node system placed on the
wearer’s chest placement. To provide a sufficient potential difference, the electrodes are
positioned 100 mm apart. The ECG measurements are obtained through wearable
textile electrodes (Zero Resistance, 100 % Silver fiber for conductive part), and the
acquired ECG signals are processed, using other modules in this health architecture for
decision making.

4.2 Fuzzy Decision Making

In the FDM module, the Heart rate variability (HRV) is computed from the time series
R-R intervals (R-peak to R-peak), converted into a uniformly sampled time-spaced
sequence. As the physiological condition (wakefulness state, sleep state, etc.) of a
patient changes, the power spectral density (PSD) of heart rate differs. The low-to-high
(L/H) frequency ratio is considered an effective assessment and indicator of such
change, because it reflects the balancing action of the sympathetic and parasympathetic
nervous-system branches. Power Spectral Density of HR variations is calculated, and
the three frequency bands, such as Very low frequencies (VLF: 0–0.04 Hz), Low
frequencies (LF: 0.04–0.15 Hz), and High frequencies (HF: 0.15–0.5 Hz), have been
utilized. The features extracted from HRV and PSD are used to feed the fuzzy logic
engine that computes epoch-by-epoch (30 or 60 s per period) inferences. The fuzzy
inference rules are based on the observed details of normal and abnormal ECG signals.
The inputs of FDM chip are details of QRS complex and PSD results. The ranges of
membership functions are tunable by changing the voltages of FDM IC pins, which is
done by the developer via microcontroller.

The FDM chip provides the index values (i.e., defuzzified output in the range of
0–2), which is sent to the microcontroller. Hence, there are output states, such as

Fig. 12. Placement of wearable textile electrodes
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normal, sleep onset/fatigue, and abnormal, decoded by microcontroller unit. A set of
meaningful rules has been framed. The following are the strongest:

IF HR Variability is Low AND LF/HF ratio is Medium
THEN the Output signal is SLEEP_ ONSET
IF HR Variability is High AND LF/HF ratio is High
THEN the Output signal is NOR_WAKE
IF HR Variability is Low AND LF/HF ratio is Low
THEN the Output signal is DROWSY

Figure 13 shows the major difference between normal and abnormal ECG signals,
noting that an abnormal ECG data has an elevated T wave.

4.3 Performance Evaluation

The status is continuously sent to the remote unit every 2 min or preset time in the
controller. The results of the experiments, as shown in Table 1, confirmed our
hypothesis that human health status can be predicted by the FDM module through
extracted ECG features. Detection succeeds, based on ECG signal captured from the
wearable textile electrodes. When the signal is sensed, the system detects the status, and
if abnormal, an alert signal is transmitted. Measurement accuracy of Fuzzy based ECG
classification confirms to be robust enough to perform over 95 % successful early
detections. Therefore, the proposed system can make decisions, based on the acquired
ECG data.

Fig. 13. Measured sample ECG data for inference engine
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Figure 14 depicts the designed graphical user interface for the proposed architec-
ture. Timing of the early detection capability of each system is also evaluated during
the tests.

Table 1. Performance evaluation of fuzzy decision making in the proposed system

Rule-check Clinical datasets
Number of data
sets used for
testing

Number of data
sets correctly
classified

Number of data
sets wrongly
classified

Accuracy
(%)

Drowsiness 21 19 2 90
Sleep onset 19 18 1 94
Normal 23 23 0 100

Rule-check Simulated datasets
Number of data
sets used for
testing

Number of data
sets correctly
classified

Number of data
sets wrongly
classified

Accuracy
(%)

Drowsiness 89 82 7 92
Sleep onset 102 98 4 96
Normal 213 213 0 100

Fig. 14. Designed graphical user interface for testing and measurements
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5 Concluding Remarks

A wireless ECG on a chip with an integrated Fuzzy Decision making system is pro-
posed for real-time ECG health monitoring. The proposed wearable device is small,
user-friendly, has a long battery life, and is capable of wirelessly transmitting ECG data
continuously to a remote station for detailed diagnosis. The FDM chip is integrated
with ECG on Chip to take the decisions for alerting the patients when necessary. The
designed FDM responds immediately when anomalies are found in ECG data. The
proposed device has already been tested with a reference high-quality measurement
system for verification of accuracy and showed that the accuracy of the proposed
device is good enough, and the variation in key ECG parameters obtained from the
proposed device and the reference device is acceptable for clinical usage.
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Abstract. We discuss overall “observed” behaviors of circuits due to
additional delays caused by various variations in the chips and propose
delay testing methods based on such analysis. First we examine func-
tional changes caused by the additional delays on the inputs of each gate
in the circuit. We show that unlike structural faults, e.g., stuck-at faults,
such additional delays can introduce many more different faulty func-
tions on a gate, and we propose two functional delay fault models for the
changed behaviors caused by the additional delays, one with one time
frame and the other with two time frames. As such additional delays
by variations and other reasons naturally happen in multiple locations
simultaneously, there can be exponentially many multiple fault combi-
nations to be considered. It is not at all easy to analyze them with tra-
ditional automatic test pattern generation (ATPG) methods which rely
on fault dropping with explicit representation of fault lists. So in the
second part of the paper, we present an ATPG method based on implicit
representations of fault lists. As faults are represented implicitly, even
if numbers of simultaneous faults are large and total numbers of fault
combinations are exponentially many, we may still be able to successfully
perform ATPG processes. Experimental results have shown that even for
large circuits in the ISCAS89 benchmark circuits, complete sets of test
vectors for all multiple combinations of the proposed functional delay
faults are successfully generated in a couple of hours. The numbers of
required test vectors for complete testing are surprisingly small, e.g., only
a few thousands for circuits having more than ten thousands of gates,
even though there are more than 2(ten thousands) combinations of mul-
tiple faults in those circuits. This indicates that the proposed multiple
functional delay fault models may have practical values as they consider
all types of multiple functional faults caused by extended delays in the
circuit.

1 Introduction

As the semiconductor technology continues to shrink, we have to expect more
and more varieties of variations in the process of manufacturing in particular for
large chips. Such variations, especially ones on delays in circuits, can change the
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circuits’ “observed” functional behaviors, which is generally called delay fault.
Here, we discuss such changed functionality caused by the additional delays due
to variation and other reasons. Delay testing is getting a lot of attention as there
are more and more additional delays possibly happening within a chip in distrib-
uted ways, such as accumulated effects of small delays. There have been works
on testing whether such delays causes any changes in behaviors of the circuit,
which is generally called delay testing. Most of them try to measure delays of
the circuit being tested by checking delays of signal propagation paths using
two test vectors as shown in Fig. 1, such as testing longest paths [1], analyz-
ing accumulation of small delays in gates [2], and many others. With the two
test vectors, specific signal propagation paths are activated, and their actual
delays are measured by physical facilities such as LST testers. It is measured
and checked whether some paths exceed the maximum allowed amount of delays
or not. In this paper, although we discuss long path delay problems only, short
path delay problems can be dealt with in a similar way.

… …

1

0

1

0

1

1

First vector
Second vector

0 to 1

1 to 0

Physically measure 

actual delays

Fig. 1. Measure delays with two test vectors

As there may be so many signal propagation paths in large circuits and delays
could vary a lot depending on variations, delay estimation, such as minimum and
maximum delays, may have to have large ranges in values. As a result, those
delay testing methods may not work well, because appropriate threshold delays
for delay testing may not be easily defined, especially when variations in the
chips are large and distributed.

In this paper instead of trying to measure or estimate delays, which is a
common way in the current delay testing methods, we concentrate on analyzing
what are possible functional changes due to such distributed and accumulated
delays with wide ranges of values. Our proposed delay fault model is to define the
possible situations where inputs of some gates in the circuit could get the values
of previous cycles instead of the current cycles due to the increase of delays in
the circuit. This fault model is called as FDF2 (Functional Delay Fault with two
time frames), as it needs two time frames to define. We also define a simplified
functional delay fault model where inputs to gates could get the wrong values
rather than the previous values due to widely distributed and additional delays.
We call this delay fault model as FDF1 (Functional Delay Fault with one time
frame), as it is based on one time frame.

Under FDF2, for a signal in a circuit, if the value in the previous cycle is the
same as the one in the current cycle, such additional delay will not introduce
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any changes in terms of functionality. On the other hand, if they are different,
“observed” functionality may change from the original one, or may not change
depending on internal don’t cares derived from the fanout regions from the faulty
locations. If we assume that a gate in a circuit may use the values in the previous
cycles as its inputs, the observed and resulting functions realized by the gate can
vary in many ways as discussed in the following sections. For example, there are
possibly “16” different functions which can be realized by a two-input AND (OR)
gate with such additional delays. That is, all possible functions with two-inputs
may potentially be observed with a two-input AND (OR) gate with additional
delays based on our fault model, FDF2. This may suggest that it may make
sense to model faulty behaviors caused by distributed and additional delays as
general functional faults rather than structurally defined faults, such as stuck-at
faults, although in this paper we use a different and more straightforward way
to define the faulty behaviors.

Please note that in the above discussion, for example, an AND gate is
assumed to be doing the correct operations all the time, but its input values
can become partially or totally wrong due to delays, which is observed as func-
tional changes.

The functional delay fault model, FDF2, is defined over two time frames
of sequential circuits, since for an input of each gate in the circuit we need to
refer to its previous value as well as its current value, i.e., if it is faulty, use
the previous one, and if it is not faulty, use the current one. We also define and
evaluate a less accurate but simpler fault model, FDF1. It is a fault model where
inputs of a gate get the complemented values of the correct ones under faults.
As the values of the same signal may or may not be different in the fault model,
FDF2, this simpler model is more conservative in terms of faulty behaviors, i.e.,
always receiving wrong values in this simplified fault model, if it is faulty.

In both fault models, in order to analyze the delay related faulty behaviors,
it is essential to deal with multiple faults rather than single faults. As there is
no specific assumption on the variations which cause additional delay, here we
assume each input of a gate may have independent accumulated delays from
primary inputs and inputs from the flipflops. Such additional delays can happen
in multiple locations simultaneously. It may be the case where most of the gates
in a circuit may get the values for the previous cycle rather than the current
cycle. In such cases, from the viewpoint of faults caused by the delays, there can
be many, such as hundred, thousands or more simultaneous faults in the circuit.
As a result, when we are generating test vectors for such combinations of faults,
we need to manage ultra large lists of fault combinations, since there can be
exponentially many fault combinations under multiple fault models.

In general, ATPG (Automatic Test Pattern Generation) processes use fault
simulators to eliminate all of the faults combinations which can be detected with
the current set of test vectors (called fault dropping process). Traditionally in
almost all cases, fault combinations are explicitly represented in fault lists, as
that is an easy and simple way for their manipulations. For functional and mul-
tiple faults, however, explicit representation is no longer feasible. For example,



90 M. Fujita

if there are 16 faults possible with a gate and we need to consider up to 10
simultaneous and multiple faults, the size of the fault list in explicit representa-
tions is in the order of 1610 or more. This is the case when we consider only one
particular set of 10 faulty locations. In general, we need to take care of much
more fault combinations.

In general there are many such sets of locations in a circuit. No explicit
representation can keep such large numbers of instances. Instead we need to
represent them with some sorts of “implicit” methods. This is in some sense
a similar problem to so called “state explosion” problem [14] in model check-
ing and formal analysis in general. In those fields, implicit representations are
commonly used in order to deal with larger problems. In this paper, we show
an ATPG method based on such implicit representation of fault lists based on
the techniques first developed in [5]. By formulating the ATPG process as an
incremental Satisfiability (SAT) solving, fault lists are naturally represented and
processed in implicit ways as logical formulae. We define circuits based on mul-
tiplexers in order to represent the two delay fault models, FDF1 and FDF2,
discussed above.

Those circuits have parameter variables, and the values of parameter vari-
ables determine which faults currently exist or do not exist in the target circuit.
Such a circuit for fault modeling is introduced to each possibly faulty location,
i.e., all inputs of each gate in the target circuit. Therefore, all the parameter
variables altogether show how multiple faults exist in the circuit. This is an
implicit way to represent multiple faults. As faults are represented implicitly,
even if numbers of simultaneous faults are large, such as 2(ten thousands), we can
still successfully perform ATPG processes as shown in the experiments below.

The rest of the paper is organized as follows. In the next section we discuss
possible functional faults or wrong operations caused by widely distributed and
additional delays in the circuit. We define two fault models, FDF1 and FDF2.
FDF2 is based on two time frames, and FDF1 is more conservative and based
on one time frame in the following section. Then we present an ATPG method
based on incremental SAT formulations which represents fault lists implicitly.
The experimental results are shown next, and the final section gives concluding
remarks.

2 Functional Faults Caused by Distributed Additional
Delay

As we discussed in the introduction, additional delays due to variation and others
can let a gate in a circuit receive possibly incorrect values in the previous cycles
rather than the correct ones in the current cycles, which may result in wrong
computations by the gate compared with the original functionality of the gate
using the correct input values. Please note that the functionality of the gate still
remains correct, but the values it uses for computations may be wrong due to
additional delays. Let us discuss these issues using an example shown in Fig. 2.
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Fig. 2. Values on inputs and output of a gate in a circuit

There is an AND gate in a sequential circuit. For normal operations, the
output, z, of the AND gate is 1 for the previous cycle and 0 for the current cycle,
as the input values of the gate are (1, 1) and (1, 0) respectively as shown in the
figure. Now assume that there are significantly large and distributed additional
delays in the circuit due to variation and others. Such delays can let the AND
gate get the previous values of the input, x and y, instead of the current ones.
Under this situation, the output becomes 1 for the “current” cycle, as the input
values the AND gate actually received are (1, 1), i.e., the previous values. This is
observed as an incorrect function, which is different from AND operation, as the
current inputs are (1, 0) but the output observed is 1. An important observation
here is that it is possible that only x-input of the AND gate gets the previous
value, which results in the situation where the output of the AND gate is still
correct, as the values in the previous cycle and the current cycle for the x-input
are the same. On the other hand, if only the y-input of the AND gate gets the
values in the previous cycle, the output of the AND gate becomes wrong. It
becomes 1 instead of 0 which is correct.

In this section we discuss how functionality of a gate may look like changed
due to such delay increase. In general, the value of a signal can be the one for the
current or the one in the previous cycle due to delays, and so there are possibly
four combinations of values for the current and previous values, i.e., (previous,
current) = (0, 0), (0, 1), (1, 0), and (1, 1) for an input of a gate. Obviously if the
current and previous values are the same, there will not be any changes in the
observed function. So the cases to be examined are the ones where (previous,
current) = (0, 1) and (1, 0). Also, depending on the values of the other inputs of
the gate, the observed functionality of the gate may or may not change. In order
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to change the functionality, the other inputs need to be so called non-controlling
values, i.e., 0 for OR gate and 1 for AND gate, or those other inputs must also
change their values due to additional delays simultaneously.

For simplicity, in this paper we assume that inputs to the combinational
part of a sequential circuit can have any possible value combinations. This is,
in general, not true, as values provided by the flipflops are only the ones for
reachable states from initial states, which may not be all states. Accurately
speaking, as we are dealing with sequential circuits, we need to manage which
are “reachable” states and which are not in order to precisely compute effects of
the additional delays. As reachability computation is very expensive for practical
sizes of designs, here we simply assume all states are reachable. This is the same
assumption used in scan-based testing. There are ways to compute supersets of
reachable states, such as using techniques for property directed reduction [9,10],
but utilization of such techniques within our proposed method is a future topic
and out of the scope of this paper.

Fig. 3. Functionality changes of AND gate due to input delays

Now let us discuss how additional delays can affect the observed functional-
ity of AND and OR gates in the given circuit. Figure 3 shows partial possible
behaviors of an AND gate with additional delays. The column, “NoFault” shows
the truth table values of the correct AND operation. For each value combination
of x and y, that is, for each row of the truth table, the gate may get the previous
values of x and/or y instead of the current values if there are delay faults, and
those previous values can be different from the current values. The column, “zx1”
shows the case where only in the second row of truth table, the AND gate gets
the value of x in the previous cycle and that value is 1 which is different from the
value in the current cycle. Due to this incorrect value, the output of the AND
gate becomes 1 which is wrong as shown with underlined italic in the figure.
Assuming that this is the only error in the output of the AND gate, as shown in
the truth table, the resulting observed logic function at the output of the AND
gate is y instead of x ∧ y. Please note the AND gate is performing the correct
AND operations, but one of its inputs gets the wrong value. The column, “zx2”,
shows the case where only the fourth row of the truth table changes its value due
to the late arrival of x-input of the AND gate. Here we assume that such late
arrival value, which is 0, is different from the correct current value, which is 1.
So the resulting observed function becomes x∧¬y instead and simple AND. The
column, “zx3” shows the case where these two errors happen simultaneously. As
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we mentioned above, we assume additional delays in the circuits can happen in
distributed and independent ways.

Columns, “zy1”,“zy2”, and “zy3”, show the corresponding cases where val-
ues of y-input of the AND gate arrive late and their previous and incor-
rect values are used by the AND gate. As seen from the figure, the resulting
observed functions are, x, 0 (constantly 0 function), and x ∧ ¬y. Moreover, if
values of both x-input and y-input may arrive late, which are the cases shown
in columns,“zxy1”,“zxy2”, and“zxy3”, as seen from the figure, the resulting
observed functions are, exlusive − nor, 0 (constantly 0 function), and ¬x ∧ ¬y.
Figure 3 shows that there are seven incorrect functions possibly observable at
the output of the AND gate, if inputs of the gate arrive late and the previous
wrong values are used.

Please note that as discussed before, the previous values may or may not
be different from the current correct values. It depends on the behavior of the
sequential circuits. The discussions here is assuming the cases where the previous
values are different from the current ones.

Similar analysis results are shown in Fig. 4 for an OR gate. Similar to the
cases of the AND gate, Fig. 4 shows that there are also seven incorrect functions
possibly observable at the output of the OR gate. Columns, “zxy1”,“zxy2”,
and“zxy3”, show the corresponding cases where the x-input of the OR gate gets
the wrong values, and columns,“zy1”,“zy2”, and“zy3”, show the correspond-
ing cases where the y-input of the OR gate gets the wrong values. Columns,
“zxy1”,“zxy2”, and“zxy3”, show the corresponding cases where both of the
x-input and y-input of the OR gate gets the wrong values,

Fig. 4. Functionality changes of OR gate due to input delays

Please note that here we have analyzed only a subset of possible behaviors.
It is possible that the values of x and y can be independently chosen to be the
previous values. By observing the truth tables shown in Figs. 3 and 4, we can
realize that each row of the truth tables for AND/OR functions could change its
value with appropriate late arrival of inputs and different values in the previous
cycle from the ones in the current cycle independently. This means that in our
models, essentially all possible logic functions with two-inputs can potentially be
realized by the delays due to variations and others. Therefore, for the analysis of
faulty behaviors caused by late arrival of signal values, all functional faults, which
are 15 in total in the case of two-input gates, should be taken into account. Of
course this depends on the behaviors of the given sequential circuit. It may realize
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all of the 15 functions under faults, or it may not. Therefore, it is important to
take into account the sequential behaviors in two time frames, the current and
the previous cycles.

Please also note that this discussion is true only if we can freely choose the
values as the ones for the previous cycles. In real sequential circuits, however, the
values in the previous cycles are determined by the sequential circuits themselves
and can not be freely chosen. As we will show in the following section, we define
two functional delay fault models, one with one time frame, called FDF1, and
the other with two time frames, called FDF2. In FDF1 model, we assume the
values in the previous cycle can be freely chosen, which means that values for
any inputs of gates can become wrong. Here we need just one time frame to
define the fault. On the other hand, in FDF2 model, the values in the previous
cycle are determined by the sequential circuits, and so we need two time frames
for defining the faults.

3 Functional Delay Fault Models

Based on the discussions in the previous section, in this section we present two
functional delay fault models, FDF1 and FDF2. FDF2 is the one with two time
frames and FDF1 is the one with one time frame. The former is basically fol-
lowing the discussions in the introduction section while the latter is based on a
simplified assumption from the former. Please note that in our functional delay
fault model, it is essential to deal with “multiple” faults, as additional delays
by variations and others are widely distributed in a circuit, and the values in
many internal signals may change their values simultaneously. We introduce
these functional delay fault models in the rest of this section.

3.1 Functional Delay Fault Model with Two Time Frames, FDF2

Because we need information on the values of signals in the current cycle as well
as the ones in the previous cycle, given sequential circuits must be time-frame
expanded by two times. For example, an example sequential circuit and its two
time-frame expanded one are shown in Figs. 5 and 6 respectively. Please note
that although there are flipflops in the expanded circuit shown in Fig. 6, those
should be analyzed as pure buffers with no delays for the following mathematical
analysis. That is, in our analysis, circuits are considered as pure combinational
circuits with no delays in flipflops of the circuits.

Our first fault model caused by additional delays, are called Functional delay
fault model with two time frames, FDF2, and it assumes that under faults, the
values of the inputs of a number of gates in the circuit are the ones in the previous
cycle instead of the current cycle. This can be represented with a multiplexer
for each input of a gate in the second time frame of the expanded circuit. The
0-input of the multiplexer is connected to the original source whereas the 1-input
is connected to the corresponding signal of the gate in the first time frame of the
expanded circuit. Example insertions are shown in Fig. 7. Please note that for
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Fig. 6. Two time-frame expanded circuit from Fig. 5

easiness of drawing figures, only one gate in the second time frame is converted
to have such multiplexers in its inputs. In actual modeling the inputs of all gates
in the second time frame of the expanded circuit should have their multiplexers.

These multiplexers allow the inputs of the gates in the second time frame to
get either values in the current cycle or the ones in the previous cycle depend-
ing on the control signals, v1, v2, of the multiplexer. Those control signals are
called parameter variables and represent which faults are active in the circuit.
Please note that if both of them are 0, there is no fault on the inputs of that
gate. Therefore, if the summation of the numbers of inputs of all gates is m in
the combinational part of the given sequential circuit, there are totally 2m − 1
multiple fault combinations in the circuit. As we said, it is essential to deal with
all of these fault combinations, or as many as possible, when we perform ATPG
for functional delay fault testing.
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Fig. 7. Multiplexers are added to a gate in the circuit shown in Fig. 6

3.2 Functional Delay Fault Model with One Time Frame, FDF1

The functional delay fault model defined in the previous sub-section uses two
time frames as the value of an input of a gate can get the value of the previous
cycle rather than the current cycle. This means we need to analyze two time
frames for ATPG, and so simpler model with one time frame could become useful
if circuits become larger. From the viewpoint of the functions and operations of
gates, the faulty values of the previous cycle used in the previous sub-section
may be replaced simply with the complemented values of the current ones. Such
complemented values are always incorrect, which means the resulting fault model
is more conservative, but need only one time frame. This fault model with one
time frame is called Functional Delay Fault with one time frame, FDF1, in this
paper.

Under faulty situations, this fault always introduces incorrect values to the
inputs of the gates in the circuit whereas the fault in the precious sub-section
introduces incorrect values only when the values of the current and previous
cycles are different. So the fault model defined in this sub-section introduces
more erroneous values, and as a consequence, if we completely test given circuits
with this fault model, we may be testing too much and so called “over-testing”
problem could happen. That is, infeasible situations are also taken into account
when generating test vectors. Please note that even the fault model in the previ-
ous sub-section may introduce over-testing as we assume all value combinations
are feasible as the values of flipflops. This is essentially the same over-testing
problem as the one for full scan based designs with stuck-at faults.

This fault model with one time frame can be represented in a similar way
as the previous one by using multiplexers as shown in Fig. 8. Please note that
the 1-input is connected to the output of an inverter whose input is connected
to the original signal. The original signal is connected to the 0-input of the
multiplexer as well. Although multiplexers are inserted into the inputs of one
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Fig. 8. Multiplexers are added for FDF1 model

gate in the figure for easiness of drawing figures, all inputs of all gates should
have multiplexers for multiple faults just like the previous case.

4 ATPG Methods Based on Incremental SAT
Formulation

As we assume all states of flipflops are reachable in this paper, the values of
pseudo inputs coming from flipflops, that is, inputs, c0 and d0, in Figs. 6 and 8
are assumed to be able to have all combinations of values. All possible fault com-
binations under our fault models can be represented by all value combinations
of the control inputs of the multiplexers, except for all 0 which represents the
non-faulty (fault free) case. Such control inputs are called parameter variables
in this paper.

This is an implicit way to represent multiple faults just like the state encoding
with state variables in model checking [14]. This method was first proposed in
[5]. The number of possible fault combinations is exponential with respect to the
number of multiplexers, which is the same as the number of inputs of all gates.
With this implicit representation, very large numbers of possible simultaneous
faults are represented with exponentially small numbers of variables (parameter
variables).

ATPG methods for the two fault models, FDF1 and FDF2, are basically the
same. The only difference is how to represent faults with multiplexers and their
associated parameter variables. Let x be the set of inputs to the one time frame
or two time frame circuit, and v be the set of control signals of multiplexers, that
is, parameter variables. Please note that the x variables in the two time frame
circuits represent both primary inoputs of the first and second time frames, and
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the v variables exist only in the second time frame as only the second time frame
has multiplexers.

Also, let NoFault(x) and Faulty(v, x) be the logic functions realized at the
outputs by the circuit without and with multiplexers, respectively. An example
of formula of NoFault(x) can be generated from the circuit shown in Fig. 6, and
an example of formula of Faulty(v, x) can be generated from the circuits shown
in Figs. 7 and 8 respectively assuming that all inputs of gates have multiplexers.

Although NoFault(x) and Faulty(v, x) are multiple output functions, for
easiness of notations, we write them just like a single output function. For exam-
ple, their equality, i.e., all output values are the same, is simply described as
NoFault(x) = Faulty(v, x) in this paper.

Then an ATPG process for one fault combination can be formulated as the
following SAT problem:

∃v, x.Faulty(v, x) �= NoFault(x) (1)

Please note that this is a normal SAT problem and says some fault can be
detected by some input vector, as under that input vector the two circuits behave
differently. Let the solution values of variables, (v, x), be (v1, x1) respectively.
Now we have found that the fault corresponding to v1 can be detected by the
input, x1.

In traditional ATPG processes, fault simulators are used for the input vector,
x1, to eliminate all of the detectable faults from the target remaining faults (fault
dropping process). In our case, this approach does not work as we are dealing
with multiple faults and there are so many possible fault combinations which
can never be manipulated explicitly (exponentially many with respect to the
numbers of multiple faults). Please remind that multiple faults are essential in
order to deal with the faults caused by distributed and additional delays. So
the question is how to eliminate faults which are detectable by a test vector
“implicitly” not explicitly ?

We formulate the ATPG process as a SAT problem in the following way:

∃v.Faulty(v, x1) �= NoFault(x1)

where x1 is one of the solutions for (1). All the faults corresponding to the values
of v, which are the solution of the SAT problem, can be detected by the test
vector, x1. Therefore, in order to eliminate the detected faults by the test vector,
x1, when generating next test vector, we should add the following constraint on
top of (1):

Fauty(v, x1) = NoFault(x1)

This constrains that values of v should be the ones which behave correctly with
test vector, x1, that is, undetectable faults.

So the next step of our ATPG process is to solve the following SAT problem:

∃v, x.(Faulty(v, x) �= NoFault(x))
∧ (Faulty(v, x1) = NoFault(x1)) (2)
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where x1 is the solution of (1) above.
Let the solution values of the variables, (v, x), for (2) be (v2, x2) respectively.

Then x2 becomes the second input test vector. It detects some faults which
cannot be detected by the previous test vector, x1.

We keep doing this until there is no more solution. Here we assume that the
following SAT problem has a solution

∃v, x.(Faulty(v, x) �= NoFault(x))
∧ (Faulty(v, x1) = NoFualt(x1))

∧ (Faulty(v, x2) = NoFault(x2)) ∧ ...

∧ (Faulty(v, xn−1) = NoFault(xn−1)) (3)

but the following SAT problem has no solution, that is, unsatisfiable,

∃v, x.(faulty(v, x) �= NoFault(x))
∧ (Faulty(v, x1) = NoFault(x1))

∧ (Fauty(v, x2) = NoFault(x2)) ∧ ...

∧ (Faulty(v, xn−1) = NoFault(xn−1)
∧ (Faulty(v, xn) = NoFault(xn)). (4)

As (3) has a solution and (4) does not have a solution, the input test vectors,
x1, x2, ..., xn can detect all of the detectable faults, as the unsatisfiability of the
formula (4) guarantees that there is no more detectable fault. So they become a
set of complete test vectors for our multiple fault model exclusive of redundant
faults. Please note that redundant faults are automatically excluded from the
target faults, as redundant faults have no valid test vectors, which means there
is no solution for the SAT problem.

Discussions above can be summarized as the flow shown in Fig. 9. The set
in testVectors keeps the set of test vectors accumulated so far. The formula in
InConstraints excludes all of the faults which are detectable by the current test
vectors. The numbers of test vectors required to detect all faults, or in other
words, the performance of the ATPG algorithm depends on how many times the
formula (3) becomes satisfiable, i.e., numbers of iterations in the loop of Fig. 9.
Please note that each test vector is generated explicitly whereas detectable faults
by the current set of test vectors are implicitly and automatically excluded from
the target fault combinations.

As can be clearly seen from Fig. 9, the SAT problems to be solved are pure
“incremental SAT” problem. The formulae are updated to have more constraints,
that is, the following formula is a super set of the previous formulae. Therefore,
all learning and backtracks made so far in case-split based SAT solvers, which are
common nowadays, are guaranteed to be all valid in the following formulae, and
the reasoning in the previous formula can simply be continued, not restarted,
in the following formula. In reasoning about the formula (1) above, after some
number of backtracks, a SAT solver finds a solution (v1, x1). The next formula
to be checked is (2) where (v1, x1) is not a solution, and so the SAT solver simply
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Fig. 9. ATPG flow with incremental SAT

backtracks without any reasoning required. After some number of more back-
tracks, the SAT solver finds another solution, (v2, x2). This reasoning continues
until the expanded formula becomes unsatisfiable, which means case-splitting
has covered all cases implicitly.

Now in order to illustrate the ATPG process more clearly, we show an exam-
ple run for FDF2 testing on a small ISCAS89 circuit, s27 by using an imple-
mented command for the ATPG on top of the logic synthesis and verification
tool, ABC [6]. The execution trace on the ABC tool is illustrated in Fig. 10.
The implemented command for the proposed ATPG methods for FDF2 faults is
“&fftest” with“-A 1”option. The option of “-v” gives detailed execution traces.
The command is included in the standard distribution of ABC.

abc 03> &r s27.aig

abc 03> &ps

s27      : i/o =      4/      1  ff =      3  and =       8  lev =    5 (3.75)  mem = 0.00 MB

abc 03> &fftest -v -A 1

FFTEST is computing test patterns for delay faults...

Using miter with:  AIG nodes =     55.  CNF variables =     49.  CNF clauses =      103.

Iter 0 : Var =        49  Clause =       103  Conflict =        14

Iter 1 : Var =        77  Clause =       136  Conflict =        14

Iter 2 : Var =       103  Clause =       160  Conflict =        15

Iter 3 : Var =       130  Clause =       189  Conflict =        15

Iter 4 : Var =       157  Clause =       211  Conflict =        15

Iter 5 : Var =       185  Clause =       234  Conflict =        20

Iter 6 : Var =       211  Clause =       239  Conflict =        21  

Solver time =     0.00 sec

The problem is UNSAT after 6 iterations.  Testing runtime =     0.01 sec

abc 03>

Fig. 10. ATPG execution trace example for the benchmark circuit, s27
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After reading the circuit, s27, in AIG format, the statistics of the circuit are
shown. Then the ATPG command, “&fftest” is invoked. First the formula of
(1) above for s27 is solved by a SAT solver. This formula has 103 clauses. After
14 conflicts/backtracks the SAT solver generate a first test vector. In the next
step, the formula of (2) above for s27 becomes the target. That has 136 clauses
which are 33 more than the previous (first) formula. This additional clauses
comes from (Faulty(v, x1) = NoFault(x1)) part of (2) above as well as the
learned clauses in the first SAT solving. In the second run of the SAT solver, it
generates second test vector without additional conflict/backtrack. The formula
for the third run of the SAT solver has 160 clauses, which are 24 clauses more
than the second run, in order to exclude the faults detectable by the second
test vector efficiently also with newly learned clauses. The third run finds the
third test vector with one additional conflict/backtrack. This process continues
and after seven iterations, the resulting SAT formula becomes unsatisfiable. In
total six test vectors are generated and the final formula is unsatisfiable. This
unsatisfiability can be made sure with 21 conflicts/backtracks in total. That is,
the total number of conflicts/backtracks required for all seven (the number of test
vectors plus 1 for the final UNSAT problem) SAT solving for s27 is 21. Please
note that the final problem is unsatisfiable and needs 21 conflicts/backtracks
in total to prove its unsatisfiability for s27.

As can be seen from the above execution trace, the problem is an incremental
SAT problem as a whole. Or we can say that we are solving an unsatisfiable
problem as a whole, but start with satisfiable ones and add more constraints
incrementally based on the test vectors generated. That is, the set of the SAT
problems (or formulae) can be considered as a single SAT problem, which should
be unsatisfiable eventually. So the overall process of the proposed ATPG method
is just to solve single SAT problem to make sure it is unsatisfiable, allowing
dynamic addition of more constraints during the SAT reasoning process. That
is, each time we find a new test vector, new constraints which exclude the faults
detectable by that test vector are added. The learned clauses in the previous run
are also included. By slightly modifying existing (case-split based) SAT solvers,
we can realize the proposed ATPG method inside SAT solvers.

One remark in our formulation is that ATPG for single, or double, or triple
faults, and so on, can easily be formulated within our SAT based ATPG with
implicit representations of fault lists. We can add constraints to restrict how
many parameter variables can be simultaneously one. If only one parameter
variable can be one at a time, it is an ATPG for single faults. In the experiments
below, we compare the numbers of test vectors for complete multiple faults
(there are 2m − 1 fault combinations where m is the number of potential faulty
locations) and single faults.

The above discussions can also be casted to non-SAT based ATPG techniques
with learning, such as [3,4], if we introduce additional circuits with parameter
variables to represent faults. As ATPG tools are well developed utilizing various
circuit-related and structural techniques and reasoning, such ATPG tools with
the above method for the representation of detectable faults as circuits can
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Fig. 11. Scan-based testing for the proposed methods

potentially realize very efficient ATPG tools for our fault models as well. This
will be one of our future directions.

4.1 Application of Test Vectors

The generated test vectors for the functional delay fault model, FDF1, are
applied to the manufactured chips just like the ones for scan based designs for,
say, stuck-at faults, as the test vectors for FDF1 have only one time frame. As
for the test voters for the functional delay fault model, FDF2, using the scan
chains, they are applied to the manufactured chips in the way shown in Fig. 11.

The test vectors for FDF2 have two time frames. A test vector consists of
the values for the flipflops in the first time frame and the values for the primary
inputs for the first and second time frames. So the values for the flipflops for the
first time frame is scanned in and then the chip runs for two cycles instead of
one cycle. Please note that the values for the flipflops in the second time frame
are generated inside the chip. After running the chip for two cycles, the values
for the flipflops are scanned out. So we do not need any additional mechanisms
when applying the test vectors for FDF2, and we can simply use the existing
scan mechanisms.

5 Experimental Results

We have implemented the proposed ATPG methods for the proposed functional
delay faults, FDF1 and FDF2 on top of ABC tool [6] including the use of pre-
viously learned clauses in later SAT solving. For easiness of experiments, all
ISCAS89 circuits are first converted into AIG (AND Inverter Graph) format
where there are only two-input AND gates and inverters. So all the faults of
FDF1 and FDF2 are defined on inputs of those two-input AND gates. The results
for FDF2 (functional delay fault with two time frames) are shown in Table 1 and
the ones for FDF1 (flip fault with one time frame) are shown in Table 2. One
test vector for FDF2 consists of two time frames whereas the one for FDF1 has
only one time frame. In both tables, Name is the name of an ISCAS89 bench-
mark circuit, and PI/PO/FF/AND are the numbers of primary inputs, outputs,
flipflops, and AIG nodes used to represent the circuits. Vars/Clauses/Conflicts
are the numbers of SAT variables, clauses, and conflicts, and Tests is the total
number of test vectors computed using the proposed ATPG algorithm.
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Please note that for all circuits with multiple faults of either FDF1 or FDF2,
the ATPG processes have finished completely, that is, these sets of test vec-
tors can detect all combinations of the multiple faults as long as they are not
redundant. The sets of test vectors detect exponentially many combinations of
multiple faults. For large ISCAS89 circuits, there are more than 10,000 AND
gates in AIG format. So the numbers of multiple fault combinations are in the
order of 210,000. Time is the processing time on a sever computer having Linux
kernel 2.6.32 64-bit, Dual Xeon E5-2690 2.9 GHz, 128 GB memory.

As seen from the tables, we have succeeded in generating complete test vec-
tors for all multiple faults of FDF1 and FDF2. Redundant faults are automat-
ically excluded from the target faults as unsatisfiable cases. In general as func-
tional delay fault models, FDF2 is more accurate than FDF1, because FDF2
regards the cases where the current and previous values are the same to be auto-
matically non-faulty. The numbers of test vectors and execution times for FDF1
and FDF2 are somehow similar although the numbers of test vectors for FDF1
are slightly smaller for large circuits. On the other hand, the ATPG times for
FDF2 is slightly shorter than the ones for FDF1 for large circuits. This may not
be intuitively understood as FDF2 needs two time frames whereas FDF needs
only one time frame. These are issues for future research with more detailed and
intensive experiments.

In both fault models, a couple of thousands of test vectors or less are sufficient
to detect all multiple faults on ISCAS89 circuits. This suggests that FDF1 and
FDF2 could be reasonable functional delay fault models in practice. FDF2 is
better as it works with two time frames and its model is more accurate than
FDF1. Although FDF2 does not measure any actual delays of any paths, it tries
to cover all possible resulting functionally different cases due to distributed and
additional delays. It can detects all possible functional effects caused by delay
faults, and so the complete sets of test vectors for all multiple fault combinations
may make sense in practice especially with the fact that the numbers of test
vectors are not so many as seen from the experimental results.

Finally as for comparison of ATPGs for multiple faults and simple faults, we
have also generated complete test vectors for “single” functional delay faults. As
discussed above, we should expect wide and distributed delays in circuits, and
it makes much more sense for multiple faults rather than single faults. So these
results are just to see how many “more” test vectors required and how much
more difficult for multiple faults over single faults. As discussed above, it is easy
to set constraints for single faults in our formulation, i.e., add clauses to let only
one parameter variable be one when generating test vectors.

In order to save the space in the paper, experimental results for large
ISCAS89 circuits are compared. The comparisons are shown in Table 3 for FDF2
faults and in Table 4 for FDF1. From Table 3, we can say that for FDF2, the
problem sizes in terms of numbers of variables and clauses are 2–3 times differ-
ence, whereas the numbers of conflicts/backtracks are around the same (actu-
ally a little bit smaller in many cases). This is quite interesting in that for FDF2
model, ATPG for single faults and multiple faults are not much different in terms
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Table 1. Complete test generation results for FDF2 on ISCAS89 circuits

Name PI PO FF AND Vars Clauses Conflicts Tests Time (s)

s27 4 1 3 8 211 239 21 6 0.01

s208.1 10 1 8 72 3504 4132 279 27 0.05

s298 3 6 14 102 6172 6994 285 37 0.02

s344 9 11 15 105 7666 8966 286 40 0.02

s349 9 11 15 109 7173 8660 274 35 0.02

s382 3 6 21 140 10801 12571 401 48 0.03

s386 7 7 6 166 16792 20352 435 76 0.05

s400 3 6 21 148 7739 10362 507 32 0.03

s420.1 18 1 16 160 18285 23217 905 71 0.13

s444 3 6 21 155 9071 10717 601 37 0.03

s510 19 7 6 213 19598 17235 691 65 0.05

s526 3 6 21 203 13593 17004 1184 46 0.09

s641 35 24 19 146 24355 19125 589 80 0.05

s713 35 23 19 160 26792 22872 629 84 0.06

s820 18 19 5 345 52472 52085 1096 117 0.16

s832 18 19 5 356 55846 55701 1165 122 0.19

s838.1 34 1 32 336 55812 53108 1446 110 0.56

s953 16 23 29 347 60703 49819 1508 121 0.17

s1196 14 14 18 477 104047 97072 2256 172 0.95

s1238 14 14 18 532 132631 120833 2151 202 0.89

s1423 17 5 74 462 118481 160938 2358 156 0.5

s1488 8 19 6 663 143999 163873 1582 184 0.53

s1494 8 19 6 673 138016 140575 1437 175 0.45

s5378 35 49 179 1389 704511 763815 4486 334 5.96

s9234 19 22 228 1958 1744224 1699261 7356 639 36.75

s13207 31 121 669 2719 4207211 3751671 8757 919 201.17

s15850 14 87 597 3560 4456945 3833199 16824 860 243.74

s35932 35 320 1728 11948 12764553 12765854 18600 719 912.98

s38417 28 106 1636 9219 27676324 26501629 49582 1948 3363.42

s38584 12 278 1452 12400 63168314 61442523 42009 3819 26221.71

of computing complexity. We need more detailed experiments to confirm this,
which we are working on.

On the other hand from Table 4, we can say that for FDF1, multiple faults
are much more difficult than single faults as the former needs a lot more con-
flicts/backtracks. However, the numbers of test vectors are different up to 3–4
times or so. The different behaviors in the two functional fault models, FDF1
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Table 2. Complete test generation results for FDF1 on ISCAS89 circuits

Name PI PO FF AND Vars Clauses Conflicts Tests Time (s)

s27 4 1 3 8 187 309 24 6 0.01

s208.1 10 1 8 72 10570 22936 1162 76 0.23

s298 3 6 14 102 7271 16662 827 35 0.04

s344 9 11 15 105 7226 17594 2354 30 0.2

s349 9 11 15 109 8234 18308 730 35 0.13

s382 3 6 21 140 12134 26631 918 43 0.17

s386 7 7 6 166 14208 30735 2772 54 0.21

s400 3 6 21 148 12418 28691 1517 41 0.13

s420.1 18 1 16 160 62279 141652 17761 210 2.88

s444 3 6 21 155 11554 28741 2216 36 0.1

s510 19 7 6 213 25663 68806 11058 66 0.52

s526 3 6 21 203 29752 76137 4523 77 0.32

s641 35 24 19 146 27264 55077 1897 80 0.15

s713 35 23 19 160 21224 46485 1639 56 0.13

s820 18 19 5 345 69613 168271 12831 127 1.15

s832 18 19 5 356 89826 217392 16966 158 1.84

s838.1 34 1 32 336 337602 735817 476696 555 368.42

s953 16 23 29 347 68247 172198 19507 94 1.74

s1196 14 14 18 477 127849 312047 16891 155 2.79

s1238 14 14 18 532 173882 419099 18423 194 2.95

s1423 17 5 74 462 88218 193894 9134 90 1.14

s1488 8 19 6 663 122603 274328 12370 131 1.98

s1494 8 19 6 673 138915 316904 18147 148 3.13

s5378 35 49 179 1389 732113 1656343 2101830 263 547.32

s9234 19 22 228 1958 1585886 3570590 5564626 423 2100.66

s13207 31 121 669 2719 2723282 4987122 711130 474 557.43

s15850 14 87 597 3560 3203371 6933658 18862813 440 3625.81

s35932 35 320 1728 11948 3447907 6548092 1070785 173 7709.4

s38417 28 106 1636 9219 17657911 35695772 140866184 901 70512.05

s38584 12 278 1452 12400 14291557 28562060 1298930 609 6095.87

and FDF2, for single and multiple faults may come from the fact that in FDF1
all faults actually introduce wrong values to the circuits whereas in FDF2 even
under faulty, the values can still be correct if the values in the previous cycle
are the same as the current ones. So the numbers of wrong behaviors intro-
duced to the circuits could be a lot different. This could be part of the reasons,
although things are not so sure and need much more experiments. Also, please
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Table 3. Comparison of ATPG for single and multiple FDF2 faults

Name FDF1 single faults FDF1 multiple faults (normalized with single= 1)

Vars Clauses Conflicts Tests Time (s) Vars Clauses Conflicts Tests Time

s5378 327012 817209 6696 116 9.17 2.24 2.03 313.89 2.27 59.69

s9234 500987 1309285 9605 131 28.26 3.17 2.73 579.35 3.23 74.33

s13207 614918 1318897 11706 102 35.92 4.43 3.78 60.75 4.65 15.52

s15850 1102997 2631088 19302 149 77.29 2.90 2.64 977.25 2.95 46.91

s35932 7875486 15535384 40238 373 1535.48 0.44 0.42 26.61 0.46 5.02

s38417 5313144 12680228 91227 269 1472.31 3.32 2.82 1544.13 3.35 47.89

s38584 9331642 22354257 53863 392 2157.43 1.53 1.28 24.12 1.55 2.83

Table 4. Comparison of ATPG for single and multiple FDF1 faults

Name FDF2 single faults FDF2 multiple faults (normalized with single= 1)

Vars Clauses Conflicts Tests Time (s) Vars Clauses Conflicts Tests Time

s5378 530545 576418 4795 249 2.84 1.33 1.33 0.94 1.34 2.10

s9234 1125880 1215152 7690 414 17.88 1.55 1.40 0.96 1.54 2.06

s13207 2731864 2187226 8033 599 62.76 1.54 1.72 1.09 1.53 3.21

s15850 2888242 2472141 20667 559 100.43 1.54 1.55 0.81 1.54 2.43

s35932 9495349 8829489 23100 527 411.34 1.34 1.45 0.81 1.36 2.22

s38417 13426351 11950943 53452 943 689.76 2.06 2.22 0.93 2.07 4.88

s38584 24822660 16479553 41426 1496 2534.52 2.54 3.73 1.01 2.55 10.35

note that we did not spend any efforts to try to make the sets of test vectors
more compact. Instead we just solve the incremental SAT problems. We do need
to analyze much more details with intensive experiments, but the tables shown
in this paper can give a good first step.

6 Concluding Remarks

We have shown functional delay fault models caused by delay variations and their
associated ATPG methods with implicit representations of multiple fault lists.
We are recognizing that the algorithm shown in Fig. 9 is essentially doing the
same or very similar as the techniques introduced in [7,8], although the goals
are different. Similar ATPG methods have been developed targeting multiple
stuck-at faults [5].

As discussed in the literature, the problem to be solved is naturally for-
mulated as QBF (Quantified Boolean Formula), but solved through repeated
application of SAT solvers, which was first discussed under FPGA syntheis in
[11] and in program synthesis in [12]. [13] discusses the general framework on
how to deal with QBF only with SAT solvers.

The largest ISCAS89 circuits have more than ten thousands two-inpur AND
gates, which means that there are more than 2(ten thousands) of multiple fault
combinations. For such large numbers of fault combinations, according to our
experiments, a couple of thousands of test vectors are sufficient to detect all of
them exclusive of redundant faults. This is a very important and also interesting
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result, as our functional delay fault models make good sense if we can deal with
wide varieties of multiple faults. This is because the effects of additional delays
can be distributed very widely, and as a result, there can be many simultaneous
value errors happening in the circuit.

Also, future directions include comparison with multiple stuck-at faults from
the viewpoints of test vectors, such as the test vectors for our fault models can
detect how much of multiple stuck-at faults and vice versa. As we can deal
with large numbers of multiple faults, application of the proposed techniques to
functional design verification should also be included as future directions.

Finally we like to mention about over-testing issues. As we assume flipflops
can have all combinations of values, test vectors may be generated using
“unreachable” states. This is a general problem for ATPG with scan based
designs. In formal verification fields, there have been significant works performed
on computing approximate reachable states or smallest supersets of reachable
states. It may be interesting to see how test vectors are affected with constraints
coming from such reachable/unreachable states. Given sets of approximated
reachable states are simply added to our formulation as additional constraints.
Another important issue on the numbers of test vectors is their compaction.
There have been works on test vector compaction with SAT-based ATPG, such
as [15]. How we can utilize such techniques on compaction with our multiple
fault ATPG is clearly one of the very important future researches.
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Abstract. With the remarkable recent rise in the production of battery-
powered devices, their reliability analysis cannot disregard the assess-
ment of battery life. In the literature, there are several battery cycle life
models that exhibit a generic trade-off between generality and accuracy.

In this work we propose a compact cycle life model for batteries of
different chemistries. Model parameters are obtained by fitting the curve
based on information reported in datasheets, and can be adapted to the
quantity and type of available data. Furthermore, we extend the basic
model by including some derating factors when considering temperature
and current rate as stress factors in cycle life.

Applying the model to various commercial batteries yields an aver-
age estimation error, in terms of the number of cycles, generally smaller
than 10 %. This is consistent with the typical tolerance provided in the
datasheets.

Keywords: Battery modeling · Cycle life · Battery chemistry · Capac-
ity fading

1 Introduction

Rechargeable batteries are an essential component in many application domains,
such as electric vehicles, mobile systems, renewable energy, and telecommuni-
cation systems. In order to carry out an early verification of these systems,
including the exchange of energy between the energy storage devices and other
components, it becomes essential to have accurate and efficient battery models,
especially models that evaluate the lifetime of the battery in terms of useful
charge-discharge cycles.

In the literature various models for different functional aspects of batteries
have been proposed, with differing tradeoffs between accuracy and generality.
In the field of electronic design, the most commonly used ones are those in
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which the battery is described by a generic standard model expressed in terms
of an equivalent electrical circuit. (e.g., [1,2]). This is then populated either using
data obtained from direct measurements on actual devices or by extrapolation
of battery characteristics available from datasheets (e.g., [3]). These kinds of
models are typically generated for a specific battery chemistry and show a high
degree of accuracy. This accuracy may significantly degrade if these models are
applied to different battery chemistries. Furthermore, they are specific to a given
battery chemistry and thus show a very high degree of accuracy. Obviously, this
degree of accuracy can vary (decrease) significantly if the model, generated for
a particular battery chemistry, is applied to batteries with different chemical
characteristics.

On the other hand, in certain contexts (e.g., automotive, aerospace, smart
grids), designers often rely on simpler compact analytical macromodels, such as
Peukert’s law [4], as a quick estimator for the sizing of the battery sub-system or
for preliminary what-if analysis. These macromodels are aimed at the generation
of a general relationship between the battery intra-cycle runtime and the most
relevant parameters, like the Depth of Discharge (DOD) or State of Charge
(SOC) of a battery.

While these models have reasonable generality (e.g., they can be applied
to various batteries with different chemical characteristics, once characterized),
they are focused on a single charge/discharge cycle of a battery. They do not pro-
vide information about the “lifetime” of a battery, i.e., decrease in performance
due to long-term inter-cycle effects, such as the fading of the total capacity
(ampere-hour) caused by repeated cycling. It is possible to incorporate such
aging effects into these circuit-level or analytical models, for instance by replac-
ing the use of a fixed battery capacity value with a generic function of some
parameters. However, this operation requires (i) an understanding of the vari-
ous phenomena that affect battery aging, and (ii) the construction of a compact
model that can be used either as a standalone model or incorporated in tradi-
tional functional battery models.

The literature provides several studies on these effects, proposing mathe-
matical models that are based on the electrochemical properties or the physics
of the batteries and are therefore strongly bound to specific battery materials
and chemistry (e.g., [5–9]). Although some other aging models, such as those
proposed in [10–15], are empirically characterized onto a pre-defined equation
template, they are still derived by measurements and, therefore, are not general
enough to support different battery chemistries.

The objective of this work is the generation of an aging model with similar
characteristics to a Peukert-like equation. This should be (i) analytical, but able
to be empirically populated, and (ii) general enough to support different battery
chemistries. Specifically, we propose a mathematical model for estimating the
number of cycles with respect to the related capacity fade of batteries.

The accuracy of the approach proposed is demonstrated by applying this
model to various commercial batteries of different chemistries, for which the
manufacturers provide information on the long-term effects in their datasheets.
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The results show an average estimation error, referring to the number of cycles,
generally within 10 %, which is consistent with the typical tolerance provided in
various datasheets (e.g., [16]).

The paper is organized as follows. Section 2 reports related works on battery
modeling, while Sect. 3 describes the proposed mathematical model for estimat-
ing the number of cycles of batteries, and Sect. 4 reports the experimental results.
In addition, Sect. 5 reports the proposed model extended to the temperature and
current effects on battery aging, with the related results, while Sect. 6 draws some
conclusions.

2 Background and Motivations

2.1 Battery Aging Issues

The life degradation of a rechargeable battery depends on some irreversible
changes of physical, mechanical, and chemical nature (e.g., [17,18] for lithium-
ion batteries) in its basic components, such as (i) corrosion, cracking, plating, or
exfoliation of the electrodes, (ii) decomposition of the electrolyte and/or of the
binder, and (iii) corrosion of the separator, just to list the most evident ones.

The most tangible effect of such deterioration is the irreversible reduction of
the total battery capacity, which is named capacity fade. This fading in capacity
is often measured by the so-called state-of-health (SOH), calculated as the ratio
between the actual total capacity Caged and the rated capacity CR (i.e., the total
capacity of one fresh battery), as reported in (1), while the difference CR - Caged

defines the capacity loss (i.e., Cfade). In this case, most manufacturers provide
information on fading as a percentage (i.e., in a normalized form).

SOH =
Caged

CR
(1)

Battery aging is largely determined by:

– Temperature (T). As with other typical reliability mechanisms, aging usu-
ally increases with increasing temperatures; as energy generation process in the
battery involves a chemical reaction, the relation with temperature follows an
Arrenhius-type of equation. Section 5.1 describes the main temperature effects
on cycle life, from a battery perfomance point of view.

– Depth-of-Discharge (DOD). The DOD is the percentage of battery capac-
ity that has been discharged before starting a new charge phase. A DOD of
100 % implies that a battery has been fully discharged before starting a new
charge phase. Aging increases with deeper discharge cycles (i.e., higher DOD
values).

– Charge/discharge current. Both currents affect battery degradation, but
generally with a different impact on aging (e.g., [19]). Aging worsens with
larger charge or discharge currents. Impact of a certain current on aging
strictly depends on the battery chemistry and temperature. Section 5.2 faces
this issue considering an analysis for various batteries.
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– Number of cycles (N). In a given cycle, deterioration mainly depends on
the working and operating conditions. In addition, it may also depend on the
number of charge/discharge cycles previously encountered or, in other terms,
on the battery SOH at which a certain cycle is performed.

2.2 Battery Aging Models

Although various models have been proposed in literature, they usually have
many parameters whose values have to be empirically extracted from direct
analysis. For instance, [5] proposes an aging model for a certain lithium-ion (Li-
ion) battery that relies on crack propagation theory, with some battery specific
constants also related to mechanical strain. It further includes the average state-
of-charge (SOC) in the model, since battery aging generally increases for high
average SOC values. However, although that mathematical comprehensive model
is well-known in the literature, there are practical difficulties to adapt it to
different Li-ion batteries.

Concerning cycle life estimation, numerous researchers have proposed ana-
lytical models capturing the main aging mechanisms and capacity fading based
on the electrochemical properties of the batteries and even including full-physics
based models (e.g., [8] for Li-ion batteries). In fact, the causes for degradation
in batteries generally differs when considering the various cell components (e.g.,
electrolyte chemical composition, electrodes design, and active material) [17].
However, from the perspective of an electronic designer this modeling approach
is unfeasible and, therefore, more simple and generic aging models are searched.
In this work, we focus on compact mathematical battery cycle life models with
only a couple of parameters in their formulas, other than the aforementioned
aging factors (e.g., DOD and N).

In [9] the authors proposed a model to calculate the usable number of cycles
N of a battery based on the following equation:

N = N1 · eα·(1−DOD′) (2)

where DOD′ is the normalized depth of discharge (0 ≤ DOD′ ≤ 1), α is a
characteristic constant of the battery and N1 is the number of cycles at DOD′ =
1. This model is empirically characterized for lead-acid, nickel-cadmium (NiCd)
and nickel-metal hydride (Ni-MH) batteries, whose cycle-life vs. DOD curve has
an exponential shape. It is not, however, suitable for many lithium-based cells,
whose cycle-life vs. DOD curve sometimes exhibits a more linear behavior (e.g.,
for LiFePO4 cells).

A slightly different relationship between cycle-life and DOD was introduced
in [10]:

N = N0.8 · DOD′ · eα·(1−DOD′) (3)

where N0.8 is the cycle life at DOD = 80%, while α is a constant whose value
is, respectively, 3 and 2.25 for lead-acid and Ni-MH tested battery packs.

Thaller [11] has defined another relationship for battery cycle life after con-
sidering excess capacity F , with respect to the rated capacity, and a penalty
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factor due to the DOD, by including the P parameter, as reported in (4), which
gives this mathematical prediction model for a general battery:

N =
1 + F − DOD′

A · (1 + P · DOD′) · DOD′ (4)

In our work, F is always considered equal to 0, so that each analysis is
performed after starting from the rated capacity of any commercial cell or cell
string. The product A · DOD′ represents the irreversible capacity loss in each
cycle. Values of the parameter A were originally declared to be in the range 0.000
÷ 0.002 [11].

These previous models estimate the cycle life of a battery, always after con-
sidering a fixed irreversible capacity fading (e.g., 20 %, that is, when the total
maximum available capacity reaches 80 % of the nominal one).

In [12] the authors introduce a complex cycle life model consisting of dif-
ferent equations, one for each stress factor considered, i.e., C-rate, T and DOD.
Despite its high accuracy, the model derivation requires extensive empirical mea-
surements and the model itself lacks the compactness and the generality of a
Peukert-like equation.

Another analytical method for battery life prediction is based on the ampere-
hour throughput, i.e., the total energy supplied by the battery during its life [13],
also called “charge life”. The charge life ΓR in ampere-hours (Ah) is defined as:

ΓR = LR · DOD′ · CR (5)

where CR is the rated capacity in Ah at a rated discharge current IR, and LR is
the maximum number of cycles referring to a given normalized depth of discharge
DOD′ and a discharge current IR. In the model presented in [14], the authors
proposed calculating an equivalent Ah weighted-throughput parameter.

The model proposed in [15] adopted this approach to estimate the cycling
capacity fade through a modified definition of the Arrhenius equation, charac-
terized by a square root time dependence.

2.3 Motivations for the Work

Nowadays, with the remarkable rise in the production of battery-powered elec-
tronic devices, system-level design requires an analysis of both circuit and power
supply in order to optimize the entire system [1]. Furthermore, battery technol-
ogy is always “work in progress”, as novel battery chemistries are continuously
proposed. For instance, during the last two decades Li-ion batteries have mostly
replaced NiCd and Ni-MH batteries in mobile phones and portable computers,
mainly due to a greater specific energy (Wh/kg) [20].

Therefore, although various models have been proposed in the literature for
specific battery types, a more general and flexible model for different chemistries,
but still simple enough for fast characterization and simulation, is required.

In spite of the various differences, all the aforementioned models reported
in Sect. 2.2 are built by extracting parameter values through measurements on
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Fig. 1. A typical plot of Number of cycles vs. DOD.

the batteries under test. Although the generated models are typically very accu-
rate, this approach is quite time-consuming (especially when multiple cycles are
involved) and requires expensive laboratory instrumentation.

There are other methods for analyzing cycle life through computer simulation
[21], but they consider the complex governing equations of the chemical reac-
tions. For this reason, methods that only rely on available manufacturer data
(e.g., datasheets) to derive the capacity fade in batteries using analytical models
(e.g., [22]) or equivalent electrical circuits (e.g., [23]) have been reported in the
literature in recent years. Clearly, the accuracy of these models depends on the
amount of available information reported in battery datasheets.

The main result of this work is to provide a compact model [24], which
expresses the number of usable cycles as a function of the DOD, extended for
including the other factors affecting capacity fade, namely temperature and
charge/discharge current.

The basic outcome of the characterization is a N vs. DOD curve, such as the
one shown in Fig. 1. This information is seldom available in typical datasheets
and has to be extracted by building an analytical model according to the method-
ology described in the next section. Needless to say, for the rare cases in which
this information is available in the datasheet, the plot can be used directly with-
out resorting to our method. However, in this work we will also consider batter-
ies whose datasheets provide this information, in order to validate our proposed
model.
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3 Modeling Methodology

3.1 Model Definition

The model proposed in this work somehow mimicks the shape of Peukert’s law,
as expressed by (6), which models the intra-cycle non-linear dependency between
capacity and the discharge current:

t =
C

Ik
(6)

where C is the capacity of the battery, I is the discharge current, and t is the
time for totally discharging the battery; k is the Peukert coefficient; typical
values of k depend on the battery chemistry and the manufacturing process and
they typically range from 1.1 to 1.3. As a matter of fact, the curves describing
the Capacity vs. Number of cycles exhibit a similar non-linear relationship.

Our objective is therefore to derive a model expressing battery cycle life in a
compact mathematical form similar to Peukert’s law, and describing the general
non-linear relationship between the capacity fade and the DOD.

In the case of capacity fade, the non-linearity concerns both the number of
cycles N as well as the DOD, and the actual relationship among these quantities
depends also on the value of the target capacity degradation (i.e., the behavior
for a 20 % capacity fade will be different from that for a 30 % capacity fade).
In order to model this non-linearity we need to define a new parameter that
characterizes the battery performance during the cycling.

The proposed mathematical model is shown in (7); it allows to estimate the
number of charging-discharging cycles N for a given battery based on four main
parameters.

N = L · Cfade

DODh
(7)

– L (called the empirical factor) is the parameter that is used to calibrate the
second term of the model with respect to the number of cycles.

– Cfade is the percentage of irreversible capacity loss for which battery life:
usually it is considered as 20 %, but some manufacturers considers a different
value (e.g., 30 %).

– DOD is the depth of discharge expressed as a percentage (eg. 50 %); to avoid
division by 0, it must be > 0, so its range is 1–100%.

– h is the coefficient that models the nonlinear relationship between N and
DOD for a certain Cfade.

The similarity with Peukert’s law is evident. N , considered as an inter-cycle
“lifetime” parameter, is obtained as the ratio of capacity fade and a weighted
metric of the rated capacity discharged on average per cycle (DODh). There
are however two relevant differences: (i) factor L is used to scale the ”lifetime”
across multiple cycles, and (ii) h is not constant, but depends on Cfade. This
makes our approach more general with respect to previous models and allows
one to adapt it to the available manufacturer’s data. In fact, the proposed model
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have two degree of freedom, i.e., L and h, while in the aforementioned models
in Eqs. (2), (3), and (4) reported in Sect. 2, one of the two parameters is always
fixed because it is strictly related to a physical characteristic, while only the
other might be set in order to fit the cycle life function.

Concerning the typical range of DOD, most manufacturers avoid using very
low values of DOD (which will results in very large values of N, besides being
unrealistic) and usually provide data for DOD in the range from 10–30 % to
80–100 % [25]. Moreover, in case of only a few cycles in a long period of time,
aging is usually more influenced by calendar life than cycle life.

The model of Eq. (7), by defining a generic model template, is adaptable also
to some batteries like some LiFePO4 batteries, which report a strictly linear
Capacity vs. Number of cycles characteristic; for this battery, a value of h closer
to 1 will fit easily the linear dependency.

3.2 Analysis of the Mathematical Model

In Eq. (7), Cfade is constant, and fixed to a standard value, i.e., 20 % as in typ-
ical datasheets. Besides the “physical” quantities (Cfade and DOD), the model
includes two other scale parameters, i.e., the empirical factor L and the binding
coefficient h, which have to be determined by fitting empirical data derived from
available information (e.g., datasheet). These two parameters reflect a specific
characteristic of the battery behavior during its cycle life.

The empirical factor L usually has a value with an order of magnitude com-
parable to the value of N at low (e.g., 10 or 20 %) DODs. In other words, we
can see L as a factor that calibrates the value of the second term of the model
(the fraction). Since Cfade is constant for a given battery, the fraction actually
reduces to 1/DOD h. By plotting this expression as a function of the DOD
(Fig. 2) for different values of h, we can clearly see how the non-linearity of
1/DODh is modulated quite markedly by h. For large (≥1) values of h, the
curve tends to flatten out, implying that the fraction 1/DODh tends to become
independent of DOD, and relatively low (<0.1). Smaller values of h, conversely,
emphasize the dependency on DOD, resulting in significant differences (in order
of 0.15–0.2) between low and high DOD values.

The analysis also implies that it is not possible to extract this factor only
by analyzing the battery inter-cycle behavior, so an algorithm should be run in
order to find the two parameters L and h generating the model that best fits
the battery cycle life characteristic.

In the next section we present such an algorithm, which searches for the
values of both L and h that populate the model having the minimum error in
the cycle life estimation with respect to the actual data.

3.3 Extraction of Model Parameters

The actual parameter identification depends on the amount of available data.
Many manufacturers provide information about capacity fade in the form of a
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Fig. 2. 1/DODh vs. DOD for different h values.

Capacity vs. Number of cycles curve as also depicted in Fig. 3. From these plots,
it is no simple matter to perform the battery cycle life evaluation, since the data
about the number of cycles are available for a given number of DODs only (e.g.,
[16]) and, furthermore, sometimes they might even show an uncertainty that
may range from 8 to 10 %, or even higher.

As discussed in Sect. 2, our model is meaningful if the battery under analysis
only provides information in the form of two or more curves in the (capacity,
number of cycles) plane, each corresponding to a different DOD.

Let us assume that there are M such curves available in a datasheet or in
a measured set of data. Obviously the larger M , the more accurate the fitting
process will be. Figure 3 exemplifies this scenario.

Since we need to determine two parameters from the curve(s) (h and L),
and given the limited number of samples points to be considered, it is feasible
to derive them from an exhaustive exploration for all Cfade and DOD points,
as the values of h and L that minimize the maximum error with respect to the
curves. However, an exploration requires a feasible range for these two para-
meters, which is not easy to determine because they are only weakly linked to
“physical” quantities. Of the two, L is the one with some physical interpretation
since it can be regarded as a correction factor of the number of cycles N . There-
fore, we can assume that L ranges between 1 and a value Lmax, determined by
inspection of the datasheet. As a rule of thumb, it is usually near to the largest
value of N reported in the datasheet curves. Conversely, we have no insight of
possible values of h. For this reason, we implement the search as a two-phase
process, as described by Algorithm 1.

The search is organized into of two main iterations over L. In the first one
(Lines 1–7), for all values of Cfade (assumed to be discretized into P values) and
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Fig. 3. Model extraction scenario.

Algorithm 1. Search for the best value of L

1: for all L ∈ [1, Lmax] do
2: for all Cfade = 1 . . . P do
3: for all DOD = 1 . . . M do
4: Compute h by (8)
5: end for
6: end for
7: end for
8: H ← [hmin, hmax]
9: MinMaxErr ← ∞.

10: for all L = 1 . . . Lmax do
11: MaxErr ← 0.
12: for all h ∈ H do
13: TotErr ← 0, MinAvgErr ← ∞.
14: for all Cfade = 1 . . . P do
15: for all DOD = 1 . . . M do
16: Calculate N using (7) and compute the

absolute error E
17: TotErr ← TotErr + E
18: end for
19: end for
20: AvgErr ← TotErr/(P ∗ M)
21: if AvgErr < MinAvgErr then
22: H[L] ← h
23: Err[L] ← AvgErr
24: end if
25: end for
26: end for
27: Lopt ← argmin(Err)
28: hopt ← H[Lopt]
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of the M DOD values it computes the resulting value of h using (8), which is
simply a re-arrangement of (7) expressing h instead of N , and determines thus
a feasible range H = [hmin, hmax] for h.

h =
log(L · Cfade

N )
log(DOD)

(8)

Now that we have a feasible range for h, in the second iteration (Lines 10–
26), we determine the optimal values of h and L, as follows. In the outer loop
over L (Line 10), the optimal value of h is calculated first; for each value of
h (using some discretization step), Cfade and DOD, N is computed using the
model Eq. (7) (Line 16), and the error between this value and the one extracted
from the datasheet is evaluated. The value of h that yields the least average
error is stored as the best for a given value of L into an array h, together with
the relative errors (array Err, Lines 22–23).

At the end of the iteration over L, the value of L corresponding to the smallest
error is selected as single Lopt for the model (Lines 27–28), which is used as an
index in h to determine hopt for each Cfade.

4 Model Validation

The validation of the proposed model is performed after considering batteries of
various chemistries produced by different manufacturers. Although the type of
aging data may differ from one datasheet to another, we have collected the avail-
able information and translated it into the tabular format described in Sect. 3;
using these data, we ran the search algorithm to populate the model for each
battery under analysis.

4.1 VRLA Batteries

We start our evaluation from Valve Regulated Lead Acid (VRLA) batter-
ies, which have a more evident nonlinear aging behavior with respect to
many other chemistries. Moreover, datasheets for most VRLA batteries include
more detailed information on aging, typically in the form of the plot of
Capacity vs. Number of cycles (e.g., Fig. 3).

Table 1 reports the extracted manufacturer data and the resulting model
parameters for two different Absorbed Glass Mat (AGM) VRLA batteries: the
XTV1272 by CSB Battery and the EV12A-B by DISCOVER R©. The first three
columns represent the data given from the related datasheets, in both cases for
three different Cfade points, namely 10, 20, and 40 %. The last four columns
report the parameters obtained by the search algorithm, the resulting number of
cycles Nm from the model, and the estimation maximum absolute error. After
comparing Nm against the cycle life extracted from the datasheets (i.e., Nd), the
greatest errors are given for a low (i.e., 10 %) Cfade, while they are fairly small
for typical lifespan (i.e., Cfade = 20 % or greater).
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Table 1. Extracted parameters and number of cycles estimation for the CSB XTV1272
and DISCOVER EV12A-B AGM-VRLA batteries.

Battery
Datasheet Model

Nd DOD Cf ade L h Nm Max. error (%)
C

S
B

X
T

V
12

72
681 30

10

2464

1.093621
597 -12.33

305 50 342 12.13
151 100 160 5.96
861 30

20 1.222672
770 -10.57

374 50 412 10.16
186 100 177 -4.84

1130 30
40 1.343506

1021 -9.65
459 50 514 11.98
231 100 203 -12.12

D
IS

C
O

V
E

R
E

V
12

A
-B

1321 20
10

2691

0.961111
1512 14.46

734 50 627 -14.58
348 80 399 14.66
953 20

20 1.075976
2143 9.73

885 50 800 -9.60
455 80 482 5.93

2949 20
40 1.193213

3017 2.31
1071 50 1011 -5.60
545 80 577 5.87

Although the error is not negligible, it is worth emphasizing that very often
datasheets report a possible range of the number of cycles rather than a single
curve, to indicate the intrinsic uncertainty of the estimation. The spread of the
values actually increases for increasing DODs. For instance, from the datasheet
for the XTV1272 [16], we found that the possible variation of the cycle life (mea-
sured as the difference between the minimum or maximum value with respect to
the average) might even be up to 10, 11, and 16 % for Cfade = 10, 20, and 40 %,
respectively. Hence, the absolute maximum estimation error obtained by the
proposed model (i.e., around 12, 11, and 12 %, respectively) is comparable with
the maximum tolerance given by the manufacturer.

4.2 Other Battery Chemistries

Evaluation of other battery chemistries is complicated by the fact that
in general only the manufacturers of VRLA batteries provide plots of
Capacity vs. Number of cycles, for different DODs. In particular, datasheets
usually report only a single curve referring to a single DOD value for lithium-
based batteries. The availability of just one DOD reference, however, would yield
a model with little practical use in this case, since the calibration for discharge
patterns would be different from that used for characterization.

Therefore, in order to have a more meaningful assessment of the accuracy of
the proposed model, we only selected those batteries whose datasheets report the
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Number of cycles vs. DOD characteristic, even just for a single Cfade value. In
any case, values of DOD below 10 % are not used for the derivation of the model
because (i) they are not representative of typical battery usage and (ii) they are
not statistically representative. It is worth noticing that the number of cycles
should approach infinity as DOD → 0%; therefore, as DOD gets smaller it would
be correct to consider a range of values rather than a precise value. Of course, all
the characteristics given by the manufacturers always refer to certain operating
and working conditions (e.g., charge/discharge current and temperature), which
are usually different from one brand to another. In order to validate the basic
proposed model, at the beginning we do not consider the differences among
these conditions. However, both temperature and current rate, as stress factors
in battery aging, are included in the extended model as reported in Sect. 5.

The parameters and estimation errors for the benchmark batteries are
reported in Tables 2 and 3, which also report, for a more comprehensive vali-
dation, the results of the application of the existing and most meaningful ana-
lytical models [9,11]. As (2) requires the number of cycles at DOD = 100 % as
input parameter, the evaluation of that previous model was not possible for
two batteries because this value is not available in their datasheets, as reported
in Table 2. On the other hand, as the model proposed by [11] is useless for
DOD′ = 1 (in this case, N in (4) would be equal to zero), the analysis was
re-performed by considering the maximum DOD = 80 % as reported in Table 3.

In Table 2, the largest absolute estimation error of the model occurs for a
LiFeMgPO4 battery, almost 20 %, while the maximum mean value is 11.35 %
for the Alpha R© one. However, the total average error of the maximum errors for
the 10 batteries in the table is 10.66 %. The mean errors are obviously smaller,
in general less than 10 %, and in one case 11.35 %.

In general, the proposed model shows robustness and accuracy for different
types of electric storage devices. For the Li-ion battery by Saft Evolion the linear
factor L is very high with respect to any other battery. In fact, the linear factor
usually depends on the battery properties of cycling, while the range of the h
parameter strictly depends on the linearity of the cycle life with respect to the
DOD. The lowest h coefficient found in the model validation is 0.225627 for
the Discover 22-24-700 battery, whereas the highest h is 2.000414 for the Saft
Evolion.

In order to give a more comprehensive example about accuracy, Fig. 4 shows
the plots obtained from all the information in the datasheet for the Lithium
Manganese Dioxide Maxell ML2016 battery, and the estimation data produced
by the proposed model.

Figure 5 reports the plots, normalized to the Cfade and parameter L, of
the models for the selected batteries. The plot for the DISCOVER 22-24-6700,
whose model has h = 0.225627, is reported separately in the upper right pane
for the sake of clarity. The others are represented in a descending order of the h
parameters reported in the fifth column of Table 2, i.e., the curve for the lowest
value (0.995693) is at the top while the one for the highest value (2.000414) is
at the bottom.
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Fig. 4. Extracted N vs. DOD plots for the lithium manganese dioxide Maxell ML2016
battery.

Fig. 5. 1/DODh vs. DOD of the generated models for the selected batteries.

At the end, the chart in Fig. 6 reports a comparison of the estimation models
after applying each of them to the benchmarks. For a comprehensive report, it
also includes the main results obtained for the analysis of the model by [10],
whose estimation errors are too great to be reported. Furthermore, for the
here proposed model, this chart considers the worst case (i.e., data reported
in Table 2).

Although the previous models have two parameters (i.e., coefficients) in their
expressions, one of them always strictly depends on the battery properties. In the
here proposed model, both parameters L and h can be characterized, resulting
in higher accuracy thanks to an additional degree of freedom in the modeling
process.
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Fig. 6. Maximum and mean estimation errors given by the models for all the selected
benchmarks.

5 Extension of the Basic Model

This Section provides an overview of temperature and current as stress factors
that may accelerate the aging of batteries, and presents an extended version of
the model reported in Sect. 3.1, in order to also include the dependency of the
cycle life on these stress factors.

In this context, the total battery cycle life is the number of cycles that a
battery may guarantee at different temperatures and current rates.

5.1 Impact of the Temperature on Cycle Life

The battery capacity is strongly dependent on temperature and it is not always
a monotonic function. Furthermore, such a dependency changes for different
battery chemistries [20].

Temperature effects on battery performance may manifest themselves in a
reversible change of the total battery capacity in a single cycle, and in an irre-
versible capacity fading during the battery cycle life.

In the literature, an Arrhenius-type equation typically describes the rela-
tionship between battery aging due to cycle life and temperature (T) [15,22].
For fixed values of charge and discharge C-rates, this analyitical model can be
written as follows [23]:

Cfade = B · e−Ea/(Rg·Tb) · Az
h (%) (9)

In (9), B is a constant, Tb is the battery temperature (K), while Ea and Rg

are, respectively, the activation energy (J·mol−1) and the universal gas constant
(i.e., 8.3143 J·mol−1·K−1); Ah is the total ampere-hour throughput processed
after a certain number of cycles (i.e., given by N · DOD′ · CR), while z is the
power law factor. Regarding the latter, [15] reports that z is always near 0.5 for
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a graphite-LiFePO4 cell, being “fairly constant at all C-rates”. In addition, this
work provides all the exact values of the coefficients in (9) for a certain battery
cell under test. Furthermore, it should be pointed out that both input and output
ampere-hour throughputs due to charge and discharge currents, respectively,
contribute to capacity fading [14].

Although equations based on Arrhenius’ law provide reference analytical
models, nowadays batteries may have different characteristics. In fact, there are
batteries for which temperature effects, in service and cycle life, do not exactly
follow Arrhenius’ law. For instance, the handbook for the Sonnenschein R© A600
Gelled Electrolyte (GEL) VRLA battery [26] reports a better performance with
respect to Arrhenius’ law, from the test results, after comparing the temperature
effects on both service and cycle life. Therefore, a more adaptive model that fits
any characteristics concerning capacity fading should be considered when ana-
lyzing the effect of the temperature in different battery chemistries and products.

Since (9) refers to the capacity loss due to the effect of temperature in cycle
life, in order to obtain a similar equation for the calendar (service) life, the term
Ah in (9) must be replaced with the battery lifetime t (months) [15,22].

The Proposed Model for Temperature Effect on Aging. In order to
include the temperature effect in the model, we consider a slightly different
mathematical expression with respect to the model given in (7), but still with
only two parameters, for extracting the temperature derating factor (TDF), as
given by the following equation:

TDF = LT ·
(

Tb

Tref

)hT

+ (1 − LT ) (10)

In (10), Tref is the temperature at which the model in (7) refers to (e.g.,
25◦C), while Tb is the battery temperature; LT is an empirical constant, which
appears two times in the formula, while ht is the power factor that reflects the
characteristic of the battery cycle life for different temperatures. Notice that the
TDF is a non-negative value; it is in fact determined by the values of ht and
LT using the algorithm of Sect. 3 to empirically fit the curve of N vs. T , which
obviously represents a non-negative value.

5.2 Impact of the Current on Cycle Life

In various battery aging models, current is not usually considered as one of
the main stress factors in cycle life (e.g., [5]). For instance, in [14] the authors
claimed that the C-rate effect on aging is negligible in Li-ion cells for relatively
large C-rates (in a range ±4C). This assumption cannot however be generalized
for all applications and batteries. In fact, various datasheets report a different
cycle life for different charge/discharge currents. For this reason, the authors in
[27] proposed an extended version of Millner’s aging model [5] by including both
charge/discharge C-rates with their related coefficients, as extracted from the
manufacturer’s data for a commercial LiFePO4 battery.
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So, with respect to the aforementioned expression reported in (9), [15] pro-
vides a similar Arrhenius-type equation that includes the current rate (for values
greater than C/2), here rewritten as follows:

Cfade = B(irated) · e(−Ea+k1·irated)/(Rg·Tb) · Az
h (%) (11)

In (11), the value of the pre-exponent factor B is different for each current irated

(i.e., expressed in C-rate), while Ea and z can be set to a fitted value [15], as
well as the coefficient k1.

Since charge and discharge currents usually have a different impact on aging,
coefficients values in (11) are generally different when considering the charge and
discharge phases.

The Proposed Model for Current Effect on Aging. The discharge current
derating factor (DDF) is given by the following expression:

DDF = Lid ·
(

id
idref

)hd

+ (1 − Lid) (12)

where idref
is the current (in C-rate value) to which the model in (7) refers,

and idrated
is the discharge current rate; Lid is an empirical factor, and hd is the

power factor that reflects the characteristic of the battery cycle life for different
discharge rates.

Similarly, the charge current derating factor (CDF) is given by the following
equation:

CDF = Lic ·
(

ic
icref

)hc

+ (1 − Lic) (13)

where icref is the charge current (in C-rate value) to which the model in (7)
refers to, while ic is the discharge current; similar to the previous expression in
(12), Lic and hc are the parameters for characterizing the battery behavior for
different charge rates.

Finally, the full equation for analyzing the battery cycle life as a function of
DOD, T, and C-rate, is given by the following formula:

N(DOD,T, i) = L · Cfade

DODh
· TDF · DDF · CDF (14)

In (14), both the derating factors for charge and discharge currents must be
included because generally they have a different impact on battery aging and,
therefore, different coefficients in their formulas.

5.3 Results

Preliminary results are obtained for the Sonnenschein A600 GEL-VRLA and Dis-
cover 22-24-6700 LiFePO4 batteries, as their datasheets provide enough infor-
mation for modeling their cycle life considering temperature effects. For both
batteries, the analysis was conducted considering a maximum Tb equal to 50◦C.
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Table 4. Extracted parameters of the derating factor for the model extended to the
temperature effect in cycle life, and consequent estimation error of the model with
respect to the manufacturers’ data.

Producer Code Type LT hT Max. error (%) Mean error (%)

Sonnenschein A600 Gel-VRLA 2.99 −0.391034 9.77 3.87

Discover 22-24-6700 LiFePO4 2.13 −0.840028 8.44 3.23

Table 4 reports the extracted hT parameter for each battery, and the estima-
tion errors of the temperature derating factor given by the model in (10) with
respect to the manufacturers’ data.

It is worth noticing that in both cases the maximum error is less than 10 %.
As far as concerns the current effect on battery aging, which is usually con-

sidered for high C-rates only, the model given in (12) was applied to the Discover
22-24-6700 LiFePO4 battery, for which the extracted parameters Lid and hd are,
respectively, 0.98 and −0.851245. In this case, the maximum and mean estima-
tion errors are, respectively, 2.36 % and 0.96 %. These results demonstrate the
high level of accuracy that the proposed extended model may guarantee.

6 Conclusion

A compact mathematical model for estimating the number of cycles of a bat-
tery with respect to an expected capacity fade, has been proposed. The related
equation describes the cycling behavior of batteries of different chemistries, and
it demonstrates the possibility of obtaining a very fast and also accurate explo-
ration of battery lifespan. The characterization of the long-term effects for a
specific battery only requires two battery-specific parameters: an empirical fac-
tor L and the exponential h coefficient. Validation results show an estimation
mean error generally within 10 %.

Furthermore, the basic model has been extended to include temperature and
current rate effects in battery cycle life. In this scenario, various derating factors
have been defined using mathematical models similar to the basic one. The mean
absolute estimation errors of these models related to temperature and discharge
current are, respectively, less than 4 % and about 1 %.
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Winter, M., Wohlfahrt-Mehrens, M., Vogler, C., Hammouche, A.: Ageing mecha-
nisms in lithium-ion batteries. J. Power Sources 147(1–2), 269–281 (2005). Elsevier

18. Broussely, M., Biensan, P., Bonhomme, F., Blanchard, P., Herreyre, S., Nechev,
K., Staniewicz, R.J.: Main aging mechanisms in Li ion batteries. J. Power Sources
146(1), 90–96 (2005). Elsevier

19. Bashash, S., Moura, S.J., Fathy, H.K.: Charge trajectory optimization of plug-in
hybrid electric vehicles for energy cost reduction and battery health enhancement.
In: 2010 American Control Conference, pp. 5824–5831. IEEE (2010)

20. Reddy, T.B.: An introduction to secondary batteries. In: Linden, D., Reddy, T.B.
(eds.) Linden’s Handbook of Batteries, 4th edn. McGraw-Hill Co, New York (2011)

http://www.csb-battery.com/upfiles/dow01404206487.pdf


130 A. Bocca et al.

21. Ning, G., White, R.E., Popov, B.N.: A generalized cycle life model of rechargeable
Li-ion batteries. Electrochim. Acta 51(10), 2012–2022 (2006). Elsevier

22. Spotnitz, R.: Simulation of capacity fade in lithium-ion batteries. J. Power Sources
113(1), 72–80 (2003). Elsevier

23. Petricca, M., Shin, D., Bocca, A., Macii, A., Macii, E., Poncino, M.: Automated
generation of battery aging models from datasheets. In: 32nd IEEE International
Conference on Computer Design, pp. 483–488. IEEE (2014)

24. Bocca, A., Sassone, A., Shin, D., Macii, A., Macii, E., Poncino, M.: An equation-
based battery cycle life model for various battery chemistries. In: 2015 IFIP/IEEE
International Conference on Very Large Scale Integration, pp. 57–62. IEEE (2015)

25. Broussely, M., Herreyre, S., Biensan, P., Kasztejna, P., Nechev, K., Staniewicz,
R.J.: Aging mechanism in Li ion cells and calendar life predictions. J. Power Sources
97, 13–21 (2001). Elsevier

26. GNB Industrial Power: Sonnenschein R©: Handbook for Stationary Gel-VRLA Bat-
teries Part 2: Installation, Commissioning and Operation, 17th edn. Exide Tech-
nologies (2012)

27. Bocca, A., Sassone, A., Macii, A., Macii, E., Poncino, M.: An aging-aware battery
charge scheme for mobile devices exploiting plug-in time patterns. In: 33rd IEEE
International Conference on Computer Design, pp. 407–410. IEEE (2015)



A SAR Pipeline ADC Embedding Time
Interleaved DAC Sharing for Ultra-low Power

Camera Front Ends

Anvesha Amaravati(B), Manan Chugh, and Arijit Raychowdhury

School of Electrical and Computer Engineering, Georgia Institute of Technology,
Atlanta, USA

aamaravati3@gatech.edu

Abstract. The growing need for ultra-low power cameras for sen-
sors, surveillance and consumer applications has resulted in signifi-
cant advances in compressed domain data acquisition from pixel arrays.
In this journal we present a novel 64-input Successive Approximation
(SAR) Pipeline analog-to-digital converter (ADC) suitable for com-
pressed domain data acquisition in camera front-ends. The proposed
architecture features a time interleaved capacitive digital-to-analog con-
verter (DAC) shared between column parallel ADCs for area savings
(2.28X); and a shared amplifier stage for power savings (60 %), achiev-
ing 4X throughput as compared to traditional architectures. Simulations
on a 130 nm foundry process shows that the proposed SAR Pipeline
ADC draws 31µW at 2 MS/s having a target Figure-of-Merit (FOM) of
87 fJ/conv. per step at Nyquist rate. The proposed compressive sensing
front end achieves per patch energy per patch of 0.9 nJ.

1 Introduction

Mobile devices for IOT (Internet of Things) require CMOS image sensor (CIS)
with low power and area [1]. Traditional CIS for wearable devices consume power
more than 50 mW [2]. In a CMOS image sensor system the most power consum-
ing blocks are: digital image processing back end & column parallel ADCs [3,4].
In most of the reported image sensors, column parallel ADCs draw 50–65 % of
the power of the entire image sensor signal acquisition chip [1,5]. The power con-
sumed by column parallel ADCs is proportional to the number of measurements
to be performed by the ADC. It increases with the number of pixels. For next
generation IoT devices like “always on” Camera based image sensors, human
machine interface systems with built in machine intelligence, low power is the
key enabler.

Figure 1 shows the traditional nyquist domain signal processing. Pixel volt-
ages are digitized using high speed column parallel ADCs. Digitized image is
encoded using algorithms like discrete cosine transform (DCT), discrete wavelet
transform (DWT) etc. The power budget for transmitter blocks is shown in
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Fig. 1. Traditional nyquist signal acquisition and transmission

Fig. 2. Power budget for various blocks in transmitter

Fig. 2. We can observe that encoding part like DCT, DWT consumes significant
amount of power followed by Analog to Digital signal acquisition etc. As the
resolution of the image goes up the number of measurements per ADC goes up
and hence the encoding power also increases. This places huge power constraint
on acquisition device and transmitter.

Recently developed algorithms of compressive sensing (CS) promise to reduce
the number of measurements with non-linear recovery at the back-end [6]. The
signal processing chain for compressing sensing is shown in Fig. 3. This approach
makes the encoding done at the transmitter simpler by completely eliminating
power hungry blocks like DCT, DWT. If the pixel values in a camera are repre-
sented as a discrete time signal X = [x1x2x3x4 · · · xn]T , the number of measure-
ments needed in traditional column parallel ADCs will be equal to n. Instead
of n samples, CS needs only m linear measurements (m << n). Figure 4 shows
the plot of PSNR of the recovered image w.r.to number of measurements done
at receiver. We can observe that to achieve PSNR of 30 dB, 250 measurements
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Fig. 3. Compressed domain signal acquisition & transmission

are sufficient. PSNR of 30 dB is sufficient for classifying objects [11]. Therefore
the value of m can be as small as n/250. Therefore compressive sensing achieves
significant reduction is encoding power & transmission bandwidth. The CS mea-
surement matrix is given by Eq. 1.

Y [m] = φ[m,n] × X[n] =

⎛
⎜⎜⎜⎝

0 1 · · · 1
1 1 · · · 0
...

...
. . .

...
1 0 · · · 0m,n

⎞
⎟⎟⎟⎠ ×

⎛
⎜⎜⎜⎝

x1

x2

...
xn

⎞
⎟⎟⎟⎠ (1)

Here Y [m] is the m-dimensional measured array, φ is a random binary matrix
of size m ∗ n and follows the “Independent and Identically Distributed (IID)”
property. X is traditionally recovered at the back-end using an optimization
algorithm, like determining the L1 norm [6].

In this paper we present a novel pipeline-SAR ADC architecture with capaci-
tive DAC sharing with the capability of acquiring linear combinations of 64 pixel
data in a single conversion cycle. This is suitable for such compressed domain
data acquisition.

2 ADC Architectures for CS Image Acquisition

In prior work for obtaining compressed domain data, both analog and digital
techniques have been used to perform compressive measurements from the raw
data. Typically, analog implementations of compressed sensing require an analog
to digital converter to improve accuracy & digital transmission [7,8]. Resistor
based compressed sensing multiplexor reported in [9], suffers from static power
dissipation and the number of inputs (n) is limited, making it suitable for RF
receiver applications only.

To overcome some of the disadvantages of analog CS circuits, [10] has pro-
posed compression in the digital domain after Analog to Digital Conversion.
Figure 5 (a) shows the technique proposed in [10]. The entire analog signal is
converted into the digital domain by high-speed ADCs and the CS encoder does
compression in the digital domain. This is primarily suited for low bandwidth
application like bio-medical signal processing. However, for CIS of a typical
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Fig. 4. Recovered image using L1 norm

256 ∗ 256 size, ADCs would need to acquire all the samples and then con-
vert to the digital domain. The number of measurements by the ADC will not
be reduced and it defeats the purpose of compressed domain data acquisition.
Therefore ADC power will remain the same for image acquisition. Further, the
size of digital CS encoder grows exponentially with the number of inputs. CS
encoders will further add significant power along with the ADC making it infea-
sible for “always on” imaging front-end applications (Fig. 6).

To overcome the limitations of data acquisition followed by compressed
domain measurements, Oike et.al, has proposed a CS camera through simul-
taneous averaging and quantization of pixels using a Σ − Δ ADC [5]. Figure 5
(b) shows the schematic of the resetting Σ − Δ ADC used for such linear mea-
surements. Pixel values are multiplied with random numbers (from the φ matrix)
sequentially and passed to the input of the Σ −Δ ADC. This approach requires
m measurements; however it requires n conversion cycles for one measurement.
This architecture requires a 16 ∗ 16 block for linear measurement. For each
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Fig. 5. CS encoder on acquired samples of ADC [10]

Fig. 6. Simultaneous compression and quantization within [5]

measurement of the block, the resetting Σ −Δ ADC needs 256 clock cycles. For
m measurements Σ −Δ ADC needs n ∗ 256 clock cycles. During this conversion
period, all the high gain amplifiers will remain on and consume power. Hence,
for lowering the total power dissipation, faster conversion with the opportunity
for power gating once the conversion is complete, will be critical.

Once compressed domain data is acquired, the image is often used for online
classification to detect potential trigger signals. For such in-situ classification
[16] and trigger identification, 8 bits of inputs are sufficient. We have plotted
classification accuracy vs. Bit resolution for MNIST data base in Fig. 7. We can
observe that recognition accuracy becomes constant after more than 6 bits of
resolution. Further, it has been shown that for most of the machine learning
applications moderate resolution (6–8 bits) is sufficient [1,11]. Figure 8 shows
the Energy per conversion with respect to the Signal to Noise and Distortion
ratio (SNDR) for state of the art SAR, Pipeline and Σ − Δ ADCs. SNDR is
related to effective number of bits (ENOB = SNDR − 1.76/6) [19]. From this
plot we can observe that SAR ADC has best FOM (order of 10–1000 fJ/conv)
for moderate resolution (6–8 bits). Pipeline ADCs also have competitive FOM
for moderate and high speed applications. Since most of the image sensors speed
varies from 1 MS/s to 10 MS/s and we are interested in 8 b of resolution for
in-situ image processing applications, we propose a SAR-Pipeline ADC which
achieves ultra-low power and high area efficiency.
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Fig. 7. Classification accuracy vs. Bit resolution for MNIST database

Fig. 8. Energy vs. SNDR for state of the art reported SAR, Pipeline and Σ−Δ ADCs
[15]
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3 SAR-Pipeline ADC Architecture for CS Measurements

For most of the low power applications SAR ADCs are used since they consume
ultra-low energy per conversion (Fig. 8). However, for portable image front-end
applications resolution more than 4–5 bits SAR ADC occupies huge area since
the MSB capacitance grows as 2N . Since there will be many column parallel
ADCs each will have capacitance of 2N . To alleviate this problem two-stage
SAR Pipeline ADCs are proposed [20,21]. SAR-Pipeline uses two stage SAR-
ADC and an amplifier which is used for amplifying residue generated by stage
1 SAR ADC (Fig. 9). Both the SAR ADC stages operates in parallel and each
stage has to resolve lesser number of bits (lesser DAC settling time & capacitance
(hence lesser area) as compared to traditional SAR). Therefore, SAR-Pipeline
ADCs can operate at much higher speeds with high area efficiency [21]. One of
the inherent advantage of SAR-Pipeline is residue voltage of Stage-1 SAR ADC
is generated within its DAC after conversion phase. Hence this avoids extra DAC
and clock phase to generate residue of Stage-1 unlike in traditional flash based
Pipelined ADCs [21].

Figure 9 illustrates the proposed ADC architecture. The design operates on
a block size of 16 ∗ 16 (256 elements in pixel array). We propose SAR-Pipeline
ADC consisting of 64-inputs Stage-1 SAR ADC resolving 4 bits (with 1 bit redun-
dancy) and Stage-2 SAR ADC resolving 5 bits. We propose time-interleaved DAC
sharing for Stage-1 SAR ADC which provides a linear measurement of 64-inputs
in a single conversion cycle. We also share the amplifier (used for residue ampli-
fication) between 2 neighboring column parallel ADCs to save power. 64 inputs
are simultaneously averaged and quantized using the SAR-Pipeline ADC. Post-
conversion, 4 consecutive samples are averaged using a 10 bit accumulator and
shift register. This allows us to average 256 samples in 4 ADC conversion cycles.
For m random measurements ADC takes m ∗ 4 conversion cycles.

Fig. 9. Proposed CS front-end architecture for CIS

Figure 10 shows a previously reported multi-input SAR ADC used for com-
pressed sensing (with 8 bit resolution). It uses charge sharing. The MSB capacitor
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is equally divided among the inputs. Because of charge sharing the inputs will get
averaged after the sampling cycle. [17] demonstrates a 4 input CS SAR ADC for
wireless applications. This technique requires (28+24 = 272C) number of capac-
itors for an 8 bit ADC and measures 256 inputs (C is the unit capacitor). One of
the main limitations of the proposed SAR ADC architecture for portable imag-
ing application is the area occupied by the sampling capacitors [18]. Dividing the
MSB capacitors to accommodate 256 inputs requires 256 switches. For portable
applications limited supply ≈1–1.3 V provides high RON . This provides us the
time constant (τconv) for conversion (min. sized capacitor of 50 fF) of ≈220 ns
(DAC settling time). This allows a maximum sampling frequency of 730 KHz.
Hence, for high speed cameras (with 30 frames/s) the proposed ADC architec-
ture will not be able to meet latency requirements. Further, [17] uses calibration
for capacitor mismatch, a requirement for more than 6-bits of resolution.

Fig. 10. Reported multi-input SAR-ADC [17]

Figure 11 is the proposed SAR-Pipeline with DAC sharing. We use 4 bit ADC
as the first stage. Since 4-bit ADC has 16 C capacitors, all the capacitors are
divided into equal value of C and 16 inputs are applied. We have 3 instances
of the same DAC which is used for accessing additional 48 inputs. Sampling is
done in two phases. During sampling phase (S1) all 4 DAC’s sample 16 inputs
each. During second phase of sampling charge is redistributed between them.
The averaged voltages across 4 DAC’s during S1 phase given by Eq. 2.

Vdac1 =
(v1 + v2 + .... + v16)

16
...

Vdac4 =
(v48 + v2 + .... + v64)

16

(2)
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During the second sampling phase S2, averaging of Vdac1 to Vdac4 takes place.
Therefore, the final voltage across DAC is given by Eq. 3.

Vdacf =
(Vdac1 + .... + Vdac4)

4

Vdacf =
(v1 + .... + v64)

64

Vdacf =
(X[0].φ[0] + .... + X[63].φ[63])

64

(3)

We can observe form Eq. 3 that the final accumulated output represents the
dot-product of the input pixel vector X with the sampling matrix, φ. φ can be
random or programmed so that both random as well as structured compressed
measurements can be obtained. As soon as S2 is done 3 DAC’s are shared with
neighboring column parallel ADC. Once the conversion in 4-bit SAR ADC is
complete, we amplify the residue by 4× and pass it to a 5-bit fine ADC to
resolve the LSBs. Ideally a gain of 16 is required for residue amplification. We
use 1-bit digital redundancy in Stage 1 and half reference scaling for Stage 2 to
reduce the gain requirement which helps to reduce the power in the high-gain
op-amp [20].

Since all the capacitors we use are identical and of value C, calibration is
not required (more details in section III). As 3 DAC’s are shared with 4 ADC’s,
we need an additional capacitance of 12 C. With 12 C extra capacitance we can
acquire linear measurements of 64 inputs in each conversion cycle. This DAC
shared method significantly improves area efficiency and enables simultaneous
acquisition of multiple inputs. In this architecture, the conversion time-constant
(τconv) is determined by the 4-bit ADC settling time even tough we are sampling
64-inputs. This makes the architecture suitable for high speed sensing with large
number of inputs.

Figure 12 shows how the sampling schemes are time-interleaved for the entire
column parallel ADC architecture. Conversion cycle for ADC is 8 clock cycles.
During this period we share 3 DACs with 3 of the neighboring ADCs. S3 to S8
are sampling phases of ADC2 to ADC4. S3 to S8 phase operates during conver-
sion period of ADC1. Pipelining facilitates overlapping of Stage-1 and Stage-2
conversion phases. 1-bit redundancy is added in the first stage to accommodate
capacitor mismatch and offsets of the comparator, amplifiers [20]. We also share
residue amplifier between two neighboring ADCs to reduce the total power [21].
Accumulator (10 bit) used to average 4 consecutive ADC output samples. The
accumulator is reset after every 4 sampling cycles (Fs). The sampler operating
at quarter sampling rate is used to capture the averaged output. The averaged
output contains random measurement of 256 inputs. Figure 12 also shows the
control logic used for proposed CS front-end ADC architecture. Global reset
(RST) is used generate S1, S2 and conversion phase for ADC1. S2 phase of
ADC1 is used to trigger sampling phase for neighboring column parallel ADC.
This process is continued for all 4 ADCs. Falling edge of S2 phase triggers the
conversion phase of individual ADCs (Fig. 13).
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Fig. 11. Proposed multi-input DAC sharing SAR ADC

4 Design Components

In this section, the design details of the first and the second state of the ADC
are discussed.

4.1 Stage 1 ADC and Residue Amplification

Figure 14 shows the Stage 1 of the proposed SAR-Pipeline ADC. 64 inputs are
acquired from S1 and S2. Residue is fed into an amplifier with gain of 4. Stage
1 of the ADC has 4 bit resolution with 1 bit digital redundancy. 1 bit redun-
dancy is used to accommodate the residual offset of the comparator, op-amp
and capacitor mismatch errors.

The Op-amp open loop gain (AOL), unity gain frequency (fu) and swing
(V p − p) target based on the inter-stage gain is given in Table 1. The required
values are derived as per gain error, gain bandwidth (GBW) requirement of the
OTA to be within 1/2 LSB of the ADC error [21]. The worst case values across
process corners is mentioned in the Simulated values of the Table. We can observe
that, simulated values across process corners for gain, bandwidth are by a factor
of two larger than required values. Figure 15 shows the telescopic cascode OTA
used as interstate amplifier. It is well suited for two stage pipeline SAR since
the swing requirement is low and it has high gain bandwidth efficiency.

We use pre-amplifier with output offset compensation to limit the offset of
Stage 1 SAR ADC. The residual offset (Vos,res) is given by Eq. 4.

Vos,res =
Vos,pre−amp

Ap
+

Vos,latch

Ap
(4)
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Fig. 12. Proposed SAR ADC with time-interleaved DAC sharing

Fig. 13. Timing for proposed SAR Pipeline Architecture

Table 1. Design requirement for amplifier and 2nd Stage offset

Inter-stage gain Op-amp 2nd stage SAR

AOL fu V p − p Offset

Required 42 dB 42MHz 250mV 16.125 mV

Simulated values 50 dB 80MHz 300mV 8 mV
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Fig. 14. Stage 1 and Stage 2 of the proposed ADC

where Vos,pre−amp and Vos,latch are the pre-amplifier offset and latch offset
respectively. Ap is the pre-amplifier gain. The 3σ Vos,pre−amp and Vos,latch are
5 mV and 30 mV respectively. The gain amplifier features a cross coupled load
which provides a high gain of 15. The residual offset is 2.33 mV which is 0.25 LSB
of the sub-ADC.

We use telescopic cascoded OTA in the proposed design for residue ampli-
fication. Telescopic cascoded OTA has high power efficiency for a given gain
bandwidth (GBW) [19]. Because of half gain and half reference implementation
of the ADC, the open loop gain of the OTA is reduced. The OTA achieves a
swing of 300 mVp−p.

4.2 Stage 2 ADC

Figure 16 shows the Stage 2 of the proposed SAR-Pipeline ADC. We use a split
capacitor architecture to reduce the area and power for the second ADC. Since
the non-linearity of this ADC will get divided by the gain of the amplifier, it can
be neglected. For the comparator in stage 2 of the proposed ADC, a pre-amplifier
with gain of 3 is used since the offset requirement from it is 15 mV. Hence, Stage 2
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Fig. 15. Telescopic cascode OTA used as inter-stage amplifier

of the proposed ADC doesn’t require the output offset compensation. The total
capacitance from the second ADC is 11 C.

5 Analysis of Capacitor Mismatch

Systematic variations has no effect of capacitor matching since all the capaci-
tance in Stage 1 SAR ADC are equal to C. The capacitance mismatch standard
deviation for metal-insulator-metal (MiM) is given by Eq. 5.

σΔC/C =
AΔC/C√

WL
(5)

where AΔC/C is process constant which is 1%.µm for 0.13µm CMOS process
[22]. W &/ L are width and length of the capacitor. The minimum size allowed
in 0.13µm is 5µm ∗ 5µm. With minimum sized capacitor σΔC/C obtained will
be 0.002.
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Fig. 16. 6-bit split cap SAR-ADC for Stage 2

As per [23] maximum allowable capacitor mismatch for a resolution of n is
given by Eq. 6.

ΔC

Cmax
=

2n

22n − 2n + 1
(6)

For n = 9, ΔC/Cmax reaches close to 0.002. This shows the residue generated
by first ADC will fall within the range of 1/8 LSB of error. Hence the proposed
architecture is robust towards capacitor mismatch.

6 Simulation Results

Performance of the proposed SAR-Pipelined ADC is verified through design and
simulations in the 0.13µm Mixed-Mode CMOS.

Figure 17 shows the normalized output frequency spectrum of the proposed
ADC for input frequency (Fin) of 248.34 KHz at sampling rate (Fs) of 1 MSPS.
A 1024-point FFT shows SNDR of 49.5 dB which is equivalent to an ENOB
of 7.9.
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Fig. 17. Frequency spectrum of the proposed ADC (Fin = 248.34 KHz & Fs = 2 MHz)

Figure 18 shows the 64 inputs applied to ADC at each sampling cycle. Each
64 inputs corresponds to CS multiplexor output (Product of input vector with
random number). Figure 19 shows the ADC and accumulator outputs at each
conversion cycles. For a particular case study, as shown in the figure, an ideal
averaging without quantization results in a output of 270.11 mV. The proposed
ADC after accumulated 4 samples each provides an output of 269.53 mV which
is less than 1 LSB of error.

Figure 20 shows the SNDR of the proposed ADC from input frequency range
of 0.2 MHz to to 0.98 MHz. The ENOB at Nyquist frequency is 7.56. This ENOB
achieves Walden FOM [19] of 85 fJ/conv. step.

Figure 21 shows the DNL and INL of the proposed ADC across 256 digital
codes. The worst case DNL is within 0.4 LSB. INL is within 1 LSB across all
digital codes.

7 Power Budget & Energy Efficiency

The power budget for the proposed ADC is given in Table 2. The power number is
w.r.to patch size of 16 ∗ 16 and a compression ration (CR) of 16. Even though the
total power consumed from the supply is 50µW, since the amplifier is shared
between two ADC, the power for individual ADC’s is 31µW. The number of
conversion cycles required for 16 ∗ 16 patch size with compression ratio of 16 is
(16 ∗ 16 ∗ 16)/64 = 64.

The energy per patch is given by Eq. 7.

EnergyPatch =
P ∗ Nc

Fs
(7)
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Fig. 18. 64 inputs for ADC for every 1 sampling cycle

Fig. 19. Output of ADC and accumulator for 4 conversion cycle

Fig. 20. Simulation result of SNDR vs. Input frequency at Fs = 2MHz
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Fig. 21. DNL and INL of the proposed ADC across 256 codes

where, P is the power drawn by ADC for each conversion, Nc is the number
of conversion cycles & Fs is the sampling frequency. The energy per patch for
the proposed design is 0.9 nJ.

8 Comparison with Reported Works

Table 3 shows the comparison of the proposed design with state of the art CS
architecture. Proposed design is scalable and can handle a large number of inputs
at the same time. Due to parallelism achieved by sharing DACs between columns
parallel ADCs high energy efficiency per patch is achieved.
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Table 2. Power and capacitance contribution from individual blocks

Block Power/ Capacitance

SAR Stage 1 7µW 28C

Amplifier 41µW 4C

SAR Stage 1 2.5µW 10C

Accumulator 0.5µW Nil

Table 3. Comparison with reported works

Oike [5] Guo [17] Chen [10] This work

ADC type Σ − Δ SAR SAR SAR-Pipeline

Technology 0.15µm 0.13µm 0.09µm 0.13µm

Design Measured Simulated Measured Simulated

No. of inputs 1 4 1 64

Sampling cycles 256 1 256 4

Fs 1MHz 1 MHz 2KHz 2MHz

Capacitance NA 272 C 256C 40C

Power NA 50µW 5µW 31µW

Energy/Patch NA 51 nJ 640 nJ 0.9 nJ

9 Conclusion

Multiple techniques are proposed to achieve high throughput in column parallel
ADCs used for image sensors. Time interleaved sharing DAC technique reduces
the number of measurement required by a factor of 4. Sharing the amplifier
between neighboring column parallel ADCs reduces the power by 64 %. The
proposed architecture can be used for wearable devices with ultra-low power
requirements. Our design and simulation results show 87 fJ/conv. step with an
average power of 31µW.
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Abstract. Over the past 10 years, the designers of intellectual properties
(IP) have faced increasing threats including cloning, counterfeiting, and
reverse-engineering. This is now a critical issue for the microelectronics
industry. The design of a secure, efficient, lightweight protection scheme for
design data is a serious challenge for the hardware security community. In this
context, this chapter presents two ultra-lightweight transmitters using side
channel leakage based on electromagnetic emanation to send embedded IP
identity discreetly and quickly.

1 Introduction

The microelectronics industry is faced with increased costs of production of integrated
circuits (ICs). This increase is due to the costly technology refinement and the
increasing complexity of systems (e.g. the transition from 32 nm to 28 nm technology
has been accompanied by a 40 % increase in the manufacturing costs of wafers
300 mm in diameter and by a 30 % increase in the manufacturing costs of 450 mm
wafers). For several years, this led to a sharp increase in the number of companies that
do not have the means to produce IC (fabless companies) and to the relocation of
production. ICs manufactured today are produced with a high added value in a highly
competitive industry. In addition, the time-to-market is increasingly tight. This has
made expensive devices the target of counterfeiting, cloning, illegal copy, theft and
malicious hardware insertion (such as hardware Trojans) [1, 2].

1.1 The Threat Model of IC and IP

The counterfeiting of ICs has become a major problem in recent years [3]. For example,
the number of counterfeit electronic circuits seized by U.S. Customs between 2001 and
2011 has been multiplied by around 700 [4]. Between 2007 and 2010, U.S. Customs
confiscated 5.6 million counterfeit electronic products [5]. Overall, counterfeiting is
estimated to account for about 7 % of the semiconductor market [6], which represents a
loss of around US$ 22 billion in 2014 for the lawful industry.

Figure 1 is a simplified diagram of the life cycle of an IC from its design by a
fabless designer to its recycling. This cycle includes many threats to the designer’s
intellectual property: netlist theft, mask theft, chip over-production (overbuilding), theft
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of the untested device, discarded device, reverse engineering, device counterfeiting,
cloning, relabeled-repackaged-falsified “like new device”, and hardware Trojan
insertion.

The threat model in Fig. 1 focuses on IC manufacturing and does not include the
specific case of IP design and licensing. Indeed, for digital circuit design the re-use of
IP is more and more important due to prohibitive cost of ASIC design, but the IP
business suffers from a lack a security due to the intrinsic form of IPs sales and
exchanges. Figure 2 presents a dedicated threat model focused on an IP life cycle.
Many dedicated threats target the IP life cycle and result to revenues losses for the IP
designers [1, 2]. The IP threat model includes illegal re-use, illegal sales, cloning
(illegal copy) of the IP. The extent of threats targeting IPs is linked to the type of IP:
soft IPs (typically hardware description language files), firm IPs (synthesized netlist),
and hard IPs (FPGA bitstream or physical layout).

We propose a way to counter theft, illegal copy, cloning and counterfeiting of ICs
and IPs by designing a salutary hardware (salware) [7]. The term salware is the
opposite of malware (malicious hardware). While salware can use the same techniques,
strategy and means as malware [7], salware uses an embedded piece of hardware that is
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Fig. 1. Simplified life cycle of an IC from a fabless designer to device recycling and the
associated threat model.
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barely detectable, hard to circumvent, and is inserted in an IC or an IP to provide
intellectual property information and/or to remotely activate the circuit or IP after its
manufacture and during its use. IP watermarking, physical unclonable function
(PUF) for IC authentication, remote activation, logic encryption, finite state machine
(FSM) encryption, memory encryption, bus encryption, hardware metering,
VHDL/Verilog obfuscation, bitstream encryption (for SRAM and Flash based FPGAs),
are examples of the well-known salwares.

One of the solutions for the IP designers to protect their intellectual property is to be
able to detect the presence of a copy of an IP embedded in a digital device by using IP
identification. Works on IP watermarking and IP fingerprinting try to provide the IP
identification service. But, most of the time the published solutions are not practical
mainly because of the complexity of the watermarking/fingerprinting verification
scheme [8, 9]. Efficient IP identification scheme needs to be contactless, rapid and
ultra-lightweight. Up to now, these three characteristics are not available in the
state-of-the-art. To meet these requirements, in this chapter we propose an
ultra-lightweight binary frequency shift keying (BFSK) transmitter to forward IP
identity (that could be generated for example by a feedback shift-register or a physical
unclonable function [10]) discreetly using an electromagnetic channel. Such circuit is
usually called “spy circuitry”. Using the electromagnetic channel, it is possible to
contactless check the presence of an IP inside a digital device. A preliminary version of
this work was presented during the conference VLSI-SOC 2015 [11].

1.2 Salware vs. Malware

In the area of security, the techniques used to attack and to defend have always been
similar and the means designed for attacks can sometimes be used for protection. Our
strategy in investigating the means of attack and malicious hardware is to develop new
efficient salware.

Small, barely detectable hardware Trojans can disable part of a device or allow
information leakage without degrading system performance [12, 13]. The same char-
acteristics are required to design efficient salware, which is our objective. Embedding a
Trojan inside an IP to protect the IP during its time-limited evaluation by the client was
recently proposed in [14]. This work modifies the FSM of the IP with the aim of
disrupting its normal behavior. In this way, the IP vendor can define the “expiry date”
of the FSM control and disable it. In fact, this application uses a Trojan like time-based
activation mechanism [12, 13]. Other activation mechanisms can be used to disrupt the
IP in the case of illegal use such as an expired hardware license or an illegal copy. For
example, a Trojan-like salware can use a PUF response to conditionally block an IP
execution. Such a physical-condition-based activation makes it possible to link an IP to
the hardware (hardware-linked license).

Another well-known threat in cryptographic engineering is side channel attacks
[15, 16]. Most of the dynamic characteristics of both hardware and software imple-
mentations of cryptographic primitives can be used for side channel analysis: com-
putation time, power consumption, electromagnetic radiation, optical radiation, even
the sound produced during computation. However, the techniques used for side channel
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analysis can be used to implement a salware block: e.g. for reading intellectual property
data from the device or for device authentication (watermark checking). Some pub-
lished works propose spy circuitry using side channels to identify the embedded
intellectual property. For example in [17], the thermal channel representing a con-
tactless communication was used to transfer information from an embedded tag to a
remote receiver. However the embedded thermal tag used in this commercial solution
requires a relatively large area (255 Spartan-3 slices). In [18], the authors propose using
two shift registers to generate a recognizable signature-dependent power consumption
pattern to reveal the IP signature. Power consumption was also used in [19] to com-
municate the IP watermark data using classical differential power analysis (DPA [15]).
To reinforce such work, the authors of [20] propose using the power supply signal of an
IP as a physical hash function for fingerprinting.

As we mentioned above, hardware Trojans can be designed to change the operation
of the infected device, but also to silently leak information. Hardware Trojans can use
side channels to forward secret information such as a symmetric cipher key [21] from
cryptographic hardware implementation [22, 23], even when secure key management is
used [24]. Hardware Trojan is also used to cause or amplify side-channel leakage of
cryptographic hardware [25]. Note that using side channels to detect a hardware Trojan
has also been the subject of several studies [26–28].

However, designing salware with a Trojan-like hardware could present a new
opportunity to protect IC and IP. In this paper, we propose a, Trojan-like, IC/IP
information provider that is discreet, contactless, ultra-lightweight, and with a high
bitrate. It uses an electromagnetic side channel to transmit useful information.

Except [17], all the related works use power consumption as a communication
channel which is not contactless. Unlike the proposed solution, all the related works are
not lightweight and rapid as the Sect. 5 of this chapter will show.

2 EM Communication of IP Data

2.1 Principle

Previous works on the electromagnetic attacks targeting true random number genera-
tors (TRNGs) showed that electromagnetic radiation can be used very efficiently for
both active (fault injection [29]) and passive (side channel analysis [30]) attacks.
Compared to power analysis, the attacker measuring the near-field electromagnetic
emissions can obtain additional partial information about the device, since, unlike
measurement of power consumption, electromagnetic radiation can be measured
locally. One of the main advantages of this side channel is that it is impossible to hide
the leak concerning electromagnetic radiation by using a global countermeasure.
Moreover the electromagnetic test bench is not expensive (less than US$ 10K without
an oscilloscope, which is the most expensive component). Last but not least, a spectral
analysis of the electromagnetic radiation provides information on the oscillating
structure such as a ring-oscillator [30]. For all these reasons, we use the electromagnetic
channel for our IC/IP identification scheme. To this end, we designed an ultra-
lightweight BFSK transmitter.
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As mentioned above, salware and malware can be based on similar principles. The
same is true for the proposed BFSK principle, which can be used to design both
salware (i.e. IP identity transmitter) and malware (i.e. stolen data transmitter driven by
a hardware Trojan), as illustrated in Fig. 3. There are two differences between using the
BFSK as salware or malware. First, IP identification is activated outside the device by
an ID checker, while the Trojan is activated internally. For example, the Trojan can be
activated by a specific event (e.g. specific input sequence, internal data value, system
state) or by pre-defined timing (e.g. a specific number of clock cycles) [12, 13]. Second,
the enable signal of the BFSK transmitter is provided outside the salware: it is the same
signal as that used to activate the IP identification. For malware, the BFSK transmitter’s
enable signal is driven internally by the hardware Trojan control logic. In this case, the
Trojan activates the enable signal when it is ready to send the stolen data. Note that an
enable signal is required in both applications to reduce the power consumed by the ring
oscillator. Moreover, a permanently activated transmitter could be detected more easily
by a spectral analysis of electromagnetic emanations of the device and could also cause
local heating and premature aging of the chip.

2.2 Ultra-Lightweight Digital BFSK Transmitter

Electromagnetic radiation is an efficient side channel since, unlike measurement of
power consumption, electromagnetic radiation can be measured locally. For this rea-
son, we use the electromagnetic channel for our IP identification scheme. To this end,
we designed an ultra-lightweight BFSK transmitter which could be activated outside
the device by an ID checker or internally by a specific event (e.g. specific input
sequence, internal data value, system state). Note that an enable signal is required to
reduce the power consumed by the ring oscillator. Moreover, a permanently activated
transmitter could be detected more easily by a spectral analysis of electromagnetic
emanations of the device and could also cause local heating and premature aging of the
chip.

BFSK is one of the common modulation schemes used in digital communication.
The binary data are sent using a sinusoidal carrier at two frequency tones f0 and f1,
representing high (‘1’) and low (‘0’) logic levels. The binary data arriving at the
transmitter input at certain bitrates determine the commutation of the tones at the

Fig. 3. Electromagnetic transmission of data (i.e. IP identification data or stolen secret data by a
hardware Trojan such as the secret key for symmetric cipher).
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transmitter output. The proposed BFSK transmitter uses a dedicated configurable
ring-oscillator, as shown in Fig. 4. The configurable ring-oscillator is designed using
one multiplexor, N + K delay elements, and a feedback chain controlled by a NAND
gate for activation of transmission to reduce power consumption. Actually, the trans-
mitter is used only during a short time when the enable signal is high, and it consumes
power only during this small piece of time. The power consumption of this transmitter
is thus completely negligible.

Input data controls the multiplexor, as shown in Fig. 4. When input data is low, the
ring oscillator uses N delays and its oscillation frequency is f0. When input data is high,
the ring oscillator uses N + K delays and its oscillation frequency is f1. Since the ring
oscillator’s oscillation frequency decreases with an increase in the number of delay
elements, frequency f0 is higher than frequency f1. These two frequencies have to be
selected according to the bandwidth of the electromagnetic analysis platform, which is
used to acquire and measure the transmitted signal. The bandwidth of our test bench,
which is described in Sect. 3, was limited to 100 MHz and 1 GHz by the low-noise
amplifier.

The proposed BFSK transmitter was implemented in Microsemi FUSION flash
based FPGA (130 nm CMOS technology) containing 600K logic gates (M7AFS600).
The device contains 13 824 tiles, each tile can be used to implement one D-flip-flop or
one configurable multiplexor-based logic block implementing any 3-input logic
function.

The configurable number of delays in the ring oscillator of the proposed BFSK
transmitter makes it possible to select precisely the two frequencies f0 and f1 using
parameters N and K. Table 1 lists the ring oscillator frequencies and the number of
Fusion tiles used by the BFSK transmitter for five values of N and K, with N ranging
from 0 to 4, and K ranging from 1 to 5. According to Table 1, f0 can be chosen between
119 MHz (N = 4) and 385 MHz (N = 0) and f1 can be chosen between 70 MHz
(N = 4, K = 5) and 280 MHz (N = 0, K = 1). The exact value of f0 depends on the
number of delay elements, but also on the placement and routing of the transmitter. For
the values N and K listed in Table 1, the frequency variation was less than 1.7 % (the
maximum frequency deviation in Table 1 is 2 MHz when N = 4).

The number of tiles used by the BFSK transmitter is very low, i.e. from 3 tiles
(N = 0, K = 1) to 11 tiles (N = 4, K = 5). These values are equivalent to less than
0.022 % and less than 0.080 % of the total number of tiles included in the targeted

Fig. 4. Architecture of the ultra-lightweight digital BFSK transmitter based on a configurable
ring oscillator.
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600K-gate FUSION FPGA, respectively. This very small number of tiles is very
promising for good dissimulation of the BFSK transmitter inside the sea of gates/tiles.
The number of FUSION tiles required by the BFSK transmitter is given by the fol-
lowing Eq. (1).

Number FTiles ¼ N þ K þ 2 ð1Þ

In order to estimate the number of resources needed for implementation with
Xilinx SRAM FPGA or Altera SRAM FPGA, Table 1 gives the number of 4-input
look-up-tables (LUT4) used by the BFSK transmitter with such FPGAs. The number of
LUT4 required by the BFSK transmitter is given by the following Eq. (2).

Number LUT4 ¼ N þ K þ 1 ð2Þ

To evaluate the logical resources needed by the BFSK transmitter in ASIC
implementations, the right hand column in Table 1 gives the number of equivalent

Table 1. Hardware implementation results of the BFSK Transmitter

N K f0 (MHz) f1 (MHz) Fusion Tiles LUT4 EG

0 1 385 280 3 2 4.67
2 383 210 4 3 5.34
3 384 151 5 4 6.01
4 385 130 6 5 6.68
5 381 111 7 6 7.35

1 1 272 189 4 3 5.34
2 272 156 5 4 6.01
3 270 120 6 5 6.68
4 271 106 7 6 7.35
5 269 93 8 7 8.02

2 1 168 144 5 4 6.01
2 169 124 6 5 6.68
3 169 100 7 6 7.35
4 168 91 8 7 8.02
5 168 79 9 8 8.69

3 1 146 128 6 5 6.68
2 147 112 7 4 7.35
3 146 92 8 5 8.02
4 145 84 9 6 8.69
5 144 74 10 7 9.36

4 1 123 110 7 6 7.35
2 121 98 8 7 8.02
3 122 83 9 8 8.69
4 121 77 10 9 9.36
5 119 70 11 10 10.03
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gates (EG) in the transmitter. The gate count was estimated using the Virtual Silicon
standard cell library based on the UMC L180 0.18 µm 1P6M Logic process
(UMCL18G212T3 [31]). The delay gates are replaced by more efficient standard NOT
gates. The gate count of a standard NOT gate is 0.67 EG, and that of the standard
multiplexor, 2.33 EG. The standard NAND gate uses 1 EG. So the number of gates of
the whole BFSK transmitter ranges from 4.67 EG (N = 0, K = 1) to 10.03 EG (N = 4,
K = 5). Note that one flip-flop requires between 5.33 EG and 12.33 EG to store a single
bit [31].

Such a transmitter is clearly ultra-lightweight in both FPGA and ASIC imple-
mentations. The small logical resources requirement of the proposed spy circuitry
makes reverse engineering it harder, although not impossible [32]. Even with recent
CMOS technologies, the attacker can reverse engineer ICs using a scanning electron
microscope and an automatic tool for circuitry extraction [32, 33]. Nevertheless, the
smaller the piece of hardware used for BFSK transmitter the harder it is to detect during
reverse engineering. Detection of the transmitter using standard Trojan detection
methods [34], [35] is not feasible because the transmitter does not change the data path
of the circuit and because of the ultra-low signal-to-noise ratio on the electromagnetic
channel, as shown in our experimental results below (Sect. 4).

3 Experimental Results

The electromagnetic radiation of the device was evaluated using the near-field elec-
tromagnetic analysis test bench described in [30]. The border between the far field and
the near field can be considered to be about 23 mm from the device, depending on the
hardware concerned. The most important part of the test bench is the acquisition chain.
It determines the signal to noise ratio and measurement precision.

The chain, as presented in Fig. 5, is composed of:

• A Langer magnetic probe with a frequency range of from 30 MHz to 3 GHz and a
spatial resolution of approximately 500 µm.

• A Miteq low-noise amplifier with a frequency range of from 100 MHz to 1 GHz.
• A Tektronix real time signal analyzers RSA5106B with a frequency range from

1 Hz to 6.2 GHz [36].

As presented in Fig. 5, the device to be tested (the board) is fixed to a XYZ table
with repeatability of movement of 1 µm. The test bench, including the acquisition
chain, XYZ table, FPGA configuration and power supply variations, is controlled by a
computer. This test bench was first developed for electromagnetic attacks of TRNGs
[29, 30].

The targeted FPGA for the experimental work is an Altera Cyclone III EP3C25 that
uses a 65 nm CMOS technology. It contains 24 624 four-inputs LUT and 608 256
RAM bits.

Electromagnetic analysis of IC is contactless, local, and can be spatial or/and
temporal. This last point makes it possible to perform frequency analysis of the elec-
tromagnetic emanation. In the your bench the spectral range is limited to 100 MHz and
1 GHz. Standard devices aimed at direct BFSK demodulation cannot be used for these
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relatively high frequencies. Available integrated BFSK demodulators are limited to a
few dozen megahertz. For this reason, we developed a dedicated BFSK demodulation
scheme for our needs, in which a spectral analysis of the low noise amplifier output (a
component of the test bench) is performed to measure the f0 and f1 spectral contribu-
tion. The transmitted high (low) level is detected when f1 spectral contribution is higher
(lower) than that of f0.

For the coherent demodulation of the electromagnetic radiation, we propose a
slippery window spectral analysis. Indeed, overall spectral analysis masks the effects of
the no stationarity of the signal and therefore provides no information about its tem-
poral evolution. Slippery window spectral analysis is a three-dimensional representa-
tion of the signal: amplitude, frequency, and time. It requires two quantities Fw, the
width of the FFT window frame and the difference Ds between two frames. For our
experiment, we chose Fw equal to 16 384 points (214-point FFT) and Ds equal to 100
points. For each frame, the FFT provides the software demodulator with the amplitude
of signals f0 and f1 which enables the demodulator to distinguish between a transmitted
‘1’ or ‘0’.

To illustrate data transmission from the circuit via the EM channel, we used a shift
register that stored the following 16-bit sequence: “0101000111110011”. The clock
frequency of the shift register is 1 MHz. When the enable signal of the transmitter is
given, the sequence is sent cyclically to the BFSK transmitter, which transmits it via the
electromagnetic channel. The following gives the result of the coherent demodulation
obtained at a 1 Mbps bit rate, which served as a proof of concept.

Fig. 5. Near-field electromagnetic analysis test bench
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Figures 6 and 7 present the temporal evolution of the spectral analysis (amplitude)
of the BFSK transmitter’s electromagnetic emission when N = 6 and K = 10, which
corresponds to the following frequencies: f0 = 289 MHz (Fig. 6) and f1 = 119 MHz
(Fig. 7). Notice also that we placed a small antenna in the close vicinity of the ring.
With N = 6 and K = 10 the BFSK transmitter uses only 17 four-inputs LUT of the
FPGA that represents 0.065 % of the available logical resources of the used
Altera FPGA for theses experimental results.

For the direct coherent demodulation of the electromagnetic radiation, we propose
to use a slippery window spectral analysis in order to obtain a spectral cartography.
Indeed, overall spectral analysis masks the effects of the non-stationarity of the signal
and therefore provides no information about its temporal evolution. Slippery window
spectral analysis provides a three-dimensional representation of the signal (spectral
cartography): amplitude, frequency, and time. The used Tektronix real time signal
analyzers [36] allows us to obtain directly the spectral cartography with direct reading
of the patent that contains the transmitted data sequence. Figure 8 shows the spectral
cartographies obtained at f0 = 289 MHz and f1 = 119 MHz.

Without knowledge of the BFSK parameters, the electromagnetic transmission
cannot be easily detected because it cannot be distinguished from spectral noise. The
signal-to-noise ratio of the BFSK transmission is −135 dB for a 1 GHz bandwidth.
Such an ultra-low SNR represents efficient protection against unwanted BFSK trans-
mitter detection via a side channel. However, knowing the N and K parameters, the

0101000111110011

Fig. 6. Amplitude vs time evolution of the spectral analysis at f0 = 289 MHz.
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BFSK designer can calibrate the demodulation (determine the two frequencies) by
electromagnetic analysis of the ring oscillators based on the differential spectral anal-
ysis as described in [30].

0101000111110011

Fig. 7. Amplitude vs time evolution of the spectral analysis at f0 = 119 MHz.

Fig. 8. Spectral cartographies center (red trace) on f0 = 289 MHz (left) and on f1 = 119 MHz
(right) with 1 Mbps data rate. (Color figure online)
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4 Second Version of the Ultra-Lightweight Digital EM
Transmitter

Now, based on the previous experimental results we propose an enhance EM trans-
mitter. Indeed, by using the Tektronix real time signal analyzers [36], we are able to
clearly distinguish the transmitter data sequence by analyzing the spectral cartography
at only one frequency. Originally, we use two frequencies in order to simplify the
demodulation [11].

The new version of the transmitter is based on the use of only one frequency with
an on-off controllable ring-oscillator. The binary data are sent using only one sinusoidal
carrier at f0 representing high (‘1’) logic level. A low (‘0’) logic level is obtained
without transmit sinusoidal carrier (i.e. the ring-oscillator is off). The proposed EM
transmitter uses an on-off controllable configurable ring-oscillator, as shown in Fig. 9.
The on-off controllable ring-oscillator is designed using one multiplexor and K delay
elements, and a feedback chain controlled by a two NAND gate for activation of
transmission. The logical resource required for this transmitter is really low because it
uses only K 4-inputs LUT with Altera and Xilinx FPGAs.

The previously presented (Fig. 5) experimental setup is used to test this transmitter.
The parameter K is fixed to 6 to set the frequency f0 to 309 MHz. The Fig. 10 presents
the measured spectral cartographies center to f0 with four data rates from 1 Mbps to
16 Mbps (we used the same data sequence that for the Fig. 8). This figure shows that it
is possible to demodulate the transmitted sequence for 1 Mbps and 2 Mbps data rates
without signal processing. It is harder to directly demodulate the data for 4 Mbps and
16 Mbps data rates, but they could be demodulated by using signal processing. These
results clearly validate the proof of concept of the proposed EM transmitter. Never-
theless, the provided results (Fig. 10) are given when the EM transmitter works alone
inside the FPGA.

In order to test the behavior of the EM transmitter when it is embedded in a larger
system we add two large IPs in the FPGA. These two IPs are an AES cipher and a AES
decipher [21]. These two IPs require 1 772 LUT4 (4.76 % of the targeted Altera
FPGA) when the EM transmitter requires only 6 LUT4 (0.025 % of the targeted Altera
FPGA). The transmitter ratio between the two IPs and the EM transmitter is equal to
295.3. Figure 11 presents the floorplan of the FPGA after configuration. Notice that we

Input data 

K delays

Enable

Fig. 9. Architecture of the ultra-lightweight digital EM transmitter based on an on-off
controllable ring oscillator.
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a) Data rate = 1Mbps b) Data rate = 2 Mbps 

c) Data rate = 4 Mbps d) Data rate = 16 Mbps 

Fig. 10. Spectral cartographies center (red trace) on f0 = 309 MHz with 1 Mbps data rate (a),
2 Mbps (b), 4 Mpbs (c) and 16 Mbps (d). (Color figure online)

EM Transmitter

Fig. 11. Floorplan of the test system with one AES cipher, one AES decipher and the EM
transmitter.
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have forced the placement of the EM transmitter in order to place it in the center of the
full system.

In this case, it is always possible to demodulate the data sequence with 1 Mbps data
rate. Nevertheless, it could be necessary to precisely place the EM probe over the
device under test. Figure 12 illustrates the modification of the spectral cartography at f0
function of the positions of the probe. Four positions, P#0, P#1, P#2 and P#3 are tested on
the same horizontal axis. The space between each position is a 3 mm gap. On Fig. 12,
it appears that the data sequence is always visible, but du to other spectral contributions
that come from the two other IPs inside the device, it is more difficult to directly
demodulate the sequence for the positions P#0 and P#1. The position P#2 gives the best
result. This research of the best position is really fast for the designer of the system
because he knows the precise position of the EM transmitter inside the chip.

5 Comparison with State of the Art Spy Circuitries Using
a Side-Channel

Table 2 compares the implementation of the proposed ultra-lightweight BFSK trans-
mitter with other recently published state of the art methods. Table 2 gives the spy
circuitry application (App.) for each reference; this may be IP protection (IPP) or
hardware Trojan (HT) or both (for the presented work, PW [11]). In addition, Table 2
gives the year of publication (YoP), the side channel used, the hardware resources
required only for the leakage generator (for example we do not take the hardware used
for IP watermark generation or the Trojan’s payload into account). Unfortunately, the
principles compared do not use the same amount of hardware resources. For the sake of
correctness, we give the implementation results as they are presented in the referenced
papers. Nevertheless, the implementation bitrate of these previously published works
can be roughly compared with our proposed solution. Based on published data, we
computed the bitrate of all the proposals by using the number of clock cycles needed to
send information via the side channel. For all the references presented in this table, the
bitrate was computed using a 1 MHz frequency for data synchronization (same fre-
quency is used during the experimental works presented previously).

As can be seen in Table 2, the proposed work reaches the highest bitrate. The reason
for such a good performance is first that we use a spectral analysis of the local electro-
magnetic leak based on a simple frequency modulation. Except for [17], all the other
solutions use a global measurement of power consumption, which reduces the signal-to-
noise ratio of the information leaked via the side channel. Our proposal is clearly the
smallest spy circuitry ever published. Although solutions based on circular shift-
registers are well adapted to last generation FPGA families, since the 16-bit shift registers
can be designed using only one look-up table, they are not suitable for ASIC technologies.
Currently, anASIC implementation of a 16-bit shift register requires 16flip-flopswhereas
the solution we propose occupies an area equivalent to only one D-flip-flop.

In this chapter, we present the proposed spy circuitry for IP protection, but it can
also be used for hardware Trojan. Most of the other proposals could also be used for
both applications. Note that in 2012, Kasper et al. proposed to use the work initiated in
[22] for hardware Trojan or IP watermarking implementation [37]. However, by using
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Fig. 12. Spectral cartographies center (red trace) on f0 = 309 MHz with 1 Mbps data rate for
four different positions of the EM probe over the chip. (Color figure online)
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electromagnetic emanation and a configurable ring oscillator, the proposed solution is
the most convincing for industrial applications (e.g., those aimed at IP protection)
because of its very small area and high bitrate.

6 Industrial Scenarios Using the Proposed IP Protection

According to the previous section, in comparison with other works, our proposal goes
clearly towards using a spy circuit in an industrial context for IP protection. Two
industrial scenarios are presented in the following. The first scenario is the identifi-
cation of embedded IP in the supply chain. This identification is used in order to be sure
to don’t use counterfeiting (fake) devices.

It is therefore crucial and strategic to be able to detect counterfeit IC as soon as
possible in the supply chain (this is particularly crucial for military and space grad
devices). Figure 13 shows a possible framework to manage the device under test
(control the enable signal) and check the IP identification by using an EM probe, an
amplifier and a dedicated acquisition system including a spectral analysis and the
proposed demodulation method. Due to the high bit rate of the proposition solution the
identification of the ID requires less than 500 µs (with 1 Mbps bit rate). This coun-
terfeiting detection could be completed by other physical (invasive or not) and optical
inspection [38].

Table 2. Summary of characteristics of spy circuitries exploiting side-channels

App. Ref. YoP Side channel Hardware
resources

Target Bit rate @
1 MHz

IPP [17] 2008 Thermal
emanation

255 Spartan-3
slices

Xilinx
Spartan-
3

14.10−3

bps

[18] 2008 Power
consumption

16 * 16-bit
circular shift-
registers

Xilinx
Spartan-
3 and
Virtex-II

400 bps

[19] 2010 Power
consumption

16-bit circular
shift-register

Xilinx
Virtex-II
Pro

1 Kbps

HT [22] 2009 Power
consumption

8 parallel D-flip-
flops or 16-bit
circular shit
register

Xilinx
Spartan-
3E and
Virtex-II
Pro

970 bps

[23] 2013 Power
consumption

16-bit circular
shift-registers
per bit

Xilinx
Virtex-5

1.9 kbps

Both PW 2015 Electro-
magnetic
emanation

1 configurable
ring-oscillator
(like a D-flip-
flop in ASIC)

Altera
Cyclone
III

1 Mbps
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The second scenario occurs when an IP designers would like to verify the illegal
presence of its IP inside a device (ASIC or FPGA). In this case the proposed transmitter
provides to the identification scheme a data like a PUF [39] or a watermarking.
Watermarking is a technique of steganography which provides the ownership of an IC
(or an IP) by checking for the presence of hidden information called the watermark [8, 9].
Most of the watermarking methods proposed in the literature need a complex verification
scheme. Nevertheless it is possible to use power consumption as proposed in [9] but it is
easy and cheap to use global countermeasure in order to mask the power consumption
due to the watermark [40]. Using electromagnetic emanation in this scenario is better
because as electromagnetic emanation is local it is really hard to mask it by using a global
countermeasure. Moreover, in this paper we have shown that due to the SNR of BFSK
signal, it is unrealistic to try to detect it without the precise knowledge of the used
frequencies for data transmission.

7 Conclusion

IP protection has become crucial topics for hardware security due to the lack of trust in
IP market. In this chapter, we have presented two ultra-lightweight transmitters of IP
identity using the electromagnetic side channel. Based on a configurable ring oscillator,
our first solution exploits a BFSK signal to transmit information by way of the elec-
tromagnetic channel. Our second version is simpler; it is based on an on-off ring
oscillator to transmit information with only one frequency. By performing a slippery
window spectral analysis of the near field electromagnetic emanations captured locally
over the transmitter circuitry, the proposed transmission achieves a high bitrate (ex-
perimentally at less 1 Mbps), which has not been achieved before. Moreover, the
transmitter occupies very small area less than the requirement of a small D-flip-flop.
Such a small requirement of logical resources makes reverse engineering of the chip
very difficult and detection of the transmitter using standard Trojan detection methods
is not feasible.
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WARE project number ANR-13-JS03-0003 supported by the French “Agence Nationale de la
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Fig. 13. Rapid and contactless IP identification in the supply chain by using EM transmission of
IP’ ID.
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Abstract. In this chapter, we present a four-core Java application processor,
JAIP-MP. In addition to supporting multi-core coherent data accesses to shared
memory, each processor core in JAIP-MP is a hardwired Java core that is capable
of dynamic class loading, two-fold bytecode execution, object-oriented dynamic
resolution, method/object caching, Java exception handling, preemptive multi‐
threading, and memory management. Most of the essential OS kernel functions
are implemented in hardware. In particular, the preemptive multi-threading
performance is much higher than that of a software-based VM running on a tradi‐
tional OS kernel such as Linux. Currently, single-cycle context switching with a
time quantum as small as 20 μs can be achieved by each core. More importantly,
the Java language model itself makes it possible to maintain binary portability of
application software regardless of the hardwired OS kernel component. In
summary, JAIP-MP could be used to study the potential benefits of OS kernel
implementation in hardware.

Keywords: Java processors · Multi-core processors · Embedded SoC ·
Hardwired operating system kernel

1 Introduction

The Java programming language has been one of the most popular programming
languages for over a decade. There are many reasons for its popularity. For example, it
is a clean language designed with object-orientated paradigm from scratch, without
unnecessary features such as multiple inheritance or pointer arithmetic that can be easily
abused by programmers. Memory management in Java is implied by the object-oriented
model and requires no special treatment from the programmers. It maintains a great Job
on backward compatibility that application binaries written for very old version of Java
can usually be executed under the latest versions of Java Runtime Environment (JRE)
regardless of the underneath operating systems. One of the reasons that a Java program
can be portable across versions and platforms is that the Java language model defines
some interfaces, such as multi-thread programming and memory management, which
are usually defined by the operating systems.

There are many variations of JRE for embedded systems, including Sun’s CDC/PBP,
CLDC/MIDP and Google’s Android platform. Most existing implementations are
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software-centric, which means they require a sophisticated operating system (OS) to
support the JRE (e.g., the reference implementations of the Java ME and the Android
platforms heavily depends on Linux or OS’s with similar capabilities). In general, oper‐
ating systems handle thread management, memory management, I/O interfaces, and
dynamic class loading from local and/or remote file systems for the JRE. However, most
Java middleware stacks of JREs have already included main functions of a typical OS
kernel. Therefore, adopting a complete OS underneath a JRE is a duplication of system
functions, which is not a good design philosophy for embedded devices with resource
constraints. A different design approach, the JavaOS model [1, 2], was proposed to
implement the Java application platform. In this approach, the OS itself is written in the
Java language as part of the JRE. The JavaOS system model uses a small microkernel
written in native codes to support low-level physical resource management.

In this chapter, we will present the design of a multi-core Java System-On-a-Chip
(SoC) that implements most of the OS kernel functions, as well as the bytecode execution
pipeline using hardware circuits. The key component of the Java SoC is the Java Appli‐
cation IP (JAIP). JAIP is a reusable processor IP that has hardwired support of the
following Java language features [3, 4]:

– Two-fold instruction folding
– Multithreading, synchronization, and exception handling
– Heap management and garbage collection
– Class inheritance and interface invocations
– Method and heap object caching
– Dynamic class loading and dynamic symbol resolution
– String operation acceleration for matching and copying

The remainder of this chapter is organized as follows. For the rest of Sect. 1, we will
first introduce some previous work on multi-core Java processor designs and discuss the
possible benefits of implementing a multi-core Java SoC with the major OS kernel
functions crafted in hardware. Section 2 presents the architecture of the JAIP core,
including the microarchitecture of the instruction execution pipeline, the stack archi‐
tecture, the preemptive thread manger, and the memory manager and garbage collector.
We also have a brief discussion on how the I/O subsystem interface can be merged into
the dynamic resolution module of a Java VM. Section 3 discusses the required glue
logics to integrate four JAIP cores into a single SoC, mainly, the inter-core communi‐
cation unit, the multi-core thread manager, and the data coherence controller. The
experimental results are presented in Sect. 4. Finally, some discussions are given in
Sect. 5.

1.1 Multi-core Java Processors

Although there are many hardware Java core designs [5], very few of them have been
synthesized in a real multi-core application processor [6]. One of the reasons may be
due to the fact that previous work shows that a Just-in-time (JIT) based VM running on
a high performance general-purpose processor can often outperform a hardwired Java
processor [7]. Therefore, it seems that there is no need to further pursuit the development
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of hardwired Java processors. However, most of the JIT vs. hardwired VM comparisons
are conducted using benchmarks where the application class files are not optimized for
Java processors. For example, it has been shown that some popular benchmark class
files can run much faster on a Java processor if bytecode optimizations in the class files
are conducted [8]. Please note that an optimized Java class file still conforms to the Java
specification and is portable across different Java platforms. In addition, many bench‐
marking processes discard the impact of the JIT compilation overhead [3]. Although
ignoring the JIT overhead is reasonable for some applications, it is not valid for remote
invocations that are common for object-oriented distributed computing. Other reasons
why a hardwired VM could be useful for practical applications will be discussed in
Sect. 1.2.

Most Java processors support thread synchronization using software modules
[9–11]. However, the execution time of a software-based synchronization operation,
such as a mutex lock, can take more than a few hundred clock cycles since the lock
objects are often accessed in conventional trap routines. PicoJava [10] uses a few special-
purpose registers for the speedup of synchronization operations, but it still needs to use
the main memory to maintain the information of all waiting threads and lock objects.
Therefore, a high number of concurrent synchronized read/write operations can have
significant synchronization overheads. JOP-CMP [6] supports at most 8 processor cores
with a software-based thread scheduler and a hardwired synchronization unit [6, 12].
There is only one global lock register in the synchronization unit, which means that any
threads trying to acquire the lock must wait until the lock is released. In addition, JOP-
CMP does not have a coherent data cache. All data accesses will be directly issued to
the external memory, which can hinder the multi-thread performance significantly.

1.2 Potentials of Hardwired Virtual Machines

Traditionally, Java programs are executed using software-based virtual machines. To
improve the performance of bytecode execution, JIT or ahead-of-time (AOT) compila‐
tion techniques are often adopted in modern virtual machines. Previous work shows that
JIT or AOT techniques can arguably achieve better performance than a hardwired Java
processor. We have already presented some reasons that may lead to the bias of such
conclusions in Sect. 1.1. Another reason is that existing Java processors mainly focuses
on the architecture design of the bytecode execution pipeline. Things may be different
when the full JRE is considered as the target of hardware design.

For example, one of the most intriguing features of the Java programming model is
that all data accesses and code invocations must go through the dynamic resolution
mechanism. Although dynamic resolution is usually considered as a language feature
that hinders efficiency significantly, there are some benefits of dynamic resolution that
has not been investigated thoroughly, especially when the Java VM is implemented in
hardware. First of all, with dynamic resolution, there is no need to assume a large “flat”
memory model for a Java VM implementation. A Java VM may manage many concur‐
rently accessible memory blocks seamlessly to improve the performance of data
processing without the programmer knowing the physical layout of the memory
subsystem. Securities issues related to malicious pointer-based indirect data accesses
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can be handled more rigorously with the Java model since all data accesses must be
approved by the dynamic symbol resolution unit (DSRU). Finally, a method call can be
re-directed to hardware logics without going through memory-mapping process and
shared bus transactions, which may improve throughput significantly. The last point will
be explained further in Sect. 2.5.

In [4], we have presented the preemptive multi-threading efficiency of the JAIP core.
It is capable of single-cycle multi-thread context switching with a time quantum as small
as 20 μs. For a traditional OS kernel such as Linux, the time quantum for a thread is
usually around 10 ms. As a result, for single-core multithread applications, hardware-
based thread manager can achieve much smoother concurrent executions of all threads
of equal priorities than a software-based thread manager. This is a very strong reason
for the development of an efficient hardwired Java processor core. The Java language
specification defines standard programming interfaces for OS kernel services such as
process management and memory management. Other popular languages such as C and
C++ do not standardize these functions. For example, thread creation API’s are OS-
dependent for C programs. Therefore, it would be beneficial to investigate the potentials
of a fully hardwired OS kernel based on the Java programming model.

In short, a Java processor can be designed to implement the entire OS kernel system
services in hardware while maintaining application portability. This is particularly
important for embedded real-time applications where context-switching efficiency and
dynamic memory management overhead are the key performance factors of a system.
On the other hand, it is not so easy to “harden” the OS kernel for a traditional RISC
processor due to lack of “standard” system calls for C/C++ applications.

2 The Architecture of the JAIP Core

In this section, we present some design details of the JAIP core that is used as the key
component of the hardwired multi-core Java runtime environment (JRE). The design
target of the JAIP core is for FPGAs and thus dual-port SRAM blocks that are common
in FPGAs are used extensively to optimize the architecture for the object-oriented
language model that makes Java one of the most popular programming languages.

2.1 The Overview of JAIP Core

Figure 1 shows the overall block diagram of a single-core SoC based on the JAIP core.
The complete SoC is composed of a RISC core and a JAIP core. For the execution of a
Java program, the RISC core is only responsible for reading and parsing of the class
files stored in a JAR file on the Compact Flash (CF) card. The RISC parser will convert
the standard Java class files into runtime class images on-the-fly for direct execution by
the JAIP core. The converted class file images are stored in the second-level method
area in the main memory. The class file parser will maintain a symbol cross reference
table stored in the main memory for all loaded classes. The Java core is completely
responsible for the two-fold execution of bytecodes, dynamic loading of the class images
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into the method area, dynamic resolution, memory management, and preemptive multi-
thread scheduling. In the future, we will remove the dependency of the JAIP core on the
RISC core for class file reading and parsing.
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External memory

controller

system bus

Application Processor SoC

I/O
controller

irq

Main memory (DDR3-DRAM)
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Exception
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Fig. 1. The architecture of a Java application processor based on the JAIP core.

JAIP adopts a two-level method area design. All classes loaded at runtime will be
stored in the main memory (i.e., the second-level method area) using the late-resolution
policy. A Java method (and its related symbol information) must be loaded into the on-
chip method cache (the first-level method area) before it can be executed by the bytecode
execution engine. In short, the complete class images of the Java applications are stored
in the main memory while the most recently used methods and symbol information are
stored in the on-chip method area in a FIFO manner.

Since the Java VM is basically a stack machine, i.e., all the local variables and the
intermediate values of operations are stored in the runtime stack, fast accesses to the
most recent stack frames are essential to the performance of a Java processor. JAIP uses
a special-purpose on-chip memory and three top-of-stack registers to form a two-level
Java runtime stack. The special-purpose on-chip memory is a customized four-port
memory device custom-designed for the Java bytecode instruction set architecture. It is
composed of a pair of interleaving two-port memory blocks and four registers. The
design is a good tradeoff between performance and implementation cost as compared
to the Java processors with a large stack cache [10, 13, 14].
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The two-level Java stack allows JAIP to perform two-fold instruction folding for
frequent bytecode pairs [15] such as load-load, ALU-store, etc. However, to simplify
the microarchitecture, some folding patterns, e.g. ALU-ALU bytecode pairs, are not
allowed. According to our empirical studies, the instruction folding rate of JAIP ranges
from 10 % to 40 % for different benchmark applications.

2.2 The Bytecode Execution Engine and the Stack Memory

The bytecode execution pipeline of the JAIP core is shown in Fig. 2. The Java bytecodes
are translated into native JAIP instructions called j-codes before instruction decoding
and folding. The JAIP core performs two-fold instruction folding of stack-related Java
operations using a simple decision policy. In short, JAIP only supports the folding of
the following stack operation pairs: Load-Store, Store-Load, ALU-Load, Load-ALU,
Store-ALU, ALU-Store, Load-Load, and Store-Store. Note that in these stack opera‐
tions, ‘Load’ means loading a data item on to the operand stack. The source of the data
can be from the local variable area of the Java stack or a constant value. ‘Store’ means
removing a data item from the operand stack. The destination of the removed data can
be the local variable area or a null space (as in the ‘pop’ operation). Finally, ‘ALU’
means an arithmetic and logic operation. The fetch stage of the pipeline will guarantee
that, at any given cycle, the j-code information passed to the decode stage belongs to
one of the following three cases: a foldable j-code instruction pair, a single control
instruction (such as a conditional branch), or a special data-processing j-code (such as
the ‘swap’ operation). The two-level JAIP stack can encounter structure hazard when‐
ever the j-code instruction pairs try to transfer two local variables stored in the same
SRAM bank to the operand stack (or vice versa). This hazard can be removed by using
a general-purpose four-port memory for the second-level stack. However, since a
general-purpose four-port memory is often expensive, we use a special-purpose 4-port
memory customized to the Java ISA to reduce the occurrence of structure hazards while
maintaining low implementation cost [16].

Translate Stage

bytecodes/operands

Bytecode
classifier

Fetch Stage

Fetch controller
j-code
info.

j-code sequence
ROM

Decode Stage

IPC request
controller

Two-fold
j-code decoder

j-code(s)

Execute Stage

Two-level Java stack
(a customized

4-port memory)

Two-fold Execution
Datapath

ctrl.
signals,
operand

info

branch flag

IPC
request

Hazard detector

48-bit
Instruction

buffer

Lookup ROM

Dynamic
resolution
circuitry

operands IPC request
for dynamic
class loading

branch
dest.

en

Exception Manager
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According to the Java VM specification [17], the first four local variables should be
the most frequently used ones (which can be arranged by an optimized Java compiler).
Hence, some Java instructions (with no operands) are designed specifically for accessing
these variables. The second-level Java stack memory is constructed by using two on-
chip memory blocks organized in an interleaving structure to form a Java stack. In addi‐
tion, four 32-bit local variable (LV) registers are used as a small cache for the first four
local variables as shown in Fig. 3.
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Fig. 3. The architecture of the stacks in a JAIP core.

In Fig. 3, there are two Java stacks instead of one. These two stacks form a ping-
pong buffer to support fast context-switching operations for preemptive multi-threading.
At any given time, only one of the stacks will be used as the active Java stack. The other
stack will be used to load the stack frame of the next selected thread for the execution
in the next time quantum. The details of context switching will be discussed in Sect. 2.3.
Upon a method invocation, the first four local variables will be copied from the Java
stack to the LV registers. Before the method returns, the LV registers will be copied
back to the Java stack. The initialization/restoration of the LV registers only takes one
cycle (since each bank has two ports) and is performed in parallel with the dynamic
resolution process of method invocation/return such that they do not incur extra over‐
head. With this design, the folding of two stack operations of ‘Load’ and ‘Store’ of the
first four local variables do not cause structure hazard. However, accesses to the local
variables beyond the first four will not be folded by JAIP. This is a design choice to
simplify the control logic.
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2.3 Single-Core Preemptive Thread Management

For the execution of multi-thread Java programs, each thread must maintain its own
registers and runtime stack. Typically, the register file of a Java processor is only
composed of few special-purpose registers and can be swapped out to main memory
quite efficiently. On the other hand, the Java runtime stack is much larger than the register
file. If the runtime stack is stored in the main memory (e.g., DRAM), there is no need
to save the runtime stack. However, most high-performance Java processors, including
JAIP, use stack cache or on-chip memory to support instruction folding and to reduce
the access delay of operands. In either case, the time it takes to swap out the on-chip
stack would be non-negligible.

Saving/restoring the context of a JAIP thread involves transferring the stack frames
(each ranging from a few bytes to a few hundreds bytes) to/from the main memory. In
order for JAIP to support hardware-based multi-threading, we have designed a low-cost
thread manager unit to reduce the context-switching overhead. As a result, in most cases,
switching from the current thread to the next active thread only takes a single cycle. This
is much faster than any software-based preemptive multi-tasking operations where a
context-switching operation can take anywhere from a few hundreds to over a thousand
cycles.
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Fig. 4. The thread manager unit.
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The architecture of the thread manager unit is shown in Fig. 4. When a Java program
executes the start() method of an object derived from the Thread class, the JAIP execu‐
tion pipeline will send a signal to the thread manager unit, informing the controller to
initialize a new task in the on-chip thread control block (TCB) and enters the thread ID
into the thread queue. Note that the execution of the start() method via the ‘inovkevirtual’
bytecode goes through the dynamic resolution unit of JAIP, which trigger the controller
circuit of the thread management unit directly. More discussion on the direct invocation
of hardware logic or I/O devices through a standard Java method invocation mechanism
will be discussed in Sect. 2.5.

The structure of the TCB is shown in Fig. 5. In the current design, a fair round-robin
algorithm is used in the controller to select the next ready thread. The state of a thread
is stored in a TCB entry, which is composed of the following information:

1. The ID of the thread.
2. The Java class and method IDs of the thread.
3. The local variable pointer and the operand stack pointer.
4. The program counter and the number of local variables of the thread.
5. The first-level operand stack (the top-of-stack A, B, and C registers) of the thread.
6. The object reference (pointer) to the thread object in the Java heap.
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Fig. 5. Structure of the on-chip thread control block.

Each TCB entry is composed of eight 32-bit values. In the current design, the thread
control block is implemented using an on-chip memory. We have set the maximal
number of threads to 16 to limit the size of the TCB to 512 byte. The maximal number
of threads can be extended easily at the cost of a larger on-chip memory. For thread
management, we use a circular queue to store the ID of each thread in the queue. Every
time a new thread is created by the Java application through the execution of the start()
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method of a Thread object, a new thread ID will be generated and entered into the end
of the thread queue. When the time slice of the current thread ends, its ID will be moved
to the end of the queue and the thread whose ID is pointed to by the ‘next’ pointer will
become the current thread.

The ping-pong stack architecture works as follows. As soon as a thread is selected
as the current thread and starts its execution, the multi-threading logic also picks the
next thread to be executed and, while the first thread is running, swaps in the runtime
stack of the second thread from the main memory. When the time slice of the first thread
is up, JAIP can be switched to the second thread within a cycle since its stack has already
been setup. In the rare case where the restoration of the runtime stack of the second
thread takes longer than the predetermined time quantum of the first thread, the time
quantum will be extended until the runtime stack of the second thread is in place. The
average time it takes to backup or restore a runtime stack to/from the backing store (the
main memory) for the target system used in this chapter (Xilinx ML 605) is less than
10 μs when the system clock is 83.3 MHz.

When the execution is switched to the second thread, the runtime stack of the first
thread will be saved to the main memory in parallel to the execution of the second thread.
As soon as the stack of the first thread is saved, the multi-thread control logic will proceed
to the setup of the third thread. With this design, the overhead of saving/restoring the
runtime stack can be overlapped with the execution of the current thread. According to
our experiments, the time slice of the proposed architecture can be as small as 20 μs and
the only overhead in context-switching is virtually the reset of the processor pipeline
(similar to a branch instruction). Smaller time slice means the distribution of the CPU
resources to each thread is more even. This level of multi-threading efficiency is very
difficult to achieve with a software-based preemptive multitasking operating system.

2.4 The Memory Manager and Garbage Collector

Garbage collection (GC) is an important feature of the Java programming model. It takes
the burden of memory management off the programmers and removes common memory-
related bugs in programs. However, runtime GC may induce high overhead and affect
the performance of an application [18, 19]. This is particular true for software-based
VM. Therefore, for embedded applications, programmers must be careful to avoid trig‐
gering GC unintentionally or the whole application may stall until the GC process is
finished.

On the other hand, for hardwired Java VM, the GC circuitry can run in parallel to
the bytecode execution pipeline, it is possible to design hardware based GC that does
not stall the execution of the Java applications [20]. Although hardware-based GC is an
active research direction [20–22], most designs are simply technical investigations and
have not been integrated into a complete Java system. For example, [20] presents a
synthesizable GC hardware, but the GC is exclusively evaluated on an FPGA using test
patterns that represent typical applications.

Although GC is a crucial component of a JVM, the JVM specification does not
enforce of any type of GCs for memory management. The memory manager hardware
in JAIP includes hardware controllers that handle memory allocation and object caching
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(see Fig. 6). To perform garbage collection, the VM must carry out two types of oper‐
ations. First, the VM must be able to determine that an object on the heap is not pointed
to by any Java reference variables. Secondly, the GC mechanism must return the object
space to the unused memory block list and merging two consecutive unused memory
blocks if possible. In JAIP, we adopt the tracing garbage collector since it has low over‐
head and is suitable for hardware implementation. Furthermore, it can be a pluggable
component to existing memory manager of JAIP.
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Fig. 6. The memory manager architecture of JAIP without the GC.

In short, the tracing collector returns all the local references to the unused memory
block list unless the reference is a return value to the caller method. To achieve this goal,
we expand the heap allocation unit in Fig. 6 to the architecture in Fig. 7. The object
allocation controller is responsible for allocation of a new object on the heap and enters
the object into the on-chip GC table. The GC table can be accessed by the GC controller
for unused object collection upon the return of a method. Note that to hide the overhead
of the GC, the GC controller must be able to access the GC table concurrently to the
operation of the object allocation controller. Hence, we use a two-port memory for the
GC table. Another on-chip memory in Fig. 7 is the GC method stack memory. The GC
controller maintains this memory exclusively. During the execution of a method, this
memory records all objects allocated locally and whether they are assigned to references
outside the scope of this method. Upon the return of the method, the GC controller will
go through the list of objects and return the memory blocks to the unused memory list
if possible. Note that the collection process is executed in parallel to the normal bytecode
execution pipeline.
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The GC controller will merges consecutive free memory block in the GC table into
a larger block. However, it does not move the occupied memory blocks to create larger
unused blocks because the cost would be too high for embedded applications. Note that
the GC algorithm used in JAIP is not a complete garbage collector. It only collects
unreferenced objects created by a method upon the return of the method to the caller.
The reason this algorithm is chosen is mainly because it has very low runtime overhead
and can be integrated into the existing memory manager of JAIP without major modi‐
fication to the overall microarchitecture.

2.5 Dynamic Symbol Resolution Unit and the I/O Subsystem

In Sect. 1.2, we mentioned that the DSRU can provide a direct interface to the I/O
subsystem of a hardwired Java VM. In this subsection, we use the JAIP DSRU as an
example to explain the details. Since most modern operating systems and processors
adopt the memory-mapped I/O model to manage I/O devices and accelerators, naturally,
accesses to I/O devices are achieved using memory read/write operations in the I/O
subsystem address space. Java uses the symbol space realized by the DSRU to replace
the concept of the address space. Therefore, for a hardwired Java VM, the I/O subsystem
can be integrated seamlessly into the DSRU logic. A method call in Java can be transform
directly by the DSRU into control signals wired to a hardware device through some
routing box (similar to the interconnect module of the ARM AXI bus protocols).
Figure 8 shows the state-diagram of the controller of the DSRU of JAIP. When a program
invokes a method, the controller begins at the ‘IDLE’ state and begins the symbol reso‐
lution process. When the DSRU determines that the target of the method invocation is
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for a native method implemented in hardware, it will enter the state of ‘Invoke HW
Logic.’ This state will trigger the I/O subsystem manager to send appropriate hardware
signals to the target device. Currently, all the hardware native methods of JAIP are
determined at synthesis time. The string accelerators and the multi-thread managers of
JAIP are invoked using such facility.

Fig. 8. The state diagram of the dynamic resolution controller of JAIP. XRT stands for ‘cross-
reference table,’ MT stands for ‘method,’ IF stands for ‘interface,’ DRC stands for ‘dynamic
resolution controller,’ and FLD stands for ‘field.’

3 Multi-core Integration of JAIP

3.1 The Multi-core Thread Manager

In order to integrate multiple JAIP cores into one application processor, we must modify
the microarchitecture of JAIP. The multi-core capable JAIP core is shown in Fig. 9. The
new addition to the original JAIP core is the Inter-Core Communication Unit (ICCU).
The interactions between various components of the JAIP core and the ICCU are illus‐
trated in Fig. 10. In the Java programming language, an object belongs to the “Thread”
class can register its own execution context by invocation of the Thread.start() method.
At runtime, the Dynamic Symbol Resolution Unit (DSRU) of JAIP will resolve the
method invocation of start() and trigger a hardwired signal to the thread manager unit
of the local JAIP core that executes the start() method. Such direct invocation of a hard‐
wired logic through the dynamic resolution unit is called the Hardware Native Interface
(HNI). In the original single-core JAIP, the local thread manager will handle the thread
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creation requests by itself and register a new entry in its local task queue. However, for
a multi-core capable JAIP, the thread creation request cannot be handled locally. Instead,
the request will trigger the HNI invocation of the ICCU, and the request signal will be
passed to the Data Coherence Controller (DCC). The DCC then talks to a global thread
manager to request for the creation of a new thread. The global thread manager will
assign the new thread to a JAIP core based on the depth of its local task queue.
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In addition to thread creations, the Java language also defines standard ways for
synchronization. In short, each Java object contains a lock (similar to mutex in other
programming language). Synchronization can be achieved explicitly through the acquis‐
ition of the lock in an object, or implicitly through invocation of a synchronized method.
Similar to the thread creation problem, the acquisition of a lock cannot be handled locally
since two threads requesting the same lock may be running on different JAIP cores.
Therefore, such locking requests will also be passed to the ICCU for multi-core mutex
operations. However, this time, the ICCU is not activated by a HNI invocation from the
DSRU because the lock request is triggered by the execution of a “monitor” bytecode.
Therefore, the lock request is originated from the decode stage of the bytecode execution
engine, as shown in Fig. 10.

The integration of four JAIP cores into the multi-core application processor, JAIP-
MP, is shown in Fig. 11. In the SoC, we only need one copy of DCC and global thread
manager. The combination of these two hardware logic is referred to as the multicore
coordinator of the JAIP-MP. Each JAIP core has its own ICCU. The local cache
controller of each JAIP core will forward its cache block update status to the DCC so
that the DCC can inform other cache controller to update their cache blocks if necessary.
This is an efficient way to guarantee cache coherence when there are only few processor
cores. However, to simplify the implementation of the coherent object cache, each cache
controller adopts a write-through policy. This is different from the original single-core
JAIP presented in [3], where a write-back policy is used. The write-through cache policy
does hinder the single-core performance slightly. Nevertheless, the overall system
performance still scales up fairly well.
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3.2 The Data Coherence Controller Architecture

The detail architecture of the DCC is shown in Fig. 12. It is composed of four sub-
modules. The cache coherence controller maintains the data consistency across the
object heap controllers of each core. The heap controller adopts the least-recently used
policy and write-through strategy for caching of Java heap objects. The mutex controller
serially decodes requests sent by the JAIP cores and activates corresponding sub-
module. The thread assignment controller (TAC) is responsible for load balancing
among all JAIP cores. When a JAIP core invokes the Thread.start() method, the TAC
will forward its special-purpose registers to the JAIP cores with the least number of
ready threads. The Lock Object Accessing Controller (LOAC) shown in Fig. 13 main‐
tains the information of waiting threads associated with each occupied lock object.
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Fig. 12. The block diagram of the DCC.

When several JAIP cores try to request locks on the same mutex concurrently, the
mutex controller uses a fixed-priority policy to determine which core can lock the mutex.
Currently, the JAIP core with a smaller ID has a higher priority. The mutex controller
supports three types of requests: dispatching a new thread, acquiring a lock object, and
releasing a lock object. Either the TAC or the LOAC will be activated after the mutex
controller determines the type of the request.

When any of the JAIP cores issues a request for the dispatching of a new thread, the
TAC should determine a JAIP core to handle the new thread. In order to determine the
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current number of active threads in each JAIP core, the TAC maintains a table. The table
indexed is the ID of the JAIP core, and its entries store the current number of active
threads of each core. The TAC will always assign the new thread to the lowest ID JAIP
core that has the fewest number of ready threads. The TAC will inform the MHC to send
a response signal to the chosen JAIP core with some essential information of the new
thread. The ICCU of the JAIP core may process the information by decoding the
response signal. Finally, the ICCU activates the thread manager unit of the JAIP core to
add the new thread into its local thread queue.

Figure 14 is an example of the link lists maintained by the LOAC, which consists of
a lock object table, a waiting thread table, and a few internal registers. Each occupied
lock object maintains a linked list in these two tables. The head node of the linked list
of a lock object begins at an entry in the lock object table, and the rest of the linked list
nodes are entries of the waiting thread list. Each entry in the link list (except for the head
node) represents a thread that is performing a lock operation on the object. The first
thread in the linked list is the link list is the current owner of the lock. As soon as any
thread in one of the JAIP cores tries to lock a Java object, the mutex controller will send
a lock object Ln to the LOAC. The LOAC will look for the object address of an entry
that matches Ln in the lock object table. Once the matched entry is found, the information
must be recorded in the waiting thread table. Each entry contains the IDs of the JAIP
core and the thread. The new entry is appended at the end of the link list. If the request
from a thread is to release the lock object Ln, the LOAC will remove the thread from the
link list. If any other thread is waiting for the same lock object Ln, the LOAC will make
the second thread in the link list become the current owner of the lock object.
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Waiting Thread Table
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1 01 0000100 000001 00…..00 0000100
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1 00 0000010 000001 00…..00 1111111

1 00 0000011 000001 00…..00 1111111
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.... ...... ...... ....... …... .......
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Fig. 14. Data structures maintained by the LOAC.

4 Experimental Results

The proposed architecture has been implemented on a Xilinx ML605 platform with a
Xilinx Virtex6 XC6VLX240T FPGA. The RTL model of the JAIP core and the DCC
logic are written in VHDL. Four JAIP cores and one DCC logic are integrated into the
application processor using Xilinx XPS 13.4. The synthesis tool is Xilinx XST 13.4 and
the target clock is 83.3 MHz. According to the place-and-route timing report of the
Xilinx tools, the critical path of the system is currently at the execution stage of JAIP,
from the customized four-port stack memory to ALU and then back to the four-port
memory. The target frequency is chosen at 83.3 MHz due to some restrictions for DDR
DRAM support on the development boards. The FPGA resource usages of JAIP and
DCC are shown in Table 1.
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Table 1. Logic usage of a JAIP core and DCC on a Virtex6 FPGA device.

FPGA logic units LUT6s Flip-flops BRAMs
JAIP (per core) 12,580 5,912 34
DCC 663 449 1

Note: LUT6 means a six-input lookup table in a logic cell of a Xilinx
device.

4.1 Single-Core Multithread Performance Evaluation

To evaluate the multi-threading performance of the proposed JAIP, we used the multi‐
threading benchmark programs from the JemBench suites [23]. These test programs are
explained as follows. The ‘Dummy’ test creates multiple threads to execute busy loops
for 5000 iterations. For the ‘Matrix’ test, each thread computes the multiplication of two
20-by-20 matrices. The ‘N-Queens’ test solves the N-Queens puzzle for N = 13 in each
thread. For each test programs, the test scores roughly stand for the number of iterations
each test program can execute per seconds by all threads. However, the scores are asso‐
ciated with quantization noises from the partition of subtasks across multiple threads
and from the synchronization operations. In short, the drop in scores from single-thread
test to multiple-thread tests is not entirely due to the context-switching overhead. Sun’s
CVM-JIT [24] running under Linux kernel 2.6.38 on an 83.3 MHz PowerPC 405
processor is used as the comparison point. JIT compilation is a very popular technique
for Java program acceleration. Since the standard Java compilers (from Sun/Oracle) do
not perform bytecode optimization on the compiled class files, a JIT-based VM could
achieve significant speedup at runtime.
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Fig. 15. JemBench scores of the ‘Dummy’ test on a single JAIP core.

From Figs. 15 and 16, one can see that the performance of CVM-JIT is higher for
single-thread execution of the Dummy test and the Matrix test, JAIP has better perform‐
ance when the number of threads becomes larger. Since in these tests, both JAIP and
CVM-JIT executes using only one processor core, the scores drops naturally as the
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number of threads increases due to task division and synchronization overheads
explained before. However, from these plots, it is quite clear that a software-based
multithread mechanism such as the CVM-JIT has higher overhead in thread manage‐
ment. The performance drops significantly as the number of threads increases. For the
Dummy test, JAIP outperforms CVM-JIT when the thread number is larger or equal to
4. For the Matrix test, JAIP matches the performance of CVM-JIT when the thread
number is equal to 2 and outperforms CVM-JIT when the thread number is larger than
2. Finally, for the N-Queens test result shown in Fig. 17, JAIP outperforms CVM-JIT
even if there is only one thread. This is probably because the NQueens program leaves
little room for bytecode optimization by the JIT technique.
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Fig. 16. JemBench scores of the ‘Matrix’ test on a single JAIP core.
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Fig. 17. JemBench scores of the ‘N-Queens’ test on a single JAIP core.
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4.2 Multi-core Multithread Performance Evaluation

For multi-core multi-thread performance evaluation, we do not use CVM-JIT as a
comparison point because the software platform does not support multi-core execution
of Java applications. Here, we focus on the evaluation of performance scalability of
JAIP-MP when the threads are distributed over multiple processor cores. As Table 2
shows, when the total number of threads is less than or equal to four, the JemBench score
scales up fairly well (up to 3.69 times faster for the N-Queens test). When the total
number of threads is more than four, the score of each benchmark naturally drops as the
preemptive multi-threading mechanism of each JAIP core kicks in and there are synchro‐
nization overheads due to the way the benchmarks are designed. This is especially true
for the N-Queens test.

Table 2. The multi-core JemBench scores of the parallel benchmarks.

# threads Dummy Matrix N-Queens
1 151 167 116
2 298 240 225
3 374 395 330
4 491 498 428
5 410 425 311
6 373 412 251
8 362 399 262
12 359 366 212
16 340 327 195

Note: Larger number means better scores.

4.3 Synchronization Overhead

In the JemBench tests, context-switching overhead is not the only reason to cause the
performance drop. If several requests are sent concurrently to the DCC of JAIP-MP, it
takes several cycles for the mutex controller to decode the requests sequentially. In
addition, to maintain data cache coherency, as soon as each entry is updated in any of
the object heap controllers, the modified entry and its corresponding address are sent to
the cache coherence controller and the main memory controller for cache validation
among JAIP cores.

Tables 3 and 4 show the synchronization overhead of the proposed architecture under
the Matrix test. The average overhead of a synchronization operation can be as small as
tens of machine cycles.

Table 3. The execution time (in clock cycles) of acquiring a lock object.

# threads 4 6 8 12 16
Average 23.1 25.4 25.4 28.9 28.9
Worst-case 43 89 108 108 110
Best-case 9 9 9 9 9
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Table 4. The execution time (in clock cycles) of releasing a lock object.

# threads 4 6 8 12 16
Average 20.2 21.6 21.8 28.4 28.7
Worst-case 43 76 85 92 98
Best-case 10 10 10 10 10

5 Conclusions and Future Work

In this chapter, we have presented an four-core Java processor, JAIP-MP. The unique‐
ness of JAIP-MP is that the key functions of an operating system kernel are implemented
in hardware circuits. For thread management, the architecture supports arbitrary number
of threads (limited by the on-chip TCB memory size), low context-switching overhead,
small time quantum, and low synchronization overhead. The proposed architecture is
implemented and verified on an FPGA platform. Experimental results show that the
proposed design is very promising for embedded multi-thread applications.

For future work, we will look into the following directions. First of all, although the
ping-pong buffer for context-switching is efficient performance-wise, it does impose
heavy memory accesses. This may result in high power consumption. In the future, we
will try to design a new architecture that can reduce the number of memory access per
context-switch. Secondly, the coherent data cache in our current implementation only
adopts one-level of cache hierarchy. Most general purpose processors nowadays adopt
two or even three levels of cache hierarchy. It would be interesting to study the effects
of a multi-level cache on the object-oriented programming model of the Java language.

Finally, current thread management design only uses a round-robin policy to main‐
tain load balance. We will look into the design of a new architecture that can customize
the thread distribution policy at runtime and allow for thread migration across different
JAIP cores so that better runtime load balance can be achieved.
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Abstract. Assertion-based verification (ABV) is a promising approach
for proving that the design implementation is consistent with the
designer’s intents. However, ABV effectiveness depends on the quality of
the assertions that are defined to capture the designer’s intents. Asser-
tions are generally defined by verification engineers that manually con-
vert informal specifications in logic formulas according to their expertise.
However, manual definition is a time-consuming and error-prone activ-
ity, which may fail to exhaustively cover either the intended specifica-
tion or the implemented behaviours. For this reason, different mining
approaches have been recently proposed for the automatic generation of
assertions. Unfortunately, in most cases, existing mining tools generate
a set of over-constrained assertions. As a consequence, each assertion in
the set is a long formula that describes a very specific behaviour of the
design under verification (DUV). Thus, in the effort of covering as much
DUV behaviours as possible, these approaches generate a huge amount
of assertions with a negative impact on the total time required for their
verification. To overcome this drawback, this paper introduces a dynamic
approach that incrementally analyses control signals on DUV execution
traces for mining more expressive temporal assertions that better cap-
ture the I/O communication protocol. Then, to evaluate the effectiveness
of the generated assertions in covering the intended behaviours, a tech-
nique is proposed to estimate assertion’s interestingness by ranking them
according to metrics typically adopted in the context of data mining.

Keywords: Assertion mining · Assertion qualification · Assertion-based
verification

1 Introduction

Despite the advancement in simulators and formal methods, the verification
result is only as good as the specifications defined to capture the designer’s
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intent. Without a good set of specifications, designers can easily lose the con-
trol of the system design, and they cannot understand what behaviour of the
system is implemented in the reality. Unfortunately, even if everybody agrees
that the first and the most important step for a good development task is the
collection of all the intents and specifications, often this does not receive an
appropriate attention. In the last decade, assertion-based verification (ABV)
has arisen as one of the most popular solutions for electronic system level (ESL)
and Register Transfer Level (RTL) verification [1]. ABV relies on the definition
of assertions, i.e., logic formulas, generally written according to temporal logics,
like LTL and CTL [2], and property specification languages, like PSL [3], that
formalize the behaviours of the DUV by overcoming the ambiguity of natural
languages and providing the engineers with precise and well-defined specifica-
tions. However, manual definition of assertions requires high expertise and it is an
error-prone and time-consuming activity. Main problems are related to the risk
of defining assertion sets that are incomplete (i.e., unable to cover all expected
behaviours of the DUV), inconsistent (i.e., with contradicting assertions), redun-
dant (i.e., with assertions that are logical consequence of others), and including
vacuous assertions (i.e., assertions that are true independently from the DUV,
and thus irrelevant). As a result, a false sense of security is induced by an
ABV campaign conducted with a low-quality set of assertions. As a complemen-
tary approach to manual definition of assertions, several approaches and tools
have been proposed for automatically extracting safety assertions in the form
always(antecedent → consequent) from the implementation of the DUV [4–8].
These approaches either rely on static analysis of the DUV source code or they
dynamically mine assertions from execution traces of the DUV. The first are
accurate and provide assertions that are formally proved to be satisfied by the
DUV, but they do not scale well for complex DUVs. The second provide only
likely assertions, whose quality depends on the observed execution traces (i.e.,
likely assertions are guarantee to hold at least for the considered execution traces,
however a counter example could be finally found), but they do not require the
source code and guarantee a better scalability for complex DUVs. Independently
from the adopted techniques, mined assertions can be compared with design
intents to discover unexpected behaviours implemented in the DUV, to confirm
that relevant behaviours are actually implemented, and for documentation pur-
poses. Existing approaches generally extract a high number of long assertions,
but each of them covers a few specific behaviours of the DUV. This depends on
the fact that mined assertions are over-specified, i.e., their antecedents and/or
consequents include several atomic propositions that predicate almost on all pri-
mary inputs and outputs of the DUV. Moreover, mined assertions mix data and
control signals making difficult the characterization of the I/O communication
protocol of the DUV. Large sets of over-constrained assertions make impractical
the analysis of mined assertions by verification engineers and greatly increase
verification time. Furthermore, while vacuity and inconsistency in the set of
generated assertions are generally avoided by the mining approach itself, asser-
tion incompleteness and redundancy may still affect the outcome of assertion
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mining. Thus, a qualification phase to identify the most interesting assertions
is necessary to focus designer’s attention on relevant assertions that capture
expected (or unexpected) behaviours implemented in the DUV. Unfortunately,
as the number of mined assertions can be very high, their manual qualification is
almost impractical, while current approaches for automatic evaluation are still
unsatisfactory from the point of view either of the effectiveness [5,6,9,10] or of
the efficiency [11–14].

In the previous context, the goal of this paper consists of overcoming the
drawbacks of existing works in assertion generation and assertion qualification
by proposing:

– First, a dynamic assertion generation approach that infers assertions by incre-
mentally analysing time windows of the DUV’s execution traces. The algo-
rithm searches for recurrent temporal patterns among atomic propositions
predicating on I/O control signals. Mined assertions are in average shorter,
more expressive from the point of view of the I/O communication protocol,
and then simpler to be understood by humans, compared, for example, to the
approach proposed in [5]. This reduces verification time, and increases the
effectiveness of verification engineers in discovering design errors by analysing
mined assertions.

– Secondly, an automatic qualification approach for evaluating the quality of
extracted assertions and rank them accordingly. The estimation of the inter-
estingness of assertions is achieved by ranking them according to probabilistic
metrics typically adopted in the context of data mining (i.e., support and
correlation coefficient) [15,16], which we adapt here for the specific case of
assertion mining. From the point of view of the general concept, data mining
and assertion mining share the same idea (extracting rules from data), but
they have several differences that make practically different how these metrics
are computed and interpreted for evaluating the interestingness of assertions.

The rest of the paper is organized as follows. Section 2 summarizes the related
works. Section 3 presents some preliminary definitions and concepts relevant
for understanding the technical details of our approach. Section 4 provides an
overview of the proposed methodology, which is then thoroughly described in
Sects. 5 and 6, respectively, for assertion mining and assertion qualification.
Finally, experimental results and concluding remarks are reported, respectively,
in Sects. 7 and 8.

2 Related Works

Different strategies have been proposed for assertion mining. Among the first
works in the software domain, scenario-based specification mining approaches
proposed in [17,18] require instrumenting the source code to store the sequence
of method calls among the components of the design in an execution trace. Data
mining methods are then applied to program execution traces in order to mine
strongly observed inter-component universal sequence diagrams in the form of
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live linear sequence charts (LSC). LSCs represent how the components coop-
erate to implement certain system features. However, these approaches are not
aimed at discovering the complete behaviour of the components but only the
collaboration among them. Other works mine the specifications of the design
in form of algebraic equation [19] or Hoare-style equations of pre and post-
conditions [20]. In particular, [20] automatically deducts arithmetic relation-
ships that predicate exclusively on values and data-structures, but the temporal
behaviours are not considered. Temporal assertion mining is described in [21],
where a mining tool, GoldMine, is proposed for extracting Boolean-level asser-
tions for HW components. On the contrary, [6,9,22] propose methodologies for
specification mining which are able to manage indistinctly HW and embedded
SW descriptions according to a set of pre-defined temporal patterns. They rely
on Daikon [23] to mine relevant arithmetic/logic relations among the variables
of the DUV from execution traces. In particular, [6,22] try to mine a set of
temporal assertions reporting how arithmetic/logic relations change during the
execution of the design. Even if these works introduce a novel approach in which
the extraction of temporal relations between arithmetic/logic expressions repre-
sents a good strategy to describe more closely the behaviours of the design, the
generated assertions are hard to be understood because they involve all primary
inputs and outputs of the DUV. As results, mined assertions cannot be easily
analysed from designers to detect unexpected behaviours. On the other hand, [9]
is focused only on catching simple arithmetic/logic relations on the assumption
that a behaviour of the DUV can be justified essentially through a comparison
between the set of verified arithmetic/logic relations in an execution instant and
the set of falsified arithmetic/logic relations in the closer next execution instants.
Finally, commercial tools are also available for automatic assertion generation,
e.g., Atrenta BugScope [24] and Jasper ActiveProp [7] that works on RTL mod-
els at Boolean level, but no arithmetic/logic expressions are considered among
more abstracted data types.

Concerning assertion qualification, current approaches are still unsatisfactory
to measure the quality and interestingness of assertions. In [6], a stressing phase is
proposed only to verify the likelihood that mined assertions are globally satisfied
(and not only for the execution traces analysed by the miner), but no strategy
is proposed to measure their interestingness in covering DUV behaviours. In [5],
interestingness estimation is based on the number of propositions included in the
antecedent of the assertion, according to the fact that an assertion with a lower
number of propositions in its antecedent has an higher input space coverage than
one with many propositions in its antecedent. However, the correlation between
the antecedent and the consequent of an assertion is not considered. To solve
this drawback, in [9] a ranking function is proposed that evaluates the quality
of the mined assertions in terms of cause-effect relationship between antecedent
and consequent of an assertion. Finally, in [10], mined assertions are said to be
generally ranked according to their frequency of occurrences and time of first
occurrence but no specific approach is presented.
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As an opposite class of approaches, coverage metrics have been widely stud-
ied for qualification of assertions [11–14]. Most of these works relies on mutation
analysis, which requires perturbing the DUV implementation by injecting muta-
tions (faults) to check, either statically [12,13] or dynamically [14], whether they
change the truth values of the assertions; mutations that do not cause a change
are said to be not detected. Assertions that detect a few mutations are less inter-
esting than assertions detecting an higher number of mutations. Not detected
mutants generally highlight area/behaviours of the DUV that are not covered by
any of the defined assertions showing a hole on the coverage. Dynamic approaches
like [14] scale better with respect to static techniques, however, they still require
long simulation runs for checking each assertion for each mutation with a sig-
nificant set of testbenches. When the number of assertions is very high, as in
the case of assertions extracted automatically, evaluating their interestingness
through mutation analysis becomes a very time-consuming activity.

3 Background and Preliminaries

Before describing the proposed methodology, some definitions and concepts con-
cerning assertion generation and assertion qualification are reported to create
the necessary background.

3.1 Definitions

Definition 1 (Execution trace). Given a finite sequence of simulation
instants 〈t1,...,tn〉 and a model M working on a set of variables V , an execu-
tion trace of M is a finite sequence of pairs T = 〈(V1,t1),...,(Vn,tn)〉 where Vi =
eval(V,ti) is the evaluation of variables in V at simulation instant ti.

More informally, an execution trace describes for each simulation instant ti the
values assumed by each variable included in V during the evolution of the design

Fig. 1. Exemplification of execution trace, atomic proposition trace and time window.
(Color figure online)
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under verification M . In this paper, variables in V are primary inputs and pri-
mary outputs representing control signals of the DUV. An example of an exe-
cution trace is reported in Fig. 1 (left). By analysing an execution trace, we can
extract a set of atomic propositions that predicate on variables included in V .

Definition 2 (Atomic proposition). An atomic proposition is a formula that
does not contain any logical connective.

In our methodology, a set of atomic propositions is organized in an array
A = {a1, . . . , am} which is further divided in two sub-arrays: the array of input
atomic propositions AI = {a0, . . . , ai}, whose elements are atomic propositions
that predicate only on primary inputs of the DUV, and the array of output
atomic propositions AO = {ai+1, . . . , am}, whose elements predicate only on
primary outputs of the DUV. We do not consider any atomic proposition that
mixes primary inputs and primary outputs. Examples of atomic propositions are
reported in Fig. 1 (centre). From an execution trace and the corresponding set
of atomic propositions, we can generate an atomic proposition trace.

Definition 3 (Atomic proposition trace). Given an execution trace T and
an array of atomic propositions A, an atomic proposition trace is a finite
sequence of pairs ω = 〈(A0, t0), . . . , (An, tn)〉 where Ai = eval(A, ti) is an array
that represents the evaluation of atomic propositions in A at simulation instant
ti, i.e., Ai[j] = 0 if A[j] = false at time ti, Ai[j] = 1 otherwise.

The atomic proposition trace is the data structure we use to mine proposi-
tions.

Definition 4 (Proposition). A proposition is a composition of atomic propo-
sitions through logic connectives. An atomic proposition itself is a proposition.

It this paper, we consider propositions involving only the logic and (∧) as
connective, and we classify them in two different sets:

– The set of input propositions (PI): a proposition p belongs to PI if it is com-
posed only of input atomic propositions and ∧ connectives;

– The set of output propositions (PO): a proposition p belongs to PO if it is
composed only of output atomic propositions and ∧ connectives.

An example of an atomic proposition trace and a set of input/output propositions
that can be extracted from it are shown in Fig. 1 (right). To represent input
and output propositions in a compact and efficient way, we use an array-based
notation. Given an array of input (respectively, output) atomic propositions AI

(AO), an input (output) proposition is represented by an array of Boolean values
p such that p[i] = 0 if the input (output) atomic proposition AI [i] (AO[i]) is not
used in the proposition, p[i] = 1 otherwise. For example, the input proposition
p0 in Fig. 1 can be represented by the array {1, 0, 1}.

Definition 5 (Time window). Given an atomic proposition trace ω=〈(A0,t0),
. . . ,(An,tn)〉, and two simulation instants ti and tj such that 1 ≤ ti ≤ tj ≤ n,
a time window TW[i,j]=〈(Ai,ti),. . . ,(Aj,tj)〉 is the subsequence of contiguous
elements of ω included between instant ti and instant tj.
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Given a time window TW[i,j], and a simulation instant tk such that ti ≤ tk ≤ tj ,
we can separate TW[i,j] in two parts:

– The input time window TW I
[i,k], which is composed of elements of TW[i,j]

included in the simulation instants between ti and tk, restricted to the input
atomic propositions.

– The ouptut time window TWO
[k,j], which is composed of elements of TW[i,j]

included in the simulation instants between tk and tj , restricted to the output
atomic propositions.

The input time window TW I
[i,k] and the corresponding output time window

TWO
[k,j] overlap for exactly one simulation instant (tk). Given a time window

TW[i,j], we can generate j − i + 1 different couples of input/output time win-
dows, one for each simulation instant tk ∈ [ti, tj ]. For example, in the atomic
proposition trace of Fig. 1, the green box highlights a time window composed
of 3 simulation instants in the interval [t0, t2], the red box corresponds to an
input time window in the interval [t0, t1], and finally the blue box shows the
corresponding output time window in [t1, t2]. In the rest of the paper we will
represent an input (output) time window by the sequence of arrays correspond-
ing to the input (output) propositions it captures. For example, in Fig. 1, the
input time window corresponding to the interval [t0, t1] is represented by the
sequence of two arrays {{1, 0, 1}; {1, 0, 1}}.

By analysing input and output time windows in the atomic proposition trace
we can mine temporal assertions.

Definition 6 (Temporal assertion). A temporal assertion is a composition
of propositions through temporal operators and logic connectives.

In this paper, we consider Linear Temporal Logic (LTL) assertions in the
form G(antecedent → consequent), where G is the LTL always operator1, and
antecedent and consequent may involve only X, i.e., the LTL next operator2

and the ∧ connective. Moreover, antecedent is composed only of an arbitrary
number of propositions belonging to the set PI extracted by analysing an input
time window TW I

[i,k], while consequent includes a single proposition belonging
to the set PO extracted by analysing the corresponding output time window
TWO

[k,j]. We selected this specific form of assertion, since it is suited to describe
the behaviour of the I/O communication protocol of a DUV, which, as reported
in the introduction, represents the target for the current work. For example,
from the atomic proposition trace of Fig. 1 the following temporal assertion can
be mined: G((p0 ∧ X2(p1)) → X3(p5)).

In according to the above definitions and notations, we define hereafter a set
of operators working on propositions that will be used to illustrate the mining
methodology proposed in Sect. 5.
1 Given a formula α, G(α) means that α is always true.
2 Given a formula α, X(α) means that α is true at the next instant. As a short cut,

we will write Xn(α) to represent the application of n consecutive next operators to
the formula α.
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RemoveAtomicProp: Given an array of Boolean elements p corresponding to
a proposition, and an index i corresponding to the atomic proposition ai, which
represents the element at position i of p, RemoveAtomicProp(p, i) returns a new
array p′ where p′[j] = p[j] for all indexes j �= i and p′[i] = 0, i.e., the proposition
corresponding to p′ does not include ai.

AddAtomicProp: Given an array of Boolean elements p corresponding to a
proposition, and an index i corresponding to the atomic proposition ai, which
represents the element at position i of p, AddAtomicProp(p, i) returns a new
array p′ where p′[j] = p[j] for all indexes j �= i and p′[i] = 1, i.e., the proposition
corresponding to p′ includes ai.

Overlapping: Given two arrays of Boolean elements p and q corresponding
to two propositions predicating over the same array of atomic propositions,
Overlapping(p, q) returns true if q[i] = 1 for at least all indexes i such that
p[i] = 1, it returns false otherwise.

Complement: Given two arrays of Boolean elements p and q corresponding
to two propositions predicating over the same array of atomic propositions,
Complement(p, q) returns a new array p′ where p′[i] = false for all indexes
i such that q[i] = false, and p′[j] = p[j] for all indexes j such that q[i] = true.

For example, Fig. 2 shows the application of operators RemoveAtomicProp,
Complement and Overlapping to propositions. In a more general way, we apply
Complement and Overlapping also to sequences of propositions of the same
length. In this case, given two sequences of propositions s1 and s2, Complement
and Overlapping operate iteratively on each couple of corresponding elements
(pi, qi) such that pi ∈ s1 and qi ∈ s2.

Fig. 2. Examples of application of RemoveAtomicProp, Complement and Overlapping.

In addition to the previous definitions, which are necessary to understand
the assertion mining approach detailed in Sect. 5, the rest of this section sum-
marizes some concepts concerning data mining, such as itemsets, transactions
and association rules, which are necessary to present the assertion qualification
methodology proposed in Sect. 6.

Definition 7. Let I = {i1, i2, . . . , in} be a set of items. Let D = {d1, d2, . . . , dm}
be a data set, i.e., a set of observations, called transactions, with respect the set of
items I. Each element in D contains a subset of the items in I. An association
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rule is defined as an implication of the form X → Y where X, Y ⊆ I and
X ∩ Y = ∅. X and Y are called itemsets.

Figure 3(a) shows an example of a data set which describes the behaviours
of customers in a supermarket with respect to a set of items (i.e., milk, bread,
..., coffee). Data mining approaches are generally intended to extract association
rules from data sets, which are then used to predict non trivial, implicit, previ-
ously unknown and potential useful information, like, for example,“when milk
is bought bread and coffee are generally bought too”, which is expressed by the
association rule Milk → Bread ∧ Coffee. Assertion mining deals instead with
executing traces and temporal assertion which are formalized in Definitions 1
and 6 respectively. An example of a temporal assertion in Linear Time Logic is
always(p1 → next(p2 ∧ p3)) which states it always happens that p2 and p3 are
satisfied one simulation instant later than p1 becomes true (Fig. 3(b)).

In this paper, without lack of generality, and to preserve the independence of
the proposed qualification methodology from specific temporal patterns instan-
tiated in the analysed assertions, we generically consider formulas in the form
A → C, where the antecedent A and the consequent C are composed by propo-
sitions, logic connectives, and temporal operators according to the selected tem-
poral logic. The initial hypothesis is that the analysed assertions are true on the
DUV.

Fig. 3. Similarities between data mining (a) and assertion mining (b).
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3.2 Comparing Data Mining and Assertion Mining

The overall goal of data mining is to extract information from a data set and
transform it into an understandable and useful structure. This structure allows
user analysing data from many different dimensions, categorizing them and sum-
marizing correlations between items in a database. For example, analysing data
from behaviours of different customers as reported in Fig. 3(a) leads to obtain
useful information and helps analysers to decide which trend is more interesting
for marketing. Association rules can also be extracted when data are referred
to time sequences. In this case, temporal data mining strategies are adopted,
whose goal is to discover hidden relations between sequences and sub sequences
of events [25]. In any case, the mined (temporal) association rules are a predic-
tion for future behaviours, which may be true or not. Metrics are thus used to
estimate the probability that rules extracted from past observations can be valid
also in the future. On the contrary, the main goal of assertion mining consists of
extracting formulas that exactly describe the functionality implemented in the
DUV, which is not ambiguous and does not vary in the future, except in the case
the implementation is changed. Assertion mining is thus not intended to predict
the future, but to formalize the actual set of DUV behaviours. Summarizing,
main similarities among data mining and assertion mining are the presence of a
set of data that represents observations with respect to past behaviours exposed
by the observed target (customers, DUV, ...), and the need of extracting asso-
ciation rules that formalize such observations. As shown in Fig. 3(a) and (b),
items, data sets, and association rules in data mining correspond, respectively,
to propositions, execution traces, and temporal assertions in assertion mining.
Meanwhile, the main difference between data mining and assertion mining is
represented by the concept of transaction (i.e., a row in a data set), which does
not have a direct correspondence with a row of an execution trace, because a
temporal assertion is composed by one antecedent and one consequent that are
true in different instants inside the execution trace. This difference impacts on
the way metrics typically adopted for evaluating association rules in data mining
can be reused for measuring the interestingness of assertions. Finally, another
difference is related to the final goal of the mining: in one case the prediction of
future behaviours, in the other the formalisation of actual (unmodifiable, except
in the case the DUV functionality is changed) behaviours.

4 Methodology

The proposed methodology (Fig. 4) starts from a set of execution traces obtained
by simulating the DUV, which represent the input for the assertion miner. The
miner first extracts atomic propositions representing the building blocks and
then compose them to generate temporal assertions. Finally, the generate asser-
tions are evaluated according to their degree of interestingness and a final ranked
set of assertions is provided.
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Fig. 4. Methodology overview.

5 Assertion Mining

Given a DUV and a related set of execution traces, the proposed methodology
consists of two main phases: (i) mining of atomic propositions and generation
of the corresponding atomic proposition traces, and (ii) extraction of input and
output time windows and mining of temporal assertions. Since, the first phase
has been already faced in [6], this paper focuses only on the second phase.

The main procedure of the proposed approach is showed in Algorithm 1.
The function MAIN takes as parameters an atomic proposition trace ω and two
thresholds: tw len, and max len, with max len ≤ tw len. The first threshold
(tw len) advises how many clock cycles are required, at maximum, by the DUV
to compute its functionality. This parameter, which can generally be obtained
from the documentation or from simulation of the DUV, represents the length
of the time windows that will be analysed by the miner inside ω. The second
threshold (max len) is used to bound the maximum number of instants that will
be considered to mine the antecedent of a temporal assertion, i.e., it represents
the maximum length for an input time window. Several DUVs need a high num-
ber of clock cycles for completely computing their functionality, but only few of
them could be necessary to set control signals such that the computation phase
starts. For instance, to mine interesting antecedents for an encryption/decryp-
tion component, it is relevant catching what happens to control signals during
the initialization phase, before the computation proceeds without affecting con-
trol signals till outputs are ready. Similarly, in the case of a network component,
it is relevant to capture in the antecedent of an assertion how control signals
change during the phase that makes data transmission starting. The max len
threshold is then intended to guide the mining procedure such that, for mining
antecedents, it focusses on the initial part of the considered time windows when
the DUV is characterized, after an initialization phase, by a long elaboration
phase that does not involve control signals any more till results are ready. In
this case, generally max len is small with respect to tw len. On the contrary,
max len is set to be equal to tw len for DUVs where control signals can change
the functionality of the DUV at each simulation instant.
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1. function MAIN(ω, tw len, max len) return assertions set
2. len = 1
3. assertions set = ∅
4. while len ≤ max len do
5. behaviours = getBehaviours(ω, tw len, len)
6. pruningBehaviours(assertions set, behaviours)
7. candidates = getAssertions(ω, behaviours)
8. assertions set = getAssertions(ω, behaviours)
9. len = len + 1

10. end while
11. end function

Algorithm 1. Main procedure.

After initializing the assertions set to the empty set, the main loop of Algo-
rithm 1 cyclically calls the following three functions, by varying the length (len)
of the considered input time window at each iteration, while len ≤ max len.

1. getBehaviours(ω, tw len, len): it detects the behaviours exposed by the DUV
in the atomic proposition trace. Each behaviour is represented by a sequence
(with length between 1 and len) of input propositions associated to a unique
output proposition. For example, in the atomic proposition trace of Fig. 1,
each time the input proposition p0 = {1, 0, 1} (corresponding to a0∧a2) is true
at a simulation instant ti, the output proposition p5 = {0, 1} (corresponding
to a4) holds at simulation instant ti+1. Thus, a behaviour can be identified
that associates the input proposition p0 to the output proposition p5 with an
offset of one simulation instant.
The second behaviour associates p0 to the output proposition p5 = {0, 1},
because each time p0 holds, the output proposition a4 is satisfied in the next
simulation instant.

2. pruningBehaviours(assertion set, behaviours): it removes all the behav-
iours returned by getBehaviours that are already captured by assertions
mined in the previous iterations of the main procedure. For example, if the
assertion α = G(a2 → X(a4)) is already included in the assertion set, a
behaviour, which associates, with an offset of one simulation instant, the
input proposition p0 to the output proposition p5, can be discarded, since it
will create the assertion G(a0 ∧ a2 → X(a4)) that is a logical consequence of
α.

3. getAssertions(ω, behaviours): it is in charge of creating a set of candidate
temporal assertions, compliant with the form described in Subsect. 3, starting
from the behaviours survived after pruningBehaviour is called.

The next sections describe in details how the previous functions work to mine
temporal assertions.

5.1 Mining of Interesting Behaviors

The function getBehaviours is implemented as shown in Algorithm 2. It takes
as arguments an atomic proposition trace ω and the two thresholds tw len and
len. Its goal is to detect behaviours exposed in the execution traces of the DUV,
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1. function getBehaviours(ω, tw len, len) return behaviours
2. behaviours = ∅
3. dictionary = ∅
4. ti = 0
5. while ti ≤ (length(ω) − tw len) do

6. in = propSeq(TW I
[ti,ti+len−1])

7. out = propSeq(TWO
[ti+len−1,ti+tw len−len+1])

8. 〈in, old out〉 = findInDictionary(dictionary, in)
9. if 〈in, old out〉 = NIL then

10. dictionary = dictionary ∪ 〈in, out〉
11. else
12. new out = Complement(old out, out)
13. dictionary = dictionary \ 〈in, old out〉
14. dictionary = dictionary ∪ 〈in, new out〉
15. end if
16. ti = ti + 1
17. end while
18. for all 〈in, out〉 ∈ dictionary do
19. offset = 0
20. for all p ∈ out do
21. if p 
= NIL then
22. behaviours = behaviours ∪ 〈in, offset, p〉
23. end if
24. offset = offset + 1
25. end for
26. end for
27. end function

Algorithm 2. Extraction of DUV behaviours.

in the form of associations between a sequence of input propositions and a cor-
responding sequence of output propositions. In order to detect such associa-
tions, a time window TW[ti,ti+tw len−1] of length tw len is analysed for each
simulation instants ti (lines 5–17). Such a time window is decomposed in an
input time window of length len, and a corresponding output time window of
length tw len− len+1. Then, from the input time window, the function propSeq
extracts the corresponding sequence of input propositions (in) that hold in the
interval [ti, ti + len − 1] (line 6). Similarly, propSeq extracts from the output
time window the sequence of output propositions (out) that hold in the interval
[ti + len−1, ti +tw len− len+1] (line 7). For example, let us consider the atomic
proposition trace of Fig. 1 and let we fix tw len = 2 and len = 1. At time t0, we
have in = {1, 0, 1} while out is represented by the sequence {{1, 0}; {1, 1}}. The
function then searches if in is already present in the dictionary of the collected
input/output propositions pairs (line 8–9). If this is not the case (line 10), a
new association 〈in, out〉 is added to the dictionary. On the contrary, when in is
already present, the operator Complement is applied to return a new sequence of
output propositions new out, where atomic propositions excluded from elements
of out are excluded also from the corresponding elements of new out. Then,
the couple 〈in, old out〉 is replaced in the dictionary by 〈in, new out〉 (lines 12–
14). This replacement is necessary to refine the already collected behaviours by
removing from their output propositions the atomic propositions that become
false in the current output time window, such that only behaviours that are never
violated throughout the trace are finally collected. The replacement happens, for
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example, at simulation instant t1 of the atomic proposition trace of Fig. 1. In
fact, at t1, in = {1, 0, 1} is associated to out = {{1, 1}; {0, 1}}. However, in
was already associated to old out = {{1, 0}; {1, 1}} at t0. Thus, in the dictio-
nary 〈{1, 0, 1}, {{1, 0}; {1, 1}}〉 is replaced by 〈{1, 0, 1}, {{1, 0}; {0, 1}}〉 after the
application of Complement(old out, out). After the creation of the dictionary
that collects associations between sequences of input and output propositions,
the final loop (lines 18–26) creates a set of behaviours for each pair 〈in, out〉. In
particular, a behaviour, represented by a triplet 〈in, offset, p〉, is extracted for
each proposition p captured in the sequence of output propositions out, where
offset represents the distance, computed in simulation instants, between the last
element of in and p. For example, for the pair 〈{1, 0, 1}, {{1, 0}; {0, 1}}〉 the fol-
lowing two behaviours are extracted: 〈{1, 0, 1}, 0, {1, 0}〉 and 〈{1, 0, 1}, 1, {0, 1}〉
to represent respectively that the output proposition {1, 0} holds exactly at the
same time of input proposition 〈{1, 0, 1} (offset is 0), while the output proposi-
tion {0, 1} holds one simulation instant later (offset is 1).

5.2 Pruning of Behaviours

The function pruningBehaviours takes as arguments a set of assertions and a
set of triplets representing behaviours collected by getBehaviours in the form
〈in, offset, p〉. The goal of pruningBehaviours is to preserve only the triplets
that are not already covered by assertions collected in previous iteration of
Algorithm 1. A triplet is covered by an assertion α when the following conditions
are true concurrently:

1. All input atomic propositions included in the antecedent of α are also present
in in (i.e., values assigned to primary inputs of the DUV that satisfy the
atomic propositions included in in satisfy also the antecedent of α).

2. All output atomic propositions included in the consequent of α are also
present in p (i.e. the consequent of α is at least as detailed as p).

3. The distance, computed in simulation instants, between the last input atomic
proposition of the antecedent of α and the consequent of α equals offset.

Triplets that falsify at least one of the previous conditions are preserve, the
others are discarded.

5.3 Mining of Assertions

Given an atomic proposition trace ω and a set of triplets of the form
〈in, offset, p〉 representing behaviours preserved by the pruningBehaviours
function, the getAssertions function works as described in Algorithm 3. Its goal
is to extract an assertion of the form G(antecedent → consequent) from every
triplet, such that the input propositions {p0, . . . , pi} captured inside the sequence
in act as an antecedent of the form (p0 ∧ · · · ∧Xi(pi)), while Xi+offset(p) repre-
sents the consequent. This is performed by the makeAss function at line 5. After
an assertion is added to the set of candidates ass set, the pruningBehaviours
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1. function getAssertions(ω, behaviours, len) return ass set
2. ass set = ∅
3. for all 〈in, offset, p〉 ∈ behaviours do
4. s in = simplify(〈in, offset, p〉)
5. ass set = ass set ∪ makeAss(s in, offset, p)
6. pruningBehaviours(ass set, behaviours)
7. end for
8. end function
9.

10. function simplify(ω, 〈in, offset, p〉)
11. len = length(in)
12. p off = len − 1 + offset
13. for all q ∈ in do
14. s q = q
15. i = 0
16. while i < length(q) do
17. s q = RemoveAtomicProp(s q, i)
18. new in = (in \ q) ∪ s q
19. ti = 0
20. while ti ≤ (length(ω) − p offset) do

21. temp = propSeq(TW I
[ti,ti+len−1])

22. if Overlapping(new in, temp) then

23. temp = propSeq(TWO
[p off,p off])

24. if !Overlapping(p, temp) then
25. s q = AddAtomicProp(s q, i)
26. break
27. end if
28. end if
29. ti = ti + 1
30. end while
31. end while
32. in = (in \ q) ∪ s q
33. end for
34. return in
35. end function

Algorithm 3. Generation of temporal assertions.

function is called to remove behaviours implicitly covered by the new assertion
(line 6).

In order to increase the DUV behaviours covered by the mined assertions,
before calling makeAss, the input proposition included in the sequence in is
first simplified by removing atomic propositions from the antecedent such that
the consequent can be verified by a higher number of simulation instants, thus
enforcing the final assertion (line 4). For instant, let us consider the triplet
〈in, offset, p〉 represented by 〈{{1, 1, 0}}, 0, {{0, 1}}〉. Looking at Fig. 1, we can
see that the output proposition {0, 1} is true at both simulation instants t2 and
t3, but the input proposition {1, 1, 0} is verified only at simulation instant t3.
However, if we set to false the first input atomic proposition of {1, 1, 0}, we
obtain the proposition {0, 1, 0}, which is true at both simulation instant t2 and
t3. Thus, in = {{1, 1, 0}} can be replaced by s in = {{0, 1, 0}} in the triplet
to cover a wider time window in the atomic proposition trace. In this way, the
assertion G(a1 → a4) can be extracted instead of G(a0 ∧ a1 → a4). The first
is preferred because it implies the second. The simplification of the sequence of
input propositions in is performed by the function SIMPLIFY (lines 10–33).
Given an input propositions q belonging to the sequence in, it makes a copy s q
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of q (line 14), and then it performs the following steps for each atomic proposition
ai included in s q (lines 16–31):

– remove ai from s q (line 17);
– create a new sequence of propositions new in from in by replacing the propo-

sition q with s q (line-18);
– check, for every simulation instant ti, if the new sequence new in is true on the

atomic proposition trace (line-22), but the output proposition p is false (line
24). In this case, a counter example is found that shows we cannot remove
the atomic proposition ai from s q, otherwise the association between s q and
p is not valid any more. Thus ai is restored inside s q (line 25). If a counter
example is not found, ai can be definitely removed.

6 Assertion Qualification

The degree of interestingness of assertions extracted by applying the methodol-
ogy described in the previous section is evaluated according to a re-adaptation of
metrics that are traditionally adopted in the context of data mining. Assertions
are then ranked according to such a metrics.

6.1 Metrics

Several metrics have been proposed in data mining for evaluating the interest-
ingness of association rules. The use of metrics allows analysers evaluating the
rules from different points of view [15,26]. For instance, odds ratio and entropy
are appropriate for estimating the probability of distribution of items, support
and confidence are able to calculate the interestingness of an association rule
based on the number of item’s occurrences; while the correlation coefficient is
suited to determine the dependency between set of items.

In the context of assertion qualification, metrics that provide information
about the degree of accuracy of a rules with respect to the probability it will hold
in the future (like for example, confidence, which estimates the joint probability
between occurrences of the antecedent and the consequent in the data set) are
not relevant, because we know that assertions under analysis are always true on
the DUV. We are instead interested in metrics that measure the interestingness
of an assertion with respect to covered behaviours, number of activations, and
correlation between antecedents and consequents. For this reason, we identified
support and correlation coefficient as the most interesting metrics for assertion
evaluation. Their definition in the context of data mining are hereafter reported
together with considerations related to how they can be adapted to be suited
for assertion evaluation.

Definition 8. Given a set of items I, and the corresponding set of transactions
D, a rule X → Y has support S if X and Y occur concurrently in S percent of
transactions in D.
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In practice, to compute the support of an association rule, it is necessary to
count how many rows in the transaction set table contain both X and Y . In case
of temporal assertions, the support corresponds instead to the number of times a
temporal assertion occurs (i.e., its antecedent is fired and then its consequent is
satisfied) in the execution traces with respect to the total number of occurrences
corresponding to the other temporal assertions under analysis. This requires a
different computation approach with respect to data mining. For example, let us
consider a temporal assertion A → C that occurs 10 times in a set of execution
traces. If it belongs to a set of temporal assertions that globally occur 1000 times
in the same execution traces, the support of A → C is 10/1000 = 0.01.

Definition 9. Given a set of items I, and the corresponding set of transactions
D, the correlation coefficient of the rule X → Y is the covariance of X and Y
divided by the product of their individual standard deviations.

More informally, the correlation coefficient can determine if antecedent and
consequent are related or not by observing whether occurrences of the antecedent
depend on occurrences of the consequent and vice versa. For example, Fig. 5
graphically shows the meaning of the correlation coefficient with respect to the
association rule X → Y . On the left, X and Y has a positive correlation, i.e.,
an increment in occurrences of X corresponds to an increment in occurrences
of Y . In the middle, a negative correlation is shown. Finally, on the right, no
dependence between X and Y exists. Higher is the correlation coefficient higher
is the interestingness of the analysed rule.

Fig. 5. The correlation coefficient: positive correlation (on the left), negative correlation
(in the middle), no correlation (on the right).

6.2 Assertion Ranking

For estimating the interestingness of assertions, we implemented an assertion
ranker based on support and correlation coefficient. The work flow of the pro-
posed methodology is then divided in 3 main steps (Fig. 6):

1. Counting of occurrences: In this phase, the number of times an assertion is
verified in the execution traces is computed. Then, each assertion is decom-
posed in antecedent and consequent and their respective frequencies in the
execution traces are computed too.
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Fig. 6. Overview of qualification methodology.

2. Computation of contingency tables: the information collected in step 1 is then
organized in contingency tables (one per each assertion) that represent the
ingredients for the computation of the evaluation metrics in the final step.
Contingency tables make simpler the extraction of information like how many
times an antecedent and the corresponding consequent occur in the execution
trace, how many times an antecedent occurs but the corresponding consequent
does not, and how many times a consequent occurs but the corresponding
antecedent does not.

3. Evaluation of interestingness: The final step, starting from the contingency
tables, computes support, correlation coefficient, and their linear combination
to obtain a final metrics that considers both of them. Their combination is
necessary because support and correlation coefficient separately may provide
very different estimations, which only partially characterise the quality of
each assertion, as clarified later in this section.

In the following of this section the three steps of the proposed methodology
are described.

Counting of Occurrences. To count occurrences of assertions, antecedents
and consequents, we generate a checker for each assertion. A checker can be
considered an automaton that monitors the evolution of the DUV during simu-
lation and raises a failure when the corresponding assertion is violated [27]. To
perform such a verification, the checker exactly knows when the antecedent is
fired and when the consequent is then satisfied. Thus, it can be used for counting
of occurrences as required for our estimation.

For example, the automaton generated for counting occurrences for an asser-
tion like always(pa → next(pc)) is reported in Fig. 7. The automata starts in the
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initial state ant. It remains in this state (corresponding to a vacuous satisfaction
of the assertion) till the antecedent pa is finally fired (transition T3). Then, it
moves to the state cons, where it stays by continuously traversing T4 at each
simulation instant while pa remains true and pc is also satisfied. This represents
the case in which the assertion is activated and satisfied (non vacuously) for
several consecutive simulation instants. The assertion is non vacuously satisfied
also when the automaton exits cons by traversing T7, which corresponds to the
case pc still holds but pa stops to be fired. Alternatively, the automaton exits
cons to reach the error state through T5 in case pc stops holding. In this case
the assertion is falsified, but according to our assumption (assertions are true in
the DUV) this never happens in our methodology. The number of occurrences
of the assertion corresponds to the number of traversals of transitions T4 and
T7. The number of times the antecedent is fired corresponds to the number of
traversals of T3 and T4. Finally, the number of times the consequent is fired
corresponds to the number of traversals of T1 and T4.

Fig. 7. Example of the checker for assertion always(pa → next(pc)).

Computation of Contingency Tables. Support and correlation coefficient
can be effectively computed by relying on a 2 × 2 frequency count matrix called
contingency table [28], whose computation derived from the counting of occur-
rences performed in the previous step. Given an assertion A → C, its contingency
table represents the relation between A and C. The cells of the table contain the
following information (Table 1):

– Cell f11 is the number of times where A is true and consequently C is true in
the execution traces;

– Cell f10 is the number of times where A is true but consequently C is false
and other consequents than C are true in the execution traces, i.e., it is the
sum of occurrences of assertions A → C ′ included in the considered assertion
set with C �= C ′. It is worth noting that A → C and A → C ′ are not incon-
sistent, because C and C ′ refer to different temporal instants. For example,
always(p1 → next(p2)) and always(p1 → next(next(p3))) can be both true
for the same DUV.

– Cell f01 is the dual of f10, i.e., it is the number of times where A is false
but A′ different from A is true and consequently C is true in the execution
traces, i.e., it is the sum of occurrences of assertions A′ → C included in
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the considered assertion set with A �= A′. In this case, A and A′ can also be
conflicting because this doest not represent an inconsistency for the assertion
set. For example, always(p1 → next(p2)) and always(p3 until p4 → next(p2))
can be both true for the same DUV.

– Cell f00 is the number of times an assertion is true, whose antecedent and
consequent are both different, respectively, from A and C, i.e., it is the sum
of occurrences of the other assertions included in the analysed set.

– Cell f1X is the sum of cells f11 and f10.
– Cell f0X is the sum of cells f01 and f00.
– Cell fX1 is the sum of cells f11 and f01.
– Cell fX0 is the sum of cells f10 and f00.
– Cell fXX is the grand total.

As an illustrative example, let us consider assertions reported in Table 2. For
sake of clearness, and without loss of generality, the table does not show the
atomic propositions composing antecedents and consequents of assertions, but
only the temporal relations between them in PSL syntax [3]. The corresponding
contingency tables are reported in Table 3. For example, for assertion A1, f11
correspond to the total number of occurrences of A1 in the analysed execution
traces; f10 is equal to 0, since antecedent A does not appear in none of the other
assertions; f01 is 0 since consequent A until F does not appear in none of the
other assertions; and finally, f00 is obtained by summing the occurrences of all
the other assertions except A1. Cells f10 for assertions A5, A6 and A7 are not
zero since they share the same antecedent E. Thus, f10 for A5, A6 and A7 are,
respectively, the sum of occurrences of A6 and A7, A5 and A7, and A5 and A6.
Similar considerations allow computing values for all the other cells of Table 3.

Table 1. Contingency table for A → C.

C C̄

A f11 f10 f1X

Ā f01 f00 f0X

fX1 fX0 fXX

Evaluation of Interestingness. Contingency tables provide basic ingredients
for the computation of support and correlation coefficient of a temporal assertion.
Concerning support, according to Definition 8, it is simply computed with the
following formula:

s =
f11
fXX

. (1)

The computation of the correlation coefficient for an assertion A → C, according
with Definition 9, is obtained instead by means of the following formula:

ρ =
cov(A,C)
σA · σC

(2)
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Table 2. An assertion set with the corresponding number of occurrences in the exe-
cution traces.

Assertion ID Assertion Occurrence

A1 always(A → A until F ) 468

A2 always(B → B until G) 436

A3 always(C → C until H) 481

A4 always(D → D until I) 361

A5 always(E → next(J)) 524

A6 always(E → next[2](J)) 516

A7 always(E → next[3](J)) 509

Table 3. Contingency tables of assertions reported in Table 2.

Assertion ID f11 f10 f01 f00

A1 468 0 0 2827

A2 436 0 0 2859

A3 481 0 0 2814

A4 361 0 0 2934

A5 524 1025 0 1746

A6 516 1033 0 1746

A7 509 1040 0 1746

where cov(A,C) is the covariance of A and C, while σA and σC are the
standard deviation, respectively, of A and C. Disregarding mathematical steps,
the correlation coefficient can be computed in terms of the cells of a contingency
table as follows:

ρ =
f11 · f00 − f10 · f01√
f1X · f0X · fX1 · fX0

(3)

According to Eq. (1) the support ranks in the highest positions assertions
that occur frequently in the execution traces. However, we can have very inter-
esting assertions that occur a few times because they refer to corner cases. On
the other hand, the correlation coefficient privileges assertions where the number
of occurrences of the antecedent better matches the number of occurrences of
the consequent, but assertions where these numbers are low could be extracted
by chance without representing a real behaviour of the DUV. For this reason
a combination of support and correlation coefficient provides a more accurate
estimation of assertion interestingness. Thus, we propose the measure the inter-
estingness of an assertion A through the following formula:

I(A) = α ∗ sn(A) + (1 − α) ∗ ρn(A) (4)

where, α ∈ [0, 1], and sn(A) and ρn(A) are the value obtained by normalizing,
respectively, the support s and the correlation coefficient ρ of A with respect to
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the whole set of analysed assertions. At varying of α the role of support becomes
more or less important with respect to the role of the correlation coefficient in
determining the final estimation of assertion interestingness. In our experiments
best results have been obtained with α = 0.4.

7 Experimental Results

Experimental results have been carried out on an Intel Xeon E5649 @2.53 Ghz
equipped with 8 GB of RAM and running Linux OS. The benchmarks consid-
ered for evaluating the proposed mining strategy belong to the Open-Source-
Test-Case (OSTC) platform developed as reference case study for the European
project SMAC [29]. In particular, we considered the RTL implementation of the
UART [30] and BUS-APB [31] components. These two benchmarks have been
selected because they present different characteristics from the input/output
latency point of view, i.e. the number of clock cycles required, at maximum, to
compute the component’s functionality. The I/O latency is an important para-
meter for mining approaches because longer is the I/O latency, higher is the
time spent by the miner to create an assertion that puts in relation values pro-
vided to primary inputs with values obtained on primary outputs. UART, which
is practically a parallel-to-serial/serial-to-parallel converter, requires 665 clock
cycles before the output bit stream is produced, once data are provided in input
for the conversion. On the contrary, the input/output latency of BUS-APB is 2
clock cycles.

Table 4 reports, for each component, the lines of code (Lines), the number
of bits corresponding to control signals belonging to the primary inputs (PIs)
and to the primary outputs (POs), and the input/output latency (I/O latency).
Execution traces composed of 10,000 clock cycles have been generated for the
two benchmarks by simulation.

The mining methodology proposed in this paper has been compared with a
state-of-the-art approach presented in [5], which mines assertions from execution
traces through an induction algorithm based on a decision tree [32]. The com-
parison between the two approaches is reported in Tables 5 and 6 concerning,
respectively the characteristics of the mined assertions and mining execution
times, and the quality of the mined assertions measured in terms of mutation
coverage [14].

Columns 2 and 3 of Table 5 report the configuration parameters, i.e., the
length of considered time windows (tw len) (which corresponds to the I/O
latency of the DUV), the maximum number of propositions allowed in the
antecedent of the mined assertions (max len) for the time window approach
(i.e., the maximum number of clock cycles that are observed in the antecedent),
and the maximum depth of the analysed decision tree (max depth) for the app-
roach proposed in [5]. The parameters max len has been selected according to
the characteristics of the DUVs. For example, max len = 1 for UART because
the values assigned to the input control signals to start the data elaboration are
provided in a single clock cycle, while max len = 2 for BUS-APB since input
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Table 4. Characteristics of benchmarks.

DUV Lines PIs POs I/O latency

BUS-APB 390 6 12 2

UART 6819 10 9 665

control signals influence the bus functionality during the whole elaboration phase
that always embraces 2 clock cycles. On the contrary, for the decision-tree based
approach the maximum depth of analysed decision tree must be specified; we
tested different values and we saw that for values higher than 10 and 12, respec-
tively for UART and BUS-APB, the execution time of the algorithm increases
without improving the quality (measured in terms of mutation coverage) of the
mined assertions. Then, Columns 4–7 report the mining results, i.e., the number
of extracted assertions (# ass.), the average number of input atomic propositions
included in the antecedent of the extracted assertions (# ant.), the average num-
ber of output atomic propositions included in the consequent of the extracted
assertions (# cons.), and the total time required for the mining procedure (time).
Looking at the results, we see that the number of assertions generated by our
approach is smaller than the number of assertions generated by [5]. However our
assertions are composed of consequents with a higher number of atomic propo-
sitions, which reflects in a better description of the behaviours of the primary
outputs of the DUV when an antecedent is fired. On the contrary, antecedents
are generally compact (i.e., the number of involved atomic propositions is small),
thus assertions cover a large number of behaviours from the perspective of the
DUV’s primary inputs. Finally, concerning execution time, our approach out-
performs the decision tree-based algorithm when applied to mine assertions on
DUVs, whose I/O latency (which impacts on the offset between antecedent and
consequent) is very high, like in the case of UART .

Table 5. Number of assertions extraced by the time-window approach and the decision-
tree based approach.

DUV Configuration parameters Results

tw len max len # ass. # ant. # cons. Time

Time window-based approach

BUS-APB 2 2 24 3.3 11.1 1 s.

UART 655 1 21 2.94 6.47 720 s.

DUV Configuration parameters Results

tw len max depth # ass. # ant. # cons. Time

Decision tree-based approach [5]

BUS-APB 2 12 86 2.82 1 1 s.

UART 665 10 39 5.6 1 5820 s.
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Table 6. Comparison between the proposed approach and [5] based on mutant cover-
age.

DUV # observ. # covered Avg Time

Time window-based approach

BUS-APB 22 22 10.27 70 s.

UART 149 99 26.85 4208 s.

DUV # observ. # covered Avg Time

Decision tree-based approach [5]

BUS-APB 22 22 0.8 83 s

UART 149 58 9.08 46853 s

7.1 Assertion Qualification

Mined assertions by adopting our approach and the decision tree-based algo-
rithm have been then compared to evaluate their effectiveness in covering the
DUV behaviours. The comparison has been done in terms of mutant coverage,
which represent small alterations of the DUV’s source code that perturb its
functionality. A mutant is observable if, in comparison with a mutant-free DUV,
its effect is visible as an alteration in the DUV’s primary outputs. A mutant is
covered by an assertion if the assertion fails when the mutant is observed at pri-
mary outputs. The mutant coverage C is then the ratio between covered mutants
and observable mutants. Uncovered mutants highlight the incompleteness of the
assertions set [14]. The well-known bit coverage fault model have been selected
to inject mutants in the control signals of the DUVs [33]. Bit coverage alters, in
single fault mode, each bit of the affected signal by fixing its value to 0 (stuck-at
0) or to 1 (stuck-at 1). Table 6 reports the results of the mutation analysis by
showing the number of observable mutants (# observ.), the number of covered
mutants (# covered), the average number of mutants covered by each assertion
(avg), and finally the time required to simulate the OSTC platform connected
to the set of checkers3 corresponding to the assertions mined for UART and
BUS-APB in presence of one mutant (Time).

The mutant coverage achieved for BUS-APB is 100% for both approaches,
while the time window-based approach outperforms the decision-tree algorithm
concerning mutant coverage of UART. Moreover, the number of mutants covered
in average by each assertion mined with our approach is higher. Finally, concern-
ing the simulation time, we observe that checkers corresponding to assertions
mined by the decision tree algorithm require a longer simulation time, which
greatly increases for assertions that predicate on DUV with a long I/O latency,

3 A checker is an automaton that monitors the evolution of the DUV during simula-
tion and raises a failure when the corresponding assertion is violated. We generated
checkers for mined assertion by using IBM FoCs [34].
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as in the case of UART. We observed in particular, that antecedents of assertions
generated according to [5] are composed of atomic propositions that could be
removed, since they do not affect the truth value of the assertions. This draw-
back is implicit in the use of a decision tree-based data structure, and it depends
on the fact that an assertion generated at a leaf node necessarily includes atomic
propositions predicating on variables involved in all previous levels of the tree.
This leads to create assertions with longer antecedents, whose checkers require
longer simulation times. Moreover, simulation times are affected by the total
number of assertions which is higher in the case of the decision tree-based algo-
rithm.

Finally, the accuracy of the interestingness estimation measured according to
mutant coverage C has been compared with the metrics I we defined in Sect. 6.
The hypothesis is that assertions with the highest mutant coverage are ranked
in the highest positions also according to the proposed metrics I.

Table 7. Comparison between assertion ranking based on metrics I and mutant cov-
erage C.

DUV # ass. # mut. Preserved mutants Loss mutants

Q4I Q4C Q4I ∪ Q3I Q4C ∪ Q3C Q2I ∪ Q1I Q2C ∪ Q1C Q1I Q1C

UART 21 99 76 73 97 97 2 2 1 2

BUS-APB 24 22 18 NA 22 21 0 1 0 0

To experimentally prove the previous hypothesis, after the computation of
the metrics I (with α = 0.4) and the mutant coverage C, we divided assertions
in 4 groups, respectively, Q1I , . . . , Q4I for I, and Q1C , . . . , Q4C for C. The
division in groups has been done according with quartiles computed on I and
C. In this way, the top 25%-ranked assertions with respect to I and C are
included, respectively, in Q4I and Q4C , while the worst 25%-ranked assertions
are included in Q1I and Q1C . Similarly, Q3I and Q3C include assertions between
the first and the second quartile, while Q2I and Q2C include assertions between
the second and the third quartile. Then, we analysed the impact of assertions
belonging to the different groups in covering mutants. Results are reported, for
assertions extracted according to our mining approach, in Table 7. After the
DUV name, the second and the third Columns report, respectively, the number
of analysed assertions (#ass.) and the number of mutants totally covered by
assertions (#mut.). Then, Columns under Preserved mutants show how many
mutants are still covered by preserving assertions belonging to only Q4I and
only Q4C , and to only Q4I ∪ Q3I and only Q4C ∪ Q3C . Finally, Columns under
Loss mutants show how many mutants remain uncovered by removing assertions
belonging to Q2I ∪ Q1I and Q2C ∪ Q1C , and to only Q1I and only Q1C . It is
evident from the results reported in Table 7 that measuring the interestingness
of assertions according to the metrics I proposed in this paper ranks in the
highest positions assertions that cover the most of mutants, while in the lowest
positions remain assertions that very rarely cover mutants not yet covered by
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better ranked assertions. In this context, the ranking provided by I is even better
than the ranking provided by C, since, for example, in the case of UART, 76
mutants are covered by assertions included in Q4I , while only 73 mutants are
covered by assertions included in Q4C ; on the opposite, only one mutant remains
uncovered by discarding assertions in Q1I , while 2 mutants remain uncovered
by discarding assertions in Q1C .

It is worth noting also that in the case of BUS-APB, the number of mutants
covered only by assertions belonging to group Q4C cannot be computed, because
due to a particular distribution of covered mutants among assertions, the third
quartile correspond exactly to the fourth (i.e., to the maximum number of
mutants covered by the assertions with the highest mutant coverage). In partic-
ular, this happens because, by chance, 8 assertions on 24 cover the same (high-
est) number of mutants. In this situation, due to the low variability of mutant
coverage among assertions there is no distinction between Q3C and Q4C . This
represents a drawback of the mutant-based analysis, which is instead outcome
by the approach proposed in this paper that can effectively distinguish between
Q3I and Q4I . A further analysis has been conducted by measuring the time
required for the computation of I and C.

Results are reported in Table 8. It is evident that measuring I (I time)
requires a few seconds, independently from the complexity of the DUV. On
the contrary, mutation analysis requires a longer verification time I (C time)
to simulate DUV and checkers for each mutant. This is particularly evident
for complex designs like UART, where assertions predicate on large time win-
dows (up to 665 clock cycles). For sake of clarity, the time reported for I does
not include the time spent for counting assertion occurrences in the execution
traces, since the result of such a counting is already available when assertions are
automatically generated through assertions mining. If this information was not
available, or assertions were manually defined, the time for computing I would
include the time spent for one simulation run to compute assertion occurrences
on the execution traces (I + sim time), while computation of C always requires
a number of simulation runs equal to the number of mutants.

Table 8. Execution time for computing I and C.

DUV I time I + sim time C Time

UART 2 s 4208 s 26400 s

BUS-APB 2 s 70 s 940 s

From previous considerations we derive that the evaluation of the assertions
according to the methodology proposed in Sect. 6 represents a faster and more
effective approach for assertion qualification with respect to measuring the qual-
ity of assertions by using a mutant coverage-based approach.
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8 Conclusions

The paper presents a mining algorithm for automatic generation of LTL tem-
poral assertions and a qualification metric for the evaluation of the assertion
interestingness.

On one side, the assertions generation technique relies on a time window-
based analysis of execution traces that searches for behaviours that repeat peri-
odically capturing the relation between primary inputs and primary outputs of
the DUV. The approach is particularly suited for mining assertions that describe
the behaviour of the control signals of the DUV, which are used to implement
the I/O communication protocol surrounding the computation of the DUV core
functionality. In comparison with a state-of-the-art assertion miner proposed
in [5], experimental results show that our approach generates a more compact
set of assertions, which achieves a higher mutant coverage and requires shorter
times for the simulation of the corresponding checkers.

On the other hand, the qualification approach re-adapts metrics typically
adopted in data mining, i.e., support and correlation coefficient, to measure the
importance of an assertion on the basis of both its activation frequency dur-
ing simulation runs and the correlation between its antecedent and consequent.
Experimental results showed that, compared to traditional mutant coverage-
based techniques, our metrics provides a better estimation of assertion interest-
ingness by ranking in the top positions assertions that cover the major number of
mutants and in the lowest positions assertions that cover mutants detected also
by better ranked assertions. Finally, concerning estimation time, we outperform
the mutant coverage-based approach of one order of magnitude, by considering
also the time required for computing the frequency of assertions by simulation.
When such frequencies are already available (e.g., when provided by an assertion
mining tool) the computation of the proposed metrics is almost negligible (a few
seconds).

References

1. Gupta, A.: Assertion-based verification turns the corner. IEEE Des. Test Comput.
19(4), 131–132 (2002)

2. Pnueli, A.: Linear and branching structures in the semantics and logics of reactive
systems. In: Brauer, W. (ed.) ICALP 1985. LNCS, vol. 194, pp. 15–32. Springer,
Heidelberg (1985). doi:10.1007/BFb0015727

3. Standard for property specification language (PSL), IEC 62531: 2012(E) (IEEE
Std 1850–2010), pp. 1–184 (2012)

4. Ammons, G., Bod́ık, R., Larus, J.R.: Mining specifications. ACM Sigplan Not.
37(1), 4–16 (2002)

5. Hertz, S., Sheridan, D., Vasudevan, S.: Mining hardware assertions with guidance
from static analysis. IEEE Trans. Comp. Aided Des. Integr. Cir. Syst. 32(6), 952–
965 (2013)

6. Danese, A., Ghasempouri, T., Pravadelli, G.: Automatic extraction of assertions
from execution traces of behavioural models. In: proceedings of ACM/IEEE DATE
(2015)

http://dx.doi.org/10.1007/BFb0015727


220 A. Danese et al.

7. Jasper Activeprop. http://www.jasper-da.com
8. http://www.atrenta.com/solutions/bugscope.htm5
9. Bertasi, M., Di Guglielmo, G., Pravadelli, G.: Automatic generation of compact

formal properties for effective error detection. In: Proceedings of ACM/IEEE
CODES+ISSS, pp. 1–10 (2013)

10. Li, W., Forin, A., Seshia, S.A.: Scalable specification mining for verification and
diagnosis. In: Proceedings of ACM/IEEE DAC (2010)

11. Katz, S., Grumberg, O., Geist, D.: “Have i written enough properties?” - a method
of comparison between specification and implementation. In: Pierre, L., Kropf, T.
(eds.) CHARME 1999. LNCS, vol. 1703, pp. 280–297. Springer, Heidelberg (1999)

12. Hoskote, H., Kam, T., Ho, P.H., Zao, X.: Coverage estimation for symbolic model
checking. In: Proceedings of ACM/IEEE DAC, pp. 300–305 (1999)

13. Jayakumar, N., Purandare, M., Somenzi, F.: Dos and don’ts of CTL state coverage
estimation. In: Proceedings of ACM/IEEE DAC, pp. 292–295 (2003)

14. Fedeli, A., Fummi, F., Pravadelli, G.: Properties incompleteness evaluation by
functional verification. IEEE Trans. Comput. 56(4), 528–544 (2007)

15. Tan, P.-N., Kumar, V., Srivastava, J.: Selecting the right interestingness measure
for association patterns. In: Proceedings of ACM/SIGKDD KDD, pp. 32–41 (2002)

16. Tan, P.-N., Kumar, V.: Interestingness measures for association patterns: a per-
spective. In: Proceedings of Workshop on Postprocessing in Machine Learning and
Data Mining (2000)

17. Lo, D., Maoz, S.: Specification mining of symbolic scenario-based models. In: Pro-
ceedings of ACM PASTE, pp. 29–35 (2008)

18. Lo, D., Khoo, S.-C., Liu, C.: Efficient mining of iterative patterns for software
specification discovery. In: Proceedings of ACM KDD, pp. 460–469 (2007)

19. Henkel, J., Diwan, A.: Discovering algebraic specifications from java classes. In:
Cardelli, L. (ed.) ECOOP 2003. LNCS, vol. 2743, pp. 431–456. Springer, Heidelberg
(2003). doi:10.1007/978-3-540-45070-2 19

20. Ernst, M., Cockrell, J., Griswold, W., Notkin, D.: Dynamically discovering likely
program invariants to support program evolution. IEEE Trans. Softw. Eng. 27(2),
99–123 (2001)

21. Sheridan, D., Liu, L., Kim, H., Vasudevan, S.: A coverage guided mining approach
for automatic generation of succinct assertions. In: Proceedings of IEEE VLSI
Design, pp. 68–73 (2014)

22. Bonato, M., Di Guglielmo, G., Fujita, M., Fummi, F., Pravadelli, G.: Dynamic
property mining for embedded software. In: Proceedings of ACM/IEEE
CODES+ISSS, pp. 187–196 (2012)

23. Ernst, M.D., Perkins, J.H., Guo, P.J., McCamant, S., Pacheco, C., Tschantz, M.S.,
Xiao, C.: The Daikon system for dynamic detection of likely invariants. Sci. Com-
put. Program. 69(1), 35–45 (2007)

24. http://www.atrenta.com/about-bugscope.htm5
25. Antunes, C.M., Oliveira, A.L.: Temporal data mining: an overview. In: Proceedings

of Workshop on Temporal Data Mining (2001)
26. Bayardo Jr., R.J., Agrawal, R.: Mining the most interesting rules. In: Proceedings

of the Fifth ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 145–154. ACM (1999)
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