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Preface

In recent years, considerable technological progress has been made in the develop-

ment of in vitro bioanalytical methods and instruments for the elucidation of toxic

effects of compounds of both natural and anthropogenic origin.

Such methods, which are progressively applied in toxicologyand environmental

science, allow the detection of cytotoxicity as well as the investigation of specific,

sublethal effects of chemicals and chemical mixtures of different complexity. In

toxicology, in vitro bioanalytical tools have so far mainly been used to generate

scientific knowledge, to elucidate the chemical causes of effects, and to provide

data in support of environmental monitoring.

It is widely accepted that in vitro methods add substantial value to the field of

ecotoxicology because of their efficiency, their high throughput capacity, and their

ability to obtain mechanistic information about toxicity and basic data on possible

toxicological risks in different environmental compartments. However, the use and

interpretation of test results in regulation is challenging and still under discussion.

Although reduction, replacement, and refinement of in vivo toxicologyis always

being called for by society and regulatory stakeholders, one main reason for

regulatory obstruction is that options for in vitro/in vivo extrapolation of effects

are still missing.

This book gives an overview of the current state of the art of in vitro bioassays in

the field of (eco)toxicology with special focus on effects of very high concern and

reasonable areas of application. Furthermore, selected chapters address topics

related to the application of in vitro bioassays in environmental sciences, such as

passive sampling/passive dosing and effect-directed analysis. A special chapter

describes the possibilities of linking results of in vitro assays to in vivo effects by

making use of physiologically-based pharmacokinetic modeling. According to the

basic test principles, the underlying concepts of the various techniques are shown.

v



The book exemplifies the use of in vitro approaches in different fields of

application. It discusses the potential, current limitations, research needs,and reg-

ulatory perspectives of some selected bioanalytical tools and of in vitro bioassays in

general.

Georg Reifferscheid

Sebastian Buchinger
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Endocrine Disruption and In Vitro

Ecotoxicology: Recent Advances

and Approaches

Martin Wagner, Cornelia Kienle, Etiënne L.M. Vermeirssen,

and J€org Oehlmann

Abstract Endocrine-disrupting chemicals (EDCs) are man-made compounds

interfering with hormone signaling. Omnipresent in the environment, they can

cause adverse effects in a wide range of wildlife. Accordingly, Endocrine Disrup-

tion is one focal area of ecotoxicology. Because EDCs induce complex response

patterns in vivo via a wide range of mechanisms of action, in vitro techniques have

been developed to reduce and understand endocrine toxicity. In this review we

revisit the evidence for endocrine disruption in diverse species and the underlying

molecular mechanisms. Based on this, we examine the battery of in vitro bioassays

currently in use in ecotoxicological research and discuss the following key ques-

tions. Why do we use in vitro techniques? What endpoints are we looking at?

Which applications are we using in vitro bioassays for? How can we put in vitro

data into a broader context? And finally, what is the practical relevance of in vitro

data? In critically examining these questions, we review the current state-of-the-art

of in vitro (eco)toxicology, highlight important limitations and challenges, and

discuss emerging trends and future research needs.

Keywords Bioanalytical tools, Bioassay, Effect-directed analysis, Endocrine-

disrupting chemical, Mechanism of action, Risk assessment
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1 Introduction1

1.1 Endocrine Disruption: What Is It All About?

The Metazoan endocrine systems essentially and intricately regulate physiological

processes in both the short and the long term, including behavior, development,

metabolism, reproduction, and stress response. Endocrine systems are highly

diverse, with neurotransmitters and neurohormones as ancestral mechanisms of

paracrine/endocrine communication in invertebrates [1]. As more complex organi-

zations evolved, endocrine systems were complemented with endocrine cells

(annelids) and glands (mollusks, arthropods) secreting ‘true hormones’ [1]. In

spite of their diversity, some components of the invertebrate endocrine systems

are remarkably conserved and resemble their vertebrate counterparts [2]. Steroid

receptors, for example, have evolved from a common ancestor present before the

origin of bilaterally symmetric animals. These receptors presumably already con-

trolled reproduction [3, 4].

Ecotoxicological research has demonstrated in field and laboratory experiments

that chemicals can interfere with the endocrine systems, a phenomenon known as

Endocrine Disruption (ED). Effects resulting from such disruption and causative

compounds, are manifold and have been extensively reviewed elsewhere [2, 5–

14]. This includes a comprehensive discussion of ED in mollusks [15], fish [16],

1This is an extended and updated version of the introduction published in Wagner [368].
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amphibians [17], reptiles [18], and birds [19]. Recent advances in ecotoxicology

cover ecotoxicogenomics [20], early exposures [21], population and ecosystem

sustainability [22], and the impact of additional stressors, such as climate change

[23, 24]. In the light of the wealth of available studies on ED in wildlife species,

only selected, well-established examples are discussed here.

1.1.1 Invertebrates

Organotin-induced imposex2 development in mollusks is one of the best-

documented incidences of ED in the field [25]. In the early 1970s, Blaber [26]

and Smith [27] observed penis-like structures in female gonochoristic marine

caenogastropods from the field. A decade later, tributyltin (TBT) used in naval

antifouling paints was implicated in the occurrence of imposex [28, 29]. Numerous

field and laboratory studies have conclusively linked organotin exposure to

imposex in more than 250 mollusk species (see reviews [15, 25, 30]). Because

imposex is irreversible and may result in female sterility, some of the gastropod

populations have been locally eradicated (see [31]). However, legislatory action has

resulted in declining organotin levels and slow recovery of some caenogastropod

populations [32–36]. Despite the clear-cut evidence of TBT toxicity, scientific

debate about the underlying mechanism is ongoing. Amongst several available

theories (reviewed in [30, 37]), disruption of androgen signaling3 [38–42] and the

retinoid pathway4 [43–49] appears to be the most promising. Putting aside the

putative dispute, a recent mechanistic study suggests that both pathways might be

involved in imposex induction [50].

ED in caenogastropod mollusks is not restricted to organotin compounds but is

induced by several estrogenic, androgenic, and antiandrogenic substances (for

review see [15]). One prominent example is the plastic monomer Bisphenol A

(BPA)5: In a molluskan model, BPA exposure induced so-called superfemales, that

is, females with additional reproductive organs, enlarged glands, and escalated

reproduction [51]. Because effects were observed at the lowest concentration

studied, a follow-up study established BPA effects at even lower, nanogram per

liter levels [52]. Heavily criticized by industry-funded scientists [53], Oehlmann

and colleagues [54] replicated the original findings and reported that inadequate

experimental conditions (elevated temperatures) masked the BPA effects.

2Imposex is defined as the imposition of male reproductive characteristics, for example, penis

development, on female individuals.
3For example, female testosterone levels might be increased by aromatase inhibition. See

Fernandes et al. [369] for a comprehensive review on molluskan steroid biosynthesis.
4Organotin compounds have been shown to be potent agonists of the retinoid receptors RXR

and RAR.
5BPA found to be estrogenic in the 1930s [370] but was abandoned as synthetic estrogen in favor

of the more potent diethylstilbestrol (DES). Today, it is mainly used as building block of

polycarbonate plastics to produce food and beverage containers [130].

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 3



Unsurprisingly, subsequent studies conducted at a higher temperature regime were

unable to reproduce the observations [55, 56].

1.1.2 Fish

A masculinization of mosquito fish by paper mill effluent was reported from the

U.S. in the 1980s [57]. In the same decade, feminization of teleost fish was first

observed in the River Thames [58]. This phenomenon has been termed ‘intersex’
because affected individuals developed hermaphroditic gonads containing both

male and female parts [58]. A decade later, the intersex phenomenon was experi-

mentally linked to exposure to sewage treatment effluents [59].6 As elevated

vitellogenin (VTG)7 levels were observed in exposed male fish, estrogen-like

chemicals have been suggested as causation. Since then, numerous field studies

have corroborated this connection with several species being affected worldwide

(see [60]). For instance, almost all phenotypic male fish caught at polluted sites in

England were intersex [61, 62].8 In a recent study, 98% of fish exposed to sewage

treatment effluent were phenotypic females. In a competitive breeding study,

sex-reversed males from the effluent did reproduce as females but with a very

low success. Moreover, none of the sex-reversed males contributed to the offspring

under competitive conditions [63, 64].

Kidd and coworkers approached the issue of ED at population level in a long-

term, whole-lake experiment [65]. Over a period of 3 years, an experimental lake

was dosed with a low concentration of a synthetic estrogen mimicking the envi-

ronmentally relevant estrogenic exposure via sewage treatment effluents.9 Follow-

ing the second season of exposure, the population of one fish species collapsed

almost completely and did not recover in the first 3 years after the removal of the

exposure.10 However, in the spring of the 4th year, adult size-frequency distribution

6Given the almost universal contamination of freshwater ecosystems with (treated) wastewater,

the issue of feminization became the focal point for research on ED in fish and EDCs in

wastewater.
7VTG is an egg yolk protein precursor. Synthesized in the female liver, it is transported via the

bloodstream for incorporation into oocytes. Its expression is estrogen-dependent [371]. Naturally

only produced by mature females, its prevalence in juvenile or male fish is considered a biomarker

of exposure to estrogenic substances.
8Intersex males had increased VTG and estradiol levels, delayed spermatogenesis, and malformed

reproductive ducts as well as reduced milt production, sperm motility, and fertilization rates.
9A nominal concentration of 5 ng L�1 17α-ethinylestradiol (EE2), the synthetic estrogen from the

birth-control pill, was dosed to a lake in Ontario, Canada [372, 373].
10During the exposure period, VTG levels in male fathead minnow (short life cycle) were three

orders of magnitude higher than in the reference. In addition, the testicular and ovarian develop-

ment was arrested [372]. Similar effects have been observed in pearl dace. While in this longer-

lived species a clear impact on population size has not yet been observed, population structure was

affected as indicated by the loss of the 1-year-old size class [374]. In another species (rainbow

trout), fertility was unaffected [375]. This highlights considerable species differences [376].
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and abundance had returned to pretreatment levels. Genetic analyses showed that

postrecovery fish were descendants of the original EE2-treated population [66]. The

lesson learnt from this whole-lake experiment is that chronic exposure to environ-

mentally relevant levels of estrogens clearly impacts the sustainability of wild fish

populations.

The intersex phenomenon in fish has long been attributed to estrogen-like

compounds. In contrast, recent research provides a strong argument for an addi-

tional contribution of antiandrogenic chemicals producing phenotypic effects sim-

ilar to estrogens [67, 68]. In an innovative approach, Hill et al. [69] analyzed the

antiandrogenic activity of tissue extracts from fish exposed to sewage treatment

effluents. Combining a fractionation approach with analytical techniques, the

authors identified the antimicrobials chlorophene and triclosan as predominant

environmental antiandrogens bioavailable to fish [70]. These are excellent exam-

ples that research on EDCs in wildlife is shifting from analyzing a few well-

established chemicals to the effect-directed identification of unexpected, ‘emerg-

ing’ pollutants [71–75]. Pursuing such approaches provides a more holistic picture

of wildlife exposure to EDCs.

1.1.3 Amphibians

The global decline and loss of amphibian biodiversity [76] is of special concern

because amphibians appear to be more threatened than either birds or mammals

[77]. With a complex causation involved, climate change, pathogens, and habitat

loss have been proposed as global drivers [78, 79]. In this picture, the role of

chemical pollution is far from clear, but pesticides have been associated with the

amphibian decline [17]. Similar to fish (see Sect. 1.1.5), feminization of male frogs,

characterized by testicular oocytes and intersex, has been observed in the field as

well as in the laboratory (reviewed in [80]). A retrospective analysis of museum

specimens suggests an association between intersex and the use of organochlorine

chemicals [81].11 Atrazine, one of the most commonly applied pesticides world-

wide, serves as prototypic EDC in amphibians [82]. It induces demasculinization of

male frogs at very low, ecologically relevant concentrations (e.g., [83]). The

mechanism of atrazine toxicity in vertebrates is well-documented. In brief, the

pesticide reduces androgen levels by inhibiting androgen-simulating hormones,

enzymes of the androgen biosynthesis, and binding of dihydrotestosterone (DHT)

to its target proteins (see [82]). In addition to atrazine, effects of other EDCs

(especially pesticides) have been observed in several amphibian species in the

field and laboratory [2].

11Polychlorinated biphenyls (PCBs) and p,p-dichlorodiphenyltrichloroethane (DDT).

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 5



1.1.4 Reptiles

Among reptiles, the American alligator is the best-studied species in terms of

ED. Here, the case of Lake Apopka in Florida is of special interest because it

provided a clear indication of ED in wildlife vertebrates (reviewed in [18]).

Experiencing a pesticide spill from a nearby chemical company in 1980, the

lake’s alligator population subsequently suffered from population decline

[84]. Egg viability and post-hatch survival were compromised, most probably

because of high concentrations of organochlorine pesticides in the eggs

[85, 86].12 This is supported by laboratory studies in which pesticide exposure

caused infertile eggs and increased embryonic mortality (e.g., [87]). Moreover,

female hatchlings from Lake Apopka developed polycystic ovaries that resemble

symptoms of DES exposure in other vertebrates [88]. Male alligators from Lake

Apopka had decreased phallus size and testosterone levels compared to reference

populations [85, 89, 90].13 Mechanistically, several pesticides found in Lake

Apopka disrupt steroid signaling and biosynthesis (review in [91, 92]).14 Recent

transcriptomic analyses indicate a loss of sexually dimorphic gene expression in

specimen from Lake Apopka, mirroring the morphologic findings. Interestingly,

concomitant interference with non-steroidal pathways might also be involved in the

disruption of alligator reproduction [93, 94].

1.1.5 Birds

In the middle of the last century, a dramatic decline of raptor populations was

observed in Great Britain and North America [95]. For instance, the bald eagle

nearly vanished from the Great Lakes during the 1950s through the early 1970s

[96, 97]. The phenomenon concurred with eggshell thinning and was supposed to

be caused by pesticide (e.g., DDT) exposure [98]. The levels of organochlorine

insecticides and PCBs are associated with a number of reproductive outcomes,

including eggshell thinning, embryonic malformations, hatchling mortality, and

population productivity [99]. Additionally, a number of compounds (e.g., DDT,

PBDE, PCBs, TCDD) are experimentally linked to effects observed in the wild

[100–103]. Many of these chemicals have been proposed to mediate their toxicity

via an estrogenic mechanism [97].15 However, DDT has a different mechanism for

12Newer studies indicate that the pesticide levels have not appreciably decreased in the early 2000s

[87, 377]. Interestingly, associations between organochlorine pesticides and reproductive perfor-

mance have also been reported for caimans [378].
13Similar effects can be induced by other endocrine disruptors, including 17β-estradiol, atrazine,
and Bisphenol A [379].
14Several reptilian estrogen receptors have been cloned and display a differential responsiveness to

estrogens and pesticides [293, 380].
15Interestingly, in ovo exposure to estrogenic chemicals feminizes the male gonad in birds [381] as

it does in rodent models.
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inducing eggshell thinning. Its metabolite p,p-DDE inhibits prostaglandin synthesis

and, thus, reduces the calcium transport within the eggshell gland [104].

Besides reproduction itself, avian courtship behavior is a target of ED. For

instance, exposure to estradiol masculinizes nest building behavior and song struc-

ture in zebra finch [105, 106]. Furthermore, early estrogen exposure resulted in a

disrupted testicular morphology, leading to male infertility and reproductive failure

[107, 108]. Interestingly, bird populations might be affected by EDCs more subtly.

When fed on a diet containing environmentally relevant levels of estrogens, male

European starlings produced longer and more complex songs.16 Paradoxically, this

rendered the contaminated individuals more attractive to wild-caught females.

Because these males’ immunocompetence was compromised, consequences at

population level appear realistic [109].17

1.1.6 Mammals

Apart from rodents used as translational models for human toxicology, not much

information is available on ED in wild-living terrestrial mammals. However, there

is mounting evidence that marine mammals such as cetaceans and pinnipeds are

uniquely at risk from chemical contamination [2]. Because of their long lifespan,

high trophic level, and insulating fat tissue (blubber), they are among the species

accumulating the highest levels of persistent organic pollutants (POPs [110, 111]).

Here, most investigations focus on POPs in blubber biopsied from wild-living

specimen and document an extensive contamination (see [2, 112]). More recent

studies apply toxicogenomics to investigate the effects of POPs in marine mam-

mals. PCB contamination in Pacific orcas was associated with altered expression

levels of several hormone receptors, including AhR, TR, and ER [113]. Analogous

indications exist for ringed seals from polluted sites in the Baltic. Here, thyroid and

retinoic acid receptor expression was altered when compared to a reference popu-

lation from Spitsbergen [114]. In accordance with these findings, PCBs and PBDEs

affect thyroid hormone levels in white whales and bottlenose dolphins [115, 116].18

Moreover, dolphins suffered from immune suppression and anemia [115]. Interest-

ingly, similar effects were observed in primates exposed to high doses of

PCBs [117].

16The exposure scenario was based on the levels of estrogen-like compounds detected in earth-

worms sampled at wastewater treatment plants. Morphologically, the brain area controlling song

complexity was enlarged in exposed compared to control males [109].
17In a more recent study, growth and immunocompetence was reduced in nestlings exposed

similarly to the previous experiment [382].
18Notably, polar bears contaminated with organohalogens had thyroid gland lesions [383].
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1.1.7 Conclusions: Endocrine Disruption in Wildlife

Remarkably, the elucidation of ED in wildlife has been triggered by concrete

observations in the field (e.g., compromised reproduction). With mollusks

(imposex), fish (intersex), reptiles (population decline), and birds (eggshell thin-

ning) these phenomena have been retrospectively linked to a very high presence of

man-made compounds. Convincingly, chemical-effect causation has been con-

firmed for many cases in controlled laboratory experiments. In addition, recent

studies focusing on populations rather than on individuals substantiate the hypoth-

esis that EDCs negatively impact ecosystem integrity [6].

The research on ED in wildlife generated considerable insight into the disturbed

physiology. In addition, it deepened the understanding of the normal endocrinology

of many phyla (e.g., RXR signaling in invertebrates [118]). However, the current

state of knowledge on wildlife endocrinology is still fragmentary. Given the

extensive crosstalk of endocrine systems and species differences, a comparative

approach is needed [8].

Apart from the perspective of conservation, ecotoxicology has provided impor-

tant stimuli for the examination of the human population [6]. In that sense,

BPA-induced super feminization in mollusks is an early example of low dose

effects [119] and in ovo exposure to pesticides in birds echoes the concept of the

developmental origin of adult disease [120]. Likewise, the impact of EDCs in

wastewater treatment plant effluents on fish pioneered mixture toxicology

[121]. Most striking are the consistencies in ED observed among different species

from all phyla [5]. For instance, testicular oocytes are a sign of feminization of the

male gonad in mollusks, fish, amphibians, reptiles, and birds exposed to diverse

EDCs (Fig. 1). Notwithstanding the species differences in endocrine systems, the

consistency of observations renders ED biologically highly plausible.

1.2 Endocrine-Disrupting Chemicals: Defining a Common
Ground

The concept of ED was first specifically addressed in 1991 at a conference held in

Racine, Wisconsin. Here, a multidisciplinary expert group formulated the Wing-

spread Consensus Statement to express their concerns about endocrine-disrupting

chemicals (EDCs). They state that “A large number of man-made chemicals that
have been released into the environment [. . .] have the potential to disrupt the
endocrine system of animals, including humans” and conclude that “Many wildlife
populations are already affected by these compounds” and “Humans have been
affected by compounds of this nature, too” [122].19

19Key aspects of the Wingspread Statement were published in the peer-reviewed literature [384]

and formed the cornerstones of Colbourn’s ‘Our stolen future’ [385].
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However, until 1995 a clear definition of what an EDC actually is was lacking.

The U.S. Environmental Protection Agency (U.S. EPA) organized a workshop in

Raleigh, North Carolina at which the participants defined an EDC as “an exogenous
agent that interferes with the production, release, transport, metabolism, binding,
action or elimination of natural hormones in the body responsible for the mainte-
nance of homeostasis and the regulation of developmental processes” [123].

One year later, a European counterpart workshop entitled ‘The Impact of

Endocrine Disrupters on Human Health and Wildlife’ was held in Weybridge,

United Kingdom. It came up with another definition describing an EDC as “an
exogenous substance that causes adverse health effects in an intact organism, or its
progeny, secondary to changes in endocrine function”20 [124]. Receiving broad

acceptance, the Weybridge definition serves as a template for many subsequent

attempts to define an EDC. For example, the WHO/IPCS expands the definition:

“An endocrine disrupter is an exogenous substance or mixture that alters function
(s) of the endocrine system and consequently causes adverse health effects in an
intact organism, or its progeny, or (sub)populations” [125].

Fig. 1 A comparative view on testicular oocytes in (a) mollusks, (b) fish, (c) amphibians, (d)

reptiles, and (e) birds. Testis histology of male individuals: (a) Peppery furrow shell

(Scrobicularia plana) from a contaminated estuarine area (adopted from [365]), (b) Intersex

roach (Rutilus rutilus) exposed to sewage treatment effluent [58], (c) Leopard frog (Rana pipiens)
exposed to atrazine [82], (d) Snapping turtle (Chelydra serpentine) exposed to atrazine via soil

[366], and (e) Japanese quail (Coturnix japonica) treated with an estrogen receptor agonist [367]

20It has been suggested to replace “secondary” by “consequent” [124].
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Whereas the ‘Raleigh definition’ focuses on biological (sub)systems that might

be affected by EDCs and provides a rather mechanistic viewpoint, the ‘Weybridge

definition’ centers on health effects in the organism caused by a disturbance of its

endocrine system. Weybridge also introduces the concept of adversity into the

definition of an EDC. This is somewhat problematic because a consensual defini-

tion of what an ‘adverse effect’ is missing; there are no unambiguous criteria to

discriminate between an impartial biological effect and a toxicological relevant

deleterious effect [2]. In contrast to carcinogens and mutagens (which are classified

according to their effects in specific assays), the lack of clear-cut criteria generates

considerable uncertainty in the debate on EDCs.

In a recent statement on EDCs and public health protection, the Endocrine

Society critically reviews the existing definitions and highlights the problems

arising from defining an EDC according to specific modes of action (Raleigh) or

adversity (Weybridge, WHO/IPCS). The authors propose that any chemical inter-

ference with hormone action is a clear predictor of adverse health outcomes. This is

in analogy to mutagenicity predicting carcinogenicity. Accordingly, the Endocrine

Society defines an endocrine disruptor as “an exogenous chemical, or mixture of
chemicals, that interferes with any aspect of hormone action” [126].

1.3 High Number of Mechanisms of Action

Besides locally confined signaling21 mediated by second messengers, transcription

factors, neurotransmitters, etc., the ‘classical’ endocrine systems rely on hormones

to communicate their information systemically. The four types of hormones include

amino acid derivatives (e.g., adrenaline, thyroid hormones, melatonine), peptides

(e.g., growth hormones, insulin, oxytocin), lipid derivatives (e.g., calcitriol, pros-

taglandins, steroid hormones), and sesquiterpenes (e.g., juvenile hormones). For

each hormone, specific receptors exist either at the surface or inside the target cell,

e.g., ligand-regulated transporters, G-protein coupled, cytokine, and nuclear recep-

tors (NRs). Concerning EDCs, research has primarily focused on the NR super-

family which consists of 48 members in the human [127]. The ‘classical’ NRs (e.g.,
androgen, estrogen, thyroid, glucocorticoid receptors) are DNA-binding transcrip-

tion factors controlling gene expression via ligand-dependent mechanisms.22 Basi-

cally, ligand binding induces conformational changes within the receptor to

enable dimerization,23 DNA-binding, and subsequent recruitment of transcriptional

coregulators to modulate gene expression ultimately [127, 128].

21This includes intracrine (intracellular), autocrine (targeting the cell itself), juxtacrine (targeting

adjacent cells), and paracrine (targeting cells in the vicinity) signaling.
22Half of the human NRs are ‘orphan receptors’, i.e., its natural ligand is unknown or might not

exist [127]. Here, ligand-independent mechanisms might exist.
23NRs bind specific hormone response elements (HREs) within the regulatory region(s) of target

genes either as monomers, homo-, or heterodimers. In case of cytosolic NRs, nuclear translocation

precedes DNA-binding [128, 127].
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Because of their importance to reproduction and development, estrogen (ERα/β,
NR3A1/2), androgen (AR, NR3C4), aryl hydrocarbon (AhR, dioxin receptor),24

and, to a lesser extent, progesterone (PR, NR3C3) and thyroid (TRα/β, NR1A1/2)
receptors have been studied extensively for their interaction with xenobiotics (see

review in [2]). A vast number of chemicals bind directly to hormone receptors,

either in an agonistic or antagonistic fashion. For instance, by-products (dioxins),

coolants and dielectrics (PCBs), detergents (alkylphenols), flame retardants

(PBDEs), food additives (butylated hydroxyanisole), metals (antimony, cadmium),

personal care products (parabens, UV filters), pesticides (DDT, vinclozolin), phar-

maceuticals (diethylstilbestrol), phyto/mycochemicals (genistein, zearalenone),

plastic components (BPA, phthalates), and surfactants (perfluorinated compounds)

have been shown to activate or inhibit ERs [2].

Interestingly, many of these (anti)estrogenic chemicals also interact with other

NRs. For instance, BPA is a well-known agonist of ERα/β, but also an antagonist of
AR, an agonist of AhR and glucocorticoid receptor, and binds to TRα and estrogen-

related receptor γ [129, 130]. The list of compounds interacting with NRs is far too

long to be covered here, but appropriate examples are provided throughout the text.

Inappropriate receptor activation/inhibition is the most extensively studied and

probably the most important mode of action inducing ED. However, the complex

molecular network of endocrine signaling bears additional potential of xenobiotic

interference (Fig. 2) and other mechanisms of action recently came into the

spotlight [131].

At the level of endogenous hormones, EDCs are able to intervene with hormone

biosynthesis, clearance, and transport, herby changing the concentration of avail-

able natural ligands. One classic example is aromatase25 inhibition by several

EDCs, resulting in imbalanced steroid biosynthesis [125].26 BPA and phthalates

activate pregnane X receptor (PXR) [132–134], an NR that induces the xenobiotic

metabolism which in turn catabolizes endogenous hormones [131]. A recent study

reports a positive association of BPA and sex hormone-binding globulin (SHBG,

[135]). Because these proteins bind steroids circulating in the bloodstream, a

chemically induced change in SHBG levels might alter hormone bioavailability.

At the receptor level, EDCs can alter receptor expression and degradation. In a

primate model, BPA diminished the estradiol-induced expression of PR

[136]. Because progesterone normally counteracts 17β-estradiol, this mechanism

could be involved in endometrial dysfunction in humans. On the other hand, BPA

slows down ERβ degradation in the proteasome [137], thus increasing the receptor

level and potentiating its own effect on ERβ [131].27

24AhR does not belong to the NR superfamily but to the basic helix-loop-helix transcription

factors. It is included here because of its relevance to endocrine disruption.
25Aromatase is a cytochrome P450 (CYP) enzyme converting C19 androgens into C18 estrogens.
26Another example is prostaglandin synthesis. Several EDCs bind to cyclooxygenase enzymes and

block the synthesis of prostaglandin precursors [386].
27Similarly, phthalic acid blocks PXR degradation in the proteasome [387]. Vice versa, dioxin-

activated AhR increases ERα degradation [388].
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Another mechanism might involve receptor activity and crosstalk with other

NRs. The activity of NRs is modulated by posttranslational modification. Phos-

phorylation, for example, alters the DNA binding capacity of ERα [138]. Though

not well understood, EDCs can interfere with upstream signaling pathways28 that

change receptor phosphorylation and thereby induce ligand-independent activation

[139, 140]. In addition, there is extensive crosstalk between the different classes of

NRs. For instance, retinoid X receptors (RXR) often heterodimerize with other NRs

[128]. Organotin compounds activate RXRα and, by providing more of the active

dimerization partner, may interfere with other NRs, such as PPARγ [141].29

At transcriptional level, EDCs can target coregulators. One example is the

TRAP30 coactivator complex, which interacts with several NRs. BPA has been

shown to enhance the expression of TRAP and its binding to ERβ,31 thereby

increasing the expression of ER-regulated genes [142]. Several NRs also compete

for a limited set of coactivators. For instance, the antiestrogenic effect of dioxins

can be attributed to a relocation of a coactivator from ERs to AhR [143].32 AhR

Fig. 2 Potential mechanisms of action by which EDCs interfere with normal hormone signaling

(blue arrows). Orange arrows indicate activation or inhibition of a distinct step of endocrine

communication (see text for further details). MAP mitogen-activated protein, PKA/C protein

kinase A/C, XRE xenobiotics response element

28Here, EGF, ERK, MAPK, or Ras signaling might be involved. For example, short-chain fatty

acids enhance ER and PR activity through activation of mitogen-activated protein kinase (MAPK)

and inhibition of histone deacetylase [389]. Such compounds are termed ‘hormone sensitizers’.
29Peroxisome proliferator-activated receptor (PPAR).
30Thyroid hormone receptor-associated protein.
31Interestingly, phthalates increased the binding of TRAP to ERα.
32AhR nuclear translocator (ARNT) is the dimerization partner of AhR but also a coactivator of

ERs [390]. 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) was studied [143].
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liganded by xenobiotics can also bind to inhibitory response elements (XREs) close

to ER-DNA binding sites and thereby silence the expression of ER target genes

[144, 145].

In addition, recently discovered mechanisms of action add to the complexity of

ED. Chemicals might induce epigenetic modifications (e.g., [146, 147]) and

nongenomic signaling. In the latter case, hormone responses are rapidly communi-

cated via the activation of membrane receptors and subsequent signaling cascades

rather than via classical, ‘genomic’ NRs [148–150]. Interestingly, many EDCs that

act as ‘weak estrogens’ at the genomic pathway affect the nongenomic pathway

much more potently [150].

2 In Vitro Bioassays for Endocrine Modes of Action

2.1 Why Do We Use In Vitro Bioassays?

Historically, in vivo models have been used for early detection of pregnancy

because of their sensitivity to hormones. An early example is the use of clawed

frogs (Xenopus spec.) or toad (Bufo arenarum) in the Galli–Mainini test between

the 1930s and 1960s [151]. Frogs were injected subcutaneously into the dorsal

lymph sac with the urine or blood serum of a subject. When the female frog

spawned eggs or the male frog released sperm within 24 h, the tested woman was

considered pregnant. ED has also been studied using a range of in vivo models. For

instance, rodents have been used since the 1930s to study the effects of androgenic

and estrogenic chemicals [152, 153].33 In the same decade, different fish species

were used to evaluate the impact of hormones (e.g., [154]).34 Although in vivo

models remain the gold standard in toxicology, the use of animals has ethical,

economic, and scientific limitations. First and foremost, ethical objections have

resulted in a shrinking societal support for and a stricter control of animal exper-

imentation. Second, in vivo studies are economically demanding, mainly because

of their high costs and low throughput.35 In light of the myriad of chemicals that

need to be analyzed, an “in vivo exclusively” approach is not feasible and high-

throughput (HTP) approaches are required. Third, the complexity inherent to

biological systems often compromises the interpretation of in vivo data.

33These methods were later standardized by the OECD as Hershberger/Uterotrophic Bioassay in

Rats (Guidelines 441 and 440).
34Kanter et al. and others [391] developed fish assays for pregnancy testing. They proposed to

standardize the animal model because “the results became so confusing that it was felt tests could

not be conducted along scientific lines until the fish had been standardized.” This is a splendid

reminder that the standardization of bioassays has been an issue from the very beginning.
35A combined chronic toxicity/carcinogenicity study in rats according to the U.S. EPA’s Pesticide
Assessment Guidelines costs approximately 2 million dollars and takes approximately

2 years [392].
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For instance, low dose and non-monotonic effects of EDCs have long been

disregarded as implausible because of an incomplete understanding of the under-

lying processes [119]. In addition, the mechanism of action of a chemical often

cannot be elucidated in vivo.

These three challenges have created strong incentives to develop alternative

methods for animal experimentation. In vitro approaches provide such alternatives.

By current standards they are ethically sound, economically favorable, offer HTP

capability, and provide mechanistic insight. The latter aspect is especially relevant

for EDCs. Because of the intricacy of the endocrine system, the response patterns

induced by chemical exposures are very complex at the organismal level. Here, the

use of in vitro systems reduces the complexity by focusing on one particular

mechanism of action (e.g., transactivation of one hormone receptor) and a

one-compartment system (mostly to a living cell). Such a reductionist approach

has obvious limitations, namely the exclusion of large parts of the toxicokinetic

process. However, recent advances in “omics” and in vitro techniques have initiated

a paradigm shift in toxicology [155]. Instead of the traditional “black box

approach” [156] focusing on apical in vivo endpoint solely, a mechanism-based

approach combining in vitro and in silico methods considerably advances our

understanding of both the chemically perturbed and the normal function of biolog-

ical systems.

Taking this idea further, Langley et al. [156] have recently advocated

transforming biomedical and toxicological research fundamentally to provide the

“big picture.” They propose to link environmental sciences and medical research in

a systems biology framework to understand intrinsic and extrinsic causes of human

disease better. Such a multiscale-pathway-based approach aims at integrating in

silico, in vitro, and in vivo data using the adverse outcome pathway concept

(AOP).36 Originally developed to improve environmental risk assessment, the

AOP concept provides a framework to organize toxicological knowledge meaning-

fully in “a sequential series of events that, by definition, span multiple levels of

biological organization” [157]. Within this concept, in vitro bioassays can be used

to investigate the first anchor of an AOP, the molecular initiating event, and

subsequent events at cellular level. A typical, yet simplified, AOP for ED in fish,

for instance, would begin with the binding of an EDC to a hormone receptor

(studied in ligand-binding assays; see Sect. 2.2.1), consecutive transactivation of

the receptor (reporter gene assays; see Sect. 2.2.2), increased VTG synthesis (in fish

hepatocytes [158]), feminization of male fish37 (organismal level), and eventually

population decline (mesocosm or ecosystem level). This example highlights that,

36An AOP is a conceptual framework that portrays existing knowledge concerning the linkage

between two anchor points – THE MOLECULAR INITIATING EVENT, AND AN ADVERSE OUTCOME, CONNECTED

BY A CHAIN OF KEY EVENTS and the relationships between them (adopted from AOP-KB, https://

aopkb.org).
37So far, the cellular processes resulting in feminization are not well understood. VTG induction is

here rather used as biomarker for estrogenic effects than causative.

14 M. Wagner et al.

https://aopkb.org/
https://aopkb.org/


when embedded in the context of AOPs and systems toxicology, the application of

in vitro bioassays is a highly valuable contribution to environmental toxicology.

2.2 Types of In Vitro Bioassays: What Do We Use?

With regard to their architecture, in vitro bioassays used to investigate ED in

ecotoxicology can be broadly classified into three types: cell-free systems, wild-

type cell cultures, and reporter-gene assays. This classification somewhat mirrors

the history of in vitro bioassays in toxicology. Cell-free systems, for instance

ligand-binding assays (LBA), were first used in pharmacological research to

study the interaction of chemicals and hormone receptors. Wild-type cell cultures,

for instance, immortalized mammary cancer cells, were later used to study apical

responses to receptor activation (e.g., proliferation). Genetically modified cell lines,

which include reporter genes to study receptor transactivation or inhibition, repre-

sent an advancement of wild-type cell lines because they allow for the study of the

molecular interaction of an agent with its target.

Traditionally, in vitro bioassays for EDCs are classified according to those

methodological considerations (e.g., [159, 160]). However, it is sometimes more

meaningful to categorize them according to the biological endpoint under investi-

gation. This is especially important when comparing the results obtained with

multiple bioassays. For instance, although commonly referred to as “estrogenic

activity,” a cell proliferation assay (such as the E-Screen) does not per se deliver the

same results as a reporter gene assay for estrogen receptor α (similar to the Yeast

Estrogen Screen). The reason for this is that chemically induced proliferation is a

response at cellular level whereas receptor transactivation is part of transcription.38

Because in vitro bioassays operate at different levels of biological organization

(Table 1), there are also differences in the complexity of the system under investi-

gation.39 Accordingly, we discuss bioassays along the level of molecular events

resulting from EDCs exposure: the chemical interaction with hormone receptors

(Sect. 2.2.1), induced gene expression by the liganded receptor (Sect. 2.2.2), effects

of chemicals on protein activity (Sect. 2.2.3), and cellular responses to EDCs

(Sect. 2.2.4).

38With regard to receptor transactivation, one can argue that the interaction of a chemical with a

receptor protein is under investigation (as in the case of LBAs). However, because the induction/

repression of the receptor-mediated gene expression is studied, the organizational level under

investigation is indeed transcription.
39While this difference is obvious, it is worth stressing. In the experience of the authors, the level

of biological organization is often neglected when discussing in vitro “endocrine activity.”
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2.2.1 Receptor Level: Ligand-Binding Assays

Cell-free systems used in ED research mainly include LBA. The basic principle of

an LBA is the competition of an analyte and a labeled ligand for binding to the

receptor [161]. When incubating homogenates of cells or tissues with a radio-

actively labeled or fluorescent compound, the chemical-receptor interaction can be

determined by the ratio of bound to free ligand concentrations. In an experiment in

which the receptor and the ligand concentration is kept constant (competitive

LBA), the half-maximal inhibitory concentration (IC50) and the affinity constant

Ki of an analyte can be derived. In another variant (saturation LBA), the ligand

concentration is varied to determine the maximum receptor density (Bmax) and the

dissociation constant Kd of the receptors in a biological sample (see [162] for

review).

Although being instrumental for early pharmaceutical and endocrine research,40

the application of LBAs in environmental toxicology remained somewhat lim-

ited.41 LBAs have been used mainly to confirm the binding of environmental

pollutants to receptors, which were orphan receptors or of non-mammalian origin.

For instance, LBAs were first used to confirm the binding of chemicals to AhR

[163, 164] or of BPA to a putative mollusk estrogen receptor orthologue [54]. In

more recent work, Yost et al. [165] used LBAs to demonstrate that teleost ER

subtypes (from Oryzia slatipes) have a specific binding pattern to different steroidal
estrogens. Medaka ERβ subtype had higher affinities for 17β-estradiol and estriol

than the α subtype and may, therefore, play a critical role in mediating estrogenic

effects in teleost fish. In environmental health research, LBAs have been used

Table 1 Classification of in vitro bioassays for EDCs according to level of biological

organization

Level of

response Type of bioassay Endpoint Examples

Receptor Ligand binding

assays

Receptor binding Several commercially

available

Transcription Reporter gene

assays

Receptor transactivation CALUX, T47D-KBluc,

MELN

Yeast Estrogen Screen

Translation Enzyme assays Enzyme activity EROD assay using cell

lines

Cell Proliferation

assays

Hormone-dependent

proliferation

E-Screen (MCF-7)

T-Screen (GH3)

Steroidogenesis Hormone production H295R steroidogenesis

assay

40The first ligand binding assay (a radioimmunoassay for insulin) was presented by Yalow and

Berson [393]. Yalow was rewarded with the Nobel prize for her discovery in 1977 [394].
41An ISI Web of Science search for “ligand binding assay” returns 20 hits in the research area

Environmental Science/Ecology (October 2, 2015).
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recently to show that several major flame retardants as well as household dust bind

to PPARγ, an NR involved in adipogenesis and potentially obesity [166]. Although

LBAs have certain disadvantages, most importantly safety issues when using

radioligands and their inability to discern receptor agonists and antagonists, these

recent examples demonstrate that they are still useful tools to study receptor

interaction.

2.2.2 Transcriptional Responses: Reporter Gene Assays

With the advent of modern molecular biology, genetically engineered cell lines

became available to study ED. Today, the majority of in vitro systems with

hormonal endpoints are reporter-gene assays. These systems are based on mamma-

lian or yeast cells expressing a certain hormone receptor. Basically, the

transactivation of the receptor by a chemical or a sample triggers the expression

of a reporter gene. Here, the activated receptor binds a specific DNA response

element42 coupled to the reporter gene. This induces the expression of the reporter

protein, in most cases β-galactosidase (lacZ), luciferase, or green fluorescent

protein (GFP). The reporter gene activity is quantified biochemically by determin-

ing the cleavage of a chromogenic substrate (lacZ), luminescence (luciferase), or

fluorescence (GFP). The activity correlates with the degree of receptor activation by

the sample.

Traditionally, reporter gene assays have been developed and used for the

analysis of estrogen, androgen, and dioxin receptors. Reviewing >200 publications

concerned with applying in vitro bioassays to derive bio-equivalents, we found that

in the majority of studies reporter gene assays for estrogen (33%) and dioxin

receptors (28%) were used [167]. Reporter gene assays for the androgen receptor

accounted for only 5%. However, in recent years, bioassays for additional hormone

receptors have been established. The ToxCast program, for instance, used high

throughput screening to profile 309 environmental chemicals on 25 NRs [168],

including other than the classical steroid receptors. This study demonstrated that,

beside estrogen receptor α, many environmental compounds activate so far

neglected receptors, including PXR, peroxisome proliferator receptors (PPARs),

and retinoic acid receptors (RARs). Escher et al. [169] made a similar observation

when screening water samples in 103 in vitro bioassays.43 Here PXR, PPARs, and

glucocorticoid receptor (GR) were the most responsive endpoints besides ERs, AR,

and AhR. These findings are important because they widen our focus from the

traditional steroid-centric view to additional, relevant signaling pathways (see

Sect. 1.3).

42Receptor dimerization or nuclear localization may precede this event. Hormone response

elements are regulatory, palindromic DNA sequences. See Ruff et al. [395] for more details.
43These included not only endocrine endpoints but also mutagenicity, genotoxicity, stress

response, and cytotoxicity.
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Yeast-based systems for estrogen and androgen receptors are by far the most

commonly used reporter gene assays in environmental toxicology [167]. The tem-

plates for these systems are the Yeast Estrogen Screen (YES) and the Yeast

Androgen Screen (YAS) developed by the pharmaceutical company Glaxo Group

Research in the 1990s [170] and introduced to environmental research by

Routledge and Sumpter [171] and Sohoni and Sumpter [172]. In the YES, the

hERα gene has been stably integrated to the yeast genome and is expressed under

the control of a copper promoter. The expression of the reporter gene lacZ is

controlled by multiple copies of the estrogen response element, to which the

liganded receptor binds. Upon transactivation, β-galactosidase is expressed and

cleaves glycosidic bonds (its actual function in Escherichia coli is to hydrolyze

galactose to glucose). The β-galactosidase activity is determined using chromo-

genic, chemiluminescent, or fluorescent substrates.44 Operating according to the

same principle, the transactivation of hAR is studied in the YAS using the lacZ

reporter gene coupled to androgen response elements.

As with every bioassay, the YES has undergone a methodological evolution.

Several modifications have been proposed to optimize assay sensitivity and effi-

ciency. For instance, Beresford et al. [173] and Dhooge et al. [174] addressed

several methodological issues, including the impact of different incubation times,

cell densities, and solvents. Murk et al. [175] optimized the sample preparation and

application, two factors critical for avoiding false-negative results in in vitro bio-

assays [176, 177]. A major shortcoming of the original YES protocol was the

overlap of the reporter gene induction by the sample and the parallel determination

of the reporter gene activity.45 To overcome this, De Boever et al. [178] used

cycloheximide to stop protein synthesis before adding the β-galactosidase substrate.
Schultis and Metzger [179] took another approach and used lyticase to lyse the

yeast cell walls. This improved the sensitivity of the YES by approximately an

order of magnitude and shortened the procedure from>84 h [180] to 7 h. Two other

major extensions of the original protocol were to include the ability to test water

samples without prior extraction and to detect antagonists of the estrogen as well as

the androgen receptor [172]. However, the YES system does not respond to

classical antiestrogens, such as ICI 164,384 and fulvestrant (ICI 182,780) as well

as tamoxifen [181]. The reasons for that are the impermeability of the cell wall to

larger molecules [181] and the lack of metabolic activation. The latter is true for

tamoxifen, because its active metabolite 4-hydroxy tamoxifen (OHT) is

antiestrogenic in yeast systems [173].46

44Multiple substrates are available. Often the cleavage of o-nitrophenyl-β-D-galactopyranosid
(ONPG) or chlorophenol red-β-D-galactopyranoside (CPRG) is determined colorimetrically. The

fluorescent methylumbelliferyl β-D-galactopyranoside (MUG) has also been used as

substrate [396].
45The cleavage product of CPRG, chlorophenol red, is estrogenic itself [397], as is phenol red used

as pH indicator in cell culture media [398, 399].
46Indeed, OHT is a partial agonist inducing a weak estrogenic response in the absence of a full

agonist such as 17β-estradiol [173].
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Compared to mammalian cell-line, the use of recombinant yeast for screening

EDCs offers many advantages, importantly the ease of cultivation and the lack of

endogenous hormone production. Accordingly, a plethora of yeast-based reporter

gene assays has been developed. The assay with the second widest distribution after

the YES by Routledge and Sumpter is an analogous system developed by

McDonnell and colleagues [182–184]. In this system, hERα is not integrated in

the genome but expressed from a second plasmid. Other assays for estrogenic

compounds also rely on a one or two plasmid system [181, 185, 186] but have

not been used extensively in environmental research. An interesting example for the

commercialization of bioanalytical tools is the so-called A-YES,47 which, unlike

the other yeast-based assays, uses the species Arxula adeninivorans instead of

Saccharomyces cerevisiae and a phytase reporter gene instead of

β-galactosidase [187].
Yeast-based reporter gene assays are also available for other human receptors,

including ERβ and AR [186, 188–191], AhR [192, 193], GR, MR, and PR

[186, 194–197], RARs and RXR [198–201], TRα [202, 203], and VDR [185].48

Besides wild-type receptors, an interesting approach is to use mutant receptors to

study specific chemicals. Recently, Rajasärkkä et al. applied directed evolution to

generate a mutant hERα library and select for receptors specifically binding BPA

but not estradiol [204, 205]. Providing a high sensitivity at low costs, this “BPA-

receptor” assay is attractive to screen complex samples, such as thermal paper

extracts [206]. Taken together, the availability of a broad battery of yeast-based

bioassays provides excellent opportunities to investigate the interaction of environ-

mental contaminants with multiple hormone receptors.

As with the yeast-based bioassays, a variety of reporter gene assays have been

developed using mammalian cell lines. Arguments for preferring those mainly draw

on a closer relationship with humans (regarding toxicokinetics, including mem-

brane permeability and metabolism) and a higher sensitivity. Although the former is

not that relevant for environmental toxicology, the latter is advantageous when

analyzing environmental samples with low endocrine activity such as surface or

drinking water. The Chemical Activated Luciferase gene eXpression (CALUX)

assay system has found the widest distribution in environmental sciences and is

today commercially available for screening endocrine activity at 13 receptors.49

The first CALUX assay was developed by Murk et al. [207] to screen for AhR

active compounds in sediments and pore waters. In this so-called dioxin-responsive

DR-CALUX a rat hepatoma cell line (H4IIE) has been stably transfected with a

reporter plasmid containing four dioxin response elements coupled to the firefly

47This assay has been developed by the German Leibniz Institute of Plant Genetics and Crop Plant

Research and is now marketed by New Diagnostics (www.new-diagnostics.com).
48This list is far from comprehensive given that ISI Web of Science lists 13,292 publications under

the keywords “yeast” AND “assay” AND “receptor” (on October 22, 2015).
49http://www.biodetectionsystems.com/products/bioassays/available-assays.html (last accessed

October 23, 2015).

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 19

http://www.new-diagnostics.com/
http://www.biodetectionsystems.com/products/bioassays/available-assays.html


luciferase gene [208, 209]. Shortly after that, Legler et al. [210] presented the

ER-CALUX using a human adenocarcinoma cell line (T47D) expressing both

estrogen receptor subtypes. Stably transfected with a luciferase reporter plasmid

and three estrogen response elements, the ER-CALUX provided excellent speci-

ficity and sensitivity. In addition to cell lines expressing AhR and ERs endoge-

nously, human osteoblastic osteosarcoma cell lines (U2-OS) transfected with

recombinant human AR, ERα, GR, and PR were developed [211]. Recently, addi-

tional CALUX assays for ERβ, PPARC and γ1/2, TRβ, and RAR have been

presented [212–214]. As in the case of the YES, the CALUX systems have been

constantly optimized [215–222] as well as intensively validated for specific matri-

ces50 [216, 219–221, 223–230]. Taken together, the high sensitivity and the avail-

ability of a broad spectrum of receptors render the CALUX systems a successful

example for the commercialization of bioanalytical tools to study ED.51

Operating in a similar way to the CALUX, several other reporter gene assays

based on mammalian cell lines are available. The US EPA developed the T47D-

KBluc cell line [231] which is genetically very similar to the ER-CALUX. Again,

ERα/β positive T47D cells are stably transfected with a luciferase reporter plasmid

containing three EREs. In the MELN assay, MCF-7 breast cancer cells endoge-

nously expressing ERα were transfected with an ERE-βGlob-Luc reporter construct
[232]. The performance of these two non-commercial systems is comparable to the

ER-CALUX and they have been successfully used to screen environmental samples

(e.g., [233, 234]). The academic community has generated a multitude of other

assays using mammalian cells. A recent review lists 34 assays for 11 NRs

[235]. This highlights the spectrum of tools available to study EDCs.

2.2.3 Translational Responses: Enzyme Activity

Historically, the activation of AhR by xenobiotics such as dioxins has not been

considered a classical endocrine endpoint. Being an orphan receptor, AhR was

conceived as a xenobiotics sensor (and key regulator of xenobiotic metabolism)

rather than a receptor for endogenous ligands [236]. In recent years, however, our

understanding of AhR signaling has considerably increased [237]. For instance,

tryptophan derivatives (especially kynurenines) and photoproducts have been pro-

posed as endogenous ligands [238, 239]. Importantly, it became clear that AhR

crosstalks with multiple hormone pathways, for instance, estrogen signaling

[240, 241]. Accordingly, AhR is involved in multiple endocrine-controlled pro-

cesses, including reproduction, development, immune response, and

carcinogenesis [242].

50Mainly, the results of the DR-CALUX are compared to chemical analysis, especially of dioxin-

like compounds.
51BioDetection Systems BV, the company marketing the CALUX assays, is a 2001 spinoff

founded by Prof. Abraham Brouwer of the Free University of Amsterdam.
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With regard to AhR activation, the EROD assay can be considered the first

in vitro bioassay in environmental toxicology. It dates back to the 1980s when it

was used to study the activity of ethoxyresorufin-O-deethylase (EROD) in response

to benzo(a)pyrene [243], nitrosamine [244], dioxins [245], and PAHs [246]. First

employed to activate environmental pollutants metabolically, it soon became clear

that the EROD induction in vitro (in the rat hepatoma cell line H4IIE) correlates

well with in vivo endpoints in rodents, such as body weight loss [245, 247]. Accord-

ingly, it can be argued that the EROD assay is not only the first in vitro assay used in

environmental toxicology but also the first case of in vitro–in vivo extrapolation.

Based on the idea that EROD induction is a result of AhR activation by

xenobiotics, it has been widely used as a biomarker of exposure when analyzing

tissue samples (Eadon, Hanberg). EROD activity in cell cultures (H4IIE, RTL-W1,

etc.) was mainly used to characterize the AhR-mediated toxicity of environmental

pollutants (biomarker of effect). The former is interesting because the EROD assay

for tissues was developed to augment analytical capabilities because back then

chemical analysis was unable to detect all congeners of dioxins, furans, and

biphenyls [247]. The latter is important because, based on the in vitro and in vivo

dioxin-like activity of environmental chemicals, the concept of toxic/TCDD equi-

valency factor was developed and adopted by WHO [248, 249].

2.2.4 Cellular Response: Proliferation and Steroidogenesis Assays

The cellular responses to EDCs can be investigated in cultured wild-type cell lines,

especially by looking at more apical endpoints of hormone receptor activation. One

of the earliest and most prominent bioassays applying that principle is the E-Screen.

Here, an immortal line of human mammary carcinoma cells (MCF-7) is used to

study estrogenic effects [250–252]. The basic idea is that the proliferation of

MCF-7 cells is induced via the activation of ERα by an estrogenic chemical or

complex sample. The estrogen-dependent proliferation can be determined by var-

ious means, including nuclei counting (original method), staining DNA or proteins

(using bromodeoxyuridine or sulphorhodamine B), and metabolic activity (conver-

sion of resazurin or similar dyes). Having been in use for over two decades, the

E-Screen has been constantly improved, namely by identifying sensitive sub-lines

[253], optimization and miniaturization to 96-well plate format [254–256], and the

use of flow-cytometry to determine proliferating S-phase cells [257].

The superior sensitivity has led to a broad application of the E-Screen in (eco)

toxicological research. Since 1994, it has been used in almost 250 studies52 to

determine the estrogenicity of chemicals and complex samples. Despite the wide

distribution, the E-Screen has certain disadvantages, including the inability to

discern cytotoxicity from antagonistic effects and the need to confirm the

receptor-mediated mechanism of action of an enhanced proliferation. With regard

52According to an ISI Web of Science search (October 5, 2015).
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to the latter, a known ER antagonist (e.g., fulvestrant or tamoxifen) can be

co-administered to determine whether the proliferative effect of a sample is

suppressed by receptor inhibition. Although multiple signaling pathways converge

to induce proliferation of MCF-7 cells, some of them hormone-independent (e.g.,

by ER phosphorylation [258]), the E-Screen is a valuable tool to study estrogenicity

(Leusch et al. [323]).

Besides the estrogen receptors, inadequate chemical interference with the thy-

roid system is of specific interest because it can lead to an impaired (neuro)

development (especially in amphibians [8]). In analogy to the E-Screen, the

T-Screen has been developed to study TR-dependent cell proliferation in the GH3

cell line derived from rat pituitary [259]. Out of the wide spectrum of thyroid-

disrupting chemicals, certain PCBs [260], PAHs [261], parabens [262], plasticizers

[263], phytoestrogens [264], perfluoroalkyl acids [265], and pesticides [266] are

active in the T-Screen.

Besides inducing cell proliferation, EDCs can also affect steroid biosynthesis

[267]. A range of in vitro models for steroidogenesis is available, including rodent

Leydig cell lines and human H295R adrenocortical carcinoma cells [268]. The

H295R assay has been validated by OECD [269] and is part of the US EPA

Endocrine Disruptor Screening Program [270]. The H295R cell line expresses the

full set of enzymes needed for converting cholesterol to the key steroids such as

estrogens and androgens as well as progesterone, glucocorticoids, and aldosterone

[271, 272]. To investigate the impact of EDCs on steroidogenesis, H295R cells are

exposed to the test compound/sample for 48–72 h and the secreted hormones are

extracted from the medium. Hormone concentrations, mainly those of 17β-estradiol
and testosterone, are determined using radio immunoassays, ELISA (enzyme-

linked immunosorbent assay), or chemical analysis [273]. In addition, quantitative

real-time PCR can be used to study the expression of steroidogenic key enzymes

[272, 274]. The H295R cell line has been used to study the effect of numerous

EDCs and environmental samples on steroid production. Beyond this, Maglich

et al. [275] have demonstrated that the system is not only useful to study steroido-

genesis but is a sensitive and specific predictor for reproductive toxicity in vivo. It

has been argued that the adrenal gland is the most neglected organ in endocrine

toxicology [271]. In that sense, the H295R system provides a versatile tool to study

the effects of EDCs at the start of the vertebrate hypothalamus-pituitary-

adrenal axis.

3 In Vitro Endpoints: What Are We Looking At?

Although the spectrum of available in vitro assays for studying EDCs is very broad

(see Sect. 2.1), it becomes clear that the investigated endpoints or, more specifi-

cally. mechanisms of action are quite narrow. Notwithstanding the different levels

of biological organization, most bioassays focus on chemical interactions with

hormone receptors as the key initiating event. In LBAs the binding of chemicals
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to receptors is studied directly, and in reporter gene and cell proliferation assays the

immediate downstream effects of receptor (ant)agonism are investigated. The

reason for this is that receptor-mediated toxicity is at the center of ED research.

However, in the light of the diversity of potential molecular sites and processes with

which EDCs can interfere (see Fig. 2), such receptor-centric view is too simplistic.

Unfortunately, the development of in vitro systems for other mechanisms/modes of

action (besides hormone synthesis, H295R) has not made much progress in the field

of environmental toxicology. The main aspect constraining the development of

novel bioassays is our considerable lack of knowledge on the mechanistic basis of

ED and the endocrine systems of the non-mammalian models used in environmen-

tal toxicology. Here, recent advances in (eco)toxicogenomics and metabolomics

provide valuable insight [276–278] which in turn might result in the extension of

in vitro approaches beyond receptor-interactions.

Within the realm of hormone receptors,53 the spectrum of targets we are looking

at is again quite narrow. Most available in vitro systems target estrogen, androgen,

and, to a lesser extent, thyroid pathways (EAT). The focus on estrogens and

androgens evolved because of the critical role steroids and their environmental

mimics play in the sexual development and reproduction of vertebrates (see

Sect. 1.1). Furthermore, the initial focus on estrogens and androgens, as well as

their environmental mimics, was very much driven by intersex observations in the

1980s involving masculinization and feminization of fish. However, many recent

studies indicate that other pathways beside steroid signaling are relevant both from

an effect as well as an exposure perspective. One example of the former is the

family of retinoid receptors (RXRs and RARs) which, inadvertently activated by

environmental compounds such as TBT, mediate obesity in vertebrates [279] and

potentially in invertebrates [280], imposex in gastropods (see Sect. 1.2), and

teratogenicity in amphibians [281]. On the exposure side, retinoid-like pollutants

appear to be quite common in the aquatic environment as recent in vitro studies

demonstrate [169, 282–285]. This highlights the need for our focus to widen

beyond the classical steroid receptors.

Another limitation of the currently available in vitro systems is that they almost

exclusively rely on human receptors and cell lines. Although EAT signaling

appears to be conserved in the vertebrate lineage, considerable interspecies differ-

ences exist with regard to the specificity and sensitivity of hormone receptors to

EDCs. For instance, the work of Iguchi and Katsu (see [118] for review) demon-

strates that although ERs from six different fish species are similarly sensitive to

estradiol in vitro, this is not the case for DDT and its metabolites. Recently,

Miyagawa et al. [286] used ERα reporter gene assays for nine fish species and

demonstrated that the latter is also true for other common EDCs. They conclude

that the interspecies differences “indicate environmental risk assessment for estro-

gens cannot necessarily be predicted for all fish by simply examining receptor

activation for a few model fish species.” This is especially problematic because

53Humans possess 48 nuclear receptors, Caenorhabditis elegans 284 [400].
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most of the in vitro studies for estrogen-like compounds have not been conducted

using fish but human ERα. Several studies (e.g., [287–289]) have shown that the

sensitivity of fish and human ERs to EDCs differ considerably.54 Accordingly,

Ihara et al. [290] demonstrated that a reporter gene assay with medaka ERα was

better in predicting VTG expression in vivo than an assay with human ERα. To
complicate the matter further, other ER subtypes, such as ERβ, might be more

relevant for estrogenic effects in fish [165].

Besides mammals and (teleost) fish, many other phyla and classes are affected

by EDCs, including reptiles, amphibians, and mollusks (see Sect. 1.2). Although

relevant from an ecological perspective, in vitro bioassays are scarce for these

groups. Again, the main reason is our limited understanding of their endocrinology

[291]. One example is the role of steroid receptors in sexual differentiation and

reproduction. Even though it is clear that ERs control both processes in vertebrates,

including non-mammalian species, their role in the reproductive biology of inver-

tebrates remains far from clear. For instance, it is commonly accepted that estrogen-

like compounds affect diverse mollusk species [15]. Although mollusks possess

orthologues of the vertebrate estrogen receptors [292–296], their function is not

well understood. Here, reporter gene assays have helped to demonstrate that

molluskan ERs are not responsive to vertebrate steroids55 and selected EDCs

(e.g., [297]) but are constitutively active instead (e.g., [298]).56 These examples

demonstrate that in vitro methods for non-model species, although in an early stage

of development, have been instrumental in understanding not only mechanistic

aspects of toxicity but also basic biology.

4 Applications for In Vitro Bioassays: What Are We Using

It For?

The range of application for in vitro bioassays for endocrine endpoints is very

diverse. However, the term “screening” can be used to describe the common

features of the majority of studies. In contrast to mechanistic studies applying

in vitro techniques to understand the molecular basis of ED in (non)model species,

screening studies are rather descriptive: Bioassays for well-established mechanisms

of actions (e.g., transactivation of human ERs) are used to quantify the endocrine

effects (“activity”) of chemicals or environmental samples. With regard to the

54A meta-analysis by Dang et al. [401] demonstrated that the EC50s of several EDCs at human and

fish ERs correlate and concluded that “transactivation of ERs in one vertebrate species or one

subtype of ERs could be extrapolated to other species or subtypes of ERs for the purpose of

chemical screening.” However, the EC50s can differ by two orders of magnitude for many EDCs.
55An interesting question remains as to why mollusks possess steroid hormones anyway

[402, 403].
56Notably, other mollusk receptors (e.g., RAR) also appear to be constitutively active [404]. If so,

the mechanism of action mediating endocrine disruption in mollusks remains unknown.
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former, in vitro bioassays have played a critical role in identifying novel EDCs. For

instance, the estrogenic activity of today’s well-established EDCs, including BPA,

alkylphenols, parabens, and some UV filters, was first demonstrated in vitro. More

recently, in vitro approaches have been used to identify so-called obesogens

[48, 299, 300] and EDCs acting via nongenomic pathways [301]. In vitro chemical

screening was also important to understand mixture toxicity. Although the theoret-

ical basis was established in the 1920s, Silva and others [302, 303] published their

landmark “something from nothing” studies, demonstrating that combinations of

EDCs produce significant effects when mixed at concentrations that are ineffective

individually. Subsequent in vitro studies have corroborated mathematical models

that can be used to predict the toxicity of complex chemical mixtures (reviewed in

[121, 304]). Interestingly, this stimulated investigations into the in vivo effects of

EDC mixtures arriving at basically the same conclusions, namely that the concen-

tration addition model can be used to predict mixture effects [305–307].

The in vitro screening of environmental samples reverses the chemical mixture

approach. Instead of combining known compounds, samples likely containing

mixtures of EDCs are analyzed for their total endocrine activity. This is advanta-

geous because in vitro (as well as in vivo) bioassays integrate the joint effects of all

EDCs present in complex samples, no matter whether the causative chemicals and

the mixture composition are known or not.57 This, together with the increased

throughput capacity, has led to an explosion in the number of in vitro studies

screening environmental samples for diverse endocrine effects. In our meta-

analysis we found that most of the studies applying bio-equivalents to quantify

the effects of complex samples [167] screened for endocrine activity in soils and

sediments, surface water, and wastewater (in almost equal parts). To a lesser extent,

the endocrine effects in biological matrices (e.g., in tissues), foodstuff, and herbal

medicine (e.g., in milk) as well as consumer products (e.g., leaching from plastic

toys) were investigated. Again, effect-based in vitro screening has been important

in demonstrating that EDCs are omnipresent in the aquatic environment, especially

in wastewater (see, e.g., [308]), foodstuff and bottled drinking water [176, 309,

310], and plastic products [311].

Although in vitro screening is instrumental in providing information on the

presence of EDCs in the environment (i.e., demonstrating a potential exposure),

two challenges remain. First, many of the EDCs causing in vitro effects in complex

samples remain unknown. Second, it remains unclear whether and how in vitro

effects translate to ED in vivo (see Sect. 5.2). Regarding the first aspect, bioassays

can be coupled to other techniques to identify the causative EDCs. This approach is

often referred to as effect-directed analysis (EDA).58 EDA essentially relies on the

physical separation of the active from the inactive compounds present in a complex

sample and the subsequent bioassay-guided analytical identification of the active

57Despite tremendous advances in analytical chemistry, they remain unknown in most cases.
58In the U.S., the term toxicity identification evaluation (TIE) is used. However, TIE rather refers

to in vivo effects [405].
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compound(s). The chemicals can be separated according to different molecular

properties, including polarity and size [312]. Accordingly, a sample fractionation

can be achieved either by liquid chromatography or by size exclusion. The resulting

fractions are subsequently analyzed for their toxicity in vitro and the active frac-

tions are subjected to chemical analysis. With each step of EDA being separate and

time-consuming, recent advances have been made in terms of parallelization.

Buchinger et al. [313] combined the fractionation and the bioassay analysis by

directly coupling thin-layer chromatography to the YES. Another approach is the

parallel analysis of fractionated samples in the bioassay and high-resolution mass

spectrometry [314].

Although early attempts have been “disappointing” [315], recent EDA studies

were successful in identifying previously unknown EDCs as well as known EDCs

in unexpected places. For instance, chlorophene [316], di-tert-butylphenol, and
di-tert-butyl-methoxy-p-cresol [317] have been identified as novel ER ligands in

river sediments. The latter study also found that di-iso-octylphthalate is an agonist

of PXR. Chlorinated biphenyls in the blood plasma of polar bear cubs were found to

be thyroid disrupting [318], as were triclosan and nonylphenols in sediments

[319]. PAHs were found to cause in vitro antiandrogenic activity in river sediments

[74] and in extracts of the clam Scrobicularia plana [320]. In fish bile,

antiandrogenic effects were caused by chlorophene, triclosan, and a range of

other phenols [70]. In our own work, we have shown that di(2-ethylhexyl) fumarate

(DEHF) is a novel antiestrogen in bottled drinking water [177] and that parabens

unexpectedly caused estrogenic and antiandrogenic effects leaching from plastic

baby toys [321].

Admittedly, there are probably at least as many unsuccessful attempts in EDA as

the main challenge remains the analytical identification of truly unknown com-

pounds (i.e., those that have never been measured before). Here, the capability for

structural elucidation by mass spectrometry is limited because mass spectra cannot

be readily translated to one specific chemical entity in most cases. An alternative

approach is nuclear magnetic resonance (NMR) spectroscopy, the gold standard for

structural elucidation. However, NMR requires relatively high amounts of a pure

compound, which can rarely be attained from fractionated environmental sam-

ples.59 These limitations notwithstanding, EDA studies have not only extended

the list of EDCs. More importantly, they have demonstrated that it is possible to

bring together chemical and biological methods to identify novel environmental

pollutants that are toxicologically relevant. In the light of the complexity of

chemical exposures, such prioritization is urgently needed.

59For instance, had we attempted to identify DEHF by NMR, we would have needed to extract,

fractionate, and test at least 1,000 L of bottled drinking water.
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5 Translational Aspects: How Can We Put In Vitro Data

into Context?

Effect-directed analysis represents a good example of how in vitro bioassays can be

applied translationally. In the case of EDA, in vitro toxicity is translated to the

chemical(s) causing the effect. Other aspects are not that straightforward. The

question of how endocrine effects determined in one type of in vitro bioassay relate

to the results obtained with another (in vitro–in vitro extrapolation) is far from

answered. The matter becomes even more complicated when attempting to make

reliable in vitro–in vivo extrapolations (IVIVE), which are indeed the major goal of

in vitro toxicology.

5.1 In Vitro–In Vitro Comparison

With regard to the comparisons of different in vitro bioassays, multiple studies

focusing on estrogenic activities are available. For instance, Fang et al. [322]

compared LBA, YES, and E-Screen data for 29 compounds from 5 different

laboratories. The authors arrived at the conclusion that the assays “generally

provided consistent information on quantitatively determining estrogenic activity.”

Interestingly, LBAs were especially predictive for the two other assays when

antiestrogens were excluded. The same was true when correlating the YES and

E-Screen results. Moreover, Fang et al. [322] emphasize the advantages of com-

paring the results of different assay types to learn about assay characteristics and

activity patterns of EDCs (especially receptor antagonists). Along the same line,

Scrimshaw and Lester [159] compared literature data from ER binding assays, yeast

screens, and the E-Screen and concluded that “no single test is suitable to determine

whether any compound (or mixture) is or is not (likely to be) an endocrine

disrupter.”

Moving from pure chemicals to environmental samples, Leusch et al. [323]

compared the estrogenic effects of ground, waste, and surface water samples in the

YES, ER-CALUX, MELN, T47D-KBluc, and E-Screen, tests being performed in

seven laboratories. Overall, all bioassays generated comparable results and were in

good agreement with chemical analysis. However, the Leusch study highlights the

individual advantages and disadvantages of each bioassay. For instance, the YES is

less sensitive compared to the assays based on mammalian cell lines but has lower

costs and is technically more mature. The ER-CALUX offered the highest perfor-

mance but requires more training and resources. Taking the bioanalytical approach

further, Escher et al. [169] applied a battery of 103 unique in vitro bioassays at

20 laboratories to provide a toxicity profile of 10 water samples. This massive

battery included, among others, several bioassays for endocrine endpoints. For

instance, 12 assays for ER-mediated effects were applied. Here, the overall “effect

pattern across the different samples was similar for all bioassays.” Moreover,
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ER-CALUX, E-Screen, and MCF7-ERE were most responsive, corroborating the

idea that bioassays with mammalian cell lines are more sensitive than those based

on yeast strains.

Taking assay-specific differences into account (e.g., level of biological organi-

zation, metabolic activity, etc.), there appears to be a reasonable agreement in the

results of different in vitro bioassays for estrogenic effects. In addition, applying a

battery of bioassays for multiple molecular initiating events is preferable to provide

a more complete picture of the toxicity of a chemical or sample [324]. However, it

has to be taken into account that comparative assessments of assays for other

endocrine endpoints is currently lacking. In summary, we and others advocate a

“fit-for-purpose” approach, that is, the assay type should be selected based on the

nature of the research question. Leusch et al. [323] conclude that “any of the five

bioassays may be suitable for testing estrogenic activity in environmental samples

as long as their limitations and technical requirements are clearly understood by the

researcher.”

5.2 In Vitro–In Vivo Extrapolations

Translating endocrine effects observed in vitro to the in vivo situation remains the

major challenge in human and environmental toxicology. With regard to the

former, in vitro assays appear to be predictive when testing chemicals for estrogenic

effects in vivo in the uterotrophic assay [325, 326]. In a recent study, Rotroff

et al. [327] used HTP data from the Tox21 program to derive ER Interaction Scores

for 1814 chemicals screened in 13 assays. Comparing the results to 45 compounds,

for which in vivo data were available, resulted in a high specificity and sensitivity of

the score to predict in vivo effects. Accordingly, it has been argued that in vitro data

can be used to prioritize chemicals for in vivo screening [328] and human risk

assessment [329, 330].

In environmental toxicology, less progress regarding IVIVE has been made and

relatively few comparative studies are available, mainly focusing on single EDCs.

For instance, Villeneuve et al. [331] compared the effects of six chemicals on

steroidogenesis in the H295R assay and in ex vivo fathead minnow ovary explants.

Although both assays displayed different sensitivities to the compounds, the ex vivo

data were more predictive for in vivo effects. In another example, Puy-Azurmendi

et al. [332] investigated the estrogenic effects of different octyl- and nonylphenol

isomers in reporter gene assays and in vivo with early life stages of zebra fish. Here,

octylphenols were estrogenic in vitro and in vivo and nonylphenols induced effects

in vitro but not in Danio rerio. Comparing the in vitro, ex vivo, and in vivo effects

of benzothiazoles on the thyroid axis, Hornung et al. [333] found that the in vitro

inhibition of thyroid peroxidase activity was a good indicator of thyroid disrupting

effects in vivo in Xenopus laevis.60

60Interestingly, ex vivo data were not predictive.
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Only a few studies compare the in vitro/in vivo effects of complex environmen-

tal samples. Leusch et al. [334] investigated the endocrine effects of two wastewater

treatment plant effluents in reporter gene assays and in situ with mosquito fish

(Gambusia holbrooki). They found low estrogenicity in the E-Screen, which

corresponded to a slightly increased VTG expression in male mosquito fish.

Because chemical, in vitro, and in vivo data were well in line, they promote the

“utility of an ecotoxicity toolbox combining multiple lines of evidence, including

chemical analysis, a battery of in vitro bioassays, and in situ monitoring in the

assessment of water quality.” In a study of male brown trout in Swiss rivers,

Vermeirssen et al. [335] found a positive but not significant correlation of estro-

genic activity in vitro and VTG levels in vivo. Using a similar approach, Henneberg

et al. [336] investigated the estrogenicity of river water samples in the E-Screen and

compared that to the reproduction of the mudsnail Potamopyrgus antipodarum and

the VTG induction in brown trout exposed in situ. From a qualitative point of view,

in vitro data “reasonably reflect reproduction and ED observed in snails and field-

exposed fish.” In a more quantitative assessment, Ihara et al. [290] demonstrated for

the first time that the in vitro estrogenicity of wastewater was an excellent predictor

for VTG induction in male medaka. Interestingly, the in vitro bioassay with medaka

ER outperformed chemical analysis, indicating that the co-occurrence of ER

agonists and antagonists in wastewater determines the joint in vivo effects.

Although these examples are promising,61 one needs to take into account that the

studies mentioned above investigate a well-known mode to toxicity: VTG expres-

sion in fish is under tight control of estrogens and mediated via ERs, accordingly.

However, it remains unknown how effects of EDCs on gene expression translate to

more apical endpoints, for instance, intersex. In that sense, we are dealing with a

relatively simple AOP, whose activation may be well predicted in vitro. Once we

move toward higher levels of biological organization and non-model species with

less well-researched endocrinology, the complexity increases considerably.

Accordingly, IVIVE is complicated. The challenges inherent to this are caused by

differences in toxicokinetics and toxicodynamics. With regard to the latter, in vitro

testing simplifies the situation because one mechanism of action is investigated at a

time. In vivo, however, many EDCs often affect multiple pathways, resulting in

much more complex response patterns (see the example of BPA in Sect. 1.3). In

addition, the considerable lack of knowledge with regard to mechanisms of (endo-

crine) action in non-model species further complicates the matter.

Besides in vitro–in vivo differences in toxicodynamics, toxicokinetics is likely

the main factor complicating a translation of in vitro data to in vivo effects. This is

because in vitro bioassays exclude the larger part of the toxicokinetic process. First

of all, the bioavailability of a compound is very different when administered in a

multi-well plate compared to in vivo exposure via water, sediments, food, etc.

Obviously, chemicals – depending on their physico-chemical characteristics –bind

not only to the cells but also to the medium and the plastic materials used in vitro. In

61This might be because of publication bias.

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 29



addition, compounds may degrade or evaporate during the test duration

[337]. Accordingly, it is important to consider dose metrics other than nominal

concentrations when quantifying in vitro effects [337].62 In addition, the rest of the

adsorption, distribution, metabolism, and elimination (ADME) cascade differ

in vitro and in vivo. Although the distribution and elimination aspects are largely

neglected in vitro, metabolism might or might not occur. For instance, heterocyclic

aromatic hydrocarbons are metabolically activated and thus estrogenic in the

ER-CALUX but not in the YES [338]. Differences in ADME may be accounted

for by applying physiologically-based pharmacokinetic (PBPK) models. Although

successfully applied in human toxicology [339, 340], such an approach is still rarely

used in environmental toxicology.

Taken together, IVIVE remains the main challenge for in vitro toxicology,

especially with regard to the effects of EDCs in wildlife. To advance environmental

toxicology in this regard, we first need to elucidate relevant mechanisms of action

for ED in non-model species. Then, we need to develop in vitro bioassays specific

to these mechanisms. Here, adopting methods from other disciplines, for instance

from drug discovery and omics, has already advanced our capabilities and insights

and will continue to do so in the future. Most importantly, we need suitable

frameworks to put the in vitro data into context. Here, promising concepts are

already available from quantitative IVIVE [341, 342], AOPs [157, 343, 344], and

systems toxicology [345–349].

6 What Is the Practical Relevance of In Vitro Data?

6.1 Potential of In Vitro Bioassays Compared to Chemical
Analysis

In vitro bioassays can, on the one hand, serve as screening tools for chemicals with

a specific mechanism of action (see Sect. 4), for example, that can be followed up

upon with chemical or further effect-based investigations. They can also serve as a

tool for the prioritization of chemicals. For instance, in vitro HTP assays are

incorporated as Tier 1 in the U.S. EPA’s Endocrine Disruptor Screening Program

for the twenty-first century (EDSP21).63 The results of the chemical screening

inform the in vivo assays performed at Tier 2.

In contrast to chemical analysis, in vitro bioassays are unable to discern single

chemicals present in a complex sample. However, they are selective for specific

endpoints and can measure the effect of chemicals with the same mechanism of

action. In vitro bioassays can determine mixture effects of all bioactive chemicals

62For instance, the total cell concentration or the dose at the molecular target (biologically

effective dose).
63More information at http://www.epa.gov/endocrine-disruption.
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present in the sample, whereas, with chemical analysis, such effects can only be

determined for detectable substances and by applying respective mathematical

models (see Sect. 2.2). By measuring the mixture effect of a sample, effects of

transformation products generated during wastewater treatment with the same

mechanism of action are also taken into account. With regard to sensitivity,

in vitro bioassays are often less sensitive for the detection of single chemicals

than chemical analysis. However, they enable a sensitive detection of all single

chemicals with a common mode of action [350]. In the case of estrogenic sub-

stances, where proposed environmental quality standard (EQS) values (e.g., for

17α-ethinylestradiol of 0.035 ng/L) are below the limits of quantification of most of

the currently available routine chemical analytical methods, in vitro bioassays can

represent a useful tool to detect such substances (e.g., [351, 352]).

6.2 Current Regulatory Application

These potentials of in vitro bioassays make them valuable for a consideration in the

regulatory assessment of ED. With regard to chemical regulation, such bioassays

are already implemented, for example, in the Endocrine Disrupter Screening and

Assessment (EDSA) Programme of the Organization for Economic Co-operation

and Development [353]. In research, many in vitro bioassays for ED are also

regularly used with several of them being potentially suitable for water quality

assessment and monitoring (for review see [350]). Although routine applications of

in vitro bioassays for water quality testing are lacking, it has to be kept in mind that

routine applications for analyzing foodstuffs for dioxin-like activity are accepted in

a regulatory context.64

Regulations and water quality guidelines, such as the EU water framework

directive [354], are rather focused on the chemical monitoring of a list of priority

substances. Based on such a chemical monitoring, mixture toxicity is also

addressed in the assessment of fresh and marine water quality [355], the assessment

of combination effects from exposure to multiple chemicals (EU [356]), and the

investigation of cumulative effects of pesticides [357]. Only one in vitro bioassay

for estrogenic activity (the YES) is applied in Sweden to monitor wastewater and

surface water quality [358].

64See COMMISSION REGULATION (EU) No 589/2014 of 2 June 2014 laying down methods of

sampling and analysis for the control of levels of dioxins, dioxin-like PCBs, and non-dioxin-like

PCBs in certain foodstuffs and repealing Regulation (EU) No 252/2012. Official Journal of the

European Union L 164/18.

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 31



6.3 Standardization of In Vitro Bioassays

One crucial point for the acceptance of in vitro bioassays in regulation is their

standardization. Bioassay standardization for single chemicals is performed by the

OECD, whereas the validation and standardization of bioassays for the assessment

of environmental samples is part of the work program of several technical com-

mittees of the International Organization for Standardization (ISO). Prerequisites

for standardization are (1) reliability, indicating the extent of reproducibility of

results from a test within and among laboratories over time, when using the same

standardized protocol and (2) relevance, describing the extent to which the test

method correctly measures or predicts the (biological) effect of interest. Regulatory

need, usefulness, and limitations of the test method are aspects of its

relevance [359].

Albeit many in vitro bioassays for ED are in discussion for the OECD’s EDSA
programme [353], currently only two of them are fully standardized: an in vitro

reporter gene assay for the detection of estrogenic chemicals (OECD guideline 455)

and the H295R steroidogenesis assay (OECD guideline 456). Validation and

standardization of the ER-CALUX assay for the detection of estrogenic chemicals

(for inclusion in OECD guideline 455) is currently underway. For water quality

assessment, currently several estrogen receptor transactivation assays (ER-TAs) to

determine the estrogenic potential of water and wastewater have been accepted as

new work item proposals within the ISO technical committee 147 (currently:

ISO/CD 19040–1, �2, �3).65 Two of them are yeast-based assays and the third is

based on human cell lines. This work should result in three new international

standards within 2016.

6.4 Risk Assessment: Trigger Values

To date, there are no formal guideline values available in water quality regulation

that are based on in vitro bioassay data [360]. Recently, two common EDCs with

pharmaceutical use and of emerging concern (17α-ethinylestradiol (EE2) and 17-

β-estradiol) have been included in the European monitoring list (“watch list”) of the

European Directive 2013/39/EU [361] dealing with the review of priority sub-

stances in surface water bodies. These substances have a very high biological

activity in the environment, resulting in chronic environmental quality criteria of

less than 1 ng/L.66 However, detecting the substances at such low levels requires

65ISO Standards Catalogue. ISO/TC 147 – Water quality. Standards under development (see

www.iso.org).
66Annual-Average Environmental Quality Standards (AA-EQS) for EE2: 0.035 ng/L and for E2 of

0.4 ng/L. These concentrations should not be exceeded in order to protect the aquatic environment

and human health.
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great effort in analytical chemistry. In this respect, in vitro bioassays have the

potential to support or replace chemical analytical methods as has recently been

suggested by Jarošová et al. [308] and Kunz et al. [351]. Using bioassays as

replacements for chemical analytical methods requires a paradigm shift, however.

Under the current scheme, such as the water framework directive (WFD), maximal

protective concentrations of individual priority pollutants (environmental quality

standards, EQS) are monitored. As bioassays determine the joint effect of an

unknown mixture, they may indicate significant effects in a sample whilst the target

EQS compound is only a minor contributor to this effect or may even be absent in

the mixture altogether. In this worst-case scenario, assessing water quality based on

bioassay data alone, bioassays produce results that cannot be interpreted within the

WFD paradigm/concept.

To evaluate water quality based on results of in vitro bioassays, suitable trigger

values have to be established. Concepts for such trigger values are suggested by

Brand et al. [362] with regard to human toxicology, and by Jarošová et al. [363],

Escher et al. [364], and Kunz et al. [351] regarding environmental effects.

Deriving trigger values for human toxicology is suggested by using (1) accept-

able or tolerable daily intake (ADI/TDI) values of specific compounds, (2) pharma-

cokinetic factors defining their bioavailability, (3) estimations of the bioavailability

of unknown compounds with equivalent hormonal activity, (4) relative endocrine

potencies, and (5) physiological and drinking water allocation factors [362]. The

trigger values define a level above which human health or environmental risk

cannot be waived a priori. If these values are exceeded, additional examination of

specific endocrine activity may be necessary. The authors pointed out that the limits

should be sufficiently conservative to serve as a warning signal, but not too

conservative to avoid unnecessary and costly additional mitigation measures.

This approach resulted in trigger values of 3.8 ng E2 equivalents (EEQ)/L (for

estrogenic effects), 11 ng DHT-EQ/L (for androgenic effects), 21 ng dexametha-

sone (DEX)-EQ/L (for progesterone-like effects), and 333 ng Org2058-eq/L (for

glucocorticoid-like effects) [362].

Suggested trigger values for environmental risk assessment are considerably

lower, for example, Escher et al. [364] suggested a trigger value of 0.2–12 ng/L for

estrogenic effects, and Jarošová et al. [363] and Kunz et al. [351] suggested trigger

values of 0.1–0.4 ng EEQ/L (partly depending on the bioassay used for derivation

of the trigger value). The concepts for deriving these trigger values differ. Escher

et al. [364] applied a statistical method to be able to read directly across from

chemical guideline values to the trigger values using bioanalytical equivalents. The

authors proposed statistical distribution methods to derive a specific effect-based

trigger bioanalytical equivalent concentration (EBT-BEQ) for bioassays targeting

receptor-mediated toxicity. The values were derived by matching effect concentra-

tions with existing chemical guideline values, followed by the selection of appro-

priate chemicals giving a response in the respective bioassays at concentrations in

the range of the guideline values [364]. The differing sensitivity of the applied

bioassays was also taken into account. However, currently, this concept depends on
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the availability of experimental bioassay data on individual regulated chemicals.

Therefore, the trigger values are provisional.

Another concept suggests the application of the chronic environmental quality

standard for 17β-estradiol (0.4 ng/L) as EEQ-based as trigger value. This value was
suggested for the following reasons [351]:

– EEQ are commonly used in bioanalytics and biomonitoring.

– The in vitro to in vivo potency of the natural steroid hormone E2 is between

those of estrone (E1) and EE2, and therefore the authors consider EEQs as

assessing mixture effects most accurately.

– The main contributors to estrogenic activity in surface water are likely E1 and

E2 for aquatic vertebrates (as well as Estriol (E3) with regard to in vitro bio-

assays), and, to a lesser extent, EE2, which makes E2 more representative of

estrogenic substances than EE2.

– The in vitro potency of EE2 is only slightly (1.4–1.9 times) higher than that of

E2, whereas the in vivo potency in vertebrate species is 10–25 times higher.

Therefore, the risk might be overestimated by using EE2 equivalents and false

positives might occur, as both E2 and E1 also bind to the receptor.

Jarošová et al. [363] arrived at a very similar value [0.3 ng/L, named EEQ Safe

regarding Steroid Estrogens (EEQs-SSE)] for municipal WWTP effluents based on

the assumption that the steroid estrogens are responsible for more than 90% of

in vitro estrogenicity. The authors derived EEQs-SSEs by applying bioassay and

testing protocol-specific in vitro potencies of steroid estrogens, and in vivo

predicted no effect concentration (PNECs) of these compounds plus their relative

contributions to the overall estrogenicity detected in municipal WWTP effluents.

Resulting EEQs-SSE ranged from 0.1 to 0.4 ng/L depending on the applied

bioassay and protocol. For all these concepts, the trigger values can be compared

with the measured bioanalytical equivalent concentrations as routinely done in

environmental risk assessment to calculate risk quotients (RQ¼BEQ/trigger

value). If the RQ is higher than 1, a risk for aquatic organisms cannot be excluded;

if the RQ is lower than 1, no risk is anticipated.

7 Summary

EDCs adversely affect a wide range of wildlife. Their investigation is therefore a

main focus of ecotoxicological research. Although a plethora of molecular mech-

anisms of action exist, a chemical interaction with hormone receptors is central for

inducing an endocrine disrupting effect. Accordingly, a broad battery of in vitro

bioassays has been developed to study the receptor-mediated effects of EDCs.

Besides ethical and economical advantages, in vitro techniques considerably reduce

the toxicokinetic and toxicodynamic complexity inherent in in vivo systems. Such a

reductionist approach has largely expanded our knowledge of EDCs.
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In vitro bioassays can be classified according to the different levels of biological

organization under investigation. Systems are available to study chemical inter-

actions at the level of the receptor (ligand binding assays), transcription (reporter gene

assays), translation (enzyme assays), and cell (proliferation and steroidogenesis

assays). Independent of the assay type, ecotoxicological research concentrates on

few in vitro endpoints, namely estrogenic, androgenic, and – to a lesser extent –

thyroid effects. This focus has historical reasons but needs to be widened, given the

growing spectrum of EDCs acting via other receptors and mechanisms. Another

limitation is that most of the in vitro bioassays currently in use are based on human

hormone receptors. This anthropocentric view is problematic because emerging

evidence implies that non-human receptor orthologs have different sensitivities

toward EDCs. Understanding these interspecific differences and elucidating the

mechanisms of EDC action in non-model species remains a future challenge.

In ecotoxicology, in vitro bioassays are used to provide mechanistic insight.

However, in the majority of studies they are applied to screen for endocrine activity

of chemicals and environmental samples. Here, in vitro techniques have been

instrumental for identifying new EDCs as well as for demonstrating that EDCs

are omnipresent in the environment. Such in vitro screening has the advantage of

providing an integrated response, which includes the effects of so far unknown

EDCs and mixtures. Accordingly, in vitro bioassays are used for environmental

monitoring, and protective levels for estrogenic activity in surface waters, so-called

trigger values, have been proposed. Along the same line, the international stan-

dardization of certain assay systems is currently ongoing and needed to integrate

in vitro data in environmental legislation.

One specific area of application is effect-directed analysis (EDA). Here, infor-

mation from in vitro and chemical analyses is combined to identify the EDCs

causing the observed effect. Although EDA has been successfully applied to find

novel EDCs, the main challenge remains the structural elucidation of truly

unknown chemicals.

In vitro data can not only be translated to the causative chemicals but needs to be

put into context with the results of other in vitro and in vivo bioassays. With regard

to in vitro–in vitro extrapolation, there appears to be general agreement between the

different assay types for estrogenic endpoints. In vitro–in vivo extrapolation as the

main goal of in vitro toxicology is complicated by differences in toxicokinetics and

dynamics. Here, reasonable agreement can be established for estrogenic activity of

water samples and vitellogenin induction in male fish. However, this represents a

well-described and simple AOP, and predicting more complex in vivo responses to

EDCs based on in vitro data remains challenging. To tackle this, we need to

improve our mechanistic understanding of ED, especially in invertebrate species.

Here, emerging techniques such as ecotoxicogenomics as well as conceptual frame-

works, including AOP and systems toxicology, will greatly contribute to advance

the field of in vitro ecotoxicology.
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Östrogenartige Wirkungen von Bisphenol A auf Vorderkiemenschnecken (Mollusca:

Gastropoda: Prosobranchia). Umweltwiss Schadst Forsch 13(6):319–333

53. Staples CA, Woodburn K, Caspers N, Hall AT, Klecka GM (2002) A weight of evidence

approach to the aquatic hazard assessment of bisphenol A. Hum Ecol Risk Assess 8(5):

1083–1105

54. Oehlmann J, Schulte-Oehlmann U, Bachmann J, Oetken M, Lutz I, Kloas W, Ternes TA

(2006) Bisphenol A induces superfeminization in the ramshorn snail Marisa cornuarietis
(Gastropoda: Prosobranchia) at environmentally relevant concentrations. Environ Health

Perspect 114:127–133

55. Forbes VE, Aufderheide J, Warbritton R, van der Hoevene N, Caspers N (2007) Does

bisphenol A induce superfeminization in Marisa cornuarietis? Part II: Toxicity test results

and requirements for statistical power analyses. Ecotoxicol Environ Saf 66(3):319–325

56. Forbes VE, Selck H, Palmqvist A, Aufderheide J, Warbritton R, Pounds N, Thompson R, van

der Hoeven N, Caspers N (2007) Does bisphenol A induce superfeminization in Marisa
cornuarietis? Part I: Intra- and inter-laboratory variability in test endpoints. Ecotoxicol

Environ Saf 66(3):309–318

57. Bortone SA, Davis WP (1994) Fish intersexuality as indicator of environmental-stress.

Bioscience 44(3):165–172

58. Tyler CR, Jobling S (2008) Roach, sex, and gender-bending chemicals: the feminization of

wild fish in English rivers. Bioscience 58(11):1051–1059

59. Purdom CE (1994) Estrogenic effects of effluents from sewage treatment works. Chem Ecol

8:275–285

60. Desforges J-PW, Peachey BDL, Sanderson PM, White PA, Blais JM (2010) Plasma vitello-

genin in male teleost fish from 43 rivers worldwide is correlated with upstream human popu-

lation size. Environ Pollut 158(10):3279–3284

38 M. Wagner et al.



61. Jobling S, Beresford N, Nolan M, Rodgers-Gray T, Brighty GC, Sumpter JP, Tyler CR (2002)

Altered sexual maturation and gamete production in wild roach (Rutilus rutilus) living in

rivers that receive treated sewage effluents. Biol Reprod 66(2):272–281

62. Jobling S, Coey S, Whitmore JG, Kime DE, Van Look KJW, McAllister BG, Beresford N,

Henshaw AC, Brighty G, Tyler CR, Sumpter JP (2002) Wild intersex roach (Rutilus rutilus)
have reduced fertility. Biol Reprod 67(2):515–524

63. Harris CA, Hamilton PB, Runnalls TJ, Vinciotti V, Henshaw A, Hodgson D, Coe TS,

Jobling S, Tyler CR, Sumpter JP (2011) The consequences of feminization in breeding

groups of wild fish. Environ Health Perspect 119(3):306–311

64. Lange A, Paull GC, Hamilton PB, Iguchi T, Tyler CR (2011) Implications of persistent

exposure to treated wastewater effluent for breeding in wild roach (Rutilus rutilus)
populations. Environ Sci Technol 45(4):1673–1679

65. Kidd KA, Blanchfield PJ, Mills KH, Palace VP, Evans RE, Lazorchak JM, Flick RW (2007)

Collapse of a fish population after exposure to a synthetic estrogen. Proc Natl Acad Sci U S A

104(21):8897–8901

66. Blanchfield PJ, Kidd KA, Docker MF, Palace VP, Park BJ, Postma LD (2015) Recovery of a

wild fish population from whole-lake additions of a synthetic estrogen. Environ Sci Technol

49(5):3136–3144

67. Filby AL, Thorpe KL, Maack G, Tyler CR (2007) Gene expression profiles revealing the

mechanisms of anti-androgen-and estrogen-induced feminization in fish. Aquat Toxicol

81(2):219–231

68. Jobling S, Burn RW, Thorpe K,Williams R, Tyler C (2009) Statistical modeling suggests that

antiandrogens in effluents from wastewater treatment works contribute to widespread sexual

disruption in fish living in English rivers. Environ Health Perspect 117(5):797–802

69. Hill EM, Evans KL, Horwood J, Rostkowski P, Oladapo FO, Gibson R, Shears JA, Tyler CR

(2010) Profiles and some initial identifications of (anti)androgenic compounds in fish exposed

to wastewater treatment works effluents. Environ Sci Technol 44(3):1137–1143

70. Rostkowski P, Horwood J, Shears JA, Lange A, Oladapo FO, Besselink HT, Tyler CR, Hill

EM (2011) Bioassay-directed identification of novel antiandrogenic compounds in bile of fish

exposed to wastewater effluents. Environ Sci Technol 45(24):10660–10667

71. Schriks M, van Leerdam JA, van der Linden SC, van der Burg B, van Wezel AP, de Voogt P

(2010) High-resolution mass spectrometric identification and quantification of glucocorticoid

compounds in various wastewaters in the Netherlands. Environ Sci Technol 44(12):

4766–4774

72. Suzuki G, Tue NM, van der Linden S, Brouwer A, van der Burg B, van Velzen M,

Lamoree M, Someya M, Takahashi S, Isobe T, Tajima Y, Yamada TK, Takigami H, Tanabe

S (2011) Identification of major dioxin-like compounds and androgen receptor antagonist in

acid-treated tissue extracts of high trophic-level animals. Environ Sci Technol 45(23):

10203–10211

73. Thomas KV, Langford K, Petersen K, Smith AJ, Tollefsen KE (2009) Effect-directed

identification of naphthenic acids as important in vitro xeno-estrogens and anti-androgens

in North sea offshore produced water discharges. Environ Sci Technol 43(21):8066–8071

74. Weiss JM, Hamers T, Thomas KV, van der Linden S, Leonards PEG, Lamoree MH (2009)

Masking effect of anti-androgens on androgenic activity in European river sediment unveiled

by effect-directed analysis. Anal Bioanal Chem 394(5):1385–1397

75. Weiss JM, Simon E, Stroomberg GJ, de Boer R, de Boer J, van der Linden SC, Leonards

PEG, Lamoree MH (2011) Identification strategy for unknown pollutants using high-

resolution mass spectrometry: androgen-disrupting compounds identified through effect-

directed analysis. Anal Bioanal Chem 400(9):3141–3149

76. Alford RA, Richards SJ (1999) Global amphibian declines: a problem in applied ecology.

Annu Rev Ecol Syst 30:133–165

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 39



77. Stuart SN, Chanson JS, Cox NA, Young BE, Rodrigues ASL, Fischman DL, Waller RW

(2004) Status and trends of amphibian declines and extinctions worldwide. Science

306(5702):1783–1786

78. Pounds JA, Bustamante MR, Coloma LA, Consuegra JA, Fogden MPL, Foster PN, La

Marca E, Masters KL, Merino-Viteri A, Puschendorf R, Ron SR, Sanchez-Azofeifa GA,

Still CJ, Young BE (2006) Widespread amphibian extinctions from epidemic disease driven

by global warming. Nature 439(7073):161–167

79. Sodhi NS, Bickford D, Diesmos AC, Lee TM, Koh LP, Brook BW, Sekercioglu CH,

Bradshaw CJA (2008) Measuring the meltdown: drivers of global amphibian extinction

and decline. PLoS One 3(2)

80. Mann RM, Hyne RV, Choung CB, Wilson SP (2009) Amphibians and agricultural chemicals:

review of the risks in a complex environment. Environ Pollut 157(11):2903–2927

81. Reeder AL, Ruiz MO, Pessier A, Brown LE, Levengood JM, Phillips CA, Wheeler MB,

Warner RE, Beasley VR (2005) Intersexuality and the cricket frog decline: historic and

geographic trends. Environ Health Perspect 113(3):261–265

82. Hayes TB, Anderson LL, Beasley VR, de Solla SR, Iguchi T, Ingraham H, Kestemont P,

Kniewald J, Kniewald Z, Langlois VS, Luque EH, McCoy KA, Munoz-de-Toro M, Oka T,

Oliveira CA, Orton F, Ruby S, Suzawa M, Tavera-Mendoza LE, Trudeau VL, Victor-Costa

AB, Willingham E (2011) Demasculinization and feminization of male gonads by atrazine:

consistent effects across vertebrate classes. J Steroid Biochem Mol Biol 127(1–2):64–73

83. Hayes TB, Khoury V, Narayan A, Nazir M, Park A, Brown T, Adame L, Chan E, Buchholz D,

Stueve T, Gallipeau S (2010) Atrazine induces complete feminization and chemical castra-

tion in male African clawed frogs (Xenopus laevis). Proc Natl Acad Sci U S A 107(10):

4612–4617

84. Woodward AR, Percival HF, Jennings ML, Clinton TM (1993) Low clutch viability of

American alligators. Fla Sci 56(1):52–63

85. Guillette LJ, Brock JW, Rooney AA, Woodward AR (1999) Serum concentrations of various

environmental contaminants and their relationship to sex steroid concentrations and phallus

size in juvenile American alligators. Arch Environ Contam Toxicol 36(4):447–455

86. Heinz GH, Percival HF, Jennings ML (1991) Contaminants in American alligator eggs from

Lake Apopka, Lake Griffin, and Lake Okeechobee, Florida. Environ Monit Assess 16(3):

277–285

87. Rauschenberger RH, Wiebe JJ, Sepulveda MS, Scarborough JE, Gross TS (2007) Parental

exposure to pesticides and poor clutch viability in American alligators. Environ Sci Technol

41(15):5559–5563

88. Guillette LJ, Gross TS, Masson GR, Matter JM, Percival HF, Woodward AR (1994) Devel-

opmental abnormalities of the gonad and abnormal sex-hormone concentrations in juvenile

alligators from contaminated and control lakes in Florida. Environ Health Perspect 102(8):

680–688

89. Crain DA, Guillette LJ, Pickford DB, Percival HF, Woodward AR (1998) Sex-steroid and

thyroid hormone concentrations in juvenile alligators (Alligator mississippiensis) from con-

taminated and reference lakes in Florida, USA. Environ Toxicol Chem 17(3):446–452

90. Guillette LJ, Pickford DB, Crain DA, Rooney AA, Percival HF (1996) Reduction in penis

size and plasma testosterone concentrations in juvenile alligators living in a contaminated

environment. Gen Comp Endocrinol 101(1):32–42

91. Crain DA, Guillette LJ (1998) Reptiles as models of contaminant-induced endocrine disrup-

tion. Anim Reprod Sci 53(1–4):77–86

92. Guillette LJ Jr, Edwards TM, Moore BC (2007) Alligators, contaminants and steroid hor-

mones. Environ Sci 14(6):331–347

93. Moore BC, Hamlin HJ, Botteri NL, Guillette LJ Jr (2010) Gonadal mRNA expression levels

of TGF beta superfamily signaling factors correspond with post-hatching morphological

development in American alligators. Sex Dev 4(1–2):62–72

40 M. Wagner et al.



94. Moore BC, Milnes MR, Kohno S, Katsu Y, Iguchi T, Woodruff TK, Guillette LJ Jr (2011)

Altered gonadal expression of TGF-beta superfamily signaling factors in environmental

contaminant-exposed juvenile alligators. J Steroid Biochem Mol Biol 127(1–2):58–63

95. Ratcliffe DA (1967) Decrease in eggshell weight in certain birds of prey. Nature

215(5097):208–210

96. Bowerman WW, Giesy JP, Best DA, Kramer VJ (1995) A review of factors affecting

productivity of bald eagles in the Great-lakes region - implications for recovery.

Environ Health Perspect 103:51–59

97. Fry DM (1995) Reproductive effects in birds exposed to pesticides and industrial-chemicals.

Environ Health Perspect 103:165–171

98. Ratcliffe DA (1970) Changes attributable to pesticides in egg breakage frequency and

eggshell thickness in some British birds. J Appl Ecol 7(1):67–107

99. Best DA, Elliott KH, Bowerman WW, Shieldcastle M, Postupalsky S, Kubiak TJ, Tillitt DE,

Elliott JE (2010) Productivity, embryo and eggshell characteristics, and contaminants in bald

eagles from the Great Lakes, USA, 1986 to 2000. Environ Toxicol Chem 29(7):1581–1592

100. Bruggeman V, Swennen Q, De Ketelaere B, Onagbesan O, Tona K, Decuypere E (2003)

Embryonic exposure to 2,3,7,8-tetrachlorodibenzo-p-dioxin in chickens: effects of dose and

embryonic stage on hatchability and growth. Comp Biochem Physiol Part C: Toxicol

Pharmacol 136(1):17–28

101. Fernie KJ, Shutt JL, Mayne G, Hoffman D, Letcher RJ, Drouillard KG, Ritchie IJ (2005)

Exposure to polybrominated diphenyl ethers (PBDEs): changes in thyroid, vitamin A, gluta-

thione homeostasis, and oxidative stress in American kestrels (Falco sparverius). Toxicol Sci
88(2):375–383

102. Holm L, Blomqvist A, Brandt I, Brunstrom B, Ridderstrale Y, Berg C (2006) Embryonic

exposure to o, p’-DDT causes eggshell thinning and altered shell gland carbonic anhydrase

expression in the domestic hen. Environ Toxicol Chem 25(10):2787–2793

103. Hoogesteijn AL, DeVoogd TJ, Quimby FW, De Caprio T, Kollias GV (2005) Reproductive

impairment in zebra finches (Taeniopygia guttata). Environ Toxicol Chem 24(1):219–223

104. Lundholm CE (1997) DDE-induced eggshell thinning in birds: effects of p, p’-DDE on the

calcium and prostaglandin metabolism of the eggshell gland. Comp Biochem Physiol C

Pharmacol Toxicol Endocrinol 118(2):113–128

105. Quaglino AE, Craig-Veit CB, Viant MR, Erichsen AL, Fry DM, Millam JR (2002) Oral

estrogen masculinizes female zebra finch song system. Horm Behav 41(2):236–241

106. Rochester JR, Heiblum R, Rozenboim I, Millam JR (2008) Post-hatch oral estrogen exposure

reduces oviduct and egg mass and alters nest-building behavior in adult zebra finches

(Taeniopygia guttata). Physiol Behav 95(3):370–380

107. Millam JR, Craig-Veit CB, Quaglino AE, Erichsen AL, Famula TR, Fry DM (2001)

Posthatch oral estrogen exposure impairs adult reproductive performance of zebra finch in

a sex-specific manner. Horm Behav 40(4):542–549

108. Rochester JR, Forstmeier W, Millam JR (2010) Post-hatch oral estrogen in zebra finches

(Taeniopygia guttata): is infertility due to disrupted testes morphology or reduced copulatory

behavior? Physiol Behav 101(1):13–21

109. Markman S, Leitner S, Catchpole C, Barnsley S, Mueller CT, Pascoe D, Buchanan KL (2008)

Pollutants increase song complexity and the volume of the brain area HVC in a songbird.

PLoS One 3(2)

110. Braune BM, Outridge PM, Fisk AT, Muir DCG, Helm PA, Hobbs K, Hoekstra PF, Kuzyk ZA,

Kwan M, Letcher RJ, Lockhart WL, Norstrom RJ, Stern GA, Stirling I (2005) Persistent

organic pollutants and mercury in marine biota of the Canadian Arctic: an overview of

spatial and temporal trends. Sci Total Environ 351:4–56

111. Letcher RJ, Bustnes JO, Dietz R, Jenssen BM, Jorgensen EH, Sonne C, Verreault J, Vijayan

MM, Gabrielsen GW (2010) Exposure and effects assessment of persistent organohalogen

contaminants in arctic wildlife and fish. Sci Total Environ 408(15):2995–3043

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 41



112. Tanabe S (2002) Contamination and toxic effects of persistent endocrine disrupters in marine

mammals and birds. Mar Pollut Bull 45(1–12):69–77

113. Buckman AH, Veldhoen N, Ellis G, Ford JKB, Helbing CC, Ross PS (2011) PCB-associated

changes in mRNA expression in killer whales (Orcinus orca) from the NE Pacific Ocean.

Environ Sci Technol 45(23):10194–10202

114. Routti H, Arukwe A, Jenssen BM, Letcher RJ, Nyman M, Backman C, Gabrielsen GW

(2010) Comparative endocrine disruptive effects of contaminants in ringed seals (Phoca
hispida) from Svalbard and the Baltic Sea. Comp Biochem Physiol Part C: Toxicol

Pharmacol 152(3):306–312

115. Schwacke LH, Zolman ES, Balmer BC, De Guise S, George RC, Hoguet J, Hohn AA,

Kucklick JR, Lamb S, Levin M, Litz JA, McFee WE, Place NJ, Townsend FI, Wells RS,

Rowles TK (2012) Anaemia, hypothyroidism and immune suppression associated with

polychlorinated biphenyl exposure in bottlenose dolphins (Tursiops truncatus). Proc R Soc

B Biol Sci 279(1726):48–57

116. Villanger GD, Lydersen C, Kovacs KM, Lie E, Skaare JU, Jenssen BM (2011) Disruptive

effects of persistent organohalogen contaminants on thyroid function in white whales

(Delphinapterus leucas) from Svalbard. Sci Total Environ 409(13):2511–2524

117. Van den Berg KJ, Zurcher C, Brouwer A, Vanbekkum DW (1988) Chronic toxicity of

3,4,3’,4’-tetrachlorobiphenyl in the marmoset monkey (Callithrix jacchus). Toxicology

48(2):209–224

118. Iguchi T, Katsu Y (2008) Commonality in signaling of endocrine disruption from snail to

human. Bioscience 58(11):1061–1067

119. VandenbergLN, Colborn T, Hayes TB,Heindel JJ, JacobsDR Jr, LeeD-H, ShiodaT, SotoAM,

vomSaal FS,WelshonsWV, Zoeller RT,Myers JP (2012)Hormones and endocrine-disrupting

chemicals: low-dose effects and nonmonotonic dose responses. Endoc Rev 33(3):378–455

120. Barouki R, Gluckman PD, Grandjean P, Hanson M, Heindel JJ (2012) Developmental origins

of non-communicable disease: implications for research and public health. Environ Health

11:1–9, http://www.ehjournal.net/content/11/1/42

121. Kortenkamp A (2007) Ten years of mixing cocktails: a review of combination effects of

endocrine-disrupting chemicals. Environ Health Perspect 115:98–105

122. Bern HA, Blair P, Brasseur S, Colborn T, Cunha GR, Davis W, D€ohler KD, Fox G, Fry M,

Gray LE, Green R, Hines MJKT, McLachlan J, Myers JP, Peterson RW, Reijnders PJH, Soto

AM, Van Der Kraak G, vom Saal FS, Whitten P (1992) Statement from the work session on

chemically-induced alterations in sexual development: the wildlife/human connection. In:

Colborn T, Clement C (eds) Chemically-induced alterations in sexual and functional devel-

opment: the wildlife/human connection. Advances in modern environmental toxicology,

vol. xxi. Princeton Scientific Pub, Princeton, NJ, p 403

123. Kavlock RJ, Daston GP, DeRosa C, Fenner-Crisp P, Gray LE, Kaattari S, Lucier G, Luster M,

Mac MJ, Maczka C, Miller R, Moore J, Rolland R, Scott G, Sheehan DM, Sinks T, Tilson HA

(1996) Research needs for the risk assessment of health and environmental effects of

endocrine disruptors: a report of the U.S. EPA-sponsored workshop. Environ Health Perspect

104(Suppl 4):715–740

124. European Commission (1996) Report of Proceedings: European Workshop on the Impact of

Endocrine Disrupters on Human Health and Wildlife, Weybridge, UK, EUR 17549, European

Commission, Environment and Climate Research Programme of DG XII, 2–4 December 1996

125. WHO/IPCS (2002) Global assessment of the state-of-the-science of endocrine disruptors.

WHO publication no. WHO/PCS/EDC/02.2. International Programme on Chemical Safety,

World Health Organisation, Geneva, Switzerland

126. Zoeller RT, Brown TR, Doan LL, Gore AC, Skakkebaek NE, Soto AM, Woodruff TJ, Vom

Saal FS (2012) Endocrine-disrupting chemicals and public health protection: a statement of

principles from the Endocrine Society. Endocrinology

127. Germain P, Staels B, Dacquet C, Spedding M, Laudet V (2006) Overview of nomenclature of

nuclear receptors. Pharmacol Rev 58(4):685–704

42 M. Wagner et al.

http://www.ehjournal.net/content/11/1/42


128. Gronemeyer H, Gustafsson JA, Laudet V (2004) Principles for modulation of the

nuclear receptor superfamily. Nat Rev Drug Discov 3(11):950–964

129. Rubin BS (2011) Bisphenol A: an endocrine disruptor with widespread exposure and

multiple effects. J Steroid Biochem Mol Biol 127(1–2):27–34

130. Vandenberg LN, Maffini MV, Sonnenschein C, Rubin BS, Soto AM (2009) Bisphenol-A and

the great divide: a review of controversies in the field of endocrine disruption. Endocr Rev

30(1):75–95

131. Tabb MM, Blumberg B (2006) New modes of action for endocrine-disrupting chemicals.

Mol Endocrinol 20(3):475–482

132. Masuyama H, Hiramatsu Y, Kunitomi M, Kudo T, MacDonald PN (2000) Endocrine

disrupting chemicals, phthalic acid and nonylphenol, activate Pregnane X receptor-mediated

transcription. Mol Endocrinol 14(3):421–428

133. Takeshita A, Igarashi-Migitaka J, Nishiyama K, Takahashi H, Takeuchi Y, Koibuchi N

(2011) Acetyl tributyl citrate, the most widely used phthalate substitute plasticizer, induces

cytochrome P450 3A through steroid and xenobiotic receptor. Toxicol Sci 123(2):460–470

134. Takeshita A, Koibuchi N, Oka J, Taguchi M, Shishiba Y, Ozawa Y (2001) Bisphenol-A, an

environmental estrogen, activates the human orphan nuclear receptor, steroid and xenobiotic

receptor-mediated transcription. Eur J Endocrinol 145(4):513–517

135. Mendiola J, Jorgensen N, Andersson A-M, Calafat AM, Ye X, Redmon JB, Drobnis EZ,

Wang C, Sparks A, Thurston SW, Liu F, Swan SH (2010) Are environmental levels of

bisphenol A associated with reproductive function in fertile men? Environ Health Perspect

118(9):1286–1291

136. Aldad TS, Rahmani N, Leranth C, Taylor HS (2011) Bisphenol-A exposure alters endo-

metrial progesterone receptor expression in the nonhuman primate. Fertil Steril 96(1):

175–179

137. Masuyama H, Hiramatsu Y (2004) Involvement of suppressor for Gal 1 in the ubiquitin/

proteasome-mediated degradation of estrogen receptors. J Biol Chem 279(13):12020–12026

138. Weigel NL, Moore NL (2007) Steroid receptor phosphorylation: a key modulator of

multiple receptor functions. Mol Endocrinol 21(10):2311–2319

139. Gillesby BE, Zacharewski TR (1998) Exoestrogens: mechanisms of action and strategies for

identification and assessment. Environ Toxicol Chem 17(1):3–14

140. Zsarnovszky A, Le HH, Wang HS, Belcher SM (2005) Ontogeny of rapid estrogen-mediated

extracellular signal-regulated kinase signaling in the rat cerebellar cortex: potent nongenomic

agonist and endocrine disrupting activity of the xenoestrogen bisphenol A. Endocrinology

146(12):5388–5396

141. le Maire A, Grimaldi M, Roecklin D, Dagnino S, Vivat-Hannah V, Balaguer P, Bourguet W

(2009) Activation of RXR-PPAR heterodimers by organotin environmental endocrine

disruptors. EMBO Rep 10(4):367–373

142. Inoshita H, Masuyama H, Hiramatsu Y (2003) The different effects of endocrine-disrupting

chemicals on estrogen receptor-mediated transcription through interaction with coactivator

TRAP220 in uterine tissue. J Mol Endocrinol 31(3):551–561

143. R€uegg J, Swedenborg E, Wahlstroem D, Escande A, Balaguer P, Pettersson K, Pongratz I

(2008) The transcription factor aryl hydrocarbon receptor nuclear translocator functions as an

estrogen receptor beta-selective coactivator, and its recruitment to alternative pathways

mediates antiestrogenic effects of dioxin. Mol Endocrinol 22(2):304–316

144. Safe S, Wormke M (2003) Inhibitory aryl hydrocarbon receptor-estrogen receptor a cross-

talk and mechanisms of action. Chem Res Toxicol 16(7):807–816

145. Swedenborg E, Ruegg J, Makela S, Pongratz I (2009) Endocrine disruptive chemicals:

mechanisms of action and involvement in metabolic disorders. J Mol Endocrinol 43(1–2):

1–10

146. Crews D, Gillette R, Scarpino SV, Manikkam M, Savenkova MI, Skinner MK (2012)

Epigenetic transgenerational inheritance of altered stress responses. Proc Natl Acad Sci

U S A 109(23):9143–9148

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 43



147. ManikkamM, Tracey R, Guerrero-Bosagna C, Skinner MK (2013) Plastics derived endocrine

disruptors (BPA, DEHP and DBP) induce epigenetic transgenerational inheritance of obesity,

reproductive disease and sperm epimutations. PLoS One 8(1):e55387

148. Bjornstrom L, Sjoberg M (2005) Mechanisms of estrogen receptor signaling: convergence of

genomic and nongenomic actions on target genes. Mol Endocrinol 19(4):833–842

149. Falkenstein E, Tillmann HC, Christ M, Feuring M, Wehling M (2000) Multiple actions of

steroid hormones: a focus on rapid, nongenomic effects. Pharmacol Rev 52(4):513–555

150. Watson CS, Jeng Y-J, Guptarak J (2011) Endocrine disruption via estrogen receptors that

participate in nongenomic signaling pathways. J Steroid Biochem Mol Biol 127(1–2):44–50

151. Mainini CG (1947) Pregnancy test using the male toad. J Clin Endocrinol Metab 7(9):

653–658

152. Bulbring E, Burn JH (1935) The estimation of oestrin and of male hormone in oily solution.

J Physiol-Lond 85(3):320–333

153. Korenchevsky V (1932) The assay of testicular hormone preparations. Biochem J 26:

413–422

154. Kanter AE, Bauer CP, Klawans AH (1934) A new biologic test for hormones in

pregnancy urine: preliminary report. JAMA 103(26):2026–2027

155. National Research Council (2007) Toxicity testing in the 21st century: a vision and a strategy,

vol xvii. National Academies Press, Washington, DC, p 196

156. Langley G, Austin CP, Balapure AK, Birnbaum LS, Bucher JR, Fentem J, Fitzpatrick SC,

Fowle JR III, Kavlock RJ, Kitano H, Lidbury BA, Muotri AR, Peng SQ, Sakharov D,

Seidle T, Trez T, Tonevitsky A, van de Stolpe A, Whelan M, Willett C (2015) Lessons

from toxicology: developing a 21st-century paradigm for medical research. Environ Health

Perspect 123:A268–A272

157. Ankley GT, Bennett RS, Erickson RJ, Hoff DJ, Hornung MW, Johnson RD, Mount DR,

Nichols JW, Russom CL, Schmieder PK, Serrrano JA, Tietge JE, Villeneuve DL (2010)

Adverse outcome pathways: a conceptual framework to support ecotoxicology research and

risk assessment. Environ Toxicol Chem 29(3):730–741

158. Hultman MT, Rundberget JT, Tollefsen KE (2015) Evaluation of the sensitivity, responsive-

ness and reproducibility of primary rainbow trout hepatocyte vitellogenin expression as a

screening assay for estrogen mimics. Aquat Toxicol 159:233–244

159. Scrimshaw MD, Lester JN (2004) In-vitro assays for determination of oestrogenic activity.

Anal Bioanal Chem 378(3):576–581

160. Zacharewski T (1997) In vitro bioassays for assessing estrogenic substances. Environ Sci

Technol 31(3):613–623

161. de Jong LAA, Uges DRA, Franke JP, Bischoff R (2005) Receptor-ligand binding assays:

technologies and applications. J Chromatogr B Analyt Technol Biomed Life Sci 829(1–2):

1–25

162. Hulme EC, Trevethick MA (2010) Ligand binding assays at equilibrium: validation and

interpretation. Br J Pharmacol 161(6):1219–1237

163. Chae K, Albro PW, Luster MI, Mckinney JD (1984) A screening assay for the tetrachloro-

dibenzo-para-dioxin receptor using the [iodovaleramide-i-125 derivative of trichlorodibenzo-

para-dioxin as the binding ligand. Int J Environ Anal Chem 17(3–4):267–274

164. Poland A, Glover E, Kende AS (1976) Stereospecific, high affinity binding of 2,3,7,8-

tetrachlorodibenzo-para-dioxin by hepatic cytosol: evidence that binding species is receptor

for induction of aryl-hydrocarbon hydroxylase. J Biol Chem 251(16):4936–4946

165. Yost EE, Pow CL, Hawkins MB, Kullman SW (2014) Bridging the gap from screening assays

to estrogenic effects in fish: potential roles of multiple estrogen receptor subtypes.

Environ Sci Technol 48(9):5211–5219

166. Fang ML, Webster TF, Ferguson PL, Stapleton HM (2015) Characterizing the peroxisome

proliferator-activated receptor (PPAR gamma) ligand binding potential of several major

44 M. Wagner et al.



flame retardants, their metabolites, and chemical mixtures in house dust. Environ Health

Perspect 123(2):166–172

167. Wagner M, Vermeirssen ELM, Buchinger S, Behr M, Magdeburg A, Oehlmann J (2013)

Deriving bio-equivalents from in vitro bioassays: assessment of existing uncertainties and

strategies to improve accuracy and reporting. Environ Toxicol Chem 32(8):1906–1917

168. Martin MT, Dix DJ, Judson RS, Kavlock RJ, Reif DM, Richard AM, Rotroff DM,

Romanov S, Medvedev A, Poltoratskaya N, Gambarian M, Moeser M, Makarov SS, Houck

KA (2010) Impact of environmental chemicals on key transcription regulators and correlation

to toxicity end points within EPA’s ToxCast program. Chem Res Toxicol 23(3):578–590

169. Escher BI, Allinson M, Altenburger R, Bain PA, Balaguer P, Busch W, Crago J, Denslow

ND, Dopp E, Hilscherova K, Humpage AR, Kumar A, Grimaldi M, Jayasinghe BS,

Jarosova B, Jia A, Makarov S, Maruya KA, Medvedev A, Mehinto AC, Mendez JE,

Poulsen A, Prochazka E, Richard J, Schifferli A, Schlenk D, Scholz S, Shiraish F,

Snyder S, Su GY, Tang JYM, van der Burg B, van der Linden SC, Werner I, Westerheide

SD, Wong CKC, Yang M, Yeung BHY, Zhang XW, Leusch FDL (2014) Benchmarking

organic micropollutants in wastewater, recycled water and drinking water with in vitro
bioassays. Environ Sci Technol 48(3):1940–1956

170. Purvis IJ, Chotai D, Dykes CW, Lubahn DB, French FS, Wilson EM, Hobden AN (1991) An

androgen-inducible expression system for Saccharomyces cerevisiae. Gene 106(1):35–42
171. Routledge EJ, Sumpter JP (1996) Estrogenic activity of surfactants and some of their

degradation products assessed using a recombinant yeast screen. Environ Toxicol Chem

15(3):241–248

172. Sohoni P, Sumpter JP (1998) Several environmental oestrogens are also anti-androgens.

J Endocrinol 158(3):327–339

173. Beresford N, Routledge EJ, Harris CA, Sumpter JP (2000) Issues arising when interpreting

results from an in vitro assay for estrogenic activity. Toxicol Appl Pharmacol 162(1):22–33

174. Dhooge W, Arijs K, D’Haese I, Stuyvaert S, Versonnen B, Janssen C, Verstraete W,

Comhaire F (2006) Experimental parameters affecting sensitivity and specificity of a

yeast assay for estrogenic compounds: results of an interlaboratory validation exercise.

Anal Bioanal Chem 386(5):1419–1428

175. Murk AJ, Legler J, van Lipzig MMH, Meerman JHN, Belfroid AC, Spenkelink A, van der

Burg B, Rijs GBJ, Vethaak D (2002) Detection of estrogenic potency in wastewater and

surface water with three in vitro bioassays. Environ Toxicol Chem 21(1):16–23

176. Wagner M, Oehlmann J (2011) Endocrine disruptors in bottled mineral water: estro-

genic activity in the E-Screen. J Steroid Biochem Mol Biol 127(1–2):128–135

177. Wagner M, Schlusener MP, Ternes TA, Oehlmann J (2013) Identification of putative steroid

receptor antagonists in bottled water: combining bioassays and high-resolution mass spec-

trometry. PLoS One 8(8), e72472

178. De Boever P, Demare W, Vanderperren E, Cooreman K, Bossier P, Verstraete W (2001)

Optimization of a yeast estrogen screen and its applicability to study the release of estrogenic

isoflavones from a soygerm powder. Environ Health Perspect 109(7):691–697

179. Schultis T, Metzger JW (2004) Determination of estrogenic activity by LYES-assay (yeast

estrogen screen-assay assisted by enzymatic digestion with lyticase). Chemosphere 57(11):

1649–1655

180. Routledge EJ, Parker J, Odum J, Ashby J, Sumpter JP (1998) Some alkyl hydroxy benzoate

preservatives (parabens) are estrogenic. Toxicol Appl Pharmacol 153(1):12–19

181. Lyttle CR, Damianmatsumura P, Juul H, Butt TR (1992) Human estrogen-receptor regulation

in a yeast model system and studies on receptor agonists and antagonists. J Steroid Biochem

Mol Biol 42(7):677–685

182. Fuqua SAW, Fitzgerald SD, Chamness GC, Tandon AK, McDonnell DP, Nawaz Z,

Omalley BW, McGuire WL (1991) Variant human breast-tumor estrogen-receptor with consti-

tutive transcriptional activity. Cancer Res 51(1):105–109

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 45



183. McDonnell DP, Nawaz Z, Densmore C, Weigel NL, Pham TA, Clark JH, Omalley BW

(1991) High-level expression of biologically-active estrogen-receptor in Saccharomyces
cerevisiae. J Steroid Biochem Mol Biol 39(3):291–297

184. McDonnell DP, Nawaz Z, Omalley BW (1991) In situ distinction between steroid-receptor

binding and transactivation at a target gene. Mol Cell Biol 11(9):4350–4355

185. Inoue D, Nakama K, Matsui H, Sei K, Ike M (2009) Detection of agonistic activities against

five human nuclear receptors in river environments of Japan using a yeast two-hybrid assay.

Bull Environ Contam Toxicol 82(4):399–404

186. Miller CA, Tan XB, Wilson M, Bhattacharyya S, Ludwig S (2010) Single plasmids

expressing human steroid hormone receptors and a reporter gene for use in yeast signaling

assays. Plasmid 63(2):73–78

187. Hahn T, Tag K, Riedel K, Uhlig S, Baronian K, Gellissen G, Kunze G (2006) A novel

estrogen sensor based on recombinant Arxula adeninivorans cells. Biosens Bioelectron

21(11):2078–2085

188. Bovee TFH, Helsdingen RJR, Hamers ARM, van Duursen MBM, Nielen MWF,

Hoogenboom RLAP (2007) A new highly specific and robust yeast androgen bioassay for

the detection of agonists and antagonists. Anal Bioanal Chem 389(5):1549–1558

189. Kamata R, Shiraishi F, Nakajima D, Takigami H, Shiraishi H (2009) Mono-hydroxylated

polychlorinated biphenyls are potent aryl hydrocarbon receptor ligands in recombinant yeast

cells. Toxicol in Vitro 23(4):736–743

190. Lee HJ, Lee YS, Kwon HB, Lee K (2003) Novel yeast bioassay system for detection of

androgenic and antiandrogenic compounds. Toxicol in Vitro 17(2):237–244

191. Leskinen P, Michelini E, Picard D, Karp M, Virta M (2005) Bioluminescent yeast assays for

detecting estrogenic and androgenic activity in different matrices. Chemosphere 61(2):

259–266

192. Miller CA (1997) Expression of the human aryl hydrocarbon receptor complex in yeast:

activation of transcription by indole compounds. J Biol Chem 272(52):32824–32829

193. Miller CA, Martinat MA, Hyman LE (1998) Assessment of aryl hydrocarbon receptor

complex interactions using pBEVY plasmids: expression vectors with bi-directional pro-

moters for use in Saccharomyces cerevisiae. Nucleic Acids Res 26(15):3577–3583
194. Bovee TFH, Helsdingen RJR, Hamers ARM, Brouwer BA, Nielen MWF (2011) Recombi-

nant cell bioassays for the detection of (gluco)corticosteroids and endocrine-disrupting

potencies of several environmental PCB contaminants. Anal Bioanal Chem 401(3):873–882

195. Gaido KW, Leonard LS, Lovell S, Gould JC, Babai D, Portier CJ, McDonnell DP (1997)

Evaluation of chemicals with endocrine modulating activity in a yeast-based steroid hormone

receptor gene transcription assay. Toxicol Appl Pharmacol 143(1):205–212

196. Garcia-Reyero N, Grau E, Castillo M, De Alda MJL, Barcelo D, Pina B (2001) Monitoring of

endocrine disruptors in surface waters by the yeast recombinant assay. Environ Toxicol Chem

20(6):1152–1158

197. Ito-Harashima S, Shiizaki K, Kawanishi M, Kakiuchi K, Onishi K, Yamaji R, Yagi T (2015)

Construction of sensitive reporter assay yeasts for comprehensive detection of ligand activ-

ities of human corticosteroid receptors through inactivation of CWP and PDR genes.

J Pharmacol Toxicol Methods 74:41–52

198. Inoue D, Nakama K, Sawada K, Watanabe T, Takagi M, Sei K, Yang M, Hirotsuji J, Hu J,

Nishikawa J-I, Nakanishi T, Ike M (2010) Contamination with retinoic acid receptor agonists

in two rivers in the Kinki region of Japan. Water Res 44(8):2409–2418

199. Kamata R, Shiraishi F, Nishikawa J-I, Yonemoto J, Shiraishi H (2008) Screening and

detection of the in vitro agonistic activity of xenobiotics on the retinoic acid receptor.

Toxicol in Vitro 22(4):1050–1061

200. Li J, Ma M, Wang ZJ (2008) A two-hybrid yeast assay to quantify the effects of xenobiotics

on retinoid X receptor-mediated gene expression. Toxicol Lett 176(3):198–206

46 M. Wagner et al.



201. Zhen H, Wu X, Hu J, Xiao Y, Yang M, Hirotsuji J, Nishikawa J-I, Nakanishi T, Ike M (2009)

Identification of retinoic acid receptor agonists in sewage treatment plants. Environ Sci

Technol 43(17):6611–6616

202. Kitagawa Y, Takatori S, Oda H, Nishikawa J, Nishihara T, Nakazawa H, Hori S (2003)

Detection of thyroid hormone receptor-binding activities of chemicals using a yeast

two-hybrid assay. J Health Sci 49(2):99–104

203. Shiraishi F, Okumura T, Nomachi M, Serizawa S, Nishikawa J, Edmonds JS, Shiraishi H,

Morita M (2003) Estrogenic and thyroid hormone activity of a series of hydroxy-

polychlorinated biphenyls. Chemosphere 52(1):33–42

204. Rajasarkka J, Hakkila K, Virta M (2011) Developing a compound-specific receptor for

bisphenol A by directed evolution of human estrogen receptor alpha. Biotechnol Bioeng

108(11):2526–2534

205. Rajasarkka J, Virta M (2013) Characterization of a bisphenol A specific yeast bioreporter

utilizing the bisphenol A-targeted receptor. Anal Chem 85(21):10067–10074

206. Rajasarkka J, Koponen J, Airaksinen R, Kiviranta H, Virta M (2014) Monitoring bisphenol A

and estrogenic chemicals in thermal paper with yeast-based bioreporter assay. Anal Bioanal

Chem 406(23):5695–5702

207. Murk AJ, Legler J, Denison MS, Giesy JP, van de Guchte C, Brouwer A (1996) Chemical-

activated luciferase gene expression (CALUX): a novel in vitro bioassay for Ah receptor

active compounds in sediments and pore water. Fundam Appl Toxicol 33(1):149–160

208. Aarts JMMJG, Denison MS, Cox MA, Schalk MAC, Garrison PM, Tullis K, Dehaan LHJ,

Brouwer A (1995) Species-specific antagonism of Ah receptor action by 2,2’,5,5’-
-tetrachlorobiphenyl and 2,2’,3,3’,4,4’-hexachlorobiphenyl. Eur J Pharmacol Environ

Toxicol Pharmacol 293(4):463–474

209. Garrison PM, Tullis K, Aarts JMMJG, Brouwer A, Giesy JP, Denison MS (1996) Species-

specific recombinant cell lines as bioassay systems for the detection of 2,3,7,8-

tetrachlorodibenzo-p-dioxin-like chemicals. Fundam Appl Toxicol 30(2):194–203

210. Legler J, van den Brink CE, Brouwer A, Murk AJ, van der Saag PT, Vethaak AD, van der

Burg P (1999) Development of a stably transfected estrogen receptor-mediated luciferase

reporter gene assay in the human T47D breast cancer cell line. Toxicol Sci 48(1):55–66

211. Sonneveld E, Jansen HJ, Riteco JAC, Brouwer A, van der Burg B (2005) Development of

androgen- and estrogen-responsive bioassays, members of a panel of human cell line-based

highly selective steroid-responsive bioassays. Toxicol Sci 83(1):136–148

212. Gijsbers L, Man H-Y, Kloet SK, de Haan LHJ, Keijer J, Rietjens IMCM, van der Burg B,

Aarts JMMJG (2011) Stable reporter cell lines for peroxisome proliferator-activated receptor

gamma (PPAR gamma)-mediated modulation of gene expression. Anal Biochem 414(1):

77–83

213. Piersma AH, Bosgra S, van Duursen MBM, Hermsen SAB, Jonker LRA, Kroese ED, van der

Linden SC, Man H, Roelofs MJE, Schulpen SHW, Schwarz M, Uibel F, van Vugt-

Lussenburg BMA, Westerhout J, Wolterbeek APM, van der Burg B (2013) Evaluation of

an alternative in vitro test battery for detecting reproductive toxicants. Reprod Toxicol

38:53–64

214. van der Burg B, van der Linden S, Man H-Y, Winter R, Jonker L, van Vugt-Lussenburg B,

Brouwer A (2013) A panel of quantitative calux® reporter gene assays for reliable high-

throughput toxicity screening of chemicals and complex mixtures, p 532

215. Brennan JC, He G, Tsutsumi T, Zhao J, Wirth E, Fulton MH, Denison MS (2015) Develop-

ment of species-specific Ah receptor-responsive third generation CALUX cell lines with

enhanced responsiveness and improved detection limits. Environ Sci Technol 49(19):

11903–11912

216. Gizzi G, Hoogenboom LAP, Von Holst C, Rose M, Anklam E (2005) Determination of

dioxins (PCDDs/PCDFs) and PCBs in food and feed using the DR CALUX (R) bioassay:

results of an international validation study. Food Addit Contam 22(5):472–481

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 47



217. He G, Tsutsumi T, Zhao B, Baston DS, Zhao J, Heath-Pagliuso S, Denison MS (2011) Third-

generation Ah receptor-responsive luciferase reporter plasmids: amplification of dioxin-

responsive elements dramatically increases CALUX bioassay sensitivity and responsiveness.

Toxicol Sci 123(2):511–522

218. Pieterse B, Felzel E, Winter R, van der Burg B, Brouwer A (2013) PAH-CALUX, an

optimized bioassay for AhR-mediated hazard identification of polycyclic aromatic hydro-

carbons (PAHs) as individual compounds and in complex mixtures. Environ Sci Technol

47(20):11651–11659

219. van der Burg B, Winter R, Man H-Y, Vangenechten C, Berckmans P, Weimer M, Witters H,

van der Linden S (2010) Optimization and prevalidation of the in vitro AR CALUX method

to test androgenic and antiandrogenic activity of compounds. Reproductive Toxicology

30(1):18–24

220. van der Burg B, Winter R, Weimer M, Berckmans P, Suzuki G, Gijsbers L, Jonas A, van der

Linden S, Witters H, Aarts J, Legler J, Kopp-Schneider A, Bremer S (2010) Optimization and

prevalidation of the in vitro ER alpha CALUX method to test estrogenic and antiestrogenic

activity of compounds. Reprod Toxicol 30(1):73–80

221. Van Loco J, Van Leeuwen SPJ, Roos P, Carbonnelle S, de Boer J, Goeyens L, Beernaert H

(2004) The international validation of bio- and chemical-analytical screening methods for

dioxins and dioxin-like PCBs: the DIFFERENCE project rounds 1 and 2. Talanta 63(5):

1169–1182

222. Windal I, Denison MS, Birnbaum LS, Van Wouwe N, Baeyens W, Goeyens L (2005)

Chemically activated luciferase gene expression (CALUX) cell bioassay analysis for the

estimation of dioxin-like activity: critical parameters of the CALUX procedure that impact

assay results. Environ Sci Technol 39(19):7357–7364

223. Anezaki K, Yamaguchi K, Takeuchi S, Iida M, Jin K, Kojima H (2009) Application of a

bioassay using DR-Ecoscreen cells to the determination of dioxins in ambient air: a compar-

ative study with HRGC-HRMS analysis. Environ Sci Technol 43(19):7478–7483

224. Besselink HT, Schipper C, Klamer H, Leonards P, Verhaar H, Felzel E, Murk AJ, Thain J,

Hosoe K, Schoeters G, Legler J, Brouwer B (2004) Intra- and interlaboratory calibration of

the DR Calux (R) bioassay for the analysis of dioxins and dioxin-like chemicals in sediments.

Environ Toxicol Chem 23(12):2781–2789

225. Bovee TFH, Heskamp HH, Helsdingen RJR, Hamers ARM, Brouwer BA, Nielen MWF

(2013) Validation of a recombinant cell bioassay for the detection of (gluco)corticosteroids in

feed. Food Addit Contam Part A Chem Anal Control Expo Risk Assess 30(2):264–271

226. Bovee TFH, Hoogenboom LAP, Hamers ARM, Traag WA, Zuidema T, Aarts J, Brouwer A,

Kuiper HA (1998) Validation and use of the CALUX-bioassay for the determination of

dioxins and PCBs in bovine milk. Food Addit Contam 15(8):863–875

227. Chou IC, Lee W-J, Wang L-C, Chang-Chien G-P, Lee W-S, Lee H (2008) Validation of the

CALUX bioassay as a screening and semi-quantitative method for PCDD/F levels in

cow’s milk. J Hazard Mater 154(1–3):1166–1172

228. Sonneveld E, Pieterse B, Schoonen WG, van der Burg B (2011) Validation of in vitro
screening models for progestagenic activities: inter-assay comparison and correlation with

in vivo activity in rabbits. Toxicol in Vitro 25(2):545–554

229. Tsutsumi T, Amakura Y, Nakamura M, Brown DJ, Clark GC, Sasaki K, Toyoda M, Maitani T

(2003) Validation of the CALUX bioassay for the screening of PCDD/Fs and dioxin-like

PCBs in retail fish. Analyst 128(5):486–492

230. Windal I, VanWouweN, EppeG,Xhrouet C, DebackerV, BaeyensW,De PauwE, Goeyens L

(2005) Validation and interpretation of CALUX as a tool for the estimation of dioxin-like

activity in marine biological matrixes. Environ Sci Technol 39(6):1741–1748

231. Wilson VS, Bobseine K, Gray LE (2004) Development and characterization of a cell line that

stably expresses an estrogen-responsive luciferase reporter for the detection of estrogen recep-

tor agonist and antagonists. Toxicol Sci 81(1):69–77

48 M. Wagner et al.



232. Balaguer P, Francois F, Comunale F, Fenet H, Boussioux AM, PonsM, Nicolas JC, Casellas C

(1999) Reporter cell lines to study the estrogenic effects of xenoestrogens. Sci Total Environ

233(1–3):47–56

233. Jugan ML, Oziol L, Bimbot M, Huteau V, Tamisier-Karolak S, Blondeau JP, Levi Y (2009)

In vitro assessment of thyroid and estrogenic endocrine disruptors in wastewater treatment

plants, rivers and drinking water supplies in the greater Paris area (France). Sci Total Environ

407(11):3579–3587

234. Wehmas LC, Cavallin JE, Durhan EJ, Kahl MD, Martinovic D, Mayasich J, Tuominen T,

Villeneuve DL, Ankley GT (2011) Screening complex effluents for estrogenic activity with

the T47D-kbluc cell bioassay: assay optimization and comparison with in vivo responses in

fish. Environ Toxicol Chem 30(2):439–445

235. Grimaldi M, Boulahtouf A, Delfosse V, Thouennon E, Bourguet W, Balaguer P (2015)

Reporter cell lines for the characterization of the interactions between human nuclear

receptors and endocrine disruptors. Front Endocrinol 6:62–62

236. Nguyen LP, Bradfield CA (2008) The search for endogenous activators of the aryl hydro-

carbon receptor. Chem Res Toxicol 21(1):102–116

237. Tian J, Feng Y, Fu H, Xie HQ, Jiang JX, Zhao B (2015) The aryl hydrocarbon receptor: a key

bridging molecule of external and internal chemical signals. Environ Sci Technol 49(16):

9518–9531

238. Fritsche E, Schaefer C, Calles C, Bernsmann T, Bernshausen T, Wurm M, Huebenthal U,

Cline JE, Hajimiragha H, Schroeder P, Klotz L-O, Rannug A, Fuerst P, Hanenberg H, Abel J,

Krutmann J (2007) Lightening up the UV response by identification of the arylhydrocarbon

receptor as a cytoplasmatic target for ultraviolet B radiation. Proc Natl Acad Sci U S A

104(21):8851–8856

239. Opitz CA, Litzenburger UM, Sahm F, Ott M, Tritschler I, Trump S, Schumacher T,

Jestaedt L, Schrenk D, Weller M, Jugold M, Guillemin GJ, Miller CL, Lutz C,

Radlwimmer B, Lehmann I, von Deimling A, Wick W, Platten M (2011) An endogenous

tumour-promoting ligand of the human aryl hydrocarbon receptor. Nature 478(7368):

197–203

240. Beischlag TV, Morales JL, Hollingshead BD, Perdew GH (2008) The aryl hydrocarbon

receptor complex and the control of gene expression. Crit Rev Eukaryot Gene Expr 18(3):

207–250

241. Tijet N, Boutros PC, Moffat ID, Okey AB, Tuomisto J, Pohjanvirta R (2006) Aryl hydro-

carbon receptor regulates distinct dioxin-dependent and dioxin-independent gene batteries.

Mol Pharmacol 69(1):140–153

242. Mandal PK (2005) Dioxin: a review of its environmental effects and its aryl hydrocarbon

receptor biology. J Comp Physiol B 175(4):221–230

243. Doolittle DJ, Newton JF, Goodman JI (1983) Quantitative studies on metabolic-activation

in vitro employing benzo[a]pyrene as the test compound. Mutat Res 108(1–3):29–44

244. Doolittle DJ, Goodman JI (1984) Quantitative studies on the in vitro metabolic-activation of

dimethylnitrosamine by rat-liver postmitochondrial supernatant. Environ Health Perspect

57(Aug):327–332

245. Mason G, Farrell K, Keys B, Piskorskapliszczynska J, Safe L, Safe S (1986) Polychlorinated

dibenzo-para-dioxins: quantitative in vitro and in vivo structure-activity-relationships.

Toxicology 41(1):21–31

246. Piskorska-Pliszczynska J, Keys B, Safe S, Newman MS (1986) The cytosolic receptor-

binding affinities and AHH induction potencies of 29 polynuclear aromatic-hydrocarbons.

Toxicol Lett 34(1):67–74

247. Safe S (1987) Determination of 2,3,7,8-Tcdd toxic equivalent factors (TEFs): support for the

use of the in vitro AHH induction assay. Chemosphere 16(4):791–802

248. Van den Berg M, Birnbaum L, Bosveld ATC, Brunstrom B, Cook P, Feeley M, Giesy JP,

Hanberg A, Hasegawa R, Kennedy SW, Kubiak T, Larsen JC, van Leeuwen FXR, Liem

AKD, Nolt C, Peterson RE, Poellinger L, Safe S, Schrenk D, Tillitt D, Tysklind M,

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 49



Younes M, Waern F, Zacharewski T (1998) Toxic equivalency factors (TEFs) for PCBs,

PCDDs, PCDFs for humans and wildlife. Environ Health Perspect 106(12):775–792

249. Van den Berg M, Birnbaum LS, Denison M, De Vito M, Farland W, Feeley M, Fiedler H,

Hakansson H, Hanberg A, Haws L, Rose M, Safe S, Schrenk D, Tohyama C, Tritscher A,

Tuomisto J, Tysklind M, Walker N, Peterson RE (2006) The 2005 World Health Organiza-

tion reevaluation of human and mammalian toxic equivalency factors for dioxins and dioxin-

like compounds. Toxicol Sci 93(2):223–241

250. Soto AM, Chung KL, Sonnenschein C (1994) The pesticides endosulfan, toxaphene, and

dieldrin have estrogenic effects on human estrogen-sensitive cells. Environ Health Perspect

102(4):380–383

251. Soto AM, Sonnenschein C (1985) The role of estrogens on the proliferation of human breast

tumor cells (MCF-7). J Steroid Biochem Mol Biol 23(1):87–94

252. Soto AM, Sonnenschein C, Chung KL, Fernandez MF, Olea N, Serrano FO (1995) The

E-Screen assay as a tool to identify estrogens: an update on estrogenic environmental-

pollutants. Environ Health Perspect 103:113–122

253. Villalobos M, Olea N, Brotons JA, Oleaserrano MF, Dealmodovar JMR, Pedraza V (1995)

The E-Screen assay: a comparison of different MCF7 cell stocks. Environ Health Perspect

103(9):844–850

254. Desaulniers D, Leingartner K, Zacharewski T, Foster WG (1998) Optimization of an MCF7-

E3 cell proliferation assay and effects of environmental pollutants and industrial chemicals.

Toxicol in Vitro 12(4):409–422

255. KornerW, Hanf V, SchullerW, Kempter C,Metzger J, Hagenmaier H (1999) Development of

a sensitive E-screen assay for quantitative analysis of estrogenic activity in municipal sewage

plant effluents. Sci Total Environ 225(1–2):33–48

256. Rasmussen TH, Nielsen JB (2002) Critical parameters in the MCF-7 cell proliferation bio-

assay (E-Screen). Biomarkers 7(4):322–336

257. Vanparys C, Maras M, Lenjou M, Robbens J, Van Bockstaele D, Blust R, De Coen W (2006)

Flow cytometric cell cycle analysis allows for rapid screening of estrogenicity in MCF-7

breast cancer cells. Toxicol in Vitro 20(7):1238–1248

258. Riverso M, Kortenkamp A, Silva E (2014) Non-tumorigenic epithelial cells secrete MCP-1

and other cytokines that promote cell division in breast cancer cells by activating ER alpha

via PI3K/Akt/mTOR signaling. Int J Biochem Cell Biol 53:281–294

259. Gutleb AC, Meerts I, Bergsma JH, Schriks M, Murk AJ (2005) T-Screen as a tool to identify

thyroid hormone receptor active compounds. Environ Toxicol Pharmacol 19(2):231–238

260. Schriks M, Vrabie CM, Gutleb AC, Faassen EJ, Rietjens I, Murk AJ (2006) T-screen to

quantify functional potentiating, antagonistic and thyroid hormone-like activities of

poly halogenated aromatic hydrocarbons (PHAHs). Toxicol in Vitro 20(4):490–498

261. Gutleb AC, Mossink L, Schriks M, van den Berg HJH, Murk AJ (2007) Delayed effects of

environmentally relevant concentrations of 3,3’,4,4’-tetrachlorobiphenyl (PCB-77) and

non-polar sediment extracts detected in the prolonged-FETAX. Sci Total Environ

381(1–3):307–315

262. Taxvig C, Vinggaard AM, Hass U, Axelstad M, Boberg J, Hansen PR, Frederiksen H,

Nellemann C (2008) Do parabens have the ability to interfere with steroidogenesis? Toxicol

Sci 106(1):206–213

263. Ghisari M, Bonefeld-Jorgensen EC (2009) Effects of plasticizers and their mixtures on

estrogen receptor and thyroid hormone functions. Toxicol Lett 189(1):67–77

264. Long M, Kruger T, Ghisari M, Bonefeld-Jorgensen EC (2012) Effects of selected phyto-

estrogens and their mixtures on the function of the thyroid hormone and the aryl hydrocarbon

receptor. Nutr Cancer 64(7):1008–1019

265. Long M, Ghisari M, Bonefeld-Jorgensen EC (2013) Effects of perfluoroalkyl acids on the

function of the thyroid hormone and the aryl hydrocarbon receptor. Environ Sci Pollut Res

20(11):8045–8056

50 M. Wagner et al.



266. Ghisari M, Long M, Tabbo A, Bonefeld-Jorgensen EC (2015) Effects of currently used

pesticides and their mixtures on the function of thyroid hormone and aryl hydrocarbon

receptor in cell culture. Toxicol Appl Pharmacol 284(3):292–303

267. Sanderson JT (2006) The steroid hormone biosynthesis pathway as a target for endocrine-

disrupting chemicals. Toxicol Sci 94(1):3–21

268. Connolly L, Ropstad E, Verhaegen S (2011) In vitro bioassays for the study of endocrine-

disrupting food additives and contaminants. TrAC Trends Anal Chem 30(2):227–238

269. OECD (2011) Test no. 456: H295R steroidogenesis assay. OECD, Paris. doi: 10.1787/

9789264122642-en

270. US EPA (2009) Endocrine disruptor screening program test guidelines. OPPTS 890.1550:

steroidogenesis (human cell line – H295R). Office of Prevention, Pesticides and Toxic

Substances, United States Environmental Protection Agency

271. Harvey PW, Everett DJ, Springall CJ (2007) Adrenal toxicology: a strategy for assessment of

functional toxicity to the adrenal cortex and steroidogenesis. J Appl Toxicol 27(2):103–115

272. Zhang XW, Yu RMK, Jones PD, Lam GKW, Newsted JL, Gracia T, Hecker M,

Hilscherova K, Sanderson JT, Wu RSS, Giesy JP (2005) Quantitative RT-PCR methods for

evaluating toxicant-induced effects on steroidogenesis using the H295R cell line. Environ Sci

Technol 39(8):2777–2785

273. Hecker M, Hollert H, Cooper R, Vinggaard AM, Akahori Y, Murphy M, Nellemann C,

Higley E, Newsted J, Laskey J, Buckalew A, Grund S, Maletz S, Giesy J, Timm G (2011) The

OECD validation program of the H295R steroidogenesis assay: phase 3. Final inter-

laboratory validation study. Environ Sci Pollut Res 18(3):503–515

274. HilscherovaK, Jones PD,Gracia T,Newsted JL, ZhangXW, Sanderson JT, YuRMK,WuRSS,

Giesy JP (2004) Assessment of the effects of chemicals on the expression of ten steroidogenic

genes in the H295R cell line using real-time PCR. Toxicol Sci 81(1):78–89

275. Maglich JM, KuhnM, Chapin RE, Pletcher MT (2014) More than just hormones: H295R cells

as predictors of reproductive toxicity. Reprod Toxicol 45:77–86

276. Antczak P, Jo HJ, Woo S, Scanlan L, Poynton H, Loguinov A, Chan S, Falciani F, Vulpe C

(2013) Molecular toxicity identification evaluation (mTIE) approach predicts chemical expo-

sure in Daphnia magna. Environ Sci Technol 47(20):11747–11756

277. Bundy JG, Davey MP, Viant MR (2009) Environmental metabolomics: a critical review and

future perspectives. Metabolomics 5(1):3–21

278. Iguchi T, Watanabe H, Katsu Y (2007) Toxicogenomics and ecotoxicogenomics for studying

endocrine disruption and basic biology. Gen Comp Endocrinol 153(1–3):25–29

279. Grun F, Blumberg B (2006) Environmental obesogens: organotins and endocrine disruption

via nuclear receptor signaling. Endocrinology 147(6, Suppl. S):S50–S55

280. Jordao R, Casas J, Fabrias G, Campos B, Pina B, Lemos MFL, Soares AMVM, Tauler R,

Barata C (2015) Obesogens beyond vertebrates: lipid perturbation by tributyltin in the

crustacean Daphnia magna. Environ Health Perspect 123(8):813–819

281. Alsop DH, Brown SB, van der Kraak GJ (2004) Dietary retinoic acid induces hindlimb and

eye deformities in Xenopus laevis. Environ Sci Technol 38(23):6290–6299

282. Chen C-H, Chou P-H, Kawanishi M, Yagi T (2014) Occurrence of xenobiotic ligands for

retinoid X receptors and thyroid hormone receptors in the aquatic environment of Taiwan.

Mar Pollut Bull 85(2):613–618

283. Inoue D, Nakama K, Sawada K, Watanabe T, Matsui H, Sei K, Nakanishi T, Ike M (2011)

Screening of agonistic activities against four nuclear receptors in wastewater treatment plants

in Japan using a yeast two-hybrid assay. J Environ Sci (China) 23(1):125–132

284. Inoue D, Sawada K, Wada Y, Sei K, Ike M (2013) Removal characteristics of retinoic acids

and 4-oxo-retinoic acids in wastewater by activated sludge treatment. Water Sci Technol

67(12):2868–2874

285. Sawada K, Inoue D, Wada Y, Sei K, Nakanishi T, Ike M (2012) Detection of retinoic acid

receptor agonistic activity and identification of causative compounds in municipal wastewater

treatment plants in Japan. Environ Toxicol Chem 31(2):307–315

Endocrine Disruption and In Vitro Ecotoxicology: Recent Advances and Approaches 51

http://dx.doi.org/10.1787/9789264122642-en
http://dx.doi.org/10.1787/9789264122642-en


286. Miyagawa S, Lange A, Hirakawa I, Tohyama S, Ogino Y, Mizutani T, Kagami Y, Kusano T,

Ihara M, Tanaka H, Tatarazako N, Ohta Y, Katsu Y, Tyler CR, Iguchi T (2014) Differing

species responsiveness of estrogenic contaminants in fish is conferred by the ligand binding

domain of the estrogen receptor. Environ Sci Technol 48(9):5254–5263

287. Kunz PY, Fent K (2006) Estrogenic activity of UV filter mixtures. Toxicol Appl Pharmacol

217(1):86–99

288. Legler J, Zeinstra LM, Schuitemaker F, Lanser PH, Bogerd J, Brouwer A, Vethaak AD, De

Voogt P, Murk AJ, Van der Burg B (2002) Comparison of in vivo and in vitro reporter gene

assays for short-term screening of estrogenic activity. Environ Sci Technol 36(20):

4410–4415

289. Simmons DB, Marlatt VL, Trudeau VL, Sherry JP, Metcalfe CD (2010) Interaction of

Galaxolide(R) with the human and trout estrogen receptor-alpha. Sci Total Environ

408(24):6158–6164

290. Ihara M, Kitamura T, Kumar V, Park C-B, Ihara MO, Lee S-J, Yamashita N, Miyagawa S,

Iguchi T, Okamoto S, Suzuki Y, Tanaka H (2015) Evaluation of estrogenic activity of

wastewater: comparison among in vitro er alpha reporter gene assay, in vivo vitellogenin

induction, and chemical analysis. Environ Sci Technol 49(10):6319–6326

291. Kohno S, Katsu Y, Iguchi T, Guillette LJ Jr (2008) Novel approaches for the study of verte-

brate steroid hormone receptors. Integr Comp Biol 48(4):527–534

292. Hultin CL, Hallgren P, Persson A, Hansson MC (2014) Identification of an estrogen receptor

gene in the natural freshwater snail Bithynia tentaculata. Gene 540(1):26–31
293. Katsu Y, Matsubara K, Kohno S, Matsuda Y, Toriba M, Oka K, Guillette LJ Jr, Ohta Y,

Iguchi T (2010) Molecular cloning, characterization, and chromosome mapping of

reptilian estrogen receptors. Endocrinology 151(12):5710–5720

294. Kaur S, Jobling S, Jones CS, Noble LR, Routledge EJ, Lockyer AE (2015) The nuclear

receptors of Biomphalaria glabrata and Lottia gigantea: implications for developing

new model organisms. PLoS One 10(4)

295. Nagasawa K, Treen N, Kondo R, Otoki Y, Itoh N, Rotchell JM, Osada M (2015) Molecular

characterization of an estrogen receptor and estrogen-related receptor and their auto-

regulatory capabilities in two Mytilus species. Gene 564(2):153–159

296. Vogeler S, Galloway TS, Lyons BP, Bean TP (2014) The nuclear receptor gene family in the

Pacific oyster, Crassostrea gigas, contains a novel subfamily group. BMC Genomics 15

297. Bannister R, Beresford N, Granger DW, Pounds NA, Rand-Weaver M, White R, Jobling S,

Routledge EJ (2013) No substantial changes in estrogen receptor and estrogen-related

receptor orthologue gene transcription in Marisa cornuarietis exposed to estrogenic chem-

icals. Aquat Toxicol 140:19–26

298. Bridgham JT, Keay J, Ortlund EA, Thornton JW (2014) Vestigialization of an allosteric

switch: genetic and structural mechanisms for the evolution of constitutive activity in a

steroid hormone receptor. PLoS Genet 10(1)

299. Grun F, Watanabe H, Zamanian Z, Maeda L, Arima K, Cubacha R, Gardiner DM, Kanno J,

Iguchi T, Blumberg B (2006) Endocrine-disrupting organotin compounds are potent inducers

of adipogenesis in vertebrates. Mol Endocrinol 20(9):2141–2155

300. Kanayama T, Kobayashi N, Mamiya S, Nakanishi T, Nishikawa J (2005) Organotin com-

pounds promote adipocyte differentiation as agonists of the peroxisome proliferator-activated

receptor gamma/retinoid X receptor pathway. Mol Pharmacol 67(3):766–774

301. Watson CS, Bulayeva NN, Wozniak AL, Alyea RA (2007) Xenoestrogens are potent acti-

vators of nongenomic estrogenic responses. Steroids 72(2):124–134

302. Rajapakse N, Silva E, Kortenkamp A (2002) Combining xenoestrogens at levels below indi-

vidual no-observed-effect concentrations dramatically enhances steroid hormone action.

Environ Health Perspect 110(9):917–921

303. Silva E, Rajapakse N, Kortenkamp A (2002) Something from “nothing”: eight weak estro-

genic chemicals combined at concentrations below NOECs produce significant mixture

effects. Environ Sci Technol 36(8):1751–1756

52 M. Wagner et al.



304. Kortenkamp A (2014) Low dose mixture effects of endocrine disrupters and their impli-

cations for regulatory thresholds in chemical risk assessment. Curr Opin Pharmacol 19:

105–111

305. Christiansen S, Kortenkamp A, Axelstad M, Boberg J, Scholze M, Jacobsen PR, Faust M,

Lichtensteiger W, Schlumpf M, Burdorf A, Hass U (2012) Mixtures of endocrine disrupting

contaminants modelled on human high end exposures: an exploratory study in rats. Int J

Androl 35(3):303–316

306. Christiansen S, Scholze M, Dalgaard M, Vinggaard AM, Axelstad M, Kortenkamp A, Hass U

(2009) Synergistic disruption of external male sex organ development by a mixture of

four antiandrogens. Environ Health Perspect 117(12):1839–1846

307. Hass U, Scholze M, Christiansen S, Dalgaard M, Vinggaard AM, Axelstad M, Metzdorff SB,

Kortenkamp A (2007) Combined exposure to anti-androgens exacerbates disruption of sexual

differentiation in the rat. Environ Health Perspect 115:122–128
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In Vitro Genotoxicity Testing: Significance

and Use in Environmental Monitoring

Gisela De Aragao Umbuzeiro, Minne Heringa, and Errol Zeiger

Abstract There is ongoing concern about the consequences of mutations in

humans and biota arising from environmental exposures to industrial and other

chemicals. Genetic toxicity tests have been used to analyze chemicals, foods, drugs,

and environmental matrices such as air, water, soil, and wastewaters. This is

because the mutagenicity of a substance is highly correlated with its carcinogenic-

ity. However, no less important are the germ cell mutations, because the adverse

outcome is related not only to an individual but also to population levels. For

environmental analysis the most common choices are in vitro assays, and among

them the most widely used is the Ames test (Salmonella/microsome assay). There

are several protocols and methodological approaches to be applied when environ-

mental samples are tested and these are discussed in this chapter, along with the

meaning and relevance of the obtained responses. Two case studies illustrate the

utility of in vitro mutagenicity tests such as the Ames test. It is clear that, although it

is not possible to use the outcome of the test directly in risk assessment, the

application of the assays provides a great opportunity to monitor the exposure of

humans and biota to mutagenic substances for the purpose of reducing or quanti-

fying that exposure.
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1 Introduction

There is ongoing concern about the consequences of mutations in humans and biota

arising from environmental exposures. If somatic cells are mutated, cancer is a

possible outcome in the affected individuals, and this has been the primary empha-

sis of mutation testing. In contrast, germ cell mutations [1], which have had less

attention, can have effects that go beyond the individual level and affect future

generations, and also lead to population level alterations such as reduction in

fitness, reproduction impairment, higher rates of offspring carrying deleterious

mutations, and population decline.

Mutagenicity is one aspect of genotoxicity1 and can bemeasured in tests that detect

alterations at themolecular level (e.g., DNAbasemodifications) or at the chromosome

level (e.g., structural damage, micronuclei, or aneuploidy). Genotoxicity is a broader

term and refers to any type of damage to the DNA, chromosome, or nuclear material

whether or not it leads to mutation. Short-term, in vitro genetic toxicology tests

measure damage or changes to the cell’s DNA, chromosomes, or replication machin-

ery, and are widely used to screen for potential mutagenic and carcinogenic sub-

stances, or for contamination in environmental samples.

The widespread use of genetic toxicity tests has been based on the finding that the

mutagenicity of a substance is highly correlated with its carcinogenicity. Germ cell

mutations are also a concern because of the potential effects on future generations, and

1 The terms mutagenicity, genetic toxicity, and genotoxicity are often used interchangeably.

Genetic toxicity and genotoxicity generally refer to any damage or effect on the cell’s DNA,

chromosomes, or replication machinery, regardless of the outcome to the cell. In contrast,

mutagenicity refers only to specific base-pair changes, additions, or deletions at the DNA level,

and can include structural chromosome damage, which is potentially heritable.
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less information on the consequences of germ cell mutation is available, especially at

population level [2]. For these reasons, genetic toxicity tests are widely used as an

early screen in drug, food additive, pesticide, and chemical development.

Another advantage from the use of in vitro genetic toxicity tests is that they can

efficiently screen environmental samples for hazardous substances. Although these

tests do not identify the specific chemicals, they are able to signal the presence, and

possibly levels, of mutagenic, and potentially carcinogenic, substances in environ-

mental samples, e.g., air, water, sediment, soil, and effluents [3–7]. Once a mutagenic

sample has been identified and its potency quantified, the same test can be used to

monitor changes with time or to evaluate intervention techniques [8]. As a follow-up,

the samples testing positive can be subjected to further testing or analysis to identify

the specific mutagens present and to provide information for risk assessment [9] and

possible mitigation. This can be done using Effect Directed Analysis (EDA), first

described by Brack [10]. Umbuzeiro et al. [11] provide key information on how to

proceed with an EDA when using in vitro mutagenicity assays.

Therefore, genotoxicity testing of environmental samples has many aspects:

detection and identification of potential carcinogens and germ cell mutagens in

the environmental compartments, tracking the source(s) of genotoxin contamina-

tion, mitigating the presence of genotoxic chemicals through changing manufactur-

ing, engineering or waste disposal processes, and providing monitoring quality

information. However, evaluation of the health or ecological risks of a mutagenic

environmental sample to humans and biota remains a challenge.

Although the primary impetus to the development and use of these assays has

been directed towards testing chemicals for hazard to humans, this aspect is not

addressed here. Instead, this chapter presents a brief history of genetic toxicity

testing, with emphasis on the Ames test, which is the assay most commonly used to

evaluate environmental samples. We also describe some possible ways for its use in

environmental studies, pointing out key issues. Two case studies provide an illus-

tration of the use of genetic toxicity assays in environmental studies and some of the

described issues that arise.

2 Genetic Toxicity Testing: A Brief History

The early efforts in mutagenicity testing were primarily concerned with the poten-

tial heritable effects of mutations to the germ cells of exposed individuals, and such

testing was proposed for pesticides and other chemicals to which humans would be

exposed [12–14]. There was also concern for the carcinogenicity of mutagens but

this concern did not become dominant until Ames and his colleagues developed a

rapid and sensitive Salmonella bacterial test for mutagens, and he and others

showed that positive results in the test had a high correlation with carcinogenicity.

In those studies, a mutagenic response in the Salmonella test procedure was greater
than 90% predictive of carcinogenicity [15–19], although subsequent studies

showed the predictivity to be 75–80% when a wider range of chemicals was tested
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[20–23]. At the same time, it was seen that approximately 50% of the carcinogens

tested were not mutagenic in this test [21–23].

Following reports of high correlations between bacterial mutagenicity and

mammalian carcinogenicity, a number of international validation exercises with a

range of in vitro and in vivo tests using mutation and other genotoxicity endpoints

in yeast, fungi, mammalian cells, and rodents were also examined for their ability to

identify mutagens for the purpose of identifying carcinogens so that they could be

removed from human exposure or the environment (see, e.g., [24, 25]). Based partly

on these studies, the scientific and regulatory communities settled on a limited

number of in vitro and in vivo tests for measuring gene mutations, chromosome

damage, and DNA damage, and incorporated them into regulations for chemicals,

including pesticides, drugs, industrial chemicals, and food additives, to which

humans would be exposed. It had been determined that chromosome damage and

gene mutations are caused by different pathways (with some overlap), and that

different substances may trigger different pathways. Therefore, the in vitro test

battery includes tests for both pathways. Typically, such an in vitro test battery for

assessing chemicals consists of a gene mutation test in bacteria (Ames test), a gene

mutation test in mammalian cells (e.g., mouse lymphoma test), and a chromosome

damage test in mammalian cells (e.g., a micronucleus test in vitro). Because some

in vitro tests (i.e., bacterial and yeast tests) required little, if any, sophisticated

equipment, and were rapid and robust, they were seen as ideal for monitoring air,

soil, effluents, and water samples in an attempt to identify and control all sources of

human and environmental exposure to mutagens. A number of in vitro microbial

and mammalian tests are available which do not measure mutation per se, but DNA

damage, which is expressed as cell lethality, e.g., umu test; SOS Chromo test

[26, 27] or DNA strand breaks, e.g., comet assay [28]. Additionally, tests based

on gene activation using reporter systems in human cells, e.g., the GreenScreen HC

[29], BlueScreen [30], and ToxTracker [31] have been developed and proposed for

use. These are not addressed here.

Although all these tests can also be used for screening and testing environmental

samples for the presence of mutagenic and genotoxic chemicals, the most com-

monly used test for this purpose is the Ames test [6]. The reasons for this are that it

is the best studied and most robust, quick, and inexpensive assay [32], with a

positive predictivity for carcinogenicity of 74% (i.e., approximately 26% of the

positive results are false positives [20, 22]). In contrast, mammalian cell mutation

assays can be difficult and impractical to perform with environmental samples,

mostly because of the high costs involved, considering that in environmental

analysis usually more than one sample is tested. In addition, the cell maintenance

and growth conditions require more sophisticated equipment and tighter experi-

mental control than the microbial tests, and it takes longer to obtain the test results.

Unless there is a very specific situation where a mammalian gene mutation or

chromosome damage test would be justified, the Ames test is often considered

sufficient to provide an indication on the presence of substances causing gene

mutations. The fact that tests for chromosome damage in mammalian cells are
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not often performed for environmental samples [6] implies that mutagens with only

this mechanism of action are not detected.

In vivo animal testing is rarely, if ever, performed with environmental samples

because of the high costs and longer time to obtain a response. There are strategies

to detect mutagenicity in the environment using field or caged animals such as fish,

mussels, rodents, and other sentinel species, but this strategy, although potentially

very powerful, is quite expensive, laborious, time-consuming, and requires highly

trained personnel.

The focus of this chapter is therefore the Ames test using Salmonella and

Escherichia coli tester strains. It must be kept in mind that these tests detect only

gene mutations, and cannot identify substances that produce only chromosomal

breaks or rearrangements, or aneuploidy. It is therefore advisable, when feasible,

to perform also an assay for chromosomal damage on an environmental sample

in situations where the Ames test is negative. The information provided in this

chapter, although focusing primarily on the Ames test, highlights how genotoxicity/

mutagenicity tests can be used for testing environmental samples.

3 Ames Test in the Analysis of Environmental Samples

The main advantages of using the Ames, or any other mutagenicity test, in envi-

ronmental studies are the detection of mutagens which may not be identified by

targeted chemical analysis, and the possibility to evaluate a complex mixture as a

whole without knowing what, if any, classes of chemicals may be present. Because

the test can be performed with strains containing different mutation targets and

metabolic capacities [33, 34], coupled with different sample preparation [35] and/or

fractionation procedures [33, 36], it is also possible to provide information on the

specific classes of compounds that are responsible for the mutagenicity of a

mixture.

There are several examples of how the Ames test has been used, e.g., in the

identification of new environmental mutagens, e.g., MX [37], PBTA [38],

3-nitrobenzantrone [39], evaluation of the efficiency of water and wastewater

treatment, helping in the identification and selection of contaminated sites to be

prioritized for a comprehensive assessment, evaluation of the effectiveness of

remediation processes, and identification of trends and hotspots in monitoring

programs, among many others. However, one very important limitation of the

assay is that it is not possible to use the data obtained in the Ames test in a

traditional toxicological risk assessment to categorize samples from a specific site

as a human carcinogen or germ cell mutagen. It is not the case that all environ-

mental samples that come from clean or pristine sites are negative in the Ames test

or any other mutagenicity test. There are naturally occurring mutagens such as

fungal and plant metabolites, and combustion products from wood fire in natural

forests. Chlorinated drinking water coming from a clean surface water containing

humic and fulvic acid, if appropriately concentrated, shows mutagenic activity
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[40]. There are approaches that help to differentiate the mutagenicity coming from

clean and contaminated waters. One example is the use of selective extraction

procedures and strains with sensitivities to specific compounds [35]. However, this

is not a trivial task and depends on the type of contaminants present in the source

water. Therefore, when any researcher or agency decides to analyze environmental

samples for genotoxicity/mutagenicity, these considerations must be taken into

account so that the assay is used only in a hazard assessment approach.

Traditionally, genetic toxicity data have been used qualitatively, that is, the

substance was either mutagenic (which meant that it should be considered a

potential carcinogen or germ cell mutagen) or non-mutagenic, which decreased

the concern for carcinogenicity and germ cell mutagenicity. There is no evidence to

support the relationship between in vitro and in vivo genotoxic potency, and it has

been shown that the Ames test is not predictive of potency in other in vitro test

systems (e.g., [41]) or for rodent carcinogenicity [42, 43]. However, the magnitudes

of the responses can be compared within the same test. For environmental studies,

the level of mutagenicity obtained in the Ames test, for example, can be a relevant

indication of the level of contamination, and provides a reference for subsequent

monitoring studies and remediation measures.

4 Ames Test Protocols for Testing Environmental Samples

4.1 Types of Ames Tests

General protocols for performing the Ames test with Salmonella or E. coli strains
are described in Mortelmans and Zeiger [44] and Mortelmans and Riccio [45]. The

Salmonella tester strains most widely used in environmental studies are TA98 and

TA100, with and without exogenous metabolic activation supplied by S9 mix (i.e.,

a rodent liver homogenate containing enzyme cofactors). Other strains, e.g., Sal-
monella YG1041 [46] among others [9] have been used as diagnostic strains

because they are specific for detecting certain classes of compounds such as

aromatic amines and nitro compounds.

There are several protocols of the Ames test that can be used for testing

environmental matrices – agar plate assays and liquid fluctuation assays. Agar

plate assays include the plate incorporation and the preincubation protocols as

described by Mortelmans and Zeiger [44]. Typically those protocols require sample

volumes of 100–200 μL per plate. When only small volumes or quantities of sample

are available, the microsuspension assay [47, 48] is an alternative because it

requires maximum volumes of 2 μL per plate. When the liquid sample needs to

be tested in natura or at low concentrations because of the presence of volatiles or

low solubility, an in situ concentration method can be applied. In this case, volumes

from 1–2 mL can be added to the plate because of the use of a more concentrated

top agar [49, 50].
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More recently, versions of the Ames fluctuation assay have been developed. One

protocol, called MPF (microplate format), has emerged as an alternative to the

standard Ames test [51–53]. The main advantages of this version are that it needs

less sample and reagents and it enables high-throughput analyses. A round robin

test with the Ames fluctuation test has shown acceptable inter-laboratory reproduc-

ibility [54] culminating in the publication of ISO Standard 11350:2012 [55]. Vari-

ations of this assay, such as the Ames II and MPF Aqua, are commercially available

(http://www.drugdevelopment-technology.com/contractors/diagnostics/xenometrix/

press2.html).

4.2 Sample Preparation

For pure chemicals, there are established rules for preparation of solutions to be

evaluated in the Ames test [56], but much more effort needs to be devoted to

prepare environmental samples for testing (see, e.g., [6, 57–61]). In general, both

single and composite samples can be analyzed. Composite samples contain a

mixture of subsamples taken, e.g., at various time intervals or at various locations.

Alternatively, time-averaged samples can be obtained using passive samplers such

as blue rayon or POCIS (e.g., [6, 35, 62, 63]). Some samplers can be selective for

certain types of substances such as hydrophobic compounds.

It is not always possible to test environmental samples in their natural form in the

Ames test or other in vitro cell culture tests because the sample needs to be sterile or

contaminating microorganisms interfere with the growth of the tester cells and

prevent the identification of mutated cells. Also, because the Salmonella and E. coli
tester strains need histidine and tryptophan, respectively, for their growth, the test

sample has to be free of these amino acids and small peptides containing them. It is

therefore necessary to remove the microorganisms and interfering substances

before the sample can be tested. Because these amino acids have a logKow<�1,

they do not end up in organic solvent extracts, but this is an issue to be aware of

when other sample preparation methods are used.

Liquid samples can be tested unconcentrated after filtration to remove microor-

ganisms, or after being concentrated or chemically extracted. Extractions followed

by concentration can be performed in a variety of ways depending on the contam-

inating substances of concern. Regardless of what type of protocol is chosen, no

strategy is able to extract all the substances of interest with 100% efficiency.

Additionally, the exact percentage recovery for any of the substances in the final

extract is unknown, so that the chemical composition of an extract is considered to

be, at best, a reasonable representation of the chemical composition of the envi-

ronmental sample. The extracts need to be redissolved in a solvent compatible with

the bacterial strains used in the Ames test. The solvent most commonly used is

dimethylsulfoxide (DMSO). It must be noted that the type and amount of organic

solvent used must be chosen with care, as it can affect assay results (e.g., [64]).
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4.3 Concentration Factor

The sample preparation method is designed to concentrate the environmental

sample, which may be necessary to achieve sufficient sensitivity. Given that, for

example, fish and humans filter or consume much larger amounts of water daily

than the<2 mL tested in a genotoxicity assay, it is clear that extracts containing the

equivalents of higher volumes of water are necessary. The question then automat-

ically arises as to how much the original environmental samples should be concen-

trated. This is not so easily answered, but very important for how the results of the

test are interpreted and can ultimately be used. Different approaches have been used

although no consensus has been reached on the best approach.

The first approach is based on the maximum level tested according to OECD

Test Guideline 471. When chemical substances are analyzed in the Ames test, a

maximum of 5 mg/plate should be tested as top dose unless limited by toxicity or

solubility (OECD TG 471). This could be used as a guide for the maximum of water

extract to test in this genotoxicity assay. Based on the level of contaminants

expected in a sample, the maximum amount of extract dosed to a plate should

ensure that these contaminants are dosed up to 5 mg/L. However, this methodology

does not consider the amounts of water consumed. Thus, in the case of a very clean

drinking water, with very low levels of contaminants, this method would require

dosing of a 100-L equivalent of this drinking water to a plate, which would not be

practical.

In a second approach, used in the Netherlands for many years for drinking water-

related samples, a concentration range around the equivalent volume of 2 L of the

original sample per plate was applied in the Ames test. This was based on the

assumed daily consumption of 2 L of drinking water per person. This approach

assumes that any detectable mutagenicity in the daily portion of drinking water is

not desirable, and thus testing at this dose equivalence would have to show no

response. However, this approach lacks substantiation that the concentration tested

is indeed sufficiently sensitive to detect harmful levels of genotoxic contaminants.

A newer approach is based on the threshold of toxicological concern (TTC). The

TTC is the highest dose at which a substance is expected to cause any adverse effect

(see, e.g., [65, 66]), originally developed to enable the waiving of testing of food

additives present at very low levels in foods. Although the principle is meant to

cover all substances, it has been found more practical to determine TTCs for

specific groups of substances. The TTC for genotoxic substances is 0.15 μg/per-
son/day (with exclusion of the Cohort of Concern, i.e., highly carcinogenic sub-

stances such as aflatoxins, N-nitroso-compounds, azoxy-compounds, benzidines,

and polyhalogenated dibenzo-p-dioxins and dibenzofurans). Translating this to a

drinking water level, assuming that 10% of a daily dose comes from drinking water,

this becomes 10 ng/L [67]. Thus, the most potent genotoxic substance (excluding

the named Cohort of Concern, above) would only be expected to cause a risk above

10 ng/L. This means that a drinking water extract should be dosed in a genotoxicity

test at such a concentration, so that if a genotoxic substance is present in the original
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water at 11 ng/L (i.e., just above the TTC), it should give a positive response, and if

present at 9 ng/L, it should give a negative response. For environmental health

assessments, a TTC of 0.1 μg/L has been proposed for all contaminants in aqueous

systems [68], which may be used in a similar fashion as the TTC for human health

to determine concentration factors.

This approach is not ideal, as the TTC is a conservative threshold, and the

exclusion of the Cohort of Concern is a limitation. Thus improvement is necessary,

but this approach provides practical guidance with the limited knowledge available.

Further work on this issue is necessary, but it may be clear that the consumed

amounts, the differences in environmental levels of contaminants, and the different

potencies of these contaminants in the genotoxicity tests all need to be considered.

4.4 Data Evaluation

There are no formal, universally accepted, procedures for analyzing Ames test

mutagenicity responses (e.g., [56]). Because the measured results (colony or fluc-

tuation test well counts) do not follow a normal distribution, the well-known

statistical tools for normal distributions, such as the t-test or ANOVA, cannot be
used. The most widely used method for the Ames plate test is the twofold rule, or

modified twofold rule [69]. The twofold rule can be used with most of the bacterial

tester strains. With this rule, a dose-related positive response is defined as a dose–

response that reaches at least twofold over the background rate. The twofold rule is

not appropriate for some of the bacterial strains which exhibit a low background

mutant frequency, e.g., <10 mutants/plate; in this case, a modified twofold rule

requires the response to be at least threefold over the background. Studies have

shown that the twofold rule may be too conservative for bacterial strains with high

background rates [69–71], so some laboratories do not look at the fold increase, but

require, instead, that there be a reproducible, dose-related increase above the

background frequency. In both cases, the variability of the responses of the replicate

plates must be taken into consideration. Formal statistical procedures have been

developed to evaluate the results (e.g., [54, 69, 72, 73]). Regardless of the rule used,

for a test result to be considered negative the positive control must show a positive

response.

It is possible to do a regression model from the dose–response relationships to

calculate the slope of the response, which is a measure of the mutagenic potency of

the sample. There are several models [69] and computer programs that can be used

to facilitate the calculations. Specific statistical models have also been developed

for the MPF test [73]. Sample potency can be expressed both by the number of

revertants per sample unit (e.g., L, m3, or gram equivalent) as the minimum

concentration of the sample able to cause a positive response. Good discussions

on these and other types of potency calculations can be found in Escher et al. [74],

Gollapudi et al. [75], and Johnson et al. [76]. The potency of a sample can be used to

compare different positive samples or sensitivities of different protocols/strains
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(Umbuzeiro et al. 2009). To facilitate communication with risk managers, some

authors have proposed classifications of the mutagenic activity. They used a relative

hazard assessment approach, and created classifications based on the maximum and

minimum potencies observed in the literature for different types of environmental

matrices. Houk [5] proposed a classification for liquid and solid wastes, and

Umbuzeiro et al. [8] for surface water samples. These classifications can be very

helpful because they allow the public to understand how hazardous a sample is in

comparison with samples elsewhere.

5 Interpretation of Genotoxicity Assay Data

A positive result obtained for an environmental sample indicates there are muta-

genic substances present (hazard information) at a level at which risks cannot be

excluded. Whether there is a true risk for environmental or human health, however,

cannot be deduced from these in vitro test results. In vitro tests, such as the Ames

test, do not include some very important processes in organisms of higher trophic

levels, such as toxicokinetics, e.g., the uptake, distribution over the organs and

tissues, and excretion, of the mutagens. Metabolism is included to some extent in

the Ames test by the addition of rat liver S9, but this preparation lacks several other

metabolic (activating and detoxifying) enzymes and does not accurately mimic

in vivo rodent or human, metabolism.

To determine the potential health risk of a positive sample, either animal testing

with the sample itself would be required, or the identification of the responsible

substances should be determined and these tested in animals, if data are not already

available. An example of the first approach is the testing of a chlorinated drinking

water concentrate for effects on development by the U.S. EPA [77]. An example

of the second approach is the identification of a range of nitrogenous substances

as the suspect chemicals responsible for the mutagenicity increase seen after

UV-oxidation of water [78], and the identification of the substances partially

responsible for the mutagenic effects [9, 79–81]. These are very resource-intensive

procedures, so it may be more cost-effective to investigate ways to remove the

genotoxic substance(s) from the environmental area sampled, or to prevent their

occurrence.

Another important consideration is that environmental studies often look for

a site that is mutagenic. Therefore the focus is always on the behavior of samples of

a specific site. Because the levels of mutagenicity may change with the seasons

(e.g., because of autumn leaf litter) and can be caused by accidental spills or

effluents of industrial processes, it is best to rely on more than one analysis at

each site. Monitoring studies are designed to provide such information. In contrast,

when there is interest in the effects of a known spill or accident that involved

genotoxic compounds, one sample would be sufficient to characterize the event, but

to verify the extension and persistence of the contamination more samples are

needed. Using a genotoxicity test in a monitoring program allows the identification
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of hotspots and finding the contamination sources. This information provides

support for measures to reduce the mutagenic sources, even without knowing

which compounds were causing the effects. CETESB, the environmental agency

of Sao Paulo state in Brazil, has a monitoring program of surface waters in place in

which several hundreds of samples are analyzed using the Ames test. When

hotspots of mutagenicity are found the agency conducts the source identification

and subsequently takes enforcement/prevention actions with the aim of reducing or

eliminating the observed mutagenicity (see, e.g., www.cetesb.sp.gov.br). A case

study describing this approach is presented later in this chapter.

Recently, Altenburger et al. [82] discussed how to adapt tools to deal with

mixtures of pollutants in water resource management. In this report, the Ames

test along with others is included as an effect-directed analysis detector at the

cellular response level. They proposed that the results of these in vitro tests could

be used when anchored to specific adverse outcome pathways. The aim of the study

was to provide a basis to link exposure assessments and biological and ecological

effects of complex mixtures using different analytical tools.

6 Conclusion

In vitro genetic toxicity tests can be valuable assets for identifying contamination of

water and other environmental media by substances which have the potential to be

human or environmental mutagens and carcinogens. These tests are relatively rapid

and inexpensive, easy to perform, and usable with different types of samples. In

addition to identifying contaminated samples, they can be used to trace contami-

nation back to its source, monitor changes in contaminant (i.e., genotoxic) activity

over time, and follow the progress of attempts to reduce or eliminate the active

substances. Sample preparation is an important aspect in these analyses. Although

these in vitro methods can be used only for hazard assessment, the results of these

in vitro tests can be used as a basis for designing and implementing tests and

procedures for risk assessments and mitigation.

7 Case Studies

7.1 Case 1: Evaluation of Drinking Water Treatment
Methods

A number of different treatment methods and combinations of methods can be

chosen for the purification of ground or surface water to produce safe drinking

water. Besides physical purification methods (e.g., sand filtration) or absorption

methods (e.g., carbon filtration), chemical methods such as chlorination, ozonation,
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or UV-oxidation can be used. In the latter methods, microorganisms are killed by

the added chemical (disinfection). However, the natural organic matter (NOM) and

pollutants present in the water can also react with the treatment chemicals to form a

universe of new compounds, some of which may be genotoxic.

Rook [83] was the first to identify the formation of such a disinfection

by-product (DBP) of chlorination (trihalomethane) and new chlorination-derived

DBPs are still being identified [84]. Investigating the presence of DBPs by chemical

analysis, identifying their precise chemical structures, and then determining the

toxicity profile of each DBP is clearly a resource-intensive exercise. Instead, the

production of harmful DBPs by a treatment method can be screened by a toxicity

test, such as for genotoxicity. This also allows a simple comparison between

locations, seasons, treatment doses, etc.

Figure 1 shows an example of how an Ames plate test was performed with

extracts of water before and after different treatment steps, including chlorination.

It shows that the river water (Meuse) was already slightly mutagenic, but that

chlorination increased the mutagenicity, most clearly in Salmonella strain TA98

in the absence of metabolic activation (S9). This mutagenic activity was subse-

quently removed by carbon filtration.

As another example, UV-oxidation was introduced as a new drinking water

treatment technology which not only disinfects with UV radiation, but also destroys

chemical pollutants by hydroxide radicals formed by the UV irradiation of added

hydrogen peroxide (e.g., [86]). Important advantages of this technology are that it is

Fig. 1 Ames plate test results of extracts of water samples before and after different treatment

steps. Sample 1¼Meuse river water, sample 2¼ the same water after breakpoint chlorination,

sample 3¼ after subsequent carbon filtration, and sample 4¼ after final transport chlorination (i.e.,

finished drinking water). The striped bars denote the number of spontaneous mutants. An

equivalent of 3 L of water was dosed to each plate. (Adapted from [85])
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more effective at killing Cryptosporidium which have produced lethal outbreaks in

the past, and this method can also efficiently destroy polar pollutants not removed

by carbon filtration. The first plant using this treatment method in the Netherlands

was put into operation in 2004 following research showing that none of the known

DBPs were formed by this method [87]; this conclusion had been reached using

only chemical analysis. However, when Ames fluctuation tests were performed on

water extracts before and after UV-oxidation, mutagenic DBPs did appear to be

formed (Fig. 2). The carbon filtration step at the end of the process removed all this

newly formed mutagenic activity, so that the final drinking water was safe.

These examples show how genotoxicity tests can be used to analyze the effect of

the treatment method on the presence of genotoxic substances in the water. They

also show what difficulties can arise when a positive response is found in a sample

from final drinking water to which consumers are exposed. The questions that then

arise are: how does one determine whether this mutagenic activity poses a health

risk to these consumers, and how does this health risk of the DBPs compare to the

reduced health risk from the removal of pathogens by the treatment?

To calculate the risk of the consumption of a water that was positive in the Ames

test, it is necessary to identify the responsible compounds, to determine their

concentrations, and to assess their carcinogenic potencies as a function of a dose–

response. Then the probability of cancer from the contaminated water can be

translated into disability-affected life years (DALYs). This allows a comparison

to the DALYs gained from the reduced risk of illness from the pathogens which

were present before the disinfection procedure [88]. This is very time-consuming

and expensive work; the fact that not all mutagenic DBPs of chlorination have yet

been identified [84, 89] since the discovery of the first in 1974 [83] is illustrative.

Fig. 2 Results of Ames II tests with water extracts of a bench-scale pilot treatment facility using

Meuse river water (a) and water extracts from a pilot plant treatment facility using Ohio river water

(b). Results are given for strains TA98 (grey bars) and TAMix (a combination of Salmonella
strains TA7001 – TA7006; white bars), with (striped bars) and without (non-striped bars) S9.
Samples tested were a negative control (NC), positive controls (PC), a procedure control (PrC),

and extracts of pre-treated water and water after UV treatment alone (UV), UV/H2O2 (UV ox), and

after subsequent granular activated carbon filtration (UV ox GAC). Bars denote average values,

error bars denote standard deviations (n¼ 3). Asterisks denote responses showing genotoxicity,

i.e., deviating from the NC with 99% certainty. Double asterisks denote responses showing an

increase in genotoxicity by the treatment, i.e., deviating significantly (99%) from the response of

the pre-treated water. (Adapted from [72])
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Alternatively, resources can be spent on finding a way to prevent the formation

of the mutagenic DBPs or to remove them in a subsequent treatment step. Figures 1

and 2 show that active carbon filtration is very effective in removing mutagenic

DBPs present after both chlorination and UV-oxidation. Mutagenicity assays are

the ideal instrument for monitoring whether this goal has been reached, and also

when the active carbon filtration system is saturated with DBPs and should be

replaced.

7.2 Case 2: Detecting and Identifying Water Contaminants
Threatening Drinking Water Quality

In the comprehensive surface water quality monitoring program conducted by

CETESB, the Environmental Agency of S~ao Paulo State, Brazil, a hotspot of

mutagenic activity was found. This agency, in a pioneer initiative, introduced the

Salmonella microsome assay in its monitoring program in 1998 [8]. The Cristais

River, used as a drinking water source for 60,000 people, was repeatedly found to

be mutagenic in contrast to the other rivers analyzed, and was selected for further

investigation. The pollution sources were investigated by analyzing sites along the

river using different strains of Salmonella and selective water extraction procedures
[34, 35]. Other ancillary genetic toxicology studies were also carried out (Table 1).

Effluent from a dye processing plant located ~6 km upstream from the Drinking

Water Treatment Plant (DWTP) intake was identified as the source of mutagenic

activity [9, 34]. The river sediment and the sludge of the DWTP were also

mutagenic. In 2005, the compounds that were at least partially responsible for the

mutagenic activity were identified [9]. These were the dye components of a Black

Dye Commercial Product (BDCP), frequently used by the industry. The compo-

nents identified were CI Disperse Blue 373, CI Disperse Violet 93, and CI Disperse

Orange 37. These nitroaminoazobenzene dyes were detected in the raw and treated

industrial effluent river waters and sludge of the DWTP using thin layer chroma-

tography (TLC). Using liquid chromatography coupled with a diode array detector,

the dyes were identified and quantified in all samples analyzed, including the

drinking water [90]. The individual BDCP dye components were tested in the

Salmonella assay and were found to be mutagenic. Additionally, several mutagenic

and carcinogenic aromatic amines, were also found in the effluent and water

samples, and the human carcinogen benzidine was found at a concentration of

47 μg/L in the azo dye processing plant effluent. The mutagenic activity of the

drinking water extracts indicated additional mutagenicity related to the presence of

direct-acting compounds other than halogenated acids, originating from chlorina-

tion of humic and fulvic acids or the dyes that were found only in ng/L levels. These

direct-acting compounds are most likely non-chlorinated phenylbenzotriazoles

(Cl-PBTA) and/or PBTA-type of compounds generated during the chlorination of

the identified azo dyes. Other biological systems, besides the Salmonella assay,
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which were used in the evaluation of the industrial effluent and river water, were the

plant assays, Tradescantia pallida and Allium cepa, for micronuclei (MN) and

chromosome aberrations, respectively, and the Wistar rat aberrant crypt foci

assay [91–93]. Positive results were obtained, which indicated a concern for

human health because drinking water was prepared from this source water. A

summary of the water results is presented in Table 1. As requested by the Environ-

mental Agency of S~ao Paulo State, a pipe was constructed to release the industrial

effluent to an entry point downstream of the DWTP, so that the contamination no

longer impacted the quality of the drinking water. From these results it was

concluded that the combination of chemical analysis, selective water extraction

procedures, and toxicological assays is a powerful tool for the evaluation of the

water quality. The combination of chemical analysis and bioassays was decisive in

the elucidation of the sources of the mutagenic activity present in this aquatic

system.
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In Vitro–In Vivo Carcinogenicity

Pablo Steinberg

Abstract The evaluation of the carcinogenic potential of chemicals constitutes an

essential step in assessing the risk that the chemicals pose to human health. The

“gold standard” method to evaluate the carcinogenic potential of chemicals is the

carcinogenicity test in laboratory animals. However, because carcinogenicity stud-

ies in vivo are extremely time-consuming, expensive, make use of a high number of

animals, and cannot be used to screen a high number of compounds at the same

time, various different in vitro cell transformation assays have been developed. In

this report, procedures to test the carcinogenicity in vivo and in vitro are described,

whereby in the latter case three extensively evaluated test systems (the BALB/c

3T3 cell transformation assay, the Bhas 42 cell transformation assay, and the Syrian

hamster embryo assay) are presented. Their performance shows that they are a

useful complement to in vitro genotoxicity test batteries, can be used to identify

non-genotoxic carcinogens, and as screening assays may significantly limit the

number of chemicals to undergo an in vivo carcinogenicity testing, thereby strongly

reducing the number of laboratory animals to be used. In the future, the develop-

ment of human cell line-based transformation assays may contribute to increase

further their relevance and the willingness to incorporate them into existing in vitro

toxicity test batteries.

Keywords BALB/c 3T3 cell transformation assay, Bhas 42 cell transformation

assay, Carcinogenicity testing in vivo, Genotoxic carcinogens, Non-genotoxic

carcinogens, OECD Guidelines for the Testing of Chemicals, Syrian hamster
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1 Introduction

Whenever a new drug is developed, its human safety has to be assessed. In this

context the evaluation of its carcinogenic potential constitutes an essential step in

the risk assessment process. Up to the present time, the “gold standard” method to

evaluate the carcinogenic potential of chemicals is the carcinogenicity test in

laboratory animals. However, this procedure is extremely time-consuming, expen-

sive, makes use of a high number of animals, and cannot be used to screen a high

number of compounds at the same time. Because of these limitations, in the last few

years great efforts have been made to develop test systems to evaluate the carcino-

genic potential of chemicals in vitro. In this report, procedures to test the carcino-

genicity in vivo and in vitro are described, whereby in the latter case three

extensively evaluated test systems (the BALB/c 3T3 cell transformation assay,

the Bhas 42 cell transformation assay, and the Syrian hamster embryo assay) are

presented. Furthermore, the added value of the three above-mentioned assays in the

context of the risk assessment of chemicals, particularly when wanting to assess

their carcinogenic potential, is discussed.

2 Carcinogenicity Testing In Vivo

To test the potential carcinogenicity of chemicals, two internationally accepted test

guidelines published by the Organization for Economic Co-Operation and Devel-

opment (OECD), the OECD Test Guideline 451 [1] and the OECD Test Guideline

453 [2], are available. Moreover, upon request from the European Commission, the

European Food Safety Authority (EFSA) prepared a scientific report to support the

future establishment of protocols for chronic toxicity and/or carcinogenicity studies

in rodents with whole food/feed [3]. The carcinogenicity testing in vivo is based on

the daily administration of the test substance in graduated doses to several groups of

test animals for the majority of their life span, and the animals are closely observed

for signs of toxicity and for the development of neoplastic lesions.
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OECD Test Guideline 451 primarily covers the assessment and evaluation of the

carcinogenicity of chemicals in rodents [1]. The preferred rodent species is the rat,

although other rodent species, e.g., the mouse, may be used. The use of non-rodent

species may be considered when available data suggest that they are more relevant

for the prediction of health effects in humans. Rats and mice have been preferred as

experimental models because of their relatively short life span, their widespread use

in pharmacological and toxicological studies, their susceptibility to tumor induc-

tion, and the availability of sufficiently characterized strains. The test compound

should be tested in both female and male animals. A sufficient number of animals

should be used so that a thorough biological and statistical evaluation is possible.

Therefore, each dose group and concurrent control group should consist of at least

50 animals of each sex. At least three dose levels and a concurrent control should be

used. The highest dose level should be chosen to identify the principal target organs

and toxic effects, simultaneously avoiding suffering, severe toxicity, morbidity, or

death. The control group should be an untreated group or a vehicle-control group in

the case where a vehicle is used to administer the test substance. The test substance

is normally administered orally (in the diet, in the drinking water, or by gavage),

whereby the route and method of administration is dependent on the purpose of the

study, the physical/chemical properties of the test substance, its bioavailability, and

the predominant route of exposure to humans. The duration of the study is normally

24 months for rodents, this period covering a major part of the normal life span of

the animals to be used. For certain strains of mice (e.g., the AKR/J, C3H/J, or

C57BL/6J strains), a duration of 18 months may be more appropriate.

All animals are weighed at the start of treatment, at least once a week for the first

13 weeks and at least once monthly thereafter. Measurements of food consumption

and food efficiency should be made at least weekly for the first 13 weeks and at least

once monthly thereafter. Water consumption should be measured at least weekly

for the first 13 weeks and at least once monthly thereafter when the substance is

administered in drinking water. If considered appropriate, blood sampling for

hematological and clinical chemistry determinations and urine analysis may be

conducted as part of an interim kill and at study termination on a minimum of

10 animals per sex per group. All animals in the study should be subjected to a full,

detailed gross necropsy, which includes careful examination of the external surface

of the body, all orifices, and the cranial, thoracic, and abdominal cavities and their

contents. Organ weights are not normally part of a carcinogenesis study because

geriatric changes and, at later stages, the development of tumors confound the

usefulness of organ weight data. If needed (e.g., to perform a weight of evidence

evaluation), they should be collected no later than 1 year after initiation of the

study. After fixation and staining with eosin/hematoxylin, a microscopic examina-

tion of the following tissues/organs was performed: (1) all tissues (listed in Table 1)

from the high dose and control groups; (2) all tissues of animals dying or killed

during the study; (3) all tissues showing macroscopic abnormalities including

tumors; (4) if treatment-related histopathological changes are observed in the

high dose group, those same tissues are to be examined from all animals in all
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other dose groups; (5) in the case of paired organs, e.g., kidney, adrenal, both organs

should be examined.

The combined chronic toxicity/carcinogenicity test described in the OECD Test

Guideline 453 [2] consists of two parallel phases, a chronic phase, normally of

1 year duration, and a carcinogenicity phase, normally of 2 years duration. For the

chronic phase, the test substance is administered daily in graduated doses to several

groups of test animals, one dose level per group. The 1-year duration is chosen to be

sufficiently long to allow any effects of cumulative toxicity to become manifest

without the confounding effects of geriatric changes. In the course of the carcino-

genicity phase, all examinations previously described in the context of the OECD

Test Guideline 451 are performed.

Table 1 List of tissues to be examined histopathologically in an in vivo carcinogenicity study

All gross lesions Harderian gland

Peripheral nerve

(sciatic) preferably

in close proximity to

the muscle

Sternum with bone

marrow

Adrenal glands Heart Prostate Stomach

Aorta Kidneys (left

and right)

Rectum Testes

Brain (representative

regions including cere-

brum, cerebellum,

medulla/pons and

pituitary)

Lacrimal gland Salivary glands Thymus

Cecum Large intestine Section of bone

marrow and/or a

fresh bone marrow

aspirate

Thyroid

Cervix Liver Seminal vesicles Tongue

Coagulating gland Lymph nodes

(submandibular

and mesenteric)

Skeletal muscle Trachea and lungs

inflated with fixative

and then immersed in

formalin

Epididymides Esophagus Skin with mammary

gland area

Urinary bladder

Eyes Ovaries Small intestine

(including the

Gut-Associated

Lymphoid Tissue,

GALT)

Uterus

Femur (femoro-tibial

joint)

Pancreas Spinal cord (cervi-

cal, mid-thoracic

and lumbar regions)

Vagina

Gonads (testes, left and

right; ovaries, left and

right)

Parathyroid Spleen Additional tissues may

need to be investigated

based on clinical or any

other findings
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3 Carcinogenicity Testing In Vitro

If one takes into account the limitations of the carcinogenicity testing in vivo (time-

consuming, costly, and the use of large number of animals), in vitro assays, being

quicker and cheaper, could be of great help in detecting animal (rodent) carcinogens

and, if the assays were highly specific and sensitive, could be integrated into a

future carcinogenicity screening strategy. In this context, the availability of

so-called cell transformation assays, in which primary cell cultures (e.g., Syrian

hamster embryo cells), cell lines (e.g., BALB/c 3T3 cells), or genetically modified

cell lines (e.g., Bhas 42 cells) are incubated with the test compounds and then the

treated cells are analyzed regarding the expression of certain traits associated with

tumor development in vivo (see below), has become increasingly important.

The malignant transformation of cells held in culture has been described as a

progressive multistep process, in which a series of in vitro events, very reminiscent

of those associated with carcinogenicity in vivo, leads to the transition of the cells

from a normal to a transformed state [4–8]. Various different cellular alterations

associated with the in vitro transformation process have been described, including:

(1) the acquisition of an infinite lifespan (immortalization); (2) changes in mor-

phology (e.g., fusiform morphology); (3) changes in the growth pattern (e.g., criss-

cross and multilayered growth of the cultured cells); (4) aneuploidy and genetic

instability; (5) anchorage-independent growth (e.g., colony formation in soft agar);

(6) the ability to form tumors in vivo (e.g., after subcutaneous injection in nude

mice) [8].

In 2007, the OECD published a Detailed Review Paper on “Cell Transformation

Assays for Detection of Chemical Carcinogens’ [9, 10], in which it recommended,

based on the performance of the assays, the development of OECD test guidelines

for the BALB/c 3T3 cell transformation and the Syrian hamster embryo assay.

Moreover, a cell transformation assay using v-Ha-ras-transfected BALB/c 3T3

cells, which is able to detect the tumor initiating and tumor promoting activity of

chemicals depending on the protocol used (see below), has been established in

recent years, and a corresponding OECD test guideline draft is also available. In the

following sections the BALB/c 3T3 cell transformation assay, the Bhas 42 cell

transformation assay, and the Syrian hamster embryo assay are described, whereby

it should be noted that each assay is concisely presented. Experimental details can

be taken from the recommended protocols cited in the corresponding sections.

3.1 BALB/c 3T3 Cell Transformation Assay

The BALB/c 3T3 cell transformation assay [11] makes use of the subclone A31-1-1

[12] of the mouse fibroblast cell line BALB/c 3T3 [13, 14]. The test consists of two

steps, a preliminary dose-range finding experiment and the BALB/c 3T3 cell

transformation assay itself. In the preliminary dose-range finding experiment, one
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dose between the “No Observable Effect Level” (NOEL) and the concentration

leading to 50% cytotoxicity (i.e., the IC50 value) and one dose between the IC50 and

the concentration leading to a 90% cytotoxicity (the IC90 value) should be tested.

Cytotoxicity can be measured by performing the crystal violet assay as described by

Sasaki et al. [11]. In the BALB/c 3T3 cell transformation assay, one concentration

below the NOEL, two concentrations between the NOEL and the IC50, and two or

three concentrations between and the IC50 and the IC90 are used.

A scheme of the recommended BALB/c 3T3 cell transformation assay protocol

[11] is shown in Fig. 1. Briefly, three controls, namely a medium control (in which

no test compound or solvent is present), a solvent control (medium containing the

solvent), and a positive control (4 μg/mL 3-methylcholanthrene dissolved in

DMSO), are run in each experiment. On day 0, 2� 104 BALB/c 3T3 cells are

seeded in 10 mL of minimum essential medium supplemented with 10% fetal

bovine serum, 10,000 units penicillin/mL, and 10 mg streptomyin/mL (M10F

medium) in a 100-mm Petri dish, and ten dishes per dose and control are used.

After 24 h, the cell culture medium in the different dishes is replaced by M10F

medium including the different test compound concentrations, and the cells are

incubated with the test compound for 72 h. Thereafter, the cell culture supernatant

is replaced by fresh compound-free M10F medium. On day 7, the M10F medium is

replaced by Dulbecco’s modified Eagle’s medium/F12 supplemented with 2% fetal

bovine serum, 10,000 units penicillin/mL, 10 mg streptomycin/mL, and 2 mg

insulin/mL (DF2I2F medium), and thereafter the medium is changed twice a

week until day 24 or 25. On day 31 or 32 (i.e., 1 week after the last medium

change), cells are fixed in methanol, stained with a Giemsa solution, and air-dried

after removing the staining solution.

With the help of a stereomicroscope, so-called type III foci with a diameter

greater than 2 mm are counted (Fig. 2). Type III foci are characterized by the

following morphological features: (1) strong basophilic staining of spindle-shaped

cells that are morphologically clearly different from those building the background

2 x 104 cells/dish
10 x 100-mm Petri dishes/group

D0 D1 D14D7D4 D21 D31 or 32D28

MEM + 10% FBS (M10F)

Incubation of the cells with the test chemical in M10F

DMEM/F12 + 2 μg/ml insulin+ 2% FBS (DF2I2F)

Medium change with the addition of the test chemical in M10F

Medium change

Fig. 1 Scheme of the various steps in the BALB/c 3T3 cell transformation assay (from [12], with

permission of Elsevier Ltd)
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cell monolayer; (2) dense multilayering of cells (the “piling up”); (3) random

orientation of the cells at the edge of the foci (the “criss-cross” pattern of cell

growth) [11, 15]. The correct scoring of the type III foci has proven to be a critical

step in the BALB/c 3T3 cell transformation assay and requires adequate training. It

should be pointed out that a photo catalogue which helps in assessing the morphol-

ogy of the foci and scoring the type III foci has been published [16]. Moreover, a

statistical analysis based on the negative binomial distribution combined with

William’s-type protected tests has been recommended to evaluate the BALB/c

3T3 cell transformation assay data [17].

The performance characteristics of the BALB/c 3T3 cell transformation assay

including concordance, sensitivity, specificity, positive, and negative predictivity,

as well as the proportion of false negatives and false positives summarized in the

OECD Detailed Review Paper on “Cell Transformation Assays for Detection of

Chemical Carcinogens” [9] are shown in Table 2. Very recently the BALB/c 3T3

cell transformation assay has been used to test the carcinogenic potential not only of

chemicals but also of wood combustion particulate matter [19], soil organic matter

[20], and metal nanoparticles [21].

3.2 Bhas 42 Cell Transformation Assay

Tumor promotion is viewed as the phase in the multistep process of tumor devel-

opment in which initiated cells (i.e., cells in which DNA alterations have been

induced by chemical, physical, or biological agents) are stimulated to proliferate.

The Bhas 42 cell transformation assay was originally developed by Ohmori

et al. [22] to evaluate the potential tumor promoting activity of chemicals. There-

after, the assay was complemented in such a way that it can be used to detect tumor

initiators as well as tumor promoters (see below) [23]. The test system uses the

so-called Bhas 42 cell clone, which was isolated after the transfection of BALB/c

3T3 cells with an activated ras oncogene, thereby strongly enhancing the transfor-

mation frequency of the BALB/c 3T3 cells [24].

Fig. 2 (a) Monolayer of non-transformed BALB/c 3T3 cells. (b) Type III focus consisting of

malignantly transformed BALB/c 3T3 cells
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The Bhas 42 cell transformation assay can be subdivided into an “initiation

assay” and a “promotion assay” to examine the tumor initiating and the tumor

promoting activity of chemicals, respectively [18, 23]. To set the concentrations of

the compound to be tested in the initiation and promotion assays, cell growth assays

using the crystal violet staining method are first performed [18]. In the initiation

assay, one concentration below the NOEL, two concentrations between the NOEL

and the IC50, and two concentrations between the IC50 and the IC90 values are at

least evaluated. In the promotion assay and when wanting to test chemicals that

markedly enhance cell growth, one concentration below the NOEL, three concen-

trations in the range leading to cell growth stimulation, and one concentration in the

range leading to a weak growth inhibition are tested, whereas in the case of

compounds that do not markedly enhance cell growth, concentrations ranging

Table 2 Performance characteristics of the BALB/c 3T3 cell transformation assay [9], the Syrian

hamster embryo assay at pH 6.7 and pH� 7.0 [9], and the Bhas 42 cell transformation assay [18]

BALB/c 3T3 cell

transformation

assay

Syrian hamster

embryo assay at

pH 6.7

Syrian hamster

embryo assay at

pH� 7.0

Bhas 42 cell

transformation

assay

Number of

chemicals

tested

149 88 204 98

Prevalence of

carcinogensa
68% 61% 85% 53%

Concordanceb 68% 74% 85% 78%

Sensitivityc 75% 66% 92% 73%

Specificityd 53% 85% 66% 84%

Positive

predictivitye
77% 88% 88% 86%

Negative

predictivityf
50% 62% 75% 69%

False positives 47% 15% 34% 27

False negatives

(%)

25% 33% 8% 16

Number of

chemicals not

includedg

28 2 12 0

aProportion of carcinogens in the database
bPercentage agreement with the in vivo carcinogenicity study
cPercentage carcinogens that are positive (number of positives/number of tested carcinogens)
dPercentage non-carcinogens that are negative (number of negatives/number of tested

non-carcinogens)
ePercentage positives that are carcinogens (number of true positives/number of positive cell

transformation assays)
fPercentage negatives that are non-carcinogens (number of true negatives/number of negative cell

transformation assays)
gNot included because the results of the assay were not clearly positive or negative, or because the

chemicals were only tested for tumor promotion
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from two to three levels below the NOEL to a concentration leading to a cell

survival rate below 50% are evaluated [18].

The Bhas 42 cell-based initiation and promotion assays are schematically shown

in Fig. 3. In the initiation assay, 2,000 cells/mL (i.e., 4,000 cells/well) are seeded in

6-well microplates (6 wells per treatment group) and 24 h later the cell culture

supernatant is substituted by cell culture medium containing the different concen-

trations of the test chemical. After a 3-day incubation period the cell culture

medium is removed and fresh chemical-free medium is added. The cells are

cultured until day 21, medium changes being made on days 7, 11, and 14, then

fixed in methanol and stained with Giemsa’s solution. In each assay a positive

control (1 μg 3-methylcholanthrene/mL) and a negative control (0.1% DMSO) are

also tested. Thereafter, the type III foci are scored under a stereomicroscope, as is

the case in the BALB/c 3T3 cell transformation assay. The test compound-induced

transformation frequency is statistically analyzed by multiple comparisons using

the one-sided Dunnett test ( p< 0.05, one-sided).

In the promotion assay, 7,000 cells/mL (i.e., 14,000 cells/well) are seeded in

6-well microplates (6 wells per treatment group) and cultured for 96 h without

changing the cell culture medium. On days 4, 7, and 11 the cell culture medium is

replaced by cell culture medium containing the test chemical. On day 14 the cell

culture supernatant is substituted by the compound-free cell culture medium, and on

day 21 the cells are fixed in methanol and stained with Giemsa’s solution. In each

assay a positive control (0.05 μg 12-O-tetradecanoylphorbol-13-acetate/mL) and a

A) Initiation assay

Cells are seeded at a density of 4 x 103 cells/well in 6-well microplates. 

D0 D1 D14D7D4 D21D11

B) Promotion assay

Cells are seeded at a density of 14 x 103 cells/well in 6-well microplates. 

Medium changeIncubation of the cells with
the test chemical in DF5F

Medium change with the addition of the test
chemical in DF5F

DMEM/F12 + 5% FBS (DF5F)

D0 D14D7D4 D21D11

Fig. 3 Scheme of the Bhas 42 cell transformation assay. (a) Initiation assay. (b) Promotion assay

(from [18], with permission of Elsevier Ltd)
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negative control (0.1% DMSO) are also tested. The type III foci are scored under a

stereomicroscope, and the test compound-induced transformation frequency is

statistically analyzed by multiple comparisons using the one-sided Dunnett test.

In the meantime, a protocol to perform the Bhas 42 cell transformation assay in

96-well culture plates has been established [25]. The protocol steps are basically the

same as those when the assay is performed in 6-well microplates with the exception

of the number of cells seeded per well and the volume of cell culture medium per

well. In the initiation assay, 200 cells/0.05 mL/well are seeded, whereas in the

promotion assay 400 cells/0.1 mL are added to each well. Moreover, in the

initiation assay 0.05 mL of medium containing a test chemical at double its final

concentration are added to 0.05 mL of cell culture medium in each well. In the

96-well assay format, the number of wells in which a transformed focus is observed

vs the number of analyzed wells is recorded. A well is classified as “transformed” if

it contains at least one transformed focus, independently of the presence of other

transformed and non-transformed foci in the same well. The transformation fre-

quency is expressed as the number of wells with transformed foci/total number of

analyzed wells. The test compound-induced transformation frequency is statisti-

cally analyzed by the chi-square test with Bonferroni adjustment ( p< 0.05, one

sided).

The concordance, sensitivity, specificity, positive and negative predictivity, and

proportion of false negatives and false positives in the Bhas 42 cell transformation

assay have been determined by Sakai et al. [18] and are shown in Table 2. In an

international validation study [26] the assay was shown to be transferable and

reproducible between laboratories, and its within-laboratory reproducibility was

also confirmed.

3.3 Syrian Hamster Embryo Assay

The Syrian hamster embryo (SHE) assay [27] makes use of normal diploid primary

cells isolated from Syrian hamster embryos at day 13 of gestation. These cells are

metabolically competent in the sense that they retain the ability to metabolize a

wide range of chemicals [9, 10, 28]. From an animal welfare point of view it must

be pointed out that Syrian hamsters need to be sacrificed to perform the assay.

However, it should be taken into account that one Syrian hamster provides cells to

perform 50–100 cell transformation assays.

In the SHE assay, morphologically transformed cell colonies are recorded as the

earliest identifiable in vitro endpoint related to carcinogenesis. The transformed cell

colonies are characterized by a decreased cytoplasm-to-nucleus ratio, a stronger

basophilic staining than their normal counterparts, a spindle-shaped morphology,

loss of intercellular communication, criss-crossing, and stacking. The “classical

assay” is performed at a pH of 7.1–7.3, although LeBoeuf et al. [29] run it at a pH of

6.7, which provides optimal growth conditions for the SHE cells. At a pH of 6.7 the

SHE cells remain longer in a less differentiated state, adopt a more spindle-shaped
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morphology, and make the criss-cross growth pattern of the transformed cell

colonies more visible.

The SHE assay consists of two steps, a preliminary dose-range-finding experi-

ment and the SHE assay itself. In the preliminary dose-range-finding experiment, at

least ten concentrations, covering a wide toxicity range, should be tested, whereby

at least five and preferably ten dishes per concentration should be used. Cytotox-

icity is determined by measuring the decrease in plating efficiency and/or colony

density and size of the treated SHE cells when compared to the solvent-treated cell

cultures. In the SHE assay, one concentration not affecting the plating efficiency, a

high concentration maximally leading to 50% cytotoxicity and three or four con-

centrations in between should at least be tested.

To obtain the primary SHE cell cultures [27], embryos are removed from the

uterine horns of pregnant Syrian hamsters. After excising the head, limbs, and

viscera, the remaining embryonic tissues are minced and dissociated, e.g., with a

dispase (2 units/mL) solution in buffered saline. The dissociated cells are plated and

after reaching 60–80% confluence the cells are trypsinized (e.g., 0.25% [w/v]

trypsin in buffered saline), washed and cryopreserved. When wanting to perform

the assay, cells are thawed and feeder cells need to be prepared. The feeder cells,

which are of the same origin as the target cells, are X-rayed at 50 grays, so that they

are viable but are unable to replicate, and are used to support the growth of the

target cell colonies. Twenty-four hours after seeding the feeder cells, target cells are

plated on them and another 24 h later (on the 3rd day) the exposure of the cells to

the test compounds is started and continues up to the 10th day. Then, the medium is

removed, and the cells are washed with phosphate-buffered saline, fixed in absolute

ethanol or methanol, and stained with a 10% aqueous Giemsa solution.

The number of normal and morphologically transformed cell colonies is deter-

mined by using a stereomicroscope. In a next step, the morphological transforma-

tion frequency (¼ number of transformed colonies/total number of colonies� 100)

and cytotoxicity, evaluated on the basis of the plating efficiency (¼ total number of

colonies per dish/total number of target cells seeded per dish� 100), the relative

plating efficiency (¼ plating efficiency of the treated group/plating efficiency of the

solvent group� 100), and colony size and density (¼ number of cells per colony),

are calculated. Photo catalogues with pictures of normal and morphologically

transformed cell colonies in the SHE assay at pH 6.7 [30] and pH 7.0 [31] are

available. Three controls, namely a solvent control (medium containing the sol-

vent), a positive control (1–5 μg/mL benzo[a]pyrene dissolved in DMSO), and a

feeder cell control (at least five dishes with feeder cells only to confirm that they do

not proliferate and form colonies), are run in each experiment. To determine

whether the increase in the number of morphologically transformed SHE cell

colonies after treating the cells with the test compound is statistically significant

when compared to the number of colonies in the solvent group, the one-sided

Fisher’s exact test is performed.

The visual scoring of morphologically transformed cell colonies in the SHE

assay has been considered to be subjective [32], and an alternative approach to

objectively classify SHE cell colonies involving the application of attenuated total

In Vitro–In Vivo Carcinogenicity 91



reflection Fourier-transform infrared (ATF-FTIR) spectroscopy coupled to a mul-

tivariate analysis has recently been proposed [32–34].

The performance characteristics of the SHE assay including concordance, sen-

sitivity, specificity, positive and negative predictivity, and the proportion of false

negatives and false positives summarized in the OECD Detailed Review Paper on

“Cell Transformation Assays for Detection of Chemical Carcinogens” [9] are

shown in Table 2. The transferability and the inter- and intra-laboratory reproduc-

ibility of the SHE assay at pH 6.7 [35] and pH 7.0 [36] have been reported. In a very

recent study, Benigni et al. [37] concluded that the SHE test is able to identify

non-genotoxic carcinogens with an efficiency of 80–90%, and in this context may

play an important role in alternative testing strategies combining in vitro test

systems with different endpoints [37–40].

4 Discussion

Carcinogens are divided into genotoxic and non-genotoxic carcinogens. In the case

of genotoxic carcinogens, their genotoxicity might be based on a number of

different effects, ranging from the induction of gene mutations to the induction of

chromosomal aberrations. Nowadays, various short-term genotoxicity assays with

different endpoints are available. The induction of gene mutations can be deter-

mined by performing in vitro assays such as the bacterial reverse mutation test [41],

the mouse lymphoma assay [42], and the hypoxanthine guanine phosphoribosyl

transferase test [42], among others, and chromosomal damage can be detected by an

in vitro chromosome aberration test [43] or an in vitro micronucleus test [44]. The

in vitro genotoxicity assays show a high sensitivity, but a low specificity (i.e., they

identify many compounds as genotoxic, which are neither genotoxic nor carcino-

genic in vivo) [45, 46]. When wanting to evaluate the carcinogenic potential of

chemicals, cell transformation assays may help in delimiting the number of false

positive genotoxic compounds detected in vitro that should be further tested in vivo.

In fact, Benigni and Bossa [38] have shown that a test battery, consisting of the

bacterial reverse mutation test, the analysis of structural alerts for DNA-reactive

carcinogens, and the SHE assay performed at pH 7.0, allows the identification of up

to 95% of rodent carcinogens, at the same time strongly increasing specificity.

Moreover, the same test battery has successfully been used to correctly identify

compounds classified by the International Agency for Research on Cancer as

recognized (Class 1), probable (Class 2A), or possible (Class 2B) human

carcinogens [40].

A high number of chemicals, so-called non-genotoxic carcinogens, are carcino-

genic via diverse mechanisms such as the stimulation of cell proliferation, inhibi-

tion of apoptosis, and modulation of gene expression, among others, which do not

involve DNA damage. As previously mentioned, the SHE test as well as the Bhas

42 cell transformation assay have proven to be able to detect tumor promoters with

a very high efficiency [18, 37] and should therefore be taken into account when
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developing an in vitro test battery to evaluate the carcinogenic potential of

chemicals [37].

In a review by Vanparys et al. [47] possible applications of cell transformation

assays in the pharmaceutical, chemical, food, and cosmetic industries were

described. In the pharmaceutical industry, cell transformation assays could be

used, e.g., as a tool to screen for carcinogens during the early phases of drug

development or to follow up positive in vitro genotoxicity assay results, although

in the chemical industry, cell transformation assays may be performed, e.g., to

screen for carcinogens during the early phases of chemical development, to eval-

uate the carcinogenic potential of genotoxic compounds, or to determine whether a

non-genotoxic chemical is a potential non-genotoxic carcinogen [47]. Furthermore,

Vanparys et al. [47] pointed out that cell transformation assays were considered by

EFSA to be useful to assess the significance of positive results in in vitro

genotoxicity assays, to analyze compounds with structural alerts for carcinogenic-

ity, and to demonstrate differences or similarities across chemical categories of

food ingredients in the frame of food and feed safety evaluation [48]. In the case of

cosmetic ingredients, cell transformation assays can be used to complement infor-

mation obtained in in vitro genotoxicity tests [49], and the SHE assay has been

included in a test strategy to follow up cosmetic ingredients tested positive in

in vitro genotoxicity assays [50].

The lower sensitivity and specificity of the BALB/c 3T3 cell transformation

assay as compared to the SHE assay and the relatively high rate of false positives in

the BALB/c 3T3 cell transformation assays are explained by a number of short-

comings of the elder protocols applied [9]. Future studies will show whether the use

of the recommended BALB/c 3T3 cell transformation assay [11] described in the

present report, in which the shortcomings have been eliminated, results in an

improved performance of the assay. Benigni et al. [39] postulated that the higher

sensitivity of the SHE assay, when compared to other cell transformation assays,

might be explained by the fact that the cells are metabolically competent, the cell

cultures comprise a variety of different cell types that can be transformed via a

number of different toxicity pathways, and the assay detects more basic and

unspecific transformation mechanisms.

It should be mentioned that, in the scientific literature, further cell transforma-

tion assays, such as the one based on the use of C3H/10T1/2 cells, have been

described. In the case of the C3H/10 T1/2 cell transformation assay, it was found

useful in elucidating molecular mechanisms of cell transformation, but because of

the limited data regarding its reproducibility it was not possible to recommend the

preparation of an OECD Test Guideline at that time [9]. It is foreseeable that, in the

future, cell transformations assays based on the use of human cell lines should be

developed and validated. By doing so, the relevance and predictability of cell

transformation assays may increase even more.

In conclusion, cell transformation assays are a useful complement to in vitro

genotoxicity test batteries. They can be used to identify non-genotoxic carcinogens

and, as screening assays, may significantly limit the number of chemicals having to

undergo in vivo carcinogenicity testing, thereby strongly reducing the number of
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laboratory animals used. Lastly, the development of human cell line-based trans-

formation assays may contribute to increase further their relevance and the will-

ingness to incorporate them into existing in vitro toxicity test batteries.
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Advanced Approaches to Model Xenobiotic

Metabolism in Bacterial Genotoxicology In

Vitro

Yoshimitsu Oda

Abstract During the past 30 years there has been considerable progress in the

development of bacterial test systems for use in genotoxicity testing by the stable

introduction of expression vectors (cDNAs) coding for xenobiotic-metabolizing

enzymes into bacterial cells. The development not only provides insights into the

mechanisms of bioactivation of xenobiotic compounds but also evaluates the roles

of enzymes involved in metabolic activation or inactivation in chemical carcino-

genesis. This review describes recent advances in bacterial genotoxicity assays and

their future prospects, with a focus on the development and application of genet-

ically engineering bacterial cells to incorporate some of the enzymatic activities

involved in the bio-activation process of xenobiotics. Various genes have been

introduced into bacterial umu tester strains encoding enzymes for genotoxic

bioactivation, including bacterial nitroreductase and O-acetyltransferase, human

cytochrome P450 monooxygenases, rat glutathione S-transferases, and human N-
acetyltransferases and sulfotransferases. Their application has provided new tools

for genotoxicity assays and for studying the role of biotransformation in chemical

carcinogenesis in humans.

Keywords Bacterial recombinant tester strain, Genotoxicity, Metabolic activation,

Mutagenicity, SOS response, umu test, Xenobiotic metabolism
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1 Introduction

Most genotoxic carcinogens in the environment are chemically inert; they require

metabolic activation by drug metabolizing enzymes to electrophilic species, which

covalently bind to proteins, RNA, and DNA. The majority of bacterial cell systems

used in genotoxicity tests are inadequate for xenobiotic metabolism because they do

not possess appropriate metabolization competence. This led to the need to intro-

duce mammalian-derived metabolic systems to mimic mammalian metabolism,

which enhanced the sensitivity of these assays to detect genotoxic carcinogens.

By 1938, Fieser and colleagues [1] had postulated that metabolism of carcinogens

plays a major role in the etiology of cancer. A few years later an important

discovery in the understanding of chemical carcinogenesis came from the investi-

gation of Miller and Miller [2] who found that many carcinogens are not intrinsi-

cally carcinogenic, but require metabolic activation to be carcinogenic.

In early bacterial genotoxicity assays, the cells used did not possess endogenous

xenobiotic metabolism capability. It was therefore necessary to incorporate an

exogenous metabolic activation system to mimic mammalian xenobiotic

metabolism.

In the metabolic activation systems using Salmonella typhimurium
(S. typhimurium) as test species, Malling first showed that a mouse liver homoge-

nate could activate N-nitrosodimethylamine to a genotoxic metabolite [3]. Since

then, incorporation of the capability for metabolism led to further success of the

bacterial Ames test [4, 5] for mutagenicity and testing for carcinogenic potential.

This new approach then allowed the wide use of the results for screening and for the

identification and quantification of potential genotoxins for regulation. Subse-

quently, many investigators have used various types of S9 fraction (9,000� g
supernatant preparation from rodent liver homogenate) and microsomal prepara-

tions for metabolic activation. Although these exogenous metabolic activation

systems significantly contributed to the detection of genotoxic chemicals, these

systems had some limitations. Because the test compounds are metabolized by S9
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in the medium but not inside the cells, only a portion of the highly reactive and

short-lived intermediates penetrate through cell membranes to reach the target

macromolecules. In recent studies of genotoxicity assay systems, excellent results

have been brought about by approaches based on improved understanding of the

molecular basis of mutagenesis and advances in bacterial gene technology. Bacteria

are especially suitable for the development of metabolic competent tester systems

because of the introduction of mammalian genes by an appropriate transduction

method. This review describes recent advances in bacterial genotoxicity assays and

their future prospects, with a focus on the development and application of genetic

engineering in bacterial cells to incorporate some of the enzymatic activities

involved in the activation process of xenobiotics.

2 Bacterial Genotoxicity Assays

From the early 1970s, the Salmonella/microsomal mutagenicity assay, called the

Ames test, was used routinely to detect a wide range of chemical compounds that

can produce genetic damage leading to gene mutations. This test observes the

reverse mutation from histidine auxotrophy to prototrophy in several Salmonella
mutant strains, each carrying different mutations in various genes of the histidine

operon. These mutations act as hot spots for mutagens that cause DNA damage via

different mechanisms. The carcinogenicity of chemicals can be evaluated by

bioactivating the compound with mammalian liver extracts before exposing it to

the bacterial cells [4]. The most advance in the Ames test was the development of a

unique tester strain, bearing the so-called plasmid pKM101 (a derivative of a

naturally-occurring bacterial drug-resistance factor). This plasmid encodes

mucAB gene (bearing a umuDC homologous gene), which is involved in error-

prone DNA repair and, in some cases, is absolutely necessary for mutagenesis. The

presence of pKM101 enhances the mutagenicities of many mutagens [5]. So far,

many studies have been performed to estimate the sensitivity and correlation of the

Ames test with animal carcinogenicity studies. In the early years of mutagenicity

testing with the Ames test it was estimated that the correlation between Salmonella
mutagenicity and carcinogenicity was from 90% [5] to 77% [6]. However, several

validations showed that the test fails to detect a few classes of carcinogens such as

polychlorinated pesticides [7–9]. As another reversion test, one of the most exten-

sively used is the WP2 test based on the Escherichia coli (E. coli) WP2 strain

[10]. This test is based on the reversion of tryptophan auxotrophy in E. coli. A
comparison between the WP2 test and the Ames test showed that both tests had

comparable sensitivities to detect carcinogens [11].

The bacterial SOS response is a global response to DNA damage in which the

cell cycle is arrested and DNA repair and mutagenesis are induced [12]. Two

important genes involved in the SOS response are the lexA gene and the recA
gene. LexA encodes a repressor for all the SOS genes and recA gene encodes a

protein to promote the inactivation of the LexA repressor, thereby inducing the
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responses. Since 1980, several representative assays have been developed to mon-

itor the SOS response through the activation of the RecA protein, the cleavage of

LexA or λ cI repressor, and expression of any of the SOS genes. The Biochemical

Induction Assay [13] using E. coli BR513 is based on a tester strain containing a

derivative of the λ phage. The lacZ gene is under the control of the PL promotor of

the λ phage. Cleavage of the λ CI repressor results in the production of

β-galactosidase. This test is a simple and rapid (less than 5 h) assay and has been

used to screen for antitumor agents.

Another SOS assay, the SOS chromotest, uses a uvrA, rfa strain of E. coli PQ37.
In the bacterial genome, the test induces synthesis of the reporter enzyme

β-galactosidase (LacZ) from a translational fusion between sfiA gene (the SOS

cell division inhibitor gene) and lacZ gene in response to genotoxins (i.e., on

triggering the SOS induction) [14]. In addition, the constitutive synthesis of alka-

line phosphatase enables the measurement of the toxicity of tested chemicals. The

test takes only 6 h. A paper has reviewed the testing of 751chemicals [15]. For

452 chemicals, the results obtained in the SOS chromotest were compared to those

obtained in the Ames test. A total of 373 (82%) of these chemicals gave similar

responses in both tests. For 65 confirmed carcinogens, the sensitivity (the capacity

to identify carcinogens) was 62% with SOS chromotest and 77% with the Ames

test. For 44 suspected carcinogens, the sensitivity was 66% with the SOS

chromotest and 68% with the Ames test.

We first proposed the umu test, which is based on tester strain S. typhimurium
TA1535/pSK1002 harboring a multicopy plasmid pSK1002 with an umuC::lacZ
gene fusion [16]. The cell toxicity is evaluated by monitoring the optical density of

the culture at 600 nm. The strain used has a deletion of the normal lac region, so that
β-galactosidase activity is dependent on umu gene expression (Fig. 1). The strain

also contains rfa and uvrB mutations that enhance cell permeability and eliminate

the DNA excision-repair activity. The product of umuC gene is involved in the

process of mutagenesis in E. coli [12, 17, 18], suggesting that this product named

Fig. 1 Principle of the umu test
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DNA polymerase V catalyzes error-prone translesion synthesis [19, 20]. We have

published extensive validation studies of the umu test [16]. Using 38 chemicals with

different structures and mode of action, including 31 known animal carcinogens,

evaluation of the system was performed. The threshold sensitivity of the umu test

was approximately equal to that of the Ames test for genotoxic chemicals in both

tests. It was found that the umu test using the single tester strain could detect many

types of DNA-damaging agents. Further, we evaluated the abilities of 151 chemicals

to induce umu gene expression in S. typhimurium TA1535/pSK1002 [21]. Some of

the chemicals tested, such as dimethyl sulfoxide, m-dioxan, 5-fluorouracil, and
paraquat, which have been reported to be non-mutagenic in the Ames test, were

found to be positive in the umu test. McDaniels and colleagues [22] determined the

sensitivity and reproducibility of each of the Ames test, umu test, and SOS

chromotest methods. The Ames test with strains TA98 and TA100 was ranked as

the most sensitive method more often than the others, but the results indicated that

the umu test was statistically equivalent to the Ames test. The umu-microplate test

was the most suitable for screening large numbers of environmental samples.

Reifferscheid and Heil [23] showed a comprehensive update of all umu test results

published by 1996. The available data of 486 chemicals tested with the umu test

were compared with the Ames test (274 compounds) as well as rodent carcinoge-

nicity data (179 compounds). The concordance between the umu test and Ames test

results was about 90%. The umu test detected 86% of the Ames test positive

mutagens. The agreement between carcinogenesis and umu response was 65%.

This result agrees with earlier comparative studies, which use results of the rodent

carcinogenicity test and the Ames test showing a concordance of about 62% [24]

and 58% [25]. In addition, Yasunaga et al. [26] have investigated the

DNA-damaging effects of 83 National Toxicology Program (NTP) chemicals,

including noncarcinogens and carcinogens, using the umu test. The overall concor-

dance between genotoxicity in the umu test and carcinogenicity was 67%, which

was similar to the concordance between Ames test results and carcinogenicity

(63%) using the same 83 NTP chemicals. In some recent studies, new electrochem-

ical genotoxicity assays, which enable the analysis of turbid samples, have been

developed [27–29]. They are based on the umu test using a rotating disk electrode in
a microtiter droplet. The results indicated that the signal detection in the

genotoxicity assay based on hydrodynamic voltammetry was less influenced by

the presence of colored components and sediment particles in the samples when

compared to the usual colorimetric signal detection.

Brinkmann and Eisentraeger [30] showed that the automated umu test is highly

applicable for the assessment of non-volatile samples with strong or moderate

genotoxic effects using a RoboSeqR 4204 SE pipetting station. We have recently

developed a new umu test kit called Umulac AT® using S. typhimurium NM2009

strain. This kit has been successfully used to screen for the presence of genotoxic

substances in a broad range of materials and environments such as new drugs,

foods, cosmetic products, and the working environment.

In 1997, the SOS lux test was developed using Photobacterium leiognathi
luxCDABE as a reporter. This test responded sensitively to various genotoxins
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such as MMC, MNNG, dimethylsulfate, H2O2, and CH2O and with UV and

γ radiation [31]. Similarly, Verschaeve et al. [32] developed the Vitotox test

using S. typhimurium TA104pr l with a recN::luxCDABE construct fusion. This

assay is based on luminometric detection and correlated well with either the Ames

test or the SOS chromotest. The cda GenoTox assay was recently developed by

Norman and colleagues [33, 34] who used S. typhimurium TGO1 harboring the

fusion plasmid pANO1::cda. This assay showed a high sensitivity to N-methyl-N0-
nitro-N-nitrosoguanidine for a low background activity of the cda promoter

[34]. Table 1 summarizes the bacterial genotoxicity assays developed to date

using tester strains of E. coli or S. typhimurium.

3 Applications of the umu Test for the Detection

of Genotoxins in Environmental Samples

Because environmental genotoxins are usually present in very low concentrations,

the development of small-scale, rapid, and sensitive assay systems is required for

detection of these environmental toxins. We developed a high-throughput umu-
microplate test system using the standard umu test strain to detect the genotoxicity

of complex mixtures such as water, soil, and wastewater [35–37]. The test was also

standardized according to the German Institute of Standardization (DIN 38415-3:

1995), Japan (1993), Malaysia (MS ISO 13829: 2008), and the International Stan-

dardization Organization (ISO 13829: 2000) in the Technical Committee 147Water

Quality. Table 2 summarizes some reported detection of genotoxicants in many

environmental samples exhibited by the umu test described in this review. The

results are presented including sample source, country, type of sample, genotoxic

responses, and reference. The sample sources are described as drinking, tap, and

source waters, industrial, hospital, municipal, native, and paper mills wastewaters,

petroleum hydrocarbon-contaminated, surface soils, complex mixtures, volatile

chemicals, air pollutants, etc. Because a detailed discussion of all the test results

Table 1 Bacterial genotoxicity assays

Test method Bacterium SOS gene Index References

Ames test S. typhimurium mucAB his [5]

WP2 test E. coli mucAB trp [10]

Induct test E. coli Prophage λ phage [13]

SOS chromotest E. coli sfiA::lacZ β-gal [14]

umu test S. typhimurium umuC::lacZ β-gal [16]

SOS lux test E. coli luxCPABFE lux [31]

VITOTOX® test S. typhimurium recN2-4::lux lux [32]

Geno-Tox test S. typhimurium cda::lux lux [34]

S. typhimurium Salmonella typhimurium, E. coli Escherichia coli, his histidine, trp tryptophane,

β-gal β-galactosidase, lux luciferase
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Table 2 Some representative examples of the application of the umu test system in environmental

samples

Sample source Country

Type of

sample Genotoxic responses References

Bleached kraft mill

effluents

Canada Extracts Direct acting

genotoxicity

[38]

Hospital, municipal

and various industrial

wastewaters

Switzerland

and Germany

Native

wastewaters

13% positive results [36]

Native water samples Germany Native

wastewaters

Positive results in

large numbers of

samples

[39]

Raw tannery

wastewaters

Sweden,

Spain, and

Germany

Domestic

wastewaters

and industrial

effluents

High genotoxicity [40]

Water samples from

the selected rivers and

the primary and sec-

ondary effluents of

some sewage treat-

ment plant

Germany Water, pri-

mary and sec-

ondary

effluents

Only samples of pri-

mary effluents caused

genotoxicity

[41]

Native hospital waste-

waters from five Ger-

man clinics

Germany Extracts Detection of

genotoxic fluoroquin-

olone antibiotics in

hospital wastewaters

[42, 43]

Wastewater samples

from paper mills

Germany Wastewaters No genotoxicity [44]

Water and soil

samples

Germany Water and soil Industrial sewage

water was positive

without metabolic

activation

[30]

Native samples of

wastewaters, surface

waters, and portable

waters

Germany Wastewaters,

surface and

portable

waters

33% of wastewaters,

25% of surface waters,

and 12.5% of portable

waters were genotoxic

[45]

Petroleum

hydrocarbon-

contaminated soil

Germany Soil The umu test was

more sensitive than

the SOS chromotest in

soil

[46]

Industrial sludge

containing a complex

mixture of

nitroaromatic

compounds

Germany Industrial

sludge

The material from the

non-aerated system

increased genotoxicity

in the acetone-soluble

fraction after

treatment

[47]

(continued)
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Table 2 (continued)

Sample source Country

Type of

sample Genotoxic responses References

Organic

micropollutants

from water recycling

Germany Drinking water The toxic equivalent

concentrations con-

cept was applied to the

umu test

[48]

Tap water samples China Tap water The boiled water

displayed strong

genotoxic potential

compared to its origi-

nal tap water

[49]

Oilfield produced

waters

China Wastewater Direct and indirect

genotoxic substances

were observed

[50]

Wastewater samples

from industrial

effluents

China Wastewater The polycyclic aro-

matic hydrocarbons

were minor contribu-

tors to the

genotoxicity in the

effluents

[51]

Sixteen centralized

source waters

China Source waters Eight samples showed

both indirect and

direct genotoxic

effects. Another four

samples showed indi-

rect effects. o-Phenyl
was identified as a

genotoxin

[52]

A chlorinated second-

ary effluent of munic-

ipal wastewaters

China Municipal

wastewaters

The presence of bro-

mide decreased the

genotoxicity in the

secondary effluent

during chlorination

[53–55]

Municipal secondary

effluent

China Wastewaters Reverse osmosis, fil-

tration, and ozonation

removed the

genotoxic effect of

secondary effluent,

whereas chlorination

elevated the

genotoxicity

[56]

Chlorination disinfec-

tion of cephalosporins

China Chlorinated

products

The genotoxicity of

cephalosporin was

enhanced after

chlorination

[57]

Some pure chemicals

and water samples

China Pure chemicals

and water

BugBuster Master

Mix increased the

detection sensitivities

of the selected

[58]

(continued)
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shown in Table 2 is beyond the scope of this book, the description on the following

pages is restricted to these studies that reported remarkable genotoxicity.

Plaza et al. [46] evaluated the genotoxicity of petroleum hydrocarbon-

contaminated soil following bioremediation treatment using SOS chromotest and

the umu test with and without metabolic activation (S9). The umu test was more

sensitive than the SOS chromotest in the analysis of this soil. The results suggested

that the combined test systems used in this study were useful tools for the genotoxic

examination of remediated petroleum hydrocarbon-contaminated soil.

Macova et al. [48] evaluated the applicability of a bioanalytical test battery for

monitoring micropollutants across all seven barriers of an indirect potable reuse

scheme. The toxic equivalent concentrations (TEQ) concept was applied for the

first time to the umu test, indicative of genotoxicity using 4-nitroquinoline as the

reference compound for direct genotoxicity and benzo[a]pyrene for genotoxicity

after metabolic activation. The results indicated that bioanalytical results expressed

as TEQ are useful to assess removal efficiency of micropollutants throughout all

treatment steps of water recycling.

Table 2 (continued)

Sample source Country

Type of

sample Genotoxic responses References

genotoxins and envi-

ronmental water

samples

Surface soil samples China Soil The amounts of soil

weight required for

the extracts to lead to

positive results

[59, 60]

Soils irrigated with

wastewater

China Soil Significant increases

in genotoxic effects in

soils irrigated with

wastewater

[61]

Surface sediment

samples

China Soil extracts Soil extracts were

positive results

[62]

Complex mixtures,

volatile chemicals and

air pollutants

USA Complex

mixture

The extracts of all

complexes showed

positive results

[63, 64]

Antineoplastic drugs

and workbench wipe

samples

Japan Work environ-

mental

contamination

Of 19 drugs, 8 drugs

induced genotoxicity

[65]

Treated effluent

samples

Australia Wastewaters A genotoxic response

was observed in half

of the samples without

metabolic activation

and 75% of samples

with metabolic

activation

[66]
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Fang et al. [51] reported the genotoxicity of various effluents from textile and

dyeing plants, electronic and electroplate factories, pulp and paper mills, fine

chemical factories, and municipal wastewater treatment plants in the Pearl River

Delta region by using umu test combined with chemical analysis. The genotoxic

effects expressed as benzo[a]pyrene equivalent concentrations varied between

below detection limit and 88.2 μg/L, with a mean of 8.76 μg/L in all effluents.

The polycyclic aromatic hydrocarbons were minor contributors to the genotoxicity

in the effluents, and some unidentified compounds in the effluents were responsible

for the measured genotoxicity. The authors concluded that, in terms of genotoxicity,

discharge of these effluents could pose high risks to aquatic organisms in the

receiving environments.

Hu et al. [53–55] examined the genotoxicity in a chlorinated secondary effluent

of a municipal wastewater treatment plant in China. In the study, the effect of

bromide on genotoxicity during chlorination was evaluated by the umu test. The

presence of bromide notably decreased the genotoxicity in the secondary effluent

during chlorination, especially under conditions of high ammonia concentrations.

By fractionating dissolved organic matter in the secondary effluent into different

fractions, the fractions containing hydrophilic substances and hydrophobic acids

contributed to the decrease in genotoxicity induced by bromide. Cao and colleagues

[56] investigated the effectiveness of several technologies, that is, combination of

coagulation and sand filtration, ultraviolet irradiation, chlorination, ozonation,

ultrafiltration, and reverse osmosis filtration (RO) on the removal of genotoxicity

against activity from the municipal secondary effluent. The secondary effluent

exhibited a genotoxic effect on S. typhimurium strain TA1535/pSK1002. RO and

ozonation demonstrated remarkable removals of the genotoxic effect, whereas

chlorination could elevate genotoxicity.

Soil screening could be a process of identifying and defining areas, contami-

nants, and condition at the sites warranting further attention for developing ecolog-

ical risk assessments. Xiao et al. [59, 60] sampled a total of 41 surface soil samples

from Tianjin, China and the soil organic extracts were evaluated using a battery of

in vitro cell bioassays. The results have shown that the amounts of soil weight

required for the extracts to lead to a positive result (induction ratios 2.0) in the umu
test were between 3.9 and 31.3 mg (dry weight) per well. In addition, the genotoxic

effects in Tianjin area exhibited a strong positive correlation with each other. It has

been concluded that the toxicity assessment of surface soil using a battery of in vitro

cell bioassays could provide meaningful information for ecological risk assessment.

The study also evaluated the genotoxicity of field soils in the Tianjin area, one of

the most industrialized and contaminated areas in northeast China. The

genotoxicity of organic extracts of soils was assayed using the umu test. The results
obtained demonstrated that the genotoxicity expressed as induction ratios ranged

from 1.00 to 4.60.

Allinson et al. [66] reported that samples of treated effluent collected at the

points of discharge to the environment from 39 wastewater treatment plants

(WWTPs) located across Victoria in Australia had their genotoxicity assessed

with a high-throughput luminescent umu test method using S. typhimurium
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TL210 strain, with and without addition of a commercially available metabolic

activation system. A genotoxic response was observed in half the samples tested

without the metabolic activation system. On addition of the metabolic activation

system, 75% of samples elicited a genotoxic response, the majority of responses

being stronger than without metabolic activation. However, the type of WWTP had

no effect on genotoxicity. This study showed that the high speed luminescent umu
test worked well as an initial investigative tool.

4 Bioactivation of Genotoxic Chemicals

When a xenobiotic chemical enters the bloodstream, the body attempts to remove it

using different metabolic processes. All chemicals entering the bloodstream from

the gastrointestinal tract first pass through the liver, the site of most xenobiotic

metabolism. The liver expresses a wide variety of enzymes that chemically alter

blood-borne toxins and chemicals. Active transport or carrier proteins import drugs

and other chemicals into and export metabolites out of liver cells. In contrast,

numerous genotoxic chemical classes including polycyclic aromatic hydrocarbons,

aromatic amines, aflatoxin, and nitrosamines are bioactivated by mainly cyto-

chrome P450 monooxygenase (P450) to genotoxic metabolites capable of covalent

binding to DNA and proteins. The enzymes responsible for bioactivation also

participate in drug metabolism and biotransformation.

The P450 enzymes involved in phase I drug metabolism first modify these

chemicals with functional groups by oxidation, reduction, and hydrolysis. Further-

more, the phase I intermediates are metabolized by glutathione S-transferases,
acetyltransferases, and sulfotransferases involved in phase II drug metabolism.

Ultimately, this process generates larger and more polar metabolites than the

original xenobiotic compound, making them easier to excrete.

5 Application of Mammalian Liver Microsome Enzymes

in the umu Test

The following examples show that promutagens and procarcinogens can be

detected by the umu test after their metabolic conversion to reactive electrophiles

by a liver 9,000 g supernatant fraction (S9) [16]. To compare the abilities of a wide

variety of environmental chemicals to induce umu gene expression, however, more

detailed experiments using kinetic analysis and the possible role of activating

enzymes such as multiple forms of cytochrome P450 (P450) were required. In the

late 1980s, Shimada and colleagues began studies on the roles of P450 in the

activation of carcinogens with the use of rat and human liver microsomes and the

umu test [67–72].
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Shimada and Nakamura [67] first developed a simple and sensitive procedure for

the determination of P450-mediated activation of chemical procarcinogens to

DNA-damaging products using S. typhimurium TA1535/pSK1002 strain. They

reported that rat liver microsomes or a reconstituted monooxygenase system

containing three forms of purified P450 catalyzed the activation of compounds

including heterocyclic amines, aromatic amines, polycyclic aromatic hydrocarbons,

and aflatoxin B1 (AFB1) to genotoxic metabolites. Data were also presented show-

ing that a high spin form of P450 isolated from 3-methylcholanthrene-treated rats

(later identified as P450 1A1) has a profound role for most of the chemicals

examined. Shimada et al. [68, 69] examined rat liver and human liver cytochrome

P450-mediated activation of AFB1 to genotoxic products, which subsequently

cause induction of umu gene expression in S. typhimurium TA1535/pSK1002.

The results indicated that the constitutive forms of P450 have very important

roles for the genotoxicity and mutagenic activation of AFB1. Further evidence

from Guengerich’s laboratory using a bioactivation assay with S. typhimurium
TA1535/pSK1002 indicated that the human P-450 IIIA4 (P450 NF, later termed

P450 3A4) family can activate many important procarcinogens such as AFB1 and

AFG1, sterigmatocystin, 6-aminochrysene, 7,8-dihydroxy-7,8-dihydrobenzo[a]
pyrene (both + and � diastereomers), 3,4-dihydroxy-3,4-dihydrobenz[a]anthracene,
3,4-dihydroxy-3,4-dihydro-7,12-dimethylbenz[a]anthracene, 9,10-dihydroxy-9,10-

dihydrobenzo[b]fluoranthene, and tris(2,3-dibromopropyl)phosphate [70, 71,

73]. The ability of cigarette smoke condensate to induce a genotoxic response in

the umu test was examined in liver microsomal and reconstituted monooxygenase

systems containing rat and human P450 enzymes. The results showed that cigarette

smoke condensate contains both inhibitors of P450 enzymes and procarcinogens

capable of being activated by P450 enzymes and that P450 1A2 appears to be the

most important catalyst for the activation reaction of a copper phthalocyanine

cellulose extract of cigarette condensate [74]. Yamazaki et al. examined the

role of individual rat and human P450 enzymes in the bioactivation of the

potent hepatocarcinogen 3-methoxy-4-aminoazobenzene (3-MeO-AAB) in an

S. typhimurium TA1535/pSK1002 system. The results showed that multiple P450

enzymes in rat and human liver microsomes are involved in the bioactivation of

3-MeO-AAB, regardless of its selective induction of the rat P4501A2 gene [75].

Yamazaki and colleagues [76] investigated the genotoxicity of four samples of

diesel exhaust particle (DEP) extracts (DEPE) and nine nitroarenes found in DEPE

using the umu test after activation catalyzed by human cytochrome P450 family

1 enzymes co-expressed with NADPH-cytochrome P450 reductase in E. coli mem-

branes. Apparent genotoxic activities of DEPE were very low compared with

standard nitroarenes in the presence of P450s, possibly because unknown compo-

nent(s) of DEPE had inhibitory effects on the bioactivation of 1-NP and 1,8-DNP

catalyzed by human P450 1B1. These results suggested that environmental

chemicals existing in airborne DEP, in addition to 1-NP, 1,6-DNP, 1,8-DNP,

2-NF, and 3-NF, can be activated by human P450 1B1. They further examined

the genotoxic potential of benzophenone and its metabolically related compounds,

benzhydrol and p-benzoylphenol, using human P450 enzymes. Benzophenone and
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its two metabolites showed a suppression of bacterial growth without any P450

system, but no induction of umu gene expression was observed in S. typhimurium
TA1535/pSK1002. Human liver microsomes induced bacterial cytotoxicity of these

compounds without any umu gene expression. On the other hand, with the addition

of E. coli membranes expressing recombinant human P450 2A6 and NADPH-

cytochrome P450 reductase (NPR), benzophenone showed umu gene expression.

Activation of benzhydrol and p-benzoylphenol by the P450/NPR system was

similar to that of benzophenone. These results suggested that benzophenone and

its metabolically related benzhydrol and p-benzoylphenol can be bioactivated by

P450 2A6 and P450 family 1 enzymes [77].

By adding purified and reconstituted mammalian enzymes, it was possible to

screen for their abilities to detoxify direct-acting mutagens. In this case, metabolic

deactivation of furylfuramide by human and rat liver microsomal P450 enzymes

was examined. Both human and rat liver microsomes catalyzed the metabolism of

furylfuramide to inactive forms which are incapable of inducing umu gene expres-

sion. These results suggested that P450 1A1 and P450 1A2 in rats, and P450 1A2 in

humans, are the major enzymes involved in the deactivation of furylfuramide in

liver microsomes and also that furylfuramide can be degraded very rapidly through

the aerobic metabolism by liver microsomes [78]. Additionally, human and rat liver

microsomes deactivated 1,3-, 1,6, and 1,8-dinitropyrene, which are major compo-

nents present in diesel exhaust. With human liver microsomes the activity of

1,3-dinitropyrene was most strongly inhibited, whereas with rat liver microsomes

the genotoxicity of all three dinitropyrenes was inhibited to a similar extent

[79]. These results suggested that P450 enzymes are involved in the detoxification

of different dinitropyrene congeners. Ueng et al. [80] examined the protective

effects of baicalein and wogonin (the main active flavonoids of Scutellariae
radix, which is one of the main constituents of a Kampo medicine) against benzo

[a]pyrene- and aflatoxin B1-induced genotoxicity using the umu test. The results

showed that baicalein and wogonin decreased the genotoxicity of benzo[a]pyrene
and aflatoxin B1 as monitored by umu expression in S. typhimurium TA1535/

pSK1002.

6 Genetically-Engineered umu Tester Strains

Over-Expressing Bacterial Enzymes

E. coli and S. typhimurium used for genotoxicity assays have little capacity for

bioactivation of chemicals. Therefore the assays require the use of exogenous

mammalian enzyme systems such as S9 mix. However, in the case of certain

classes of chemicals, bacterial enzymes are deeply involved in the genotoxic

activation.

Nitroarenes were detected in extracts of automobile emissions, fly ash particles,

cigarette smoke condensates, and the urban atmosphere [81, 82]. Some of these
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chemicals are potent mutagens and environmental carcinogens. They do not

require metabolic activation by liver microsomal enzymes but are activated to muta-

gens by reduction to arylhydroxylamine intermediates by bacterial nitroreductase

(NR). Their arylhydroxylamine derivatives are themselves DNA-reactive, but further

activated by O-acetyltransferase (O-AT) to convert hydroxylamine metabolites into

more reactive species: N-acetoxyesters, N–O bond heterolysis of N-acetoxyesters
presumably generates nitrenium ions [83], electrophilic intermediates which react

with DNA. The O-acetylation of arylhydroxylamines is catalyzed by acetyl CoA:

aromatic amine O-AT. However, little was known about the genotoxic effects

of these chemicals in systems based on SOS responses in bacteria. Watanabe

et al. [84] developed S. typhimurium strains (YG1021 and YG1026) with an elevated

level of nitroreductase activity by cloning the corresponding gene into plasmid

pBR322. The resulting strains were extremely sensitive to several carcinogenic

nitroarenes [85].

To construct further highly sensitive bacterial strains for nitroarenes, we

subcloned the NR gene or both NR and O-AT genes into plasmid pACYC184,

and subsequently introduced the plasmids carrying these genes into TA1535 having

a fusion gene umu::lacZ (pSK1002). The new strains NM1011, NM2009, and

NM3009 overexpressing NR and/or /O-AT have been developed to increase the

sensitivity against specific genotoxins such as nitroarenes and aromatic amines [86–89]

(Table 3). Among six strains tested, NM3009 showed the highest sensitivity toward

such chemicals as 1-nitronaphthalene, 2-nitrofluorene, 3,7-dinitrofluoranthene,

3-nitrofluoranthene, 5-nitroacenaphthene, 2-nitronaphthalene, 1-nitropyrene,

1,6-dinitropyrene, 3,9-dinitrofluoranthene, 4,40-dinitrobiphenyl, 1,8-dinitropyrene,
m-dinitrobenzene, 2,4-dinitrotoluene, and 1,3-dinitropyrene. The combined use of

the enzyme-overexpressing and enzyme-deficient strains provides excellent tools in

evaluating the possible role of enzymes in metabolic activation and inactivation of

the various mutagenic nitroarene compounds and identifying of the mutagenic

principles in complex mixtures. The following studies have been applied to envi-

ronmental samples using these tester strains.

Ozturk and Durusoy [91] compared the SOS chromotest and the umu test system
with NM2009 and NM3009 strains to evaluate three weakly genotoxic monocyclic

nitroarenes (m-nitrocinnamic acid, m-dinitrobenzene, 2,4-dinitrotoluene) and the

Table 3 Establishment of bacterial nitroreductase- / or O-acetyltransferase-overexpressing
strains and the enzymes-deficient strains

S. typhimurium Character Detection References

NM1011 Nitroreductase-overexpressing strain Nitroarenes [88–90]

NM2009 O-Acetyltransferase-overexpressing
strain

Aromatic amines [87, 89,

90]

NM3009 Nitroreductase and O-acetyltransferase-
overexpressing strain

Nitroarenes and aro-

matic amines

[37, 88]

NM1000 Nitroreductase-deficient strain [86–88]

NM2000 O-Acetyltransferase-deficient strain [88–90]
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well-known genotoxic nitro compound 4-NQO. The results found that the umu test

strains NM2009 and NM3009 may be somewhat more useful in genotoxicity tests

with nitroarenes than the SOS chromotest strain E. coli PQ37. They further applied
these umu test systems for screening genotoxicity of surface water in Turkey and

examined the SOS-inducing activity of the organic extracts in the Meric delta,

which is highly polluted by industrial and agricultural wastes. The results showed

that the Meric delta was highly polluted, especially in spring and summer. How-

ever, it was also confirmed that the pollutants were not derived from nitroarenes but

from other organics [92]. We detected genotoxic activity in atmospheric particles in

urban areas using a relatively small sample load with S. typhimurium NM2009,

NM3009, and parental strains. The results indicated that the test system could detect

slight increases in induced genotoxicity in atmospheric particles and that

genotoxicity was detected mainly in the fine fraction but also partially in the coarse

fraction. The pattern of the response suggested that the genotoxic activity of the

particulate extract was caused primarily by nitrated polycyclic aromatic hydrocar-

bons. These results indicated that the present microplate test may be a useful way of

carrying out rapid screening for genotoxicity in small-volume environmental sam-

ples [37, 93]. Ma et al. [94] used these strains to characterize potential genotoxins in

river and adjacent ground waters in the Jialu River basin, China. The major

genotoxic activities of river water and adjacent ground water occurred in the

same two fractions when assayed using the strain TA1535/pSK1002, although the

genotoxicity in the river was stronger than the ground water. LC-MS/MS analysis

identified that flumequine was one of the causal agents producing the genotoxicity.

The specific response to the strain NM3009 compared with the strain TA1535/

pSK1002 demonstrated the presence of nitroarenes in the river sample, although the

exact chemicals could not be identified by analyzing the nitroarenes commonly

detected in the environment.

In the following, some representative examples using S. typhimurium NM2009

are shown. Ono et al. [95, 96] carried out the experimental investigation of effluents

from municipal wastewater treatment plants and nightsoil treatment plants using

S. typhimurium NM strains in the umu test to evaluate the strategies and regulations
for wastewater reuse. The toxicity of aromatic amines could be detected in the

matter contained in raw nightsoil. They suggested that human feces contain some

genotoxic substances and the genotoxicity could not be reduced through biological

treatment with nitrification and denitrification nor removed by the ultrafilter sepa-

ration process. However, genotoxicity could be reduced to a negative level by

ozonation. Ohe and Nukaya [97] separated a diethyl ether extract recovered from

Yodo river water in Japan by the XAD-2 resin column method into neutral, acid,

and basic fractions, and the neutral fraction accounted for 52% of the genotoxicity

of the extract in the absence of the metabolic activation system for strain NM2009.

The genotoxicity of the benzene fraction accounted for 80% of the neutral fraction.

They showed that mutagenic nitroarenes might be contained in the benzene fraction

of the neutral one and that the concentration of 1-nitropyrene in municipal river

water was 1 ng/L, accounting for only 1% of the total genotoxicity. Ohe [98]

quantified four mutagenic/carcinogenic heterocyclic amines (HCAs) (2-amino-
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3,8-dimethylimidazo[4,5-f]quinoxaline, 3-amino-1,4-dimethyl-5H-pyrido[4,3-b]
indole, 3-amino-1-methyl-5H-pyrido[4,3-b]indole, and 2-amino-1-methyl-6-

phenylimidazo[4,5-b]pyridine) in organic extracts obtained by blue rayon hanging

method from the Yodo River water, Japan. The total amounts of the four HCAs

accounted for a mean of 24% of the genotoxicity of blue rayon extracts evaluated

by the umu test using a strain NM2009.

In 1992, we demonstrated that tester strain S. typhimurium NM2009 is highly

sensitive toward carcinogenic aromatic amines, aminoazo compounds, and hetero-

cyclic aromatic amines, when compared with the parent strain TA1535/pSK1002

and the O-AT-defective strain NM2000 [89, 90, 99]. Unexpectedly, expression of

bacterial O-acetyltransferase also made the umu test system more sensitive to

oxidation products of nitrosamines [100, 101], but another group has reported

that they were unable to confirm the phenomenon in another system [102].

Yamazaki et al. [103–105] also examined the roles of rat and human liver P450

enzymes and the mechanism of activation of 6-aminochrysene (6-AC) and its

1,2-dihydro-1,2-dihydroxy-6-aminochrysene (6-AC-diol) by rat and human P450

enzymes in the S. typhimurium strains TA1535/pSK1002 and NM2009. 6-AC may

be N-hydroxylated principally by P450 2B enzymes in rats and P450 3A4 and 2B6

in humans and activation to its ultimate metabolites may proceed through esterifi-

cation of the N-hydroxy metabolites by an N-acetyltransferase. The authors

suggested that the 6-AC-diol is metabolized to its ultimate diolepoxide product

by P450 1A enzymes in rat and human liver microsomes and P450 3A4 (human)

and P450 3A2 (rats) may also contribute to some extent in the activation of it. They

further carried out comparisons of the activation of procarcinogens such as hetero-

cyclic arylamines and aminoazodyes, polycyclic aromatic hydrocarbons, and

mycotoxins in reconstituted monooxygenase systems containing modified P450

3A4 and 3A5 enzymes expressed in E. coli using the umu test. It was found that

P450 3A4 had similar activities to or higher rates than P450 3A5 for these

procarcinogens [106].

Shimada et al. [107] examined the catalytic properties of human P450 1B1 for

carcinogen activation using recombinant P450 1B1 in yeast microsomes. The

results suggested that P450 1B1 is involved in the activation of a variety of

procarcinogenic chemicals to DNA-damaging products in the umu test using

S. typhimurium NM2009 [107, 108]. Procarcinogens identified as being activated

by P450 1B1 include polycyclic aromatic hydrocarbons (PAH) and arylamines.

They also compared recombinant P450 1A1 and P450 1B1 enzymes in E. coli
(in which the NADPH-P450 reductase was co-expressed) with regard to their

abilities to activate 19 procarcinogens to genotoxic metabolites in the strain

NM2009. The results indicated that P450 1A1 and P450 1B1 have relatively similar

activities for procarcinogen activation, except for the activities when benzo[c]
phenanthrene-3,4-diol, chrysene-1,2-diol, 7,12-dimethylbenz[a]anthracene, MeIQ,

MeIQx, 3-methoxy-4-aminoazobenzene, and Trp-P-1 were used as substrates

[109]. They further compared activities of metabolic activation of a number of

PAHs and PAH dihydrodiols and other procarcinogens by recombinant human

P450 enzymes using a genotoxicity assay based on S. typhimurium NM2009. The
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results supported the importance of P450 1A1 and P450 1B1 in the activation of

PAHs and PAH dihydrodiols; other P450 enzymes such as P450 1A2, 2C9, and 3A4

have the ability to catalyze PAH compounds at much slower rates [110]. Recently,

Shimada et al. [111] examined the metabolic activation of PAHs and aryl- and

heterocyclic amines to genotoxic products in S. typhimurium NM2009, and found

that P450 2A13 and 2A6 (and P450 1B1) were able to activate several of these

procarcinogens. The former two enzymes were particularly active in catalyzing

2-aminofluorene and 2-aminoanthracene activation. These results suggested that

P450 2A enzymes, and P450 1 enzymes including P450 1B1, are major enzymes

involved in activating PAHs, aryl- and heterocyclic amines, and tobacco-related

nitrosamines. Hatanaka et al. [112] studied the metabolic activation pathway of

1-nitropyrene by human P450 enzymes in different Salmonella umu tester strains to
define the abilities of individual human P450 family 1 enzymes. The results

indicated that 1-nitropyrene can be activated by human 1B1 to a genotoxic agent

by nitroreduction/O-acetylation at low substrate concentration and probably by

epoxidation at high concentration.

Shimada et al. [113] examined the effects of several organoselenium compounds

(1,2-, 1,3-, and 1,4-phenylenebis(methylene)selenocyanate (XSCs)) and inorganic

sodium selenite on the activities of xenobiotic oxidation and procarcinogen activa-

tion by human liver microsomes and by recombinant human P450 1A1, 1A2, and

1B1 enzymes using S. typhimurium NM2009 tester strain. The three XSCs were

found to be very potent inhibitors of metabolic activation of Trp-P-1, MeIQ, and

2-aminoanthracene, catalyzed by P450 1A1, 1A2, and 1B1, respectively. These

inhibitory actions may, in part, account for the mechanisms responsible for cancer

prevention by organoselenium compounds in laboratory aminals. Additionally,

Shimada and Guengerich [114] determined whether individual PAHs and other

procarcinogens affect the activities of human P450 1A1, 1A2, and 1B1 by measur-

ing 7-ethoxyresorufin O-deethylation (EROD) activity and metabolic activation of

PAH dihydrodiols and 2-amino-3,5-dimethylimidazo[4,5-f]quinoline (MeIQ) to

genotoxic metabolites in an S. typhimurium NM2009 system. They found that

three selected PAHs (5-methylchrysene, B[a]P, and B[a]A) inhibited metabolic

activation of 5-methylchrysene-1,2-diol, (�)-B[a]P-7,8-diol, dibenzo[a,l]pyrene-
11,12-diol, and MeIQ to genotoxic metabolites catalyzed by P450 1A1, 1B1, and

1A2, respectively, in S. typhimurium NM2009. Thus, individual PAHs may affect

their own metabolisms and those of other carcinogens catalyzed by P450 1A1, 1A2,

and 1B1. Wu et al. [115] also reported that human P450 2W1, which is found in

tumor tissues from various organs, catalyze activation of PHA-diols to genotoxic

metabolites in S. typhimurium NM2009, although the rates were much slower than

those by P450 1B1.

In conclusion, we suggested that SOS activation and deactivation assays using

umu tester strains can analyze a variety of genotoxic carcinogens in terms of the

catalytic specificity of mammalian P450 enzymes toward their activation as men-

tioned in Sect. 5 and this section.

The procarcinogens are known to undergo bioactivation by P450-directed oxi-

dation, which then become substrates for the UDP-glucuronosyltransferases
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(UGTs). Yueh et al. [116] analyzed 11 human UGTs for their ability to modulate

the mutagenic actions of N-hydroxy-2-acetylaminofluorene (N-hydroxy-2-AAF)
and 2-hydroxyamino-1-methyl-6-phenylimidazo[4,5-b]pyridine (N-hydroxy-PhIP)
formed by P450 1A2 with the umu test using S. typhimurium NM2009. In the

presence of uridine 50-diphosphoglucuronic acid (UDPGA), UGT1A9 inhibited the
genotoxicity of N-hydroxy-2-AAF when incubated at 25 μM and completely

abolished genotoxicity at lower concentrations. In contrast to the glucuronidation

of N-hydroxy-2-AAF, UGT1A9 was unable to interfere with the genotoxicity of

N-hydroxy-PhIP. This may be because of the dramatic differences in the formation

of UGT1A9-generated glucuronide.

7 Genetically-Engineered umu Tester Strains Expressing

Human Cytochrome P450 Enzymes

As the drug metabolism by P450s shows considerable species differences in rodents

and humans, it is difficult to extrapolate the data from rodents to humans. It is

therefore necessary to use human P450s to investigate the activation of various

chemicals by P450. Although S9 fraction and human liver microsomes have been

used to analyze the genotoxicity of chemicals, the use of these preparations is

limited by several factors such as the short-lived metabolic intermediates produced

outside the target cell and the low level of metabolizing enzymes in human liver

samples. Thus, it is necessary to develop an alternative method(s) to overcome the

species differences and to evaluate bioactivation of chemicals in humans. Many

attempts have been made to develop more sensitive genotoxicity assays by intro-

ducing cDNAs of several drug-metabolizing enzymes, such as P450s, in bacteria

and mammalian cells [117–124].

To develop a new tester strain for detecting environmental promutagens and

procarcinogens, we introduced two plasmids into S. typhimurium TA1535; one

containing the cDNAs of human P450 1A2 and NADPH-P450 reductase and the

other pOA101, a umuC00lacZ fusion gene. The newly developed tester strain

S. typhimurium OY1001/1A2 was found to activate heterocyclic amines (e.g., IQ,

MeIQ, and MeIQx) to reactive metabolites that cause induction of umu gene

expression in a concentration-dependent manner. We demonstrated that the

established strain OY1001/1A2 can be of use for the detection of the genotoxicity

of aromatic amines without the addition of metabolic activation enzymes [125]. To

enhance further the sensitivity of the strain toward procarcinogenic heterocyclic

aromatic amines (HCAs), we developed S. typhimurium OY1002/1A2 by introduc-

ing pCW00/1A2:hNPR (bicistronic construct co-expressing human P450 1A2 and

the reductase) and pOA102 (constructed by subcloning the Salmonella O-AT gene

in the pOA101-expressing umuC00lacZ gene) in S. typhimurium TA1535. We also

developed the OY1003/1A2 as an O-AT-deficient strain. By using strains OY1001/
1A2, OY1002/1A2, and OY1003/1A2, we compared the umu induction of HCAs
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and observed that the OY1002/1A2 strain was more sensitive than the OY1001/1A2

strain toward HCAs. However, their genotoxicity was not detected with OY1003/

1A2 strain. These results indicated that strain OY1002/1A2 can be used to

detect potential genotoxic aromatic amines requiring bioactivation by P450 1A2

and O-acetyltransferase [126]. To clarify the roles of different P450 enzymes in the

bioactivation of HCAs and other procarcinogens, we selected seven of the major

human P450 enzymes (1A1, 1A2, 1B1, 2C9, 2D6, 2E1, and 3A4). We further

established seven strains (OY1002/1A1, OY1002/1A2, OY1002/1B1, OY1002/

2C9, OY1002/2D6, OY1002/2E1, and OY1002/3A4) by introducing two plasmids

into S. typhimurium TA1535, one carrying both P450 and the reductase cDNAs in a

bicistronic construct under control of an IPTG-inducible double tac promoter and

the other, pOA102, carrying O-AT and umuC00lacZ fusion genes (Table 4). An

outline of the umu test systems is shown in Fig. 2.

Among all homo- and heterocyclic aromatic amines tested, 2-aminoanthracene

(2-AA), 2-aminofluorene, GluP-1, MeIQx, MeIQ, and IQ exhibited high

genotoxicity in the OY1002/1A2 strain, and genotoxicity of IQ and 2-AA was

detected in the OY1002/1A1 strain. Aflatoxin B1 exhibited genotoxicity in the

OY1002/1A2, OY1002/1A1, and OY1002/3A4 strains. β-Naphthylamine and

benzo[a]pyrene did not exhibit genotoxicity in any of the strains. These results

suggested that P450 1A2 is the major P450 enzyme involved in bioactivation of

Table 4 Establishment of umu tester strains expressing mammalian metabolic enzymes

S. typhimurium Character Detection References

OY1002/1A1 Human P4501A1 and NPR, and

O-AT
PAH, arylamines [127–129]

OY1002/1A2 Human P4501A2 and NPR, and

O-AT
Arylamines [126–129]

OY1002/1B1 Human P4501B1 and NPR, andO-AT PAH, arylamines [127–129]

OY1002/2C9 Human P4502C9 and NPR, andO-AT [127, 128]

OY1002/2D6 Human P4502D6 and NPR, and

O-AT
[127, 128]

OY1002/2E1 Human P4502E1 and NPR, and O-AT Nitrosoamines [127, 128]

OY1002/3A4 Human P4503A4 and NPR, and

O-AT
Aflatoxins [127–129]

NM6001 Human N-acetyltransferase 1 Arylamines,

nitroarenes

[129–131]

NM6002 Human N-acetyltransferase 2 Arylamines,

nitroarenes

[129–131]

NM7001 Human sulfotransferase 1A1 Arylamines [132]

Benzylic alcohols

NM7002 Human sulfotransferase 1A2 Arylamines [132]

Benzylic alcohols

NM7003 Human sulfotransferase 1A3 Alkenylbenzenes [132]

NM5004 Rat glutathione S-transferase 5-5 Dihaloalkenes [133, 134]

NPR NADPH-P450 reductase, O-AT O-acetyltransferase
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HCAs [127]. These strains could provide a sensitive means of assessing the

genotoxicity of procarcinogens requiring activation by P450s, and useful tools for

studying the role of human P450 enzymes involved in biotransformation of xeno-

biotic chemicals. We recently suggested that these strains provide the possibility of

a high-throughput umu test system.

Other mutagenicity studies using genetically engineered bacteria strains

expressing human P450s have been conducted by many researchers. Josephy

et al. [119] introduced an expression plasmid carrying human P450 1A2 into

S. typhimurium YG1019 strain to detect the mutagenicity of HCAs and arylamines.

The mutagenicity of 2-aminoanthracene (2-AA) and 2-aminofluorene was detect-

able with this system. Kranendonk et al. [120] reported on the development of an

E. coli tester strain, BMX100, which can express active human P450 1A2, alone or

fused to rat liver NADPH P450 reductase. The strain can detect bioactivation of

2-AA, AFB1, and IQ. Suzuki et al. [121] introduced an expression plasmid

(p1A2OR) carrying human P450 1A2 and the human NADPH-P450 reductase

cDNAs and an expression plasmid (pOAT) carrying S. typhimurium O-AT, a
derivative of pACYC184 vector, to S. typhimurium TA1538 strain to yield the

TA1538/ARO strain. The TA1538/ARO strain showed a high sensitivity to muta-

genic HCAs and the mutagenic activation of MeIQ, IQ, MeIQx, and 2-amino-1-

methyl-6-phenylimidazo[4,5-f]pyridine (PhIP) was seen from the concentration at

around picomole order. Kushida et al. [123, 124] also developed Salmonella tester

strains YG7108 2E1/OR and YG7108 2A6/OR highly sensitive to promutagenic

N-nitrosamines by introducing a plasmid carrying human P450 2A6 and

NADPH-P450 reductase (OR) cDNAs or human P450 2E1 and OR cDNAs,

respectively, into the ada- and ogt-deficient strain YG7108. P450 2E1 expressed

in the YG7108 2E1/OR cells showed mutagen-activating capacity, as indicated

by induced revertants/min/pmol cytochrome P450, for N-nitrosodimethylamine

(NDMA), N-nitrosodiethylamine (NDEA), N-nitrosodipropylamine (NDPA),

HCAs

pCW’/CYP/hNPR pOA102

Arylnitrenium ion
Acetylation

Acetoxy ester

β-Galactosidase
Amp Tc oriori

Tac

Tac

P450 NADPH-P450 reductase
O-AT umuC”lacZ

umuC induction

N-Hydroxylamine
N-Hydroxylation

DNA damage

Fig. 2 Schema of the umu test system. The rectangle shows the bacterial cell and two plasmids

are depicted with a circle. Tc tetracycline resistance gene, Amp ampicillin resistance gene, Tac tac
promoter, ori the origin of replication, O-AT O-acetyltransferase gene, umuC::lacZ: umuC::lacZ
fusion gene under control of umu operon
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N-nitrosodibutylamine (NDBA), N-nitrosopyrrolidine (NPYR), and

4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK), but not

N-nitrosomethylphenylamine (NMPhA) and N-nitrosonornicotine (NNN). P450

2A6 activated NDMA, NDEA, NDPA, NDBA, NMPhA, NPYR, NNN. and

NNK. They suggested that human P450 2E1 is mainly responsible for the metabolic

activation of N-nitrosamines with a relatively short alkyl chain(s), whereas P450

2A6 was predominantly responsible for the metabolic activation of

N-alkylnitrosamines possessing a relatively bulky alkyl chain(s). Using the same

host strains, Cooper and Porter [122] have constructed two mutagenicity tester

strains that co-express full-length human cytochrome P450 2E1 and P450 reductase

in S. typhimurium lacking ogt and ada methyltransferases (YG7104ER, ogt- and
YG7108ER, ogt-, ada-). These strains were sensitive to nitrosamines with longer

alkyl side chains including diethylnitrosamine, dipropylnitrosamine, and

dibutylnitrosamine. Mutagenicity decreased with alkyl chain length, consistent

with the stringency of the ada-encoded enzyme for methyl and ethyl DNA adducts.

These strains may prove useful in the evaluation of nitrosamine contamination of

food and environmental samples. Taking all these reports, obtained in the last

decade, into account, the bacterial tester strains harboring human P450 may be a

useful tool to investigate the roles of P450 on the metabolism of drugs and

metabolic activation of chemicals in humans.

8 Genetically-Engineered umu Tester Strains Expressing

Phase II Metabolic Enzymes

In addition to P450s, there are other enzymes involved in xenobiotic metabolism.

So far, three types of phase II enzymes (mammalian N-acetyltransferases,
sulfotransferases, and glutathione S-transferases) have been expressed in bacterial

strains. These enzymes are known to play important roles in the metabolism of a

variety of toxic and carcinogenic compounds and have been functionally expressed

in prokaryotic cells.

8.1 Rat Glutathione S-Transferase 5-5

Multiple forms of glutathione S-transferase (GST) are found in subcellular fractions
of all mammalians, and numerous studies have established that cytosolic GST

enzymes can be classified into four groups e.g. alpha, pi, mu, and theta on the

basis of structural similarity of isolated genes [135, 136]. With regard to xenobiotic

metabolism, alpha, pi, mu, and theta are the most important classes. GST enzymes

primarily act to detoxify toxic electrophilic chemicals, including mutagenic metab-

olites, by conjugating them with the nucleophilic sulfhydryl peptide glutathione
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(GSH) [137], but in several cases the enzymes are involved in the formation of

reactive GSH conjugates that alkylate cellular macromolecules [138]. Among these

classes, a theta-class rat GST 5-5 enzyme, which shares 82% sequence homology

with human theta-class GSTT1 [139], has been reported to be involved in the

activation of dihalomethanes [140]. We introduced a fusion plasmid containing

rat GST 5 gene and umu operon into S. typhimurium TA1535. First, the fragment of

umu operon was subcloned into a multicopy vector pKK233-2 containing rat GST

5 cDNA and the resulting plasmid was designated as pYO100. After the plasmid

was modified by introducing into S. typhimurium SJ1002 and again introduced into

S. typhimurium TA1535, we developed a GST-overexpressing umu tester strain

NM5004 [133]. The strain exhibited a 52-fold higher GST activity than the parent

strain TA1535/pSK1002 toward the model substrate 1,2-epoxy-3-(40-nitrophenoxy)
propane and was found to detect the genotoxicity of ethylene dibromide, 1-bromo-

2chloroethane, 1,2-dichloroethane, and methylene dichloride (Table 3). Our results

were in good agreement with the results reported by Thier et al. [140] who showed

that the dihaloalkanes are mutagenic in Ames tester strain TA1535 which produces

rat GST 5-5 protein. Additionally, ten chemicals (1,2-dibromoethane,

N-(2,3-epoxypropyl)phthalimide, 1,3-dichloroacetone, CH2I2, 1,2-epoxy-3-

phenoxypropane, 2,3-epoxypropyl p-methoxyphenyl ether, 1-bromo-2-chloroethane,

1-bromo-2,3-dichloropropane, CH2BrCl, and CH2Br2) were found to enhance induc-

tion of umu gene expression in the NM5004 as compared with the TA1535/pSK1002

strain [134] (Table 5). Simula et al. [141] have reported that CH2Cl2 could not be

activated by human GST alpha and pi classes of enzymes. This finding suggested that

that class GST enzymes may have more important roles in the activation of CH2Cl2
than other GST enzymes. In the case of 1-nitropyrene and 2-nitrofluorene, however,

NM5004 strain showed weaker umu gene expression responses than the TA1535/

pSK1002 strain. Further, trans-1,2-dihydro-1,2-dihydroxy-6-aminochrysene, AFB1,

sterigmatocystin, and the (+)- and (�)-enantiomers of B(a)P-7,8-diol could be

trapped as inactivated GSH conjugates by rat liver microsemes in the NM5004 strain.

These results indicated that the theta class rat GST 5-5 enzyme participates in the

activation and inactivation of potential environmental carcinogenic chemicals.

CH2Cl2 and 1,2-dichloropropane, which are widely used as industrial solvents, have

recently been found to develop novel human bile duct cancer in workers at a printing

company in Japan. This tester strain might therefore be useful in further studies on the

mechanism of genotoxicity of dihaloalkanes and of the role of the GST in human

cancer risk.

8.2 Human N-Acetyltransferases

Numerous studies have suggested that carcinogenic nitroarenes and aromatic

amines are present in the environment and workplaces [142, 143]. These com-

pounds are strongmutagens in bacteria and are carcinogenic in rodents [81, 82]. Aro-

matic amines are activated to N-hydroxy metabolites by P450 enzymes, and
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subsequently acetylated by N,O-acetyltransferase to give acetoxy esters, which

form an arylnitrenium ion that binds to DNA. Thus, N-acetyltransferases (NATs)
play an important role as phase II enzymes in the metabolic activation of aromatic

amines. In 1993 we succeeded in the construction of the highly sensitive umu tester
strain NM2009 overexpressing a Salmonella O-AT for the detection of aromatic

amines, HCAs, and aminoazo compounds by the bacterial SOS response

[88, 89]. We developed umu test systems to clarify the roles of two human NATs

(NAT1 and NAT2) in the genotoxicity of aromatic amines and nitroarenes

[130]. These strains NM6001 and NM6002 were constructed by introducing

Table 5 Comparison of genotoxicity activities of a variety of chemicals in S. typhimurium
NM5004 strain, expressing rat GST 5-5 and the control strain. TA1535/pSK1002 and NM5004

strains [133, 134]

Chemicals NM5004 [GST(+)] TA1535/pSK1002 [GST(�)]

1,2-Dibromoethane +++ �
N-(2,3-Epoxypropyl)phthalimide +++ +

1,3-Dichloroacetone ++ +

CH2I2 ++ �
1,2-Epoxy-3-phenoxypropane + �
2,3-Epoxypropyl p-methoxyphenyl ether + �
1-Bromo-2-chloroethane + �
1-Bromo-2,3-dichloropropane + �
CH2BrCl + �
CH2Br2 + �
1,2-Epoxy-3-(40-nitrophenoxy)-propane � ++

2,3-Dibromo-1-chloropropane � +

1,4-Dibromo-2,3-epoxybutane + ++

1,2-Epoxy-3-bromopropane � +

1,2-Epoxy-3-chloropropane � �
1,2,3,4-Diepoxybutane + +

2,3-Dibromopropionaldehyde + +

1,4-Dibromo-2,3-dihydroxybutane � �
1,4-Dibromobutane � �
1,3-Dibromoacetone + +

2,3-Dibromo-1-propanol � �
1,2-Epoxy-4-bromobutane � �
CH2Cl2 ++ �
1,3-Dibromo-2-propanol � �
1-Bromo-2,3-propanediol � �
4-Vinylcyclohexene dioxide � �
Cyclohexene oxide � �
1,2-Epoxybutane � �
1-Bromo-2-fluoroethane � �
Efficacies of chemicals in umu test were ranked as follows: (�) 0–50; (�) 50–100; (+) 100–250;

(++) 250–450; (+++) 450 for umu expression (units)
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human NAT1 and NAT2 cDNAs, respectively, into NM6000 (TA1538/1,8-DNP/

pSK1002), which is a derivative of TA1538 devoid of endogenous Salmonella O-
AT and harbors the umuC00lacZ fusion gene (Table 4). The human NAT1-

expressing strain NM6001 showed much higher sensitivity than the NAT2-

expressing NM6002 strain to the cytotoxic and genotoxic effects of

2-nitrofluorene and 2-aminofluorene (2-AF). These results were in good agreement

with those reported by Grant et al. [144], who showed that 2-AF exhibited the

mutagenic response in an S. typhimurium strain expressing human NAT1 in the

presence of rat liver S9. Minchin et al. [145] also reported that NAT1 efficiently

catalyzed O-acetylation of N-hydroxy-2-aminofluorene in vitro. In contrast, the

NM6002 strain showed higher sensitivity than the NM6001 strain to the cytotox-

icity and genotoxicity of 1,8-dinitropyrene, 6-aminochrysene, and MeIQ. Similarly,

Watanabe et al. [146] observed that CHL cells expressing human NAT2 were much

more sensitive to the clastogenicity of 1,8-dinitropyrene in the in vitro micronu-

cleus test. These results suggested that the human NAT strains can be employed for

studies on the mechanisms of genotoxicity of a variety of nitroarenes and aromatic

amines, along with the assessment of cancer risk to humans. Interestingly, we found

that the bladder carcinogenic arylamines 4-aminobiphenyl, 2-acetylaminofluorene,

β-naphthylamine, o-toluidine, o-anisidine, and benzidine are mainly activated by

the NAT1 enzyme to produce DNA damage rather than NAT2 [131].

In the late 2000s, our laboratories reported the roles of human P450s and human

NATs enzymes in the metabolic activation of various carcinogenic chemicals as

follows. The β-carboline compounds norharman (9H-pyrido[3,4-b]indole) and

harman (1-methyl-9H-pyrido[3,4-b]indole) are formed in the pyrolysis of the

amino acid tryptophan and are shown to be present at much higher levels than

heterocyclic amines in tobacco condensates and cooked foods [147, 148]. These

chemicals are non-mutagenic to Salmonella strains, but show co-mutagenicity with

S9 mixture in the presence of aniline and o-toluidine. The resulting

aminophenylnorharman, aminomethylphenylnorharman, and aminophenylharman

are produced by coupling of norharman and aniline, norharman and o-toluidine, and
harman and aniline in the presence of S9 mixture. We determined the genotoxicity

of these coupling chemicals using umu tester strains established in our laboratory.

These chemicals were found to be mainly bioactivated by P450 1A2 and NAT2

[128]. 3-Nitrobenzanthrone (3-NBA) is a mutagenic and carcinogenic compound

identified in diesel exhaust, airborne particulate matter, soil, and water. We

constructed the S. typhimurium OY1022 strain by selecting resistant colonies of

TA1535NR capable of growth in the presence of 1,8-dinitropyrene to reduce the

direct sensitivity to 3-NBA and established S. typhimurium strains OY1022/1A1,

OY1022/1A2, OY1022/1B1, and OY1022/3A4 expressing four recombinant

human P450s by introducing two plasmids into the OY1022, one carrying both

P450 and NPR cDNAs in a bicistronic construct under control of an IPTG-inducible

double tac promoter and the other, pOA102, carrying O-AT and umuC00lacZ fusion

gene. Using these strains, we determined using these strains whether any human

P450 enzymes are involved in the genotoxic activation of 3-NBA to genotoxic

metabolites. We demonstrated that the activation of 3-NBA can be catalyzed by
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human P4503A4, 1A1, 1A2, and 1B1 and NPR to genotoxin(s) in the presence of

bacterial O-AT, probably via nitroreduction [149].

Four 2-phenyl benzotriazole (PBTA)-type compounds (PBTA-4, PBTA-6,

PBTA-7, and PBTA-8) were identified as major mutagens in blue cotton/rayon-

absorbed substances collected at sites below textile dyeing factories or municipal

water treatment plants treating domestic water and effluents from textile dyeing

factories in several rivers in Japan [150]. We examined the genotoxicity of four

PBTA derivatives using parental strain TA1535/pSK1002 and O-AT-
overexpressing strain NM2009 and determined the genotoxic activation of these

chemicals by recombinant human or rat P450 enzymes in NM2009. We further

determined the potential role of human NATs (NAT1 and NAT2) in the

bioactivation of them using NM6000 (parent strain), NM6001, and NM6002. We

suggested that P4501A1 and NATs are important enzymes participating in the

genotoxic activation of PBTA-type compounds [151].

3,6-Dinitrobenzo[e]pyrene (DNBeP) is a potent mutagen identified in surface

soil in two metropolitan areas of Japan [152]. Using umu tester strains of

S. typhimurium OY1022/1A1, OY1022/1A2, OY1022/1B1, and OY1022/3A4

expressing human P450s, we investigated the role of human P450 enzymes in the

bioactivation of DNBeP to genotoxic metabolites. We suggested that nitroreduction

by human P4501A2, P4503A4, and P4501A1 and O-acetylation by human NAT2

contribute to the activation of DNBeP [129].

8.3 Human Sulfotransferases

Sulfo conjugation has been shown to be a major pathway in the biotransformation

of numerous xenobiotics and endobiotics such as drugs, chemical carcinogens,

hormones, bile acids, neurotransmitters, peptides, and lipids

[153, 154]. Sulfotransferases (SULTs) transfer the sulfo moiety from the cofactor

50-phosphoadenosine-30-phosphosulphate to nucleophilic groups of their substrates.
In the case of most xenobiotics and small endogenous substrates, sulfonation has

generally been considered as a detoxification pathway leading to more water-

soluble products, thereby facilitating their excretion via kidney or bile

[155, 156]. However, for xenobiotics such as N-hydroxy arylamines, N-hydroxy
heterocyclic amines, and hydroxymethyl polycyclic aromatic hydrocarbons the

enzymes activate them to highly reactive sulfate esters which bind covalently to

DNA [157, 158]. In humans, SULTs consist of four families (SULT1, 2, 4, and 6)

and contain at least 13 proteins [159]. SULT 1A1, 1A2, 1A3, 1C2, 1E1, and 2A1 are

the major enzymes to catalyze the conjugation of xenobiotic chemicals, including

carcinogens [160].

We developed a newly umu assay system to investigate the functions of three

different human SULTs (SULT 1A1, 1A2, and 1A3) in the bioactivation of

aromatic amines, nitroarene compounds, benzylic and allylic alcohols, and

estrogens-like compounds to genotoxins [132]. To express the three different
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SULT enzymes in S. typhimurium, we subcloned human SULT 1A1, 1A2, and 1A3

cDNA genes into the multicopy plasmid vector pTrc99AKM. The generated plas-

mids were introduced into the S. typhimurium O-AT-deficient strain NM6000

(TA1538/1,8-DNP/pSK1002), resulting in the tester strains NM7001, NM7002,

and NM7003 (Table 6). These test systems are highly sensitive for SULT-

dependent carcinogens without external supply of the cofactor 30-phosphoadenosine
50-phosphosulfate and MgSO4. We compared the sensitivities of these three strains

with the parental strain NM7000 against 51 chemicals with and without S9 mix.

2-Amino-3-methyl-9H-pyrido[2,3-b]indole (MeAαC) and 2-amino-6-methyl-

dipyrido[1,2-α:30,20-d]imidazol (Glu-P-1) exhibited strong genotoxicity in the

strain NM7001 in the presence of liver S9 mix compared with the strains

NM7002, NM7003, and NM7000 (Table 6). Our results were consistent with

Glatt et al. [161] who reported that MeAαC showed strongly enhanced mutagenic-

ity in an S. typhimurium strain expressing SULT1A1 in the presence of rat liver

postmitochondrial fraction. Furthermore, in the case of Glu-P-1, Chu et al. [162]

showed that N-hydroxy-Glu-P-1 was selectively sulfonated by a human liver

thermostable phenol SULT purified from human liver, probably SULT 1A1 or a

mixture of SULT 1A1 and 1A2. These results suggested that human SULT 1A1 is

involved in the bioactivation of MeAαC and Glu-P-1 to genotoxic metabolites. In

contrast, 2-aminoanthracene, 2-acetylaminofluorene, and 2-amino-1-methyl-6-

phenylimidazo[4,5-b]pyridine exhibited stronger genotoxicity in the strain

NM7002 compared with the strains NM7001 and NM7003. The results were in

agreement with reports by Glatt and colleagues, suggesting that the N-hydroxy-2-
acetylaminofluorene is activated most efficiently by SULT 1A2 expressed in

S. typhimurium [163]. Aromatic amines such as 2-aminoanthracene,

4-aminobiphenyl, APNH, and 3-methoxy-4-aminoazobenzene showed a similar

genotoxic potential in strains NM7001 and NM7002, suggesting that these

chemicals are bioactivated by SULT 1A1 and SULT 1A2. NM7001, NM7002,

and NM7003 strains were found to be of similar sensitivities toward 2-amino-9H-
pyrido[2,3-b]indole and β-naphthylamine. In the cases of 6-aminochrysene,

2-amino-3,5-dimethylimidazo[4,5-f]quinoline, 3-amino-1,4-dimethyl-5H-pyrido
[4,3-b]indole, and 3-amino-1-methyl-5H-pyrido[4,3-b]indole, all strains used

showed similar sensitivities.

Of the 15 nitroarenes, 5-nitroacenaphthene, 3-nitrobenzanthrone, and

3,9-dinitrofluoranthene (3-NBA) show the highest genotoxic potential in the strain

NM7001. Arlt et al. [164] reported that human SULT 1A1 is involved in the

formation of DNA adducts by 3-NBA using a Chinese hamster lung cell line that

expresses human SULT 1A1.

The strain NM7002 was highly sensitive to 2-nitrofluorene, 1-nitropyrene, and

2-nitropropane. The genotoxicity of 2-nitropropane in rat has been attributed to the

SULT-mediated formation of DNA-reactive arylnitrenium ions from propane

2-nitronate [165]. 4,40-Dinitrobiphenyl showed the same genotoxic potential in

the strains NM7001 and NM7002. However, in the case of other nitroarenes, such

as furylfuramide, 3-nitrofluoranthene, nitrofurazone, 1-nitronaphthalene,

122 Y. Oda



Table 6 Comparison of substrate specificity of human SULTs (1A1, 1A2, and 1A3) expressed in

S. typhimurium TA1538/1,8-DNP/pSK1002 toward a variety of chemicals [132]

Chemicals S9 SULT isoforms

Aromatic amines

2-Aminoanthracene + 1A1¼ 1A2

2-Aminofluorene + 1A2

2-Acetylaminofluorene + 1A1< 1A2

4-Aminobiphenyl + 1A1¼ 1A2

6-Aminochrysene + SR

Aminophenylnorharman + 1A1< 1A2

AαC + 1A3¼ 1A2< 1A1

Glu-P-1 + 1A1

IQ + SR

MeAαC + 1A2< 1A1

MeIQ + SR

3-MeO-AAB + 1A1¼ 1A2

β-Naphthylamine + 1A3< 1A2¼ 1A1

PhIP + 1A1< 1A2

Trp-P-1 + SR

Trp-P-2 + SR

Nitro compounds

Furylfuramide � 1A2

5-Nitroacenaphthene � 1A1

3-Nitrobenzanthrone � 1A2< 1A1

2-Nitrofluorene � 1A2

Nitrofurazone � SR

3-Nitrofluoranthene � 1A1

1-Nitronaphthalene � SR

1-Nitropyrene � 1A2

2-Nitropropane � 1A2

4-Nitroquinoline 1-oxide � SR

2-Nitrotriphenylene � SR

4,40-Dinitrobiphenyl � 1A1¼ 1A2

3,7-Dinitrofluoranthene � 1A2< 1A1

3,9-Dinitrofluoranthene � 1A2< 1A1

1,6-Dinitropyrene � SR

Benzylic and allylic alcohols (and their precursors)

Estragole + 1A3

Hycanthone � 1A1¼ 1A3

10-Hydroxysafrole � 1A3

1-Hydroxymethylpyrene � 1A3< 1A2< 1A1

Other compounds

4-Hydroxyestradiol � SR

Acrolein � SR

(continued)
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4-nitroquinoline 1-oxide, 2-nitrotriphenylene, 3,7-dinitrofluoranthene, and

1,6-dinitropyrene, the genotoxicity was almost equal in all strains.

Among numerous benzylic alcohols, 10-hydroxysafrole and 10-hydroxyestragole
were strongly activated in the strain NM7003 that expresses the human SULT 1A3.

The result was the first indication that human SULT 1A3 plays an important role in

the metabolic activation of benzylic alcohols to genotoxic intermediates. Interest-

ingly, another congener, 10-hydroxymethyleugenol, was activated by human SULT

1A1, 1A2, and 1C2, but not by human SULT 1A3 expressed in S. typhimurium
TA100 [166].

Finally, our study also showed that the genotoxic potential of several chemicals

is reduced by SULT enzymes. For example, the genotoxicity of Glu-P-1, 2-amino-

1-methyl-6-phenylimidazo[4,5-b]pyridine, 2-nitrofluorene, 3-nitrofluoranthene,

1-nitropyrene, and 3,7-dinitrofluoranthene was inhibited by SULT 1A3. In the

case of acrolein, the genotoxicity was inhibited by SULT 1A1 and SULT 1A3.

These findings suggested that SULT 1A1 or SULT 1A3 enzymes were involved in

the detoxification of several genotoxic compounds. The umu test system with

overexpressed human SULT enzymes may be useful for a further investigation of

the SULT-function in the metabolic inactivation of carcinogens.

9 Future Perspectives of Bacterial Assay Systems

Bacterial genotoxicity bioassay systems have long been of use for detecting

genotoxic agents and alternate models of mammalian systems. We have developed

numerous new umu tester strains by introducing various genes encoding enzymes of

genotoxic bioactivation, including bacterial nitroreductase and O-acetyltransferase,
phase I enzymes human cytochrome P450s, phase II enzymes rat glutathione S-
transferase, human N-acetyltransferases and sulfotransferases. However, although

the modification of umu test systems expressing mammalian metabolic enzymes

has been mentioned above, there is still room for further improvements. To date, a

few genes have been introduced to the umu assay systems. Coexpression systems in

the same cell for P450s and other enzymes involved in the metabolic activation and

Table 6 (continued)

Chemicals S9 SULT isoforms

MNNG � SR

MX � SR

SR presents same response in all strains

AαC 2-amino-9H-pyrido[2,3-b]indole, Glu-P-1 2-amino-6-methyl-dipyrido[1,2-a:3’,2’-d]imidaz-

ole, IQ 2-amino-3-methylimidazo[4,5-f]quinoline, MeAαC 2-amino-3-methyl9H-pyrido[2,3-b]
indole, MeIQ 2-amino-3,5-dimethylimidazo[4,5-f]quinoline, 3-MeO-AAB 3-methoxy-4-

aminoazobenzene, PhIP 2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine, Trp-P-1 3-amino-1,4-

dimethyl-5H-pyrido[4,3-b]indole, Trp-P-2 3-amino-1-methyl-5H-pyrido[4,3-b]indole, MNNG N-
methyl-N’-nitro-N-nitrosoguanidine, MX 3-chloro-4-(dichloromethyl)-5-hydroxy-2(5H)-furanone

124 Y. Oda



inactivation of genotoxins are expected to be developed for the estimation of the

genotoxicological roles of the enzymes. They are also appropriate for high-

throughput genotoxicity screening. For example, hydroxylation of aromatic amines

and heterocyclic amines and their subsequent O-acetylation or sulfation may be

carried out by phase I enzyme P450 1A2 and phase II enzymes NAT1/2 or SULT

1A1/1A2. These test systems could find application as useful screening tools for

genotoxicity in numerous fields and also be suitable for basic studies on the possible

roles of respective enzymes. These systems also have many advantages: they are

simple, use small sample volumes (a few microliters), are ideally suited for high

throughput applications, and are finished within 5 h. They can therefore provide

new tools for genotoxicity assays and for studying the role of biotransformation of

chemicals in human carcinogenesis.
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Reporter Gene Assays in Ecotoxicology

Tal Elad and Shimshon Belkin

Abstract The need for simple and rapid means for evaluating the potential toxic

effects of environmental samples has prompted the development of reporter gene assays,

based on tester cells (bioreporters) genetically engineered to report on sample toxicity by

producing a readily quantifiable signal. Bacteria are especially suitable to serve as

bioreporters owing to their fast responses, low cost, convenient preservation, ease of

handling, and amenability to genetic manipulations. Various bacterial bioreporters have

been introduced for general toxicity and genotoxicity assessment, and the monitoring of

endocrine disrupting and dioxin-like compounds has been mostly covered by similarly

engineered eukaryotic cells. Some reporter gene assays have been validated, standard-

ized, and accredited, andmanyothers are under constant development. Efforts are aimed

at broadening detection spectra, lowering detection thresholds, and combining toxicity

identification capabilities with characterization of the toxic effects. Taking advantage of

bacterial robustness, attempts are also being made to incorporate bacterial bioreporters

into field instrumentation for online continuous monitoring or on-site spot checks.

However, key hurdles concerning test validation, cell preservation, and regulatory issues

related to the use of genetically modified organisms still remain to be overcome.

Keywords Bacterial bioreporter, Biosensor, Dioxin, EDC, Environmental

toxicology, Genetic engineering, Genotoxicity, Reporter gene, Stress response,

Toxicity, Whole-cell bioassay
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1 Introduction

When attempting to decipher the effect of a sample of interest on living organisms, an

environmental toxicologist has at his disposal a tool kitwith a choice of bioassays,which

may be broadly categorized into two groups. The first is aimed at quantifying the general

toxicity of the studied sample based on its effect on a test organism. Common general

toxicity bioassays are based on higher organisms,mainly fish and crustaceans, including

the standardized zebrafish [1, 2] andDaphniamagna acute toxicity tests [3]. The second
group of bioassays allows for the detection of compounds with a defined effect at the

molecular level, as pioneered by the SalmonellaMutagenicity Test [4]. Integral to effect

testing are reporter gene toxicity bioassays, which utilize cells that respond to environ-

mental stimuli through the synthesis of reporter proteins. In this chapter we explain the

concept of reporter gene toxicity bioassays, review past and current advances, and

discuss future prospects, mainly focusing on bacteria-based systems.

2 Microbes as Toxicity Test Organisms

An interesting characteristic of ecotoxicology is that whereas, on the one hand, there

exists a set of long-established toxicity testing procedures, standardized, validated and

in routine use, on the other hand, there is a continuous stream of proposed new

bioassays. The latter are designed to address new classes of chemical challenges,

employ different test organisms, or generally improve our ability to protect both the

environment and human health from the presence of deleterious compounds. Although

many of these assays remain as unrealized proposals in the scientific literature, others

proceed all the way to full standardization, validation, and regulatory acceptance.

An important group of test organisms often found among such publications is

bacteria. Although a direct relevance to human health does not always exist, bacteria
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are nevertheless endowed with several characteristics that render them highly attrac-

tive test organisms: they are fast to respond, they can easily and cost-effectively be

obtained as large and homogeneous populations of live cells, and they can be

preserved for prolonged periods of time and made available at short notice. These

advantages, realized several decades ago, has prompted the development of the now

widely accepted luminescent bacteria test, in which the short-term decrease in light

emission by the naturally bioluminescent marine bacterium Aliivibrio fischeri (previ-
ously known as Vibrio fischeri) serves as an indication of sample toxicity [1, 2].

Another important advantage of bacteria as test organisms is their easy amena-

bility to molecular engineering. The fusion of inducible gene promoters to diverse

reporter genes, originally employed as molecular laboratory tools for studying gene

regulation and expression, has found a different niche in the detection of biological

effects exerted by the environment and sensed by the cells. The combination of a

sensing element (in most cases a gene promoter), known to respond to a specific

environmental condition, and a reporting element, the activity (or presence) of the

product(s) of which can be easily monitored in real time, opens a broad spectrum of

options for the design and construction of what are now often referred to as bacterial

bioreporters. These can be tailored to recognize and detect specific chemicals,

groups of chemicals, or deleterious global bio-effects such as toxicity or

genotoxicity. The latter group is at the focus of the present review (Fig. 1).

3 Molecular Engineering of General Toxicity Bioreporters

As indicated above, the design of a toxicity bioreporter calls for an a priori selection

of two major building blocks: a sensing and a reporting element. The reporting

elements available comprise a relatively short list of options; most of these genes

encode enzymes the activity of which produces a physical signal, whereas a few

Sensing 
element 

Reporter 
gene(s) 

Reporter 
protein(s) 

Signal 

Environmental s�mulus 

Signal transduc�on Reporter cell 

Outer environment 

Fig. 1 Schematic depiction of a microbial bioreporter. A host cell is transformed with a fusion of

a reporter gene(s) to a gene promoter (sensing element) known to be activated by a specific stress

or chemical. Under the relevant environmental conditions, the resulting construct synthesizes the

reporter protein(s), producing a readily quantifiable dose-dependent signal
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code for proteins, the amount of which can be assayed in real time. Fluorescent

proteins, most notably green fluorescence protein (GFP) and its various derivatives,

are the most prevalent representatives of the second group. Among the enzyme-

encoding reporter genes, the most commonly used are lacZ (β-galactosidase) and
luxAB (bacterial luciferase). The nature of the physical signal emitted depends both

upon the reporter enzyme and, in some cases, its substrate. LacZ, for example, can

be made to generate a substrate-dependent fluorescent, luminescent, or chromo-

genic signal, according to the designer’s wishes. The same enzyme, if provided with

a substrate the product of which is electrochemically active, can also generate an

electrochemical signal, thus alleviating the need for optical detection equipment.

Reporter genes commonly employed in bioreporter design have been listed in

several comprehensive reviews [5–7].

Whereas, as noted above, the available selection of reporter genes is relatively

limited, the options for gene promoters acting as the sensing element of the bioreporter

are practically unlimited, and it may be stated with confidence that a sensing element

can be found for any chemical or group of chemicals exerting a biological effect on

live bacterial cells. Bacterial bioreporters that can sensitively and specifically detect

polycyclic aromatic hydrocarbons such as naphthalene [8] or heavy metals such as

mercury [9] were first described over 20 years ago. Since then many reports have

described the construction and characterization of bacterial bioreporters for the

detection of diverse targets including additional heavy metals [10, 11] and aromatic

compounds [12, 13], nutrients [14, 15], and traces of explosives [16, 17].

For the detection of general toxicity, however, the issue becomes more chal-

lenging as gene promoters need to be identified that will respond not to specific

chemicals but rather to general toxicity. Such genes should be induced in response

to an imbalance in cellular homeostasis, and their degree of activation should

represent the overall toxicity level. Over the years, several bacterial constructs

have been reported to be characterized by relatively broad response spectra, among

them those based on the promoters of the Escherichia coli genes grpE [18] and fabA
[19] as sensing elements. These genes, involved in the regulation of the bacterial

heat shock response and fatty acid synthesis, respectively, were shown to be

induced by diverse toxic compounds belonging to different chemical groups.

Other gene promoters reported to be of a relatively broad response spectrum are

uspA [20] and micF. The latter, demonstrated to be induced by superoxide radicals

[21], serves as an excellent indication of the involvement of oxidative stress in the

toxic effects of numerous chemicals.

Regardless of how sophisticated is the molecular engineering, it is unreasonable

to expect that any single bioreporter will be able to detect the deleterious effects of

the entire spectrum of toxic compounds of interest, which may be of highly varied

chemical natures and toxicological characteristics. The obvious solution to this

limitation is the use of a panel of reporter strains, each responsive to a different

class of compounds, which together provide a much better coverage of the relevant

threat lists. Several such panels have been reported, varying in the number of their

members from 5–14 [21–28] to several dozen [29] to genome-wide collections

covering the entire E. coli promoter set [30]. Importantly, in these cases, advantage
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is taken of the fact that a panel’s response not only indicates the existence of a toxic
threat but also provides information concerning the toxic and chemical nature of the

sample contents, as may be derived from its response pattern.

Moreover, comprehensive libraries of reporter gene fusions can offer an alter-

native to the more laborious and more expensive DNA microarray and RNA

sequencing (RNA-seq) techniques for genome-wide transcriptional analysis

[31, 32]. In particular, they can be used for assessing the toxicity and for determin-

ing the mode of action of known and potential environmental pollutants through

gene expression, as proposed in a series of publications, in which mercury [33],

nanomaterials [34], naphthenic acids [35], triphenyltin chloride [36], hydroxylated

polybrominated diphenyl ethers (OH-PBDEs; [37]), bisphenol A [38], and flame

retardants [39, 40] were tested against arrays of dozens to thousands of different

bacterial bioreporters. Also explored in this context was the opportunity to account

for the cells’ dynamic response and to look beyond predefined endpoints [41].

4 Genotoxicity Bacterial Bioreporters

A special position among toxicity testing constructs is held by those tailored to

detect the potential DNA damage hazards inherent in the sample, and thus assess its

mutagenic and possibly carcinogenic risks. In the selection of sensing elements to

be used for the construction of genotoxicity reporter systems, the most promising

candidates are promoters of genes involved in DNA repair. Such genes, induced in

response to either actual DNA damage or to the presence of DNA damaging agents,

mostly belong to one of two inducible bacterial systems: the recA-dependent, lexA-
controlled SOS response and the recA-independent, ada-controlled adaptive system
induced in response to alkylation damage of DNA.

4.1 SOS-Based Assays

The bacterial SOS response is negatively controlled by the LexA protein that binds

to the SOS box in the promoter region of the regulon genes, repressing their

expression. De-repression occurs when the RecA protein binds to single-stranded

DNA at replication forks blocked by DNA damage. Once bound to DNA, the RecA

protein changes conformation and acts as a co-protease in the cleavage of LexA,

thus allowing transcription of the SOS genes [42, 43].

The first commercial bacteria-based genotoxicity test kit, the SOS chromotest,

was proposed in 1982 [44]. This test employs an E. coli strain with a transcriptional
fusion between the SOS cell division inhibitor gene sfiA (also known as sulA) and
the reporter enzyme β-galactosidase (LacZ). Oda and co-workers introduced the

umu test, based on a Salmonella typhimurium strain harboring a lacZ fusion to the

promoter of another SOS response gene, umuC [45]. Results from the umu test
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correlated well with those from both the Ames test and the SOS chromotest, and

were highly representative of rodent carcinogenicity [46, 47]. Following several

modifications, the umu test achieved ISO standardization [48]. Another SOS gene

promoter that has been integrated into a commercial product is that of recN, which
is involved in double stranded DNA break repair. Known as the VITOTOX® test,

this assay comprises E. coli and S. typhimurium strains, which harbor a fusion of the

recN promoter to the A. fischeri luxCDABE gene cassette [49]. The VITOTOX® test

strains were evaluated with a variety of chemicals and environmental samples [49–

52].

Additional notable SOS genes, on the basis of which genotoxicity bacterial

bioreporters were constructed, are recA and cda. As described, the RecA

recombinase gene plays a key role in the SOS response by its co-protease activity

on the LexA repressor. Nunoshiba and Nishioka [53] described, and tested against

an array of compounds, the colorimetric Rec-lac test, based on E. coli strain GE94

that carries a recA::lacZ fusion and its DNA repair-deficient derivative strains such

as KY946 (uvrA), KY945 (recA), and KY943 (lexA). A different reporter system,

the A. fischeri luxCDABE operon, was used by Vollmer et al. [54] to generate

several E. coli reporter strains, one of them (DPD2794) carrying a recA::luxCDABE
fusion. Bacterial bioreporter constructs of recA have since been widely used alone

or with other reporter strains in diverse studies for toxicity assessment (e.g., [24, 27,

55, 56]). The colicin D gene cda, a constituent of the ColD plasmid [57], served as a

basis for a bioluminescent genotoxicity sensor using Photobacterium leiognathi
luxCDABE as a reporter. This SOS lux test responded to diverse genotoxic agents

and was comparable in sensitivity to the SOS chromotest, the umu test, and the

Ames test [58]. In their GenoTox version, cda-based genotoxicity bacterial

bioreporters use gfp as a reporter gene [59]. The signal is measured by means of

flow cytometry, which was reported to enhance the sensitivity of fluorescent

bioreporters [60, 61]. Furthermore, the cda-gfp GenoTox assay exhibited lower

detection thresholds than other genotoxicity reporter gene assays that use different

promoter-reporter combinations [62].

4.2 Non-SOS-Based Assays

Several bacterial DNA protection and repair systems that are independent of RecA-

LexA control have been described; one of these, most efficiently induced by

alkylating agents, has been generally termed the adaptive response. The adaptive

system responds to the presence of methylated phosphotriesters generated by DNA

alkylation that activate the ada gene product which, in turn, triggers the transcrip-

tion of genes such as ada, alkA, alkB, and aidB [63]. Vollmer et al. [54] used alkA,
which encodes a repair glycosylase (N3-methyladenine DNA glycosylase II; [63])

for the construction of a bioluminescent reporter strain. The construct displayed a

very strong response to the alkylating agent methylnitronitrosoguanidine (MNNG),

the magnitude of which was enhanced by very low background bioluminescence.
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Another non-SOS gene employed was nrdA, which encodes for a ribonucleoside

diphosphate reductase and is strongly affected by DNA damage. An E. coli strain
carrying a fusion between the nrdA promoter and the Photorhabdus luminescens
luxCDABE operon responded to the DNA damaging agents nalidixic acid,

mitomycin C, MNNG, 4-nitroquinoline 1-oxide (4-NQO), and hydrogen peroxide,

but not to other oxidants or phenolic compounds [64]. Combined together, sulA-,
recN-, recA-, alkA-, and nrdA-based luminescent bacterial bioreporters were shown

to be able not only to detect genotoxic agents but also to classify their potential

mode of action [65, 66].

5 EDCs and Dioxins

Endocrine disrupting compounds (EDCs), as well as dioxin and dioxin-like com-

pounds (hereafter dioxins), are given special attention by monitoring agencies

because of their potent negative impact on both human and environmental health.

The mode of action of EDCs and dioxins is based on the translocation of an

activated receptor to the nucleus. By definition, such a sequence of events can be

directly detected only by use of eukaryotic bioreporters. Indeed, yeast and mam-

malian cells are central in the design of either EDCs or dioxins reporter gene assays.

The yeast estrogen and androgen screens (also known as YES and YAS,

respectively) are prominent among yeast-based bioreporter assays for EDC detec-

tion [67, 68]. The Saccharomyces cerevisiae YES and YAS bioreporter strains are

genetically modified to express the human estrogen receptor (hER-α) and the

human androgen receptor, respectively. They are also inserted with a fusion of

the lacZ reporter gene and human estrogen/androgen response elements, and,

supplemented with a chromogenic substrate, yield a color product once a recogni-

tion event between receptor and compound occurs. The YES and YAS were tested

with, and adapted to, various matrices, including dairy wastes [69] and aquifer

samples [70], and are commercially available. The coupling of high-performance

thin-layer chromatography with the yeast estrogen screen (planar-YES, p-YES) can

serve as a fast and robust screening tool in effect-directed analysis, which links

chemical analysis with effect testing [71].

Following the same guiding principle as the YES and YAS, similar yeast-based

bioreporter assays have been developed by employing gfp [72, 73] and firefly

luciferase [74] reporter genes. A luxAB bioluminescent modification was shown

to be applicable for the United States Environmental Protection Agency’s Endo-

crine Disruptor Screening and Testing Program [75], and most recently facilitated

the comparison of treated wastewater from a traditional activated sludge facility

and a membrane bioreactor [76]. Human cell line-based reporter gene assays are

also at the forefront of EDC detection. Such are the transactivation in vitro assays

using the hERα-HeLa-9903 human cervical tumor and the BG1Luc-4E2 human

ovarian adenocarcinoma cell lines. These two cell lines express ER and have been

stably transfected with an ER-responsive luciferase reporter gene, and the two
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assays are accredited in the OECD Guidelines for the Testing of Chemicals

[77]. Widely used are the ER CALUX® strains, which include human bone marrow

and breast cancer cell lines incorporating the firefly luciferase gene coupled to

estrogen responsive elements [78].

Dioxins exert their adverse effect by activating the intracellular aryl hydrocar-

bon receptor and transcription factor (AhR) of all vertebrates, including humans

[79]. The major reporter gene assays for dioxin detection accordingly utilize

mammalian cells and measure AhR-dependent gene expression. The DR CALUX
® bioassay, for example, consists of a genetically modified H4IIe rat hepatoma cell

line that contains the firefly luciferase gene fused downstream to AhR response

elements [80, 81]. The DR CALUX® was used for screening of feed and food

samples in official control programs [82], and was also validated against chromato-

graphic analytical methods [83] and calibrated in intra- and inter-laboratory studies

[84]. A somewhat different variation of the reporter gene assay concept is

manifested in the H4IIe rat hepatoma ethoxyresorufin-O-deethylase (EROD) bio-

assay, in which the cytochrome P450 enzyme CYP1A1, the expression of which is

AhR-dependent, serves as an endogenous reporter gene, de-ethylating its substrate

7-ethoxyresorufin to an easily measured fluorescent product, resorufin

[85]. Although the EROD bioassay is considered rapid and simple, its sensitivity

might be hampered by the inhibiting effect of AhR ligands on CYP1A1 [86]. In

addition to H4IIe, a diverse range of cell lines has been employed for the develop-

ment of AhR-based bioassays by use of either transfected reporter genes (e.g.,

luciferase, gfp, lacZ) or CYP1A1 as an endogenous reporter (see [87] for a review).
To circumvent the difficulty inherent in harnessing prokaryotes for the detection of

dioxin-like compounds, Turner et al. [88] have introduced an E. coli luminescent

recombinant strain for the detection of hydroxylated polychlorinated biphenyls

(OH-PCBs) by taking advantage of the recognition of a group of related com-

pounds, namely hydroxylated biphenyls, by the product of the hbpR gene in the hbp
operon from Pseudomonas azelaica HBP1.

6 From Bioassays to Biosensors

A biosensor is commonly defined as a device that combines a biological entity and

an electronic system for the detection of various substances in water, air, or body

fluids [6]. A capacity to withstand environmental conditions, easy handling, rapid

responses, and readily measurable signals make bacterial bioreporters highly suit-

able for the development of biosensors for field applications. A bacterial bioreporter

field biosensor should provide the conditions for reporter cell long term preserva-

tion, and be comprised of a signal transducer, signal processing and analysis

algorithms, and, if required, a communication unit. Although a fully operational

bacterial bioreporter biosensor embodying this entire wish list has not yet been

introduced commercially, substantial steps towards its introduction have been
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taken. Some examples are described below, organized into two categories: online

continuous monitoring and portable field kits.

6.1 Online Continuous Monitoring

Online continuous water quality monitoring is normally based on the continuous

measurement of physicochemical parameters such as temperature, pH, conductiv-

ity, and oxygen, and is often supplemented by automated sampling for specific

analysis of organic and inorganic pollutants, performed using laboratory-based

chromatographic techniques. Because of the elaborate sample preparation proce-

dures and high costs, the time resolution of the data provided by chromatography-

based continuous monitoring is low; in most monitoring programs a daily sampling

frequency is considered high [89]. Furthermore, it is difficult for this approach,

geared towards the analysis of specific chemicals, to detect unknown compounds.

As a result, there is a risk that sporadic contamination is not identified on time. As a

partial solution to this need, online continuous biomonitoring systems have been

developed to provide a rapid alarm against the presence of contaminants. These

biological early warning systems are based on the monitoring of behavioral or

physiological stress responses of test organisms that are continuously exposed to

the tested water either in bypass systems or directly in-stream. The test organisms

range from fish [90], daphnia, and mussels [89, 91, 92] to algae and bacteria [93].

Bacterial bioreporters offer simple and rapid online continuous biomonitoring

solutions that can indicate not only the occurrence of toxic events but also the

specific effect of the chemicals involved. Such designs mostly include luminescent

reporting elements, which require neither the addition of exogenous reagents nor

the hardware for optical excitation. Gu and co-workers [94, 95] have developed a

multichannel system featuring stress-responsive reporter strains kept in suspension

in a steady physiological state. Each channel was assigned with a reporter strain

responsive to a specific kind of stress, and the response profile was used for

pollution classification. To avoid the complexity inherent in maintaining a contin-

uous culture [96], cells have been immobilized on the tips of a liquid light guide

[97] or an optical fiber [98, 99]. Immobilized reporters have also been loaded onto a

disposable card, which was employed in the assembly of a multi-strain biosensor

for online detection of metal pollution and its classification [100]. Another report

described the construction of a biosensor for online continuous water monitoring, at

the heart of which was a panel of luminescent bacterial reporter strains immobilized

in specialized flow-through chambers and probed by sensitive light detectors

[101]. The living cell panel consisted of a general toxicity reporter (micF-lux), a
genotoxicity reporter (recA-lux), and a heavy metal reporter (arsR-lux). The bio-

sensor was shown to operate for at least 10 consecutive days under continuous tap

water flow, detecting and classifying spikes of both model chemicals and industrial

wastewater within 0.5–2.5 h, and requiring minimal maintenance. The detection
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was facilitated by a signal processing procedure laid out to determine whether an

observed increase in the light intensity is significant enough for raising the alarm on

a possible pollution event. The procedure was centered on the rate of change of the

light signal, which was found to be a better indicator of reporter induction than the

signal’s absolute value; basal light signal fluctuations were also considered to

eliminate false positives (Fig. 2).

6.2 Portable Field Kits

Easy-to-operate field kits for on-site monitoring allowing real-time analysis is

beneficial when a rapid response is required or in remote areas where equipped

laboratories or skilled personal are scarce. In an attempt to realize the substantial

potential of microbial bioreporters to be incorporated in to such instrumentation,

researchers have proposed and demonstrated the feasibility of various portable

biosensor configurations, adopting diverse reporting systems and preservation

techniques. Representative examples follow.

Nivens et al. [102] pioneered the field by describing a Bioluminescent

Bioreporter Integrated Circuit (BBIC), a setup designated for field deployment

consisting of bioluminescent bacterial bioreporters sustained within a micro-

environment, a complementary metal oxide semiconductor (CMOS) integrated

circuit microluminometer, and a light-tight enclosure. Equipped with the bacterial

bioreporter strain Pseudomonas fluorescens 5RL, the BBIC setup was reported to

detect low concentrations of model compounds salicylate and naphthalene in liquid

and gas environments, respectively [102, 103]. Eltzov et al. [104] assembled a

portable biosensor integrating a PMT detector and a liquid light guide. For testing,

the biosensor was equipped with disposable calcium alginate pads containing three

stress-specific recombinant reporter strains, harboring a plasmid-borne fusion of

recA, grpE, or fabA to the luxCDABE gene cassette. The biosensor was then

exposed to organic solvents, heavy metals, and endocrine disrupting compounds,

and to environmental water samples, and its capability to detect the presence of

toxicants was confirmed. Notably, the group demonstrated that the same biosensor

can also be used for indoor air toxicity monitoring [105].

Using β-galactosidase reporter protein and E. coli hosts, Stocker et al. [106] have
developed a paper strip test. According to the described protocol, reporter cells are

suspended in drying protectant solution and spotted on paper strips, which are in

turn vacuum-dried and stored. Upon use, the strips are placed inside the sample for

30 min. A substrate (X-gal) solution is then spotted on the bacterial spot and the

color that develops is compared to that of a reference test. Originally demonstrated

for rapid and quantitative measurements of arsenic in potable water, this paper strip

whole-cell biosensor was later also successfully tested with quorum signaling

molecules [107].

Daunert and co-workers have incorporated spore-forming bioreporters into a

centrifugal compact disk (CD) microfluidic platform towards the development of a
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Fig. 2 A bacterial bioreporter-based biosensor for online continuous monitoring of water toxicity.

The biosensor consists of four separate flow-through chambers. Each chamber comprises 12 wells,

in which reporter cells are immobilized in agar. Three aligned single-photon avalanche diodes

(SPADs), connected to a single-axis linear stepper motor, measure the light signal at 1-min

intervals. Each of recA-, micF-, and arsR-lux E. coli reporter strains was immobilized in an

individual flow-through chamber in 12 replicates. Tap water was pumped continuously through

the system for 10 days, in the course of which five simulations of pollution events were carried out

by 2-h pulses of tap water spiked with arsenite (day 1 and day 7), nalidixic acid (a genotoxic agent;

day 3), paraquat (an oxidative herbicide; day 5), and a mix of all three (day 9). (a) A partial scheme

of the four biochips and the photodetectors. (b) A photograph of the system. (c–e) The recorded

signals of recA-lux, micF-lux, and arsR-lux reporters, respectively; the y-axis represents the

difference between two consecutive photon counts [101]
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portable sensing system for fast on-field analysis [108]. The platform consists of

reagent reservoirs controlled by burst valves, a mixing channel, and a detection

chamber, which are microfabricated on a circular disk. Bacterial bioreporter spores,

samples, and, if needed, a substrate solution, are placed in the reagent reservoirs. At

a specific rotation frequency, the valves controlling the reagent reservoirs burst

open and the fluids from the reagent reservoirs flow to the mixing channel and then

to the detection chamber. The action of the platform was demonstrated by use of

lacZ and gfp spore-forming Bacillus spp. reporter strains, which germinated and

responded to their target analytes within 2.5–3 h. The advantages inherent in the

ruggedness of bacterial spores hold promise in providing a biosensor with a long

shelf life. Indeed, the same group reported that the sensing spores could be

effectively stored for over 2 years at room temperature and for at least 1 year

under extreme conditions [108–110]. Centrifugal CD microfluidics is an active area

of research and development; for more information on the state-of-the-art thereof

the reader is directed to a recent critical review [111].

Roda et al. [112] have developed a portable device comprising a disposable

microwell cartridge with immobilized microbial bioreporters placed in contact with

a compact CCD sensor through a fiber optic taper. Cells were immobilized in an

aqueous mixture of agarose, PVP, and collagen and kept their vitality for at least

1 month at 4 �C. To demonstrate the biosensor’s capability, the authors used, among

others, a new yeast bioreporter, which emits both green light in response to

androgens and red light as vitality control. Light signal separation was carried out

by using printed filters, and testosterone was quantified after correction for cell

vitality. The same group has also developed a cell phone-based biosensor by

transforming a smart-phone, low-cost 3D-printed adapter, cell cartridges, and a

specially-programmed application for bioluminescence detection into a standalone

user-friendly platform for quantitative toxicity assessment [113]. A proof-of-con-

cept was provided by the use of genetically engineered human cells that constitu-

tively express a powerful green-light-emitting luciferase mutant.

Biran et al. [114] have constructed a bacterial bioreporter in which the tightly

controlled strong promoter of the E. coli SOS response gene sulA was fused to the

alkaline phosphatase-coding phoA reporter gene. Together with the design of a

portable electrochemical detection platform [115], a chip able to detect

DNA-damaging agents when dipped in water is envisaged. Tsai et al. [116] have

introduced LumiSense, a portable system combining luminescent bacterial

bioreporters loaded on a biochip and a linear charge-coupled device (CCD), the

protective window of which was removed for high light collection efficiency. The

system picked up a dose-dependent signal from a reporter strain harboring a fusion

of the recA promoter and the luxCDABE gene cassette as the latter was exposed to

various concentrations of nalidixic acid.

Choi and Gu [24] combined into a portable field kit a small light-proof test

chamber, an optic-fiber, a luminometer, and stress-responsive bacterial

bioreporters, harboring fabA::, grpE::, recA::, and katG::luxCDABE fusions,

freeze-dried within vials. When the kit was challenged with phenolic compounds,

general toxicity was reported by the fabA and grpE bioreporters. The ARSOlux
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biosensor test kit, developed by scientists at the Helmholtz Centre for Environmen-

tal Research—UFZ (Germany) and the Université de Lausanne (Switzerland), is

based on lyophilized arsenic-specific luminescent reporter cells. Bioreporter vials

are injected on site with the sampled water, incubated for 2 h, and arsenic concen-

trations are inferred by measuring the bacterial responses using a portable

luminometer. The system, successfully tested in Bangladesh and Argentina,

requires no preparatory steps except for filtration of turbid samples [117, 118].

7 Performance Enhancement

Bacterial bioreporters are not only carriers of a simple promoter-reporter fusion but

can also be subjects of additional genetic manipulations aimed at enhancing their

performance. Such manipulations have taken several forms, including the introduc-

tion of mutations into the tester strains, the modification of the sensing or reporting

elements, and, for genotoxicity detection, the incorporation of metabolic activation

capabilities.

7.1 Introduction of Mutations into Host Tester Strains

Several mutations introduced into bacterial bioreporters have been reported to

lower their detection thresholds. Mutations of uvrAB and rfa, which hinder DNA

repair and increase membrane permeability, respectively, render genotoxicity bac-

terial bioreporters responsive to lower concentrations of certain genotoxic agents

[4, 44, 45, 51, 53, 59, 114, 119, 120]. A similar effect on reporter gene assays for

genotoxicity detection is achieved by tag and oxyR mutations; the former inacti-

vates 3-methyl-adenine DNA glycosylase I, an enzyme involved in the removal of

alkylated bases from DNA, and thereby lowers the tester strain’s detection thresh-

olds towards alkylating agents, and the latter suppresses the oxidative stress

response under the control of OxyR transcription regulator, increasing sensitivity

to peroxide-generating compounds [46]. Last in this set of examples, limiting the

host cell’s efflux capacity by a tolC mutation lowered the detection thresholds of

cda-, recA-, and umuD-based genotoxicity bioreporters [120–123] and those of

grpE- and fabA-based general toxicity sensors [18, 19].

7.2 Modifying the Sensing or Reporting Elements

Molecular manipulations of the DNA fragment harboring the sensing promoter

element to improve the bacterial response to target chemicals have been described.

The influence of addition/subtraction of lexA binding sites on reporter gene
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expression in the SOS promoter::uidA fusion under genotoxic stress was examined

with several SOS promoters (umuD, sulA, recA, and recN; [124]). The highest

signals were produced by constructs that either harbored an additional lexA binding

site in the sulA promoter that overlapped the �35 promoter region or lacked one of

the two recN LexA binding sites. Replacing the wild-type �35 promoter sequence

with the �35 sequence of the highly active trp gene promoter improved the

performance of a umuDC::gfp construct [125].

Changing specific nucleotides in specific positions using site-directed techniques

is also efficient in improving bioreporter abilities. The VITOTOX® S. typhimurium
bioluminescent genotoxicity tester strain was enhanced by an up promoter mutation

where a consensus nucleotide was introduced in the recN promoter �35 region

[49]. Similarly, the �35 element of the sulA promoter in a sulA::luxCDABE fusion

was changed to a consensus sequence, improving light signal intensity, response

time, and detection threshold [126].

An opposite approach to the precisely planned point mutations targeting nucle-

otides at specific positions is random mutagenesis in a directed evolution process.

This approach is generally based on error-prone polymerase chain reaction (PCR),

with or without the combination of a DNA shuffling procedure, which can be

performed on the target DNA sequence; the resulting library of variants is then

screened for the desired feature and selected isolates are reprocessed in the same

manner. This procedure is often applied for modifying protein sequence and

performance, but it may just as well be applied to regulatory areas of the bacterial

genome. In one cycle of an error-prone PCR performed on the sulA promoter in a

sulA::luxCDABE reporter, an improved mutant was isolated, harboring three point

mutations relative to the wild-type sequence [126]. Interestingly, these mutations

were not located within well-defined regulatory sequences. This finding demon-

strates the potential power of the directed evolution process, which introduces

mutations into random locations that would not necessarily be identified as obvious

targets by bioinformatic tools.

Reporting elements have also been modified with the aim of enhancing bacterial

bioreporter performance. The Photorhabdus luminescens luxCDABE cassette was

rearranged and split into two independent functional units: luxAB, coding for the

luciferase enzyme, and luxCDE, coding for the reductase complex, which catalyzes

the synthesis of the aldehyde necessary for the reaction [127]. The expression of

each subunit was put under the control of either an inducible stress-responsive

promoter or a synthetic constitutive promoter in both general toxicity and

genotoxicity E. coli reporter strains. In all cases, the split combinations proved to

be superior to the native luxCDABE configuration. The best combination was that

of an inducible luxAB and a constitutive luxCDE, resulting in dramatically

improved assay parameters and, at the same time, indicating that aldehyde avail-

ability may be limited when the five genes are expressed together. Another mod-

ification of the P. luminescens lux system reduced the half-life of these proteins,

allowing for the monitoring of both the initiation and the termination of transcrip-

tion in real time, thus upgrading circuit performance [128].
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7.3 Incorporating Metabolic Activation Capabilities

Bacterial-based assays cannot carry out the complex biochemical reactions collec-

tively known as metabolic activation, which take place mainly in mammalian liver

cells, and in which some xenobiotics are transformed into genotoxic forms

[129]. To overcome this limitation, rodent-derived cytochrome P450

(S9) preparations, which can convert susceptible compounds into active genotoxic

entities, are included in the procedures of, for example, the Ames test and the umu
test [4, 48]. To reduce at least partially the dependency of reporter gene assays on

S9 extracts, several attempts have been made to genetically engineer bacterial cells

to incorporate some of the enzymatic activities involved in the activation process of

xenobiotics. These include the development of a series of S. typhimurium tester

strains with high O-acetyltransferase (O-AT) and nitroreductase (NR) activities,

which displayed increased sensitivity towards nitroarenes and aromatic amines

[59, 130–133]. Such successful efforts clearly demonstrate the viability and poten-

tial of this approach; nevertheless, it should be remembered that the cyt P-450

complex is composed of a plurality of activities, the integration of which into a

single reporter strain is highly challenging.

8 Outlook

The development of reporter gene assays and their application as ecotoxicological

assessment tools have been prompted over the last decades by the need for simple

and rapid methods for toxicity assessment and pollutant detection. New and inno-

vative assays are constantly being proposed and tested in many institutions world-

wide. The new reporter gene assays show great promise in broadening the detection

spectrum and increasing the sensitivity offered by presently available techniques.

Moreover, microbial bioreporters have been successfully integrated into biosensor

hardware for both laboratory and field use. Based on this progress, it is tempting to

envision a validated set of bioreporters, covering a range of biological effects and

indicative as to the nature of toxic samples, routinely employed either as a part of an

online early warning system or for spot checks, and serving as first-line safeguards

of human and ecosystem health. However, for such assays and biosensor devices to

be implementable in real-world applications, several key hurdles still need to be

overcome.

First, most proposed reporter gene assays have not yet been validated in large-

scale comparative studies against standard methods, nor have they been the subjects

of inter-laboratory round-robin tests to determine their reproducibility. Second,

additional progress needs to be made in keeping microbial bioreporters alive and

active for prolonged periods of time; lack of long term preservation is often a major

factor limiting the application of whole-cell biosensors. Third, strict regulations

prohibit the use of microbial bioreporters outside laboratories because of concerns
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regarding the risks involved in the use of genetically modified organisms (GMOs).

Although highly efficient measures to prevent the escape of bioreporters from

portable field devices or continuous monitoring units can be taken, they might not

suffice under current legislation.
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Abstract This chapter reviews the current knowledge and recent progress in the

field of environmental, aquatic ecotoxicogenomics with a focus on transcriptomic

methods. In ecotoxicogenomics the omics technologies are applied for the detection

and assessment of adverse effects in the environment, and thus are to be distin-

guished from omics used in human toxicology [Snape et al., Aquat Toxicol

67:143–154, 2004]. Transcriptomic methods in ecotoxicology are applied to gain

a mechanistic understanding of toxic effects on organisms or populations, and thus

aim to bridge the gap between cause and effect. A worthwhile effect-based inter-

pretation of stressor induced changes on the transcriptome is based on the principle

of phenotypic-anchoring [Paules, Environ Health Perspect 111:A338–A339, 2003].

Thereby, changes on the transcriptomic level can only be identified as effects if they

are clearly linked to a specific stressor-induced effect on the macroscopic level.

By integrating those macroscopic and transcriptomic effects, conclusions on the

effect-inducing type of the stressor can be drawn. Stressor-specific effects on the

transcriptomic level can be identified as stressor-specific induced pathways,

transcriptomic patterns, or stressors-specific genetic biomarkers. In this chapter,

examples of the combined application of macroscopic and transcriptional effects

for the identification of environmental stressors, such as aquatic pollutants, are

given and discussed. By means of these examples, challenges on the way to a

standardized application of transcriptomics in ecotoxicology are discussed. This is

also done against the background of the application of transcriptomic methods in

environmental regulation such as the EU regulation Registration, Evaluation,

Authorisation and Restriction of Chemicals (REACH).
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1 Introduction

At the end of the last century “toxicogenomics”, which “is concerned with the

identification of potential human and environmental toxicants, and their putative

mechanisms of action, through the use of genomics resources” [1], entered the stage

of environmental science for the first time. Most published articles agree on the high

potential of this approach because of the possibility of comprehensively capturing a

cellular response, for example on the transcript level, to a toxic stressor.

The fundamental idea of toxicogenomics is formulated, for example, by

Nuwaysir et al. [1]: “Almost without exception, gene expression is altered during

toxicity, as either a direct or indirect result of toxicant exposure.” Later on this

concept was broadened to the analysis of proteins or metabolites by means of

proteomics [2, 3] and metabolomics [4, 5]. Regardless of the biological level on

which effects occur, the European Food Safety Authority defines a toxicogenomic

approach as a study of the response of a genome to hazardous substances using

omics technologies such as genomic-scale expression of messenger-RNA (mRNA,

transcriptomics), cell- and tissue-wide protein expression (proteomics), and metab-

olite profiling (metabolomics), in combination with bioinformatic methods and

conventional toxicology [6]. The term ecotoxicogenomics for the application of

transcriptomics in ecotoxicology was proposed by Snape et al. [7] to distinguish

clearly between these types of studies and the use of transcriptomics in human

toxicology.

Virtually each toxic noxa affects at least one biological level directly, that is,

gene expression, protein function, or metabolite levels (Fig. 1). Because of regula-

tory feedback loops it is likely that the effect of a toxicant is somehow reflected

at other biological levels as well. A change in a metabolite level caused by an
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inhibition of an enzyme can induce the expression of certain genes to compensate

the alteration in the cellular physiology. The analysis of changes on the molecular

level can thus help to bridge the knowledge gap between a toxic effect and its

cause by providing a better understanding of the toxicants mode of action (MOA).

Snape et al. [7] stated in a publication in 2004 that “the challenge in ecotoxicology

for the 21st century is to understand the mechanisms of toxicity to different

wildlife species,” underlining the importance and the expected potential of

ecotoxicogenomics. However, there are several aspects leading to very complex

challenges when toxic effects are analyzed by means of toxicogenomics.

– “The good into the pot, the bad into the crop”: It is highly important to stress the

fact that not all alterations that might be detectable on the molecular level after

exposure to a toxic compound are toxic effects per se. Only if patterns in gene

expression or the expression of distinct biomarker genes are linked to effects on

higher biological levels [8] can transcriptomics be meaningfully integrated in

ecotoxicology. Therefore, it is essential to differentiate between adaptive and

toxic effects as is done, for example, by using the concept of “phenotypic

anchoring” [9] which correlates changes on the molecular level to adverse

biological effects visible on the macroscopic level. Environmental science can

Fig. 1 Toxic effects are reflected on various molecular levels. (1) A substance might act as a

stressor by inhibiting the activity of an enzyme. (2) Because of the lower activity of the enzyme,

the concentration of a metabolite generated by the enzyme falls. (3) The decrease in the metabolite

concentration might act as a signal, influencing the transcription of the gene encoding the inhibited

enzyme. (4) The transcription of the respective gene is activated to compensate for the decreased

metabolite concentration. The initial mode of action of the compound is the inhibition of the

enzyme, but because of regulatory feedback loops – a very simple one is illustrated here – other

molecular levels are also affected. The omics technologies aim to capture the concentration of all

molecules in a cell, tissue, or organism belonging to a certain type of biomolecule under given

conditions, that is, transcript concentrations (mRNA) are targeted by transcriptomics, protein

concentrations by proteomics, and metabolite concentrations by metabolomics
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only benefit from toxicogenomic approaches if there is a proven relationship –

either mechanistic or at least statistically – between the molecular event and the

adverse outcome.

– Multicellular “noise”: The response of a cell to a toxicant can differ with respect
to the cell type [10]. In a multicellular organism, cells are differentiated and

organized in tissues. Even within one tissue there can be a number of different

cell types [11, 12]. If whole animals are exposed to a toxic compound, specific

molecular effects in a certain cell type might be masked by the response of other

cells in the exposed organism. Even if all the other cells are just not reacting to

the toxic compound, the specific molecular effects in the target cells are

“diluted” by the non-target [10]. For larger animals the analysis can be focused

on specific tissues, but in the case of small animals the preparation of tissues is

extremely laborious or even impossible. Alternatively, cell cultures can be used,

but they suffer from certain restrictions, in particular the lack of all aspects of

toxicokinetics such as distribution and metabolization of compounds.

– “We cannot observe without disturbing the observed phenomenon” [13]: The

advantage of effects on the molecular level, namely their rapidness, becomes an

obstacle if molecular effects are investigated by means of toxicogenomics.

Organismic biotests may take some hours or even days to weeks in the case of

chronic tests. However, changes on the molecular level, for example, alteration

of metabolite pools, can occur within minutes or even seconds, necessitating

quenching methods for metabolome analysis [14, 15]. Alterations in mRNA or

protein concentrations take place within minutes to hours. The consequence is

that, in contrast to macroscopic effects, molecular endpoints (mRNA, protein, or

metabolite levels) are unstable and may change quickly after the end of the test

during the harvesting of exposed cells and in particular during the preparation of

tissues from whole animal experiments. A frequently used approach to circum-

vent this problem is shock freezing of the exposed organisms or cells, but a bias

in results caused by the instability of the biomolecules under investigation

cannot be excluded completely, in particular with respect to the analysis of

metabolites.

Nevertheless, it is expected that the characterization of (toxic) effects on the

molecular levels can facilitate (1) identification of toxic compounds in environ-

mental samples, (2) predictions of adverse in vivo effects that occur at later time

points after exposure and/or at higher concentrations of the toxicant or sample

under investigation, (3) substance evaluation by comparing effects on the molecular

level between well characterized model compounds and the substance to be

assessed, and (4) investigation of mixture toxicity.

This chapter focuses on transcriptomic approaches, that is, the analysis of

mRNA levels, because the respective techniques for mRNA quantification and

data interpretation are more developed and broadly used compared to proteomics

and metabolomics. Furthermore, the claim of omics to cover virtually all molecular

entities of the respective molecular level is best met by transcriptomics because of

the possibility of using highly specific sequences of nucleotides within the RNA to
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differentiate between RNA molecules. On the other hand, the physicochemical

properties between different RNA molecules are very similar, allowing a less

biased extraction of “all” RNA molecules from a cell or a tissue. In contrast to

this, the physicochemical properties of proteins and especially metabolites are quite

diverse – for example, comparing fatty acids with carbohydrates, which make it

virtually impossible to use a single method for a complete extraction and analysis of

proteins and metabolites. In terms of specificity, metabolites within a compounds

class, for example, monosaccharides, are especially hard to differentiate by mass

spectrometry – a common technique in metabolomics and proteomics for the

identification of molecules. For this reason, approaches combining different ana-

lytical methods for a comprehensive analysis of metabolites are used [16]. The

described obstacles of proteomics and metabolomics are counterbalanced to some

extent because, in any case, it is impossible to extrapolate from an RNA level or a

change in RNA level to a change in protein levels, activities, or metabolite pools –

in other words, to extrapolate from information about the mRNA to the actual

“doing” of the cell. This is because of further cellular regulatory mechanisms such

as the regulation of translation, posttranslational modifications of proteins, protein

degradation, allosteric regulation of enzyme activities, etc. A further advantage of

metabolomics is the universal language of metabolites which is independent of the

species under investigation. The general architecture of central metabolic path-

ways, for example, glycolysis or the citric acid cycle, are conserved from bacteria to

humans – a fact making the metabolomics approach a highly useful tool in studying

non-model organisms.

This chapter aims to inform about methodical approaches, applications, and

potentials of transcriptomic analysis, especially in aquatic ecotoxicology. The

choice of suitable techniques for the quantification of mRNA and strategies for

experimental design and data evaluation depend strongly on the underlying ques-

tion or purpose of the experiment. Therefore, after briefly describing available

techniques for mRNA analysis, this chapter is structured according to the general

objectives frequently addressed by studies such as (1) identification of biomarkers

and use of expression patterns for classification and (2) studies aiming for a

mechanistic understanding of toxic effects. In each section, examples from the

literature are shown for illustration. In the final section of this chapter, the use and

requirements for the implementation of toxicogenomics in regulation are discussed.

2 Techniques for Quantification of mRNA

The choice of the right technology in the wide field of transcriptomics is the first

and a crucial step in the experimental design. As there are several excellent reviews

on the technical aspects of transcriptome analysis available [2, 17–21], and the most

common methods are only superficially presented in the following section for a

better understanding.
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Methods for transcriptomic analysis are mainly divided into methods for the

measuring of global gene expression and methods for the expression of distinct

genes that might serve as biomarkers for specific questions. The most common

methods for global gene expression involve DNA microarrays and RNA sequenc-

ing, whereas single gene expression is commonly detected by means of quantitative

real time PCR (qPCR). DNA microarrays and RNA sequencing are high-

throughput methods able to measure the gene expression of a high number of

genes or even the total genome of a test organism in parallel. In contrast, qPCR

focuses on distinct genes (target genes), but is much cheaper compared to DNA

microarrays and RNA sequencing. Furthermore, qPCR offers a more quantitative

measurement, as the quantification is done in real time during amplification and in a

linear range [22]. The advantage of RNA sequencing lies in its independence from

previous genomic sequence information, which is why non-model organisms can

also be sequenced.

Independent from the subsequent technology, the first step of a gene expression

analysis is the isolation of total RNA from the cell culture, tissue, compartment, or

even a whole organism (e.g., Caenorhabditis elegans) under investigation. Because
the quality of the isolated RNA is crucial for the analysis, the RNA has to be

characterized in terms of purity, quantity, and integrity. The purity and quantity of

RNA can be determined spectrophotometrically [23] and the RNA integrity can be

measured by means of capillary electrophoresis and the calculation of an RNA

integrity number based on the signals of the ribosomal RNA [24–26].

2.1 DNA Microarray

A DNA microarray consists of several thousand single stranded DNA oligomers –

termed probes – that are immobilized in distinct spots on the surface of a solid slide.

Each spot contains one type of DNA oligomer representing one gene from the

genome of a given test organism by its specific DNA sequence. For the gene

expression analysis, a fluorescent-labeled copy DNA (cDNA) or copy RNA

(cRNA, a retranscribed cDNA) is synthesized by reverse transcription of the

messenger RNA (mRNA) by making use of either a labeled poly-T primer and/or

a mixture of labeled random primers. The cDNA (or cRNA) reflects the mRNA

composition of the sample under investigation and is hybridized against the DNA

microarray. This results in the immobilization of the labeled cRNA or cDNA at the

probe which has a complementary sequence to a specific cRNA or cDNA species.

Spots on the DNA microarray that represent highly expressed genes capture a

higher number of labeled cRNA or cDNA compared to genes that are expressed

at lower levels. Consequently, the expression level of a gene is reflected by the

amount of fluorescent dye that is immobilized at a specific probe, that is, a specific

area on the microarray at which the DNA spot is located. By image scanning

analysis the relative gene expression of – for example – a treated sample against

a control is obtained for each gene. The hybridization of the control and the treated
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sample can be done on the same DNA microarray if the respective cRNA or cDNA

is labeled differently. This approach is termed “double labeling.” Alternatively, the

same labeling can be used for the control and the treated sample (single labeling

approach) but the hybridization is performed on two different DNA microarrays.

The choice of these two different strategies depends on the design of the overall

study (see Lettieri [19] for detailed information).

Unless cDNA is used for the construction of the microarray, an essential

prerequisite for this method is the knowledge of at least parts of the genome of

the test organism in order to design specific probes spotted on the array. Therefore,

this method is popular for global gene analysis of completely sequenced test

organisms, such as Oryza sativa ssp. indica or japonica, Arabidopsis thaliana,
Brassica oleracea, Mus musculus, Rattus norvegicus, C. elegans, Danio rerio,
Salmon salar, Xenopus leavis, and others. For these test organisms, commercial

platforms are available that offer a high quality standard. Customized arrays with a

defined group of genes are also available.

2.2 RNA Sequencing

RNA sequencing is an evaluation methodology in the field of next-generation

sequencing (NGS – also known as high-throughput sequencing) and is a collective

term describing a number of modern sequencing methods, such as lllumina sequenc-

ing and Roches 454 pyrosequencing, Ion torrent: Proton/PGM sequencing, or SOLiD

sequencing [27]. These methods are enhanced versions of the Sanger dideoxy

sequencing method, because it is possible to sequence DNA or RNA more quickly

and much cheaper. Further advantages are the relative long read length, the possibil-

ity of high-throughput measurements, and the robust performance. The underlying

principle of the four above-mentioned methods is similar. The isolated DNA or RNA

is fragmented and immobilized as a single strand. For each immobilized fragment the

complementary strand is synthesized by a DNA polymerase. For each elongation step

only one of the four DNA nucleotides is offered. The integration of the given DNA

nucleotide can be recorded by different means, for example, by the generation of

pyrophosphate (pyrosequencing), the release of fluorescent molecules (e.g., lllumina

sequencing), or even the formation of a proton during the reaction (Ion torrent). Thus,

if a base was integrated in the complementary strand, a signal (e.g., light impulse,

change of pH) is detected and captured in an image. The images from NGS are

converted into sequence reads. This is done by means of a base-calling system,

corresponding to the respective method. The reads are filtered and mapped to either

single expressed genes or a transcriptome in a further step. These data are used for the

profiling of gene expression of target genes or the entire genome by means of

statistical analysis. These methods are described as highly quantitative over a broad

range of expression levels with detection limits down to a few transcripts per cell [8]

and are thus more sensitive in detecting differentially expressed genes compared to

DNAmicroarrays [27]. The described methods allow the generation of large amounts
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of genomic data and the study of toxicogenomic responses without previous sequence

information. Therefore this method is also highly suitable for non-model organisms,

such as many common test species in ecotoxicology. For de novo assembly, which is

used, for example, to create customized DNA microarrays for non-model organisms,

mainly 454 pyrosequencing is used, whereas the other named methods are usually

applied for resequencing [27].

2.3 Quantitative PCR (qPCR)

The expression of selected target genes can be achieved by a quantitative polymer-

ase chain amplification of DNA fragments, flanked by primers that are highly

specific for the gene under investigation. A copy DNA (cDNA) is synthesized by

reverse transcription of the messenger RNA (mRNA). This cDNA is used as a

template for the subsequent amplification of one or more target genes by polymer-

ase chain reaction (PCR). The amplification of a cDNA of interest can be monitored

in real time either by using a fluorescent dye that intercalates nonspecifically into

double stranded DNA, resulting in an increase of the fluorescence signal or by

making use of fluorescent reporter probes which specifically bind only to DNA

containing the probe sequence. In the former case the fluorescence signal increases

with time if DNA is amplified and the amount of double stranded DNA is doubled

during each cycle of the PCR. In the latter case the fluorescence signal increases by

the release of the fluorescent dye from the probe sequence which is depolymerized

by the DNA polymerase in the course of the synthesis of the new DNA strand.

Nowadays there are many technical variations available for the realization of a

qPCR and statistical analyses; for more information see [28–34].

In terms of a gene expression analysis, the expression of a gene of interest is

quantified in relation to one or more reference genes, usually housekeeping genes,

which are used as internal controls [34].

3 Use of Toxicogenomics in Ecotoxicology

The following sections describe the use of toxicogenomics in ecotoxicology on

three specific scientific questions with increasing complexity:

– Identification of biomarkers for chemical stressors and/or toxic effects

– Analysis of transcriptional expression patterns for a sample classification

– Understanding of toxicological mechanisms and pathways

Each section first provides general aspects and definitions about the respective

topic and gives some recommendations for suitable experimental techniques

followed by more detailed descriptions showing selected case studies. An overview

of various studies published in the field of aquatic ecotoxicology is given in Table 1.
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Table 1 List of case studies on transcriptomics in ecotoxicology

Level

of

analysis Technique Compound/sample Organism Reference

MB A Bisphenol A Daphnia magna [69]

MB A Cadmium, leada Mytilus edulis [70]

MB A/B 17-β Estradiol, nonylphenol,

chlorophenol

Oryzias latipes [71]

MB B Acetaminophen, atenolol, carbamaze-

pine, oxytetracycline, sulfamethoxa-

zole, trimethoprim, chlorpyrifos

Brachionus
koreanus

[72]

MB B Temperature shift, cadmium chloride,

butyl benzyl phthalate, diethylhexyl

phthalate, bisphenol A, 4-nonylphenol,

ethinylestradiol, pentachlorophenol,

tributyltin

Chironomus
riparios

[73]

MB B Natural fresh water, field study Chironomus
riparius

[74]

MB B 3,4- and 3,5-Dichloroaniline,

1,4-dichlorobenzene,

2,4-dinitrophenol, atrazine, parathion-

ethyl, chlorotoluron, genistein,

4-nitroquinoline-1-oxide, cadmium

Danio rerio [64]

MB B Water-soluble fraction of weathered

crude oil

Danio rerio [75]

MB B Rubber wastewater (zinc) Daphnia magna [40]

MB B Nitrofurazone Euplotes vannus [76]

MB B Natural sediments (metals) Melita plumulosa [37]

MB B Cadmium, copper, zinc Perca flavescens [77]

MB B Bifenthrin Pimephales
promelas

[78]

MB B Heavy fuel oil no. 6, styrene Scophthalmus
maximus

[79]

MB C Metal/diesel contaminated sediments Melita plumulosa [36]

MB/TP A/B Natural sediments/water (copper) Melita plumulosa [80]

MB/TP B Cadmium, copper, lead Chlamydomonas
rheinhardtii

[81]

MB/PA A/B Arsenate, arsenite Oryza sativa [82]

MB/PA A/B Benzo(a)pyrene Thalassiosira
pseudonana

[83–85]

PA A Benzene Caenorhabditis
elegans

[86]

PA A Drospirenone, progesterone Danio rerio [87]

PA A 17-α Ethinylestradiol and flutamide Danio rerio [88]

PA A Dieldrin Micropterus
salmoides

[89]

PA A Finasteride Silurana
tropicalis

[90]

(continued)
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Table 1 (continued)

Level

of

analysis Technique Compound/sample Organism Reference

PA A/B Mixture of tributyltin, benzo(a)pyrenea Danio rerio [91]

PA A/B Munition pollutants (2,4,6-

trinitrotoluene, 2,4-dinitrotoluene,

2,6-dinitrotoluene, trinitrobenzene,

dinitrobenzene, 1,3,5-trinitro-1,3,5-

triazacyclohexane)

Daphnia magna [92]

based on

[93, 94]

PA A/B Munition pollutants single substance,

mixture, contaminated groundwater

(2,4,6-trinitrotoluene,

2,4-dinitrotoluene, 2,6-dinitrotoluene,

trinitrobenzene, dinitrobenzene, 1,3,5-

trinitro-1,3,5-triazacyclohexane)a

Daphnia magna [93]

PA A/B Ibuprofen Daphnia magna [51]

PA C Tributyltin Nucella lapillus [95]

TP Methylmercury chloride, CdCl2,

PbCl2, As2O3, aroclor 1254, acrylam-

ide, tert-butylhydroquinone,
4-chloroaniline, 1,1-bis-

(4-chlorophenyl)2,2,2-trichloroethane,

2,3,7,8-tetrachlorodibenzo-p-dioxin,
valproic acid

Danio rerio [96]

TP A Natural sediments Caenorhabditis
elegans

[97]

TP A Benzo(a)pyrene Danion rerio [98]

TP A Polymetallic solution Escherischia coli [99]

TP A/B 3,4-Dichloroaniline Danio rerio [100]

TP A/B Estrogenic wastewater treatment plant

effluent

Pimephales
promelas

[101]

MB B Atrazine, diurone, isoproturone,

glyphosate (mixture)

Platichthys flesus [102]

MB B 3,4-Dichloroaniline,

3,5-dichloroaniline,

pentachloroaniline,

1,4-dichlorobenzene,

pentachlorobenzene,

2,4-dinitrophenol, atrazine, lindane,

parathion-ethyl, chlorotoluron, genis-

tein, 4-nitroquinoline-1-oxide, cad-

mium, ivermectin

Danio rerio [64]

TP A Fadrozole Danio rerio [103]

TP/PA A Wastewater treatment plant effluent Pimephales
promelas

[104]

The table is structured after the level of analysis and the applied techniques

MB molecular biomarker, TP transcriptional pattern, PA pathway analysis

A¼microarray platform, B¼RT-qPCR, C¼RNA-Seq
aMixture toxicity

168 A. Brinke and S. Buchinger



In this table the level of analysis (biomarker, expression pattern and pathway

analysis) and experimental techniques used are indicated together with investigated

sample types or compounds and the organisms used. Because of the large number of

studies already published, the table is necessarily incomplete. The literature search

is complicated because of the numerous synonymous search terms for

transcriptomics such as “transcriptional analysis,” “transcriptomics,” or “expres-

sion analysis.” Despite this limitation, Table 1 shows a broad selection of instruc-

tive examples for the use of toxicogenomics in aquatic ecotoxicology. Most case

studies were found with a main focus on molecular biomarkers and pathway

analysis, whereas the analysis of transcriptomic patterns were mostly used as a

basis for biomarker analysis. Microarray analysis and qPCR for validation were

mainly used for transcriptomic analysis of all types of data analysis.

3.1 Biomarker

Genes that are differentially expressed in response to chemical stressors (e.g.,

cadmium, heavy metals, compound with estrogenic activity) or are in correlation

to a specific apical endpoint may serve as molecular biomarkers. The identification

of biomarkers indicative for environmental contaminations and/or adverse effects is

the “easiest” and most practical approach to use.

Molecular biomarkers may be used for risk identification if they are predictive

for classical ecotoxicological endpoints such as survival, growth, and reproduction.

Following the principle of phenotypic anchoring, to guarantee a better interpreta-

tion of data the expression of molecular biomarkers should correlate with these

classical endpoints [9]. If those biomarkers can detect effects on the molecular level

earlier than the manifestation of adverse macroscopic effects and if they are clearly

correlated to these macroscopic effects, they might be used as predictive tools for

the assessment of environmental risks. Furthermore, long-term chronic exposures

of animals could be avoided.

The two main approaches to select candidate transcriptomic biomarkers are

presented below. These two approaches are explained in more detail by case

studies.

3.1.1 The Usual Suspects

If distinct candidate biomarker genes are already known from previous studies or if

stressor-inducing well-described pathways are in focus of a study, the expression of

biomarker genes can be measured by means of qPCR. Of course, it is also possible

to measure the expression of your candidate biomarker genes using DNA

microarrays or RNA sequencing. However, this would be taking a sledge hammer

to crack a nut in the sense of price and effort.
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3.1.2 Biomarker Discovery

In the case where there is no information on suitable candidate biomarkers for a

stressor of interest and the selected test organism, a more unbiased identification of

candidate biomarker genes has to be made (Fig. 2). A global gene expression

analysis can be conducted to identify genes that are differentially expressed in

response to a selected stressor. This may also comprise non-annotated genes, that is,

genes of which the function is still unknown. By means of RNA sequencing, both,

model organisms and non-model organisms can be targeted whereas the use of

DNA microarrays is restricted mainly to sequenced model organisms. Furthermore,

it is possible to design customized microarrays for non-model organisms based on

data obtained by RNA sequencing or by making use of cDNA libraries. Taking into

account price and time for the design and the production of a customized microar-

ray, the use of RNA sequencing is more efficient. Candidate biomarkers identified

by means of a “global” analysis of transcript levels should be further validated by

means of qPCR, as this is the analytical method of choice once a biomarker is

identified. On the one hand qPCR is considered to produce more accurate results,

and on the other the analysis of single biomarker genes by qPCR is less cost-

intensive compared to the application of global gene expression analyses.

3.1.3 Case Studies Using Biomarker Genes

The following case study is exemplary for the identification of candidate biomarker

genes from global gene expression analyses, with a focus on the subsequent

application and evaluation of natural samples. Hook et al. [35] used the results

from an RNA sequencing analysis [36] to create a customized microarray for the

non-model amphipod Melita plumulosa and subsequently conducted a pattern

Fig. 2 Scheme for the selection of a suitable technique for the identification and analysis of a

transcriptional biomarker. NGS next generation sequencing
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analysis to identify unique gene expression profiles in response to the exposure of

M. plumulosa to different chemical groups. Observed patterns were assessed to be

sufficiently unique to allow the identification of dominant stressors in contaminated

sediment samples. A set of six biomarker genes for aquatic pollutants, such as

heavy metals, was identified based on the observed expression patterns. The

selected candidate biomarker genes were transcripts encoding two digestive pro-

teases (chymotrypsin, carboxypeptidase), chitinase, hemocyanin, alpha tubulin, and

long-form myosin. Based on these results, it was hypothesized that an identification

of the most relevant stressor in field-contaminated sediments should be possible by

making use of a battery of qPCR analyses. To confirm the specificity of the selected

candidate biomarkers, a qPCR analysis was performed. Biomarker expression

changes in M. plumolosa were surveyed on natural sediments spiked with the

metals copper (Cu2+), nickel (Ni2+), and zinc (Zn2+). The concentrations were

selected to affect the reproduction of M. plumulosa but not its survival. The genes

encoding chymotrypsin, the carboxypeptidase, and the chitinase were consistently

down-regulated under metal exposure, whereas the other candidate genes showed a

high inter-individual variability. Despite the high variability, a metal induced

up-regulation of the hemocyanin transcript level was assumed but was not statisti-

cally significant.

In a further evaluation step, M. plumulosa was exposed to complex toxicant

mixtures in field-collected natural sediments. On the macroscopic level, the three

tested sediments induced toxic effects that were roughly equivalent to those mea-

sured in single-substance exposures. The results obtained from two of the three

sediments investigated were at least partly in accordance with the transcript levels

expected from the spiking experiments. Although the metal concentrations in the

three sediments were comparable, the results from one sediment investigated

showed an opposite expression profile [37]. The reasons were assumed to be

uncharacterized toxicants or non-chemical stressors, and a lack of knowledge

concerning the MOA of the test substances in crustaceans [37]. In general, it was

recommended that more candidate biomarkers be included in the test battery, which

should be better characterized in terms of the influence of non-contaminant

stressors. To reduce the high inter-individual variance, it was recommended that

more replicates be used. Furthermore, only one reference gene was used for the

normalization of the qPCR, which might be an insufficient number of reference

genes for satisfactory elimination of technical variation possibly masking true

biological variation. The authors further recommended using a broader range of

test substances with which to compare the changes in transcript abundance [37]. To

summarize, the results of this study show exemplarily the main challenge of

biomarker discovery on the molecular level, namely the transfer of results obtained

from single compound exposures to field samples. This task is likely to be more

challenging in the case of studies with soil and sediment compared to an aquatic

exposure because structure and composition of soil or sediment may also influence

transcript levels of biomarkers and thus add a layer of further complexity to the

analysis.
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A larger battery of transcriptional biomarkers for aquatic pollutants was identi-

fied by Regier et al. [38] using RNA sequencing on the Illumina platform. In the

first part of the study, the transcriptome of the macrophyte Elodea nutallii was
characterized after exposure to mercury and cadmium under laboratory and field

conditions. Based on a pattern analysis, two subsets or pattern of differentially

expressed genes induced by either mercury or cadmium were identified. It was

assumed they were applicable to the detection of toxic metal exposure in fresh

water or sediments. The transcriptomic analysis for the subset of genes was

conducted by means of the NanoString nCounter technology, which hybridizes

probes specifically labeled with several fluorescent dyes to the target molecules of

interest. As the probes are “barcoded” by the fluorescent dyes the number and

identity of hybridized probes reflecting the number of target molecules in the

sample can be detected by fluorescence microscopy [39].

The application of the distinct subsets of 170 mercury-responsive genes and the

subset of 212 cadmium-responsive genes showed a distinctive response of the test

plants to elevated metal concentrations spiked to fresh water. This was assessed in

comparison to lower but environmental relevant concentrations in different expo-

sure scenarios such as the exposure to spiked fresh water or to natural contaminated

sediments, both under laboratory conditions, and the exposure to contaminated

fresh water under field conditions in three different depths. In addition, the influ-

ence of abiotic stressors, such as darkness, lower temperature (10 �C), and higher

salinity on the transcriptome, were assessed to identify potential masking effects.

Darkness induced an expression pattern similar to the exposure to low metal

concentrations, whereas increased salinity induced an expression pattern that was

distinct from patterns which are induced by low and high metal concentrations. This

shows that factors such as light regime and salinity may interfere with gene

expression patterns induced by chemical stressors. However, under laboratory

conditions, a clear dose–response relationship of changes in the gene expression

pattern in E. nutalli exposed to gradually increasing mercury concentrations in an

aquatic test system was detected. This can be considered an example for the

importance and the difficulties in defining reference conditions for biotest

approaches. It was concluded that the subset of genes used as a biomarker battery

for the detection of metal-responsive expression patterns might still have been

small and a higher number of genes could have facilitated the detection of metal

contamination in natural water or sediment samples by means of the presented

bioassay. The presented study did not encompass macroscopic endpoints, to which

the results on the transcriptomic level could be linked, and thus are not applicable in

this form to a toxicological risk assessment.

Candidate transcript biomarkers are quite frequently selected based on the

biological function of their gene product. Despite the undoubted advantage of

such a targeted approach, it neglects one of the main features of the omics

technologies, namely the possibility to analyze the genome-wide response to a

stressor. One example to utilize genes with unknown annotation as biomarkers for

the assessment of environmental samples was published by Jo and Jung [40] who

used three genes without known biological function in Daphnia magna as
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biomarkers for rubber wastewater contamination that caused immobility on the

macroscopic level. For two candidate biomarker a dose-dependent induction by

rubber wastewater was detected. One of the genes was inducible as well by zinc

which was shown in a single-substance biotest with D. magna. In comparison to the

macroscopic endpoint immobility, the candidate biomarker proved more sensitive.

It was therefore assessed as a sensitive and possible zinc-specific biomarker in

water and wastewater.

A lack of knowledge about the biological function of a gene product should not

lead to its exclusion from a biomarker battery if its expression level is clearly

correlated to the occurrence of a stressor and/or the induction of an apical endpoint.

Such a finding should rather initiate further research to elucidate the molecular and

cellular function of the respective gene.

3.2 Transcriptional Pattern

Both the analysis of transcriptional patterns and the pathway analysis described

below are performed on large transcriptional data sets which can be obtained by

means of global gene expression. Of course, smaller gene sets can also be assessed

by these methods, but commonly they are applied to datasets from whole genome

microarrays or RNA sequencing analysis – the latter technique is especially useful

for non-model organisms without genome-wide sequence information.

Transcriptional patterns or transcriptional signatures are groups or classes of

genes which are significantly up- or down-regulated compared to the control state

of the organism in response to a specific stressor or group of stressors. Therefore,

they can be used as biomarkers of exposure or effect if they allow the classification

of biological samples that were exposed to different conditions or (groups of)

stressors [41]. Machine learning algorithms such as Support Vector Machines

(SVM) or K-nearest neighbor are frequently used to achieve a classification of

transcriptional patterns [41]. Because of the large public available transcriptomic

data sets in the area of medicine, especially with respect to cancer, the mentioned

classification approaches are widely used in clinical studies, for example, for the

classification of various cancer types or to predict the therapeutic success of a

cancer treatment [42].

In principle, such methods could also be more widely used in environmental

toxicology for a qualitative classification of aquatic samples and biota. The general

approach is as follows. After the definition of classes reflecting the underlying

scientific question, for example, exposed vs not exposed to a given stressor or

occurrence vs absence of an apical endpoint which might be manifested at later time

points, the data set is divided into a training set and a validation set. For the training

set the classes are indicated and the underlying algorithm maximizes the selectivity

and specificity of the classification using the data in the training set. Support Vector

Machines (SVM), for example, try to find “functions” that separate the defined

classes in an n-dimensional space with a minimum number of false negative
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and false positive classifications. This approach is illustrated in Fig. 3 in

two-dimensional space.

Each feature used for the SVM adds a dimension for the classification of the

samples. The first important step is the feature selection answering the question of

which set of genes has to be chosen for a classification of the samples. The second

step is then the definition of a function that separates the defined classes most

accurately. It is very important to validate the trained classification with data that

was not used for the training of the SVM. Such approaches make use of the

multidimensional nature of transcriptomics data. It is a practical approach to use

gene expression data to assess a contamination of an aquatic sample or the exposure

of animals from the field. Furthermore, compounds with an unknown mode of

action can be compared to model compounds to find whether the compound to be

assessed acts in a similar way to the model compound – see the case study below. A

deeper understanding of the molecular functions of the selected features (i.e.,

genes) is not necessary per se. Despite the power of such approaches, an obstacle

might be a limited data basis, especially in case of environmental toxicology.

Furthermore, a high number of features might possibly be required for a classifica-

tion with sufficient accuracy, a clear drawback for routine analysis, because expres-

sion data for all genes selected as features for the classification have to be measured.

In several open source software tools, such as the Multiple Experimental Viewer

(MEV), classification algorithms are implemented [43].

Fig. 3 Schematic illustration of the general approach of support vector machines. The hollow
circles represent a control class, for example, non-exposed and the black circles represent the

treated class. Features 1–3 are the expression levels of the genes a, b, and c, respectively. (a) Using

the features 1 and 2, that is, expression data from gene 1 and 2, it is impossible to find a linear

function that allows a clear distinction between the two classes defined. (b) The combination of the

selected features 1 and 3 – the expression data of the genes a and c – provides a better data basis for

a classification, although the selected linear function fails to distinguish exposed from

non-exposed samples. (c) With the linear function indicated in the figure, it is possible to

distinguish control samples from treated samples. In each group there is one misclassified, that

is, wrong, sample
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3.2.1 Case Study

The following study shows the applicability of global transcriptomic analyses, in

particular pattern analysis, to classify substances with an unknown MOA for, for

example, the risk assessment of chemicals [44]. This was done by comparing

substances with an unknown MOA to reference toxicants with a known MOA

regarding their effects on the macroscopic and the molecular level. A pattern

analysis on transcriptomic data from a microarray analysis on zebra fish embryo

was conducted by Hawliczek et al. [45]. The authors hypothesized that the PAHs

benzo(b)fluorene (BBF) and 4-azapyrene (AP) induce a dioxin-like developmental

toxicity in zebrafish. Therefore, effects on the macroscopic and molecular levels

were compared to those induced by the known teratogene retene.

On the macroscopic level, the expected dioxin-like phenotype was induced by

the reference substance retene and also under BBF, but not under AP stress which

showed distinct developmental toxicity effects. A similar behavior of retene and

BBF was also detected in global gene expression. A microarray analysis was

applied at sublethal concentrations (EC10) of the tested PAHs. Data were analyzed

by means of Ingenuity Pathway Analysis, to identify networks of genes that can

characterize each tested substance. Gene networks were identified that were most

significant to the set of differentially expressed genes induced by each PAH. In the

gene set of BBF and retene, one distinct network each was found. In contrast, the

gene set of AP included two distinct networks. As substance specific patterns were

found in the gene sets, tests were carried out to determine whether machine learning

methods can discriminate between the three different PAHs as single substances

and in a synthetic mixture. By means of diagonal linear discriminant analysis and k-

nearest-neighbor machine learning, a set of genes was found that could almost in all

cases clearly predict the three PAHs and the mixture based on their unique

expression pattern. This gene set was also used for discrimination between the

test substances and the mixture by means of PCA and hierarchical clustering

(HCL). PCA and HCL indicated a closer relationship of BBF and retene. In

conclusion, the two previously uncharacterized PAHs BBF and AP induced devel-

opmental toxicity. However, by means of pattern analysis, differences in the

underlying MOA between BBF, as well as retene, and AP were detected. Thus,

the presented approach is an example of how to categorize chemicals concerning

the hazard they might pose by means of toxicogenomics.

3.3 Pathway Analysis

Pathway analysis, similar to pattern analysis, is performed on large gene sets from

transcriptional analysis. By means of gene ontology (GO) term enrichment, genes

with known annotation can be linked to corresponding GO terms. Thus, underlying

biological, molecular, or cellular functions induced by a stressor in comparison to
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the physiological reference state of the test organism can be identified. As indi-

cated, GO consists of three hierarchically structured vocabularies (ontologies) that

describe gene products in terms of their associated biological processes, cellular

components, and molecular functions [46]. Overrepresented annotations are iden-

tified by statistical analysis to identify predominant effects on the molecular level in

the tested sample. Various web applications based on diverse algorithms can be

used for GO term enrichment; examples are AmiGO [47], Gorilla for ranked lists of

genes [46], GoMiner [48], FatiGO [49], and DAVID [50]. Unfortunately, many

genes from non-model organisms are not yet annotated and therefore cannot be

included in the analysis. Furthermore, there are large differences concerning the

integration of organisms in the GO term databases, as not all model species are

included in each application and the formats of demanded gene identifiers vary

between applications. However, GO term analysis is a valuable tool to gain insight

into the MOA of specific stressors. For mixtures of stressors, induced GO terms

might highlight processes of mixture toxicity as demonstrated in the following case

study.

3.3.1 Case Study

In an early system biology study, Heckmann et al. [51] aimed to bridge the gap

between transcriptomic and phenotypic stress responses in the aquatic model

organism D. magna exposed to ibuprofen. Ibuprofen was designed to interrupt

the eicanoseid metabolism in mammals, but little was known of its effects on

non-target organisms. Therefore, chronic population experiments were linked to

acute effects on the transcriptomic level to obtain an insight into ibuprofen’s MOA

in D. magna and to study its effects on life history traits and population dynamics.

On the macroscopic level, a strong reduction in reproduction resulting in a popu-

lation decline for D. magna was detected. Effects on the transcriptomic level were

assessed by means of global gene expression analysis using DNA microarrays with

a subsequent GO term analysis. Several interlinked pathways and biological pro-

cesses were suggested in D. magna under ibuprofen stress. These were the inter-

ruption of the eicosanoid metabolism, resulting in the impairment of signal

transduction, finally leading to the disruption of the endocrine system related to

juvenile hormone esterase metabolism and oogenesis. The results show a strong

link between acute effects on the transcriptomic level and chronic effects on the

organismic and population level.

4 Toxicogenomics in Regulation

The following section focus on the questions of whether and how toxicogenomics is

or should be integrated into environmental regulation.
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(Eco-)“toxicology is defined as the study of stressors and their adverse effects.

One sub-discipline deals with hazard identification, mechanistic toxicology, and

risk assessment” [22]. (Eco-)toxicogenomics integrates omics methods that offer

mechanistic information on stress responses, with adverse effects on the organ,

organism, or population level [9, 22]. Methods defined as omics technologies

measure biochemical changes on the level of RNA/DNA (transcriptomics), proteins

(proteomics), and the whole metabolome (metabolomics) [22]. omics technologies

in (eco-)toxicology are expected to serve as methods used to create stepping stones

(mechanistic information on stressor related response) that facilitate crossing the

river that separates cause ((environmental-)stressor) and effect (assessed on organ,

organism or population level). By consolidating many single stepping stones, the

river between cause and effect can be crossed on a causeway. Regarding a risk

assessment of chemicals, for example, this causeway can support the elucidation of

MOA or AOPs [6]. “An AOP is a conceptual construct that portrays existing

knowledge concerning the linkage between a direct molecular initiating event and

an adverse outcome at a biological level of organization relevant to risk

assessment” [52].

Several scientific programs address, among other things, the question of whether

new alternative technologies such as omics are worth integrating into hazard

assessment of chemical, cosmetic, or food safety, such as:

– OECD – Adverse Outcome Pathways, Molecular Screening, and

Toxicogenomics [53]

– US-EPA – TOX-21, a quantitative high-through put screening for chemical

toxicity on humans, including the acquisition of gene/protein expression data

[54]

– EU initiative SEURAT-1, a research cluster addressing the issue of alternatives

to animal testing for prediction of repeated dose systemic toxicity [55]

Hopes and expectations regarding the integration of omics in (environmental)

risk assessment, specifically in hazard assessment, both hazard identification and

hazard characterization, are based on diverse studies, and some of these are

discussed in the following. By elucidating biological mechanisms around critical

events [56], several existing toxicity prediction strategies for the risk assessment of

stressors, mainly chemical substances show the potential to be enhanced by

toxicogenomic technologies. Every study on effects induced by a specific stressor

(e.g., chemicals), ideally analyzed on different levels of effect (e.g., molecular and

macroscopic) and organization (e.g., cell, organ, organism, population) resembles a

thin thread of information. Of course mostly there are more studies on a given

stressor focusing possibly on different levels of effect. Taking those thin, stressor

specific, threads together, a thicker and more robust thread can be woven (e.g.,

MOA, Weight of Evidence, Toxicity identification Evaluation, Sediment Quality

guidelines). All existing threads for diverse stressors can then be the basis for knots

in an ever growing net of knowledge (e.g., database). With each knot, more meshes

are formed and the net of knowledge grows denser until it can be used for fishing for

specific information on the substances that formed the threads or substances with
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unknown toxicity (e.g., read-across in chemical registration). Some “robust

threads” to be supported by omics are:

• AOP/MOA: The main focus of discussion lies in the support or elucidation of

MOA or AOPs by means of omics technologies. The OECD appreciates the

applicability of mechanistic information obtained from studies using omics

technologies regarding the creation of AOP [53], especially for skin sensitization

[57]. Thereby, information obtained with omics technologies can serve “to

identify further information needs specific to the target chemical or chemical

category” [57]. This can be done by combining datasets on in vivo and in vitro

methods for distinct compounds in large databases with knowledge of MOA or

AOPs. Results from omics methods can be the identification of distinct genes or

transcriptomic pattern working as biomarkers of effect that are related to specific

MOAs/AOPs.

Whereas the OECD focuses on human toxicology, Ankley et al. [52] suggests

the incorporation of the AOP approach into a broader system’s biology

framework.

• Weight of Evidence: The international consortium on fish toxicogenomics

sponsored by the U.K. Natural Environment Research Council (Fish

Toxicogenomics – Moving into Regulation and Monitoring, held 21–23 April

2008 at the Pacific Environmental Science Centre, Vancouver, BC, Canada,

discussed omics technologies as “already useful for elucidating modes of action

of toxicants and can contribute to the risk assessment process as part of a weight-

of-evidence approach” [44].

• Toxicity identification evaluations: Ankley et al. [58] proposed omics as a

promising approach to assess the biologically relevant toxicity pathways in

organisms exposed to complex mixtures of contaminants that would greatly

assist the TIE process.

• Sediment quality guidelines: During the International Conference on Deriving

Environmental Quality Standards for the Protection of Aquatic Ecosystems held

in Hong Kong in December 2011, an expert group, focusing on sediment

management, demanded new toxicity study approaches such as biomarkers

and high throughput OMIC-based toxicity screening for sediment risk assess-

ment [59]

Today, toxicogenomic technologies are not integrated as standard methods in

regulation. However, some regulatory agencies either already consider the use of

submitted data on a case-by-case basis for assessment purposes, such as the

U.S. Environment Protection Agency, the U.S. Food and Drug Administration

[56], or, in the case of the European Chemical Agency, discuss whether

toxicogenomic data should be included in data submissions for regulated sub-

stances and how this could be implemented in the standard procedures. This

discussion is mainly focused on REACH [60] but also addresses the Water Frame-

work Directive [61]. Specifically, ANNEX XI of the REACH regulation suggests

the possibility of substantially improving the hazard assessment of substances by

making use of alternative methods, especially by focusing on read-across methods.
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Alternative methods in this sense could be omics technologies, such as

transcriptomics, as they can offer mechanistic information on the MOA of

chemicals. In the registration process, omics are thought to support a read-across/

grouping of target substances with missing information on hazard [62, 63]. This

means, for example, that registrants for substances with missing information, which

show structural similarities to registered substances, could support the indication of

comparable MOAs or even AOPs by means of omics technologies to facilitate their

classification.

Important factors to integrate omics technologies in regulation, such as chemical

registration, are:

• A shorter test duration compared to common test systems, as effects on the

molecular level are often measurable long before adverse effects become man-

ifest on the macroscopic level [1]. Therefore, omics can be further regarded as a

new tool for predictive toxicology that can assess chronic effects which are not

assessed in most biotests.

• Effects at low doses are better detectable on a molecular scale [6]

• In REACH [60], sub-organismic testing is demanded instead of animal testing

[64]. Therefore, an integral part of ongoing research initiatives such as TOX-21

and SEURAT-1 deals with the use of inter alia omics technologies in terms of

alternative methods to animal testing [6, 65, 66].

The substitution of animal testing in REACH is demanded for several reasons:

– The implementation of REACH leads to higher numbers of test animals. The

substitution of animal tests is a question of ethics [6].

– Alternative methods to animal testing, for example, using omics technolo-

gies, are also expected to offer a higher inter- and intra-species comparability

and to omit the extrapolation from high to low doses, and from short- to long-

term exposure. Thus, they are suggested to strengthen the predictability in

human hazard assessment [65].

Despite the high expectations for the integration of omics technologies in

regulation, there are some factors that need to be respected and some technical

hurdles that must be overcome first:

– One has to respect that phenotypic anchoring is needed for a worthwhile

interpretation of omics readouts. This means that only if results from

transcriptomic analysis are integrated in AOPs and thus are linked to adverse

effects on higher biological or ecological levels can transcriptomics be mean-

ingfully integrated in ecotoxicological hazard identification and characterization

[8, 56, 61].

– The integration of omics technologies in general in hazard assessment is still

limited by their state of validation and the level of their standardization. A better

standardization was demanded, for example, to minimize technical variation for

DNA microarray experiments by Brazma et al. [67] and for RT-qPCR by Bustin

et al. [68]. Although these guidelines were important steps toward standardiza-

tion and comparability between studies, they are not yet obligatory for
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publication in all scientific journals. One reason among others for this situation

might be higher costs by abiding to these guidelines

– omics technologies might suffer from a high level of biological variation

[10]. The biological variation reflects changes in molecular expression caused

not only by a specific stressor but also by other factors such as sex, cell type, etc.

Specifically with respect to field studies, differing abiotic factors can further

complicate the interpretation of data [10].

– Another problem is the type of results obtained by omics analysis. Regulators

deal with readouts that can be translated in a quantitative risk assessment, that is,

no effect concentrations of compounds for various organisms and endpoints. A

comparable type of results is not yet provided by omics methods. For an

application in regulation, omics results must be transformed into guidance

values or a margin of exposure [6]. Uncertainties and degrees of confidence

have to be understandable by decision makers [58]. Data have to reflect “ade-

quately quantitative dose- and time-dependent (e.g., threshold) responses that

are the hallmark of toxicological evaluation, making their immediate acceptance

in regulatory arenas circumspect” [56].

– Last but not least, for routine use, omics technologies have to be less cost

intensive.

5 Conclusion

(Eco-)toxicogenomics is regarded as an opportunity to bridge the gap between

cause and effect. omics technologies span different molecular levels by the appli-

cation of transcriptomics, proteomics, and metabolomics. These technologies offer

information on biological and molecular responses. This chapter is focused on

transcriptomics that aims to quantify stressor-induced changes on the transcript,

that is, mRNA level. Global transcriptomic changes are generally assessed by

means of DNA microarray or RNA sequencing. methods. Individual, specific

(e.g., MOA related) genes, can be assessed by means of qPCR. Data obtained by

these techniques have to be correlated to ecotoxicological data capturing apical

endpoints. This idea of phenotypic anchoring was first mentioned by Paules [2]. In

the case of clinical studies, for example, this strategy allowed the classification of

different cancer types with respect to the diagnostic outcome. The basis of this

achievement is a sound and broad database providing both transcriptomics and the

respective clinical data. It would be highly attractive to translate this success to the

field of ecotoxicogenomics. Regarding the need for the required amount of data, it

becomes evident that scientists have to join forces in collaborative studied. The

collection of large data sets across research groups necessitates the further devel-

opment of standards for both, experimental protocols and data storage. The amount

of data requires intelligent strategies to make use of this “big data,” avoiding not

seeing the wood for the trees.
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Ecotoxicological data obtained by transcriptomics are considered to be worth-

while integrated in risk assessment, as part of MOAs or AOPs for specific stressors,

but also in WoE or TIER approaches.

Transcriptomics is expected to be an added value in ecotoxicology or risk

assessment, because it can elucidate the mechanistic understanding of toxic effects,

can predict chronic toxicity at a shorter test-duration, and is assumed to differentiate

between severe and less severe outcome of effects. Despite the need for further

developments data obtained by transcriptomics, the data are considered to be

worthwhile integrated in ecotoxicological risk assessment, for example, as part of

MOAs or AOPs for specific stressors, but also in WoE or TIER approaches.

Specifically, the application of transcriptomic or omics in general, for read-across

or classifications in the process of the registration of chemicals, are in focus

[62, 63].

In summary, there is a lot of evidence that omics approaches can support

environmental toxicology in a multitude of ways, although major challenges have

still to be solved to implement these techniques in regulatory risk assessment.
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Coupling of In Vitro Bioassays with Planar

Chromatography in Effect-Directed Analysis

Stefan C. Weiss, Nicole Egetenmeyer, and Wolfgang Schulz

Abstract Modern analytical test methods increasingly detect anthropogenic

organic substances and their transformation products in water samples and in the

environment. The presence of these compounds might pose a risk to the aquatic

environment. To determine a possible (eco)toxicological risk, aquatic samples are

tested using various bioassays, including sub-organismic assays such as the lumi-

nescent bacteria inhibition test, the acetylcholinesterase inhibition test, and the

umu-test. The effect-directed analysis (EDA) combines physicochemical separa-

tion methods with biological (in vitro) tests. High-performance thin-layer chroma-

tography (HPTLC) has proved to be particularly well suited for the separation of

organic compounds and the subsequent analysis of effects by the application of the

biotests directly on the surface of the HPTLC plate. The advantage of using HPTLC

in comparison to high-performance liquid chromatography (HPLC) for EDA is that

the solvent which is used as a mobile phase during chromatography is completely

evaporated after the separation and therefore can no longer influence the applied

bioassays.

A prioritization during the complex identification process can be achieved when

observed effects are associated with the separated zones in HPTLC. This increases

the probability of identifying the substance responsible for an adverse effect from

the multitude of organic trace substances in environmental samples. Furthermore,

by comparing the pattern of biological effects of a separated sample, it is possible to

track and assess changes in biological activity over time, over space, or in the

course of a process, even without identifying the substance. HPTLC has already

been coupled with various bioassays.

Because HPTLC is a very flexible system, various detection techniques can be

used and combined. In addition to the UV/Vis absorption and fluorescence

S.C. Weiss (*), N. Egetenmeyer, and W. Schulz

Betriebs und Forschungslaboratorium, Zweckverband Landeswasserversorgung (LW),

Am Spitzigen Berg 1, 89129 Langenau, Germany

e-mail: weiss.s@lw-online.de

mailto:weiss.s@lw-online.de


measurements, TLC can also be coupled with a mass spectrometer (MS) for

compound identification. In addition, detection of functional groups by means of

derivatization reagents can support this identification. It is also possible to combine

derivatization and HPLC-MS.

Two case studies are used to illustrate the significance of HPTLC-EDA in

investigating water quality:

• Study on a wastewater treatment plant

• Possible influence of an artificial turf surface on ground water

Keywords Antibacterial effect, Bioautography, Bioluminescence inhibition,

Derivatization, Environmental analysis, Estrogenic effect, Fungicidal effect,

HPTLC/AMD, Neurotoxicity, Photosynthesis inhibition, TLC-MS
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1 Introduction

Because of their frequent use, a wide variety of organic compounds, such as

pharmaceuticals, pesticides, industrial, or household chemicals, are emitted into

the environment via, for example, wastewater, agriculture, contaminated landfills,

or street run-off [1–4]. By transformation processes in the environment and during
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wastewater treatment, the number of compounds is further increased [1, 5]. These

compounds of anthropogenic origin (often referred to as anthropogenic micro-

pollution) represent a potential risk to the aquatic environment and to drinking

water resources [2, 5]. For the toxicological assessment of contaminants in a given

sample, biological test methods are used [6–8]. However, biological tests do not

provide any structural information about the bioactive compounds, which is needed

to identify the origin of substances causing adverse biological effects and to take

measures for their reduction.

To record the wide variety of substances in the environment, in addition to the

target analysis of individual substances, non-target screening by means of high-

performance liquid chromatography coupled with high-resolution mass spectrom-

etry (HPLC-HRMS) is used. The non-target screening allows the detection of yet

unidentified substances. An overview of the use of non-target screening is provided

by Bletsou et al. [9] or Leendert et al. [10]. However, this physicochemical

analytical method does not provide any information on the effect of detected

substances, which hampers a toxicological assessment of the detected contaminant.

Even if a toxicological test is carried out in parallel with a non-target screening,

matching a detected compound to an effect is virtually impossible. A solution that

utilizes the combined approach of physicochemical analysis and in vitro bioassay is

effect-directed analysis (EDA). In EDA, the sample, which usually has a complex

composition, is first fractionated in a separation process and then examined further

in a biological testing system [11]. Matching detected effects with respective HPLC

fractions supports the identification of the substance(s) that trigger(s) the measured

effects [11, 12]. The initial separation of the sample by HPLC provides additional

information on the characteristics of the active substances (e.g., KOW) [11]. The

effects of the individual fractions result in a pattern of biological activity. Based on

the changes in the effect pattern during a process (e.g., wastewater treatment), the

pattern can be assessed along with observed changes in compound composition.

Because of the high separation performance and extensive automation, high-

performance liquid chromatography (HPLC) is a frequently described separation

technique for EDA in the literature. Despite these often-mentioned advantages,

HPLC has some significant disadvantages for application in EDA. The time differ-

ences between fractions containing the separated compounds are usually far shorter

than the exposure time required by many bioassays. In addition, the organic

solvents needed for HPLC might affect the performance of the subsequent bio-

assays. To overcome these problems, the effect is detected offline after a change of

solvent subsequent to the fractionation. It must be noted that the biological effect

can be detected only in the collected fractions, which again reduces the original

chromatographic resolution. For fast reacting enzyme inhibition tests, some online

HPLC-EDA methods have been presented, but as already mentioned, the influence

of the organic solvents has to be considered [13–15].

In contrast to HPLC, high-performance thin-layer chromatography (HPTLC) is

an open separation system. The separation is carried out continuously along the

HPTLC plate based on the retention of compounds on the silica surface. A com-

pound with low mobility migrates a short distance on the HPTLC plate, whereas a
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compound with high mobility migrates a longer distance. Compounds not migrating

at all can be detected at the point of sample application. The separation performance

of HPTLC is not as high as that of HPLC, but the big advantage of the HPTLC

approach is that the solvent used as the mobile phase during chromatography is

completely evaporated after the separation. Therefore, solvents have no effect on

bioassays that can be subsequently performed directly on the surface of the HPTLC

plate to perform an effect-directed detection of compounds. Furthermore, HPTLC

has a high matrix tolerance [16]. Because the solvent from sample extracts is

removed after application by evaporation – and thus has no effect on the chroma-

tography and subsequent bioassays – it is also possible to vary the applied sample

volume over a wider range to increase the sensitivity of the method. However,

because of the evaporation steps, it is impossible to investigate volatile compounds

with HPTLC. If the parameters are selected appropriately, parallel chromatography

of multiple samples allows the testing of many samples in a short period of time

[17]. Problems are also reduced by using a new plate for each analytical run. Even

substances that cannot be chromatographed are still detectable. As HPTLC is an

open separation system, the substances are available on the plate after separation. In

addition, HPTLC offers great flexibility in the selection of the detection technique,

without the need for a reconfiguration of the instruments [18, 19].

However, the coupling of HPTLC with bioassays is a particular challenge,

especially in the case of bioassays with long incubation times because of the

diffusion of already separated compounds resulting in the broadening of signals.

The only partial automation of the overall process from sample application to signal

detection is a further obstacle for routine use in environmental analysis. As com-

mon for other coupling techniques [20], the naming of the individual HPTLC-EDA

methods indicates the order of their use, with a hyphen between the various

techniques; for example, HPTLC-acetylcholinesterase inhibition assay.

Combining EDA with planar chromatography has a long tradition. In 1946

Goddall and Levi presented an EDA method for the identification of various

types of penicillin using paper chromatography [21]. Subsequently, a very wide

variety of in vitro systems for effect-directed detection have been transferred to

planar chromatography. The steps in HPTLC-EDA are sample preparation [11, 22–

25], separation, physical detection (non-destructive), detection of biological effects,

identification, and verification of the active substances (Fig. 1). Final identification

of the bioactive compound is not absolutely necessary for each application and

depends on the underlying question.
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2 Thin-Layer Chromatography

2.1 Separation Technique

Planar chromatography encompasses all the chromatographic techniques in which

separation is carried out on a planar stationary phase, including paper chromatog-

raphy (PC), thin-layer chromatography (TLC) and its further refinement high-

performance thin-layer chromatography (HPTLC), and ultra-thin-layer chromatog-

raphy (UTLC). A comparison of the most important parameters and characteristics

of TLC, HPTLC, and UTLC is given in Table 1.

As support material for the stationary phase, various materials can be used such

as plastic film, aluminum foil, or glass plates. The stationary phase is usually bound

to the support material by calcium sulfate, starch, or polymers [27]. The most

frequently used sorbent in (HP)TLC is silica gel. On this so-called normal phase

(NP), adsorption is the dominating separation mechanism. There are also various

reversed phases (RP) containing n-alkyl moieties with different chain lengths that

are bound as siloxanes to a silica gel (e.g., RP-18, n-alkyl moieties with 18-C

Fig. 1 Scheme of effect-directed analysis using HPTLC

Table 1 Characteristics of TLC, HPTLC, and UTLC layers (according to [26])

TLC HPTLC UTLC

Plate size (cm) 20� 20 20� 10 3� 3.6

Layer thickness (μm) 100–250 100–200 5–10

Particle size (μm) 8–10 6–8 Monolithic films, nanofibrous layers

Separation distance (cm) 6–15 3–7 1–3

Separation time (min) 30–200 3–20 1–5

Theor. plate height (μm) 35–75 23–25 –

LOD remission (ng) 1–5 0.5–1 0.5

LOD fluorescence (ng) 005–0.10 0.005–0.010 0.005

Couping into In Vitro Bioassays with Planar Chromatography in EDA. . . 191



atoms). Modified silica gels with n-propyl chains are also available, which have a

diol group or terminal –NH2 or –CN group. Depending on the eluent, these phases

are of NP or RP character. The different phases are classified qualitatively as

follows from polar to non-polar:

SiO
2
> � NH2 > � CN, � Diol > RP-2 > RP-8 > RP-18

The chromatographic development of a TLC or HPTLC plate takes place in a

closed development chamber filled with a few milliliters of an organic solvent or

solvent mixture as mobile phase, selected in accordance with the separation prob-

lem. For separation, the lower edge of the HPTLC plate is immersed in the mobile

phase. Because of capillary forces, the solvent migrates through the stationary

phase. As the migration distance increases, the speed of the eluent front decreases.

In parallel, diffusion causes an increasing broadening of the compound bands over

time. In most cases there is no further improvement of compound separation on

HPTLC plates at a migration distance of more than about 60 mm [28].

Another type of HPTLC based on capillary flow uses a horizontal chamber for

the development of the separation plate. This technique involves developing the

plate from opposite sides toward the center, resulting in a twofold increase in

sample throughput [29]. There are now various development techniques available

which are shown in Table 2.

A further development of capillary flow HPTLC is automated multiple devel-

opment (AMD). This chromatographic technique for TLC was first presented in

1973 by Perry [35] for multiple development with just one eluent (programmed

multiple development, PMD). Later, Burger [36] further developed this technique

for AMD to achieve automated gradient elutions. The principle of HPTLC/AMD is

illustrated in Fig. 2. In HPTLC/AMD the plate is developed in multiple steps.

Between each development step, the polarity of the eluent decreases and the

migration distance is increased continuously. Gradients of 10–40 individual runs

are typical, with increases in migration distance of 1–3 mm. For the automatic

composition of the mobile phase, a typical AMD can access solvents from five

supply bottles.

Table 2 Overview of HPTLC separation techniques

Principle of solvent

migration

Mode of

development Technique References

Capillary flow Vertical (HP)TLC, HPTLC/AMD [30]

Horizontal Horizontal-(HP)TLC [29, 31]

Circular Circular-chromatography [29]

Forced flow Rotation Rotation planar chromatography

(RPC)

[32]

Overpressure Overpressured-layer chromatogra-

phy (OPLC)

[33, 34]

Electric field Electro-planar chromatography

(EPC)

[33]
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After sample application and the evaporation of residual solvent by the appli-

cation of a vacuum, the first development run in AMD starts with the addition of the

most polar eluent to the separation chamber. When the eluent has passed a pre-

scribed migration distance, it is automatically removed from the chamber by a

pump. The next separation cycle begins with drying, followed by the filling of the

chamber with a less polar eluent, and the development of the HPTLC plate with a

specified longer migration distance. This procedure is repeated until the entire

prescribed development program has been completed. The procedure described

above is carried out fully automatically in the AMD development unit.

In this development technique, in each step, the lower edge of a sample band is

reached by the eluent first, so that the molecules located at the lower end start

migrating before the molecules in the upper part of the band. This effect results in a

continuous focusing of the compounds to be separated, leading to a suppression of

band broadening caused by diffusion. Therefore, despite the multiple develop-

ments, the separation zones in AMD are very narrow. By multiple developments

with the same solvent and the same migration distance, the sample can be focused

in a narrow zone prior to compound separation. Figure 3a shows an example of an

HPTLC/AMD gradient with a threefold focusing of the sample.

In comparison to classic HPTLC, the focusing effect of the AMD results in a

higher separation capacity and lower limits of detection. In addition, the automated

development results in a highly reproducible chromatographic separation. Figure 3b

shows the stability of the Rf values for nine reference compounds over a time period

of 6 months. The gradient shown in Fig. 3a was used for the chromatography. The

substances were applied as a mix to the HPTLC plate.

Fig. 2 Schematic illustration of gradient elution in automated multiple development (modified

according to [37]). The percentage of the more polar solvent A is reduced after each separation

step by the successive increase of the percentage of a less polar solvent

Couping into In Vitro Bioassays with Planar Chromatography in EDA. . . 193



Even though AMD gradient elution is still not widely used, its potential has been

demonstrated for various analytical questions. For instance, there are applications

for the analysis of lipids [38, 39], foodstuffs [40], phytopharmaceuticals [41], and

environmental samples [42, 43]. For environmental analysis, a standard has been

developed for pesticide screening in Germany [44].
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Fig. 3 (a) Diagram of a 16-step HPTLC/AMD gradient. (b) Stability of the HPTLC/AMD

separation using this gradient for nine reference substances, shown as box plots. The amount

applied for all substances was 300 ng
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2.2 Optical Detection

The development of the HPTLC plate is followed by a first physicochemical

detection of the separated compounds to obtain an initial overview of the samples

applied. For this purpose, the plate is examined by using white light and UV light of

wavelength 366 nm. At 366 nm, fluorescent substances are visible. If an HPTLC

plate with fluorescence indicator is used, compounds that quench fluorescence at

254 nm (e.g., aromatic compounds) are detected by an additional inspection of the

plate at 254 nm. Pictures of the plate at different wavelengths are captured for

documentation. For a detailed examination, all UV/Vis absorbing substances and

their positions can be recorded by means of a multi-wavelength scan. Fluorescence

can also be detected in this way. It is also possible to record a UV/Vis remission

spectrum of the individual substances. Examples of these various optical detection

methods are shown in Fig. 4.

Fig. 4 Use of manifold optical detection methods
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3 Overview of Bioassay Application Techniques

in HPTLC-EDA

In HPTLC used for effect-directed detection, the terms bioautography and biochem-

ical detection have to be differentiated. Bioautography is used to describe the coupling

of a bioassay using whole cells with the HPTLC, whereas biochemical detection

describes methods based, for example, on the detection of enzymatic activity. There

are several examples of a successful coupling of a biological or biochemical assay

directly to HPTLC, such as the detection of cell death, specific effects such as

estrogenic activity or genotoxicity, and enzyme inhibition or binding of antibodies.

In addition to these two groups, the detection of specific chemical characteristics is

often included in EDA methods. However, this is not absolutely correct in a narrow

sense, because in this latter case the biological effect is not detected directly and only

‘extrapolated’ from a given chemical characteristic. Table 3 gives some examples of

HPTLC-EDA that are explained in more details in the following sections.

3.1 Bioautography

In bioautography, detection of the biological effect is carried out by using micro-

organisms. Based on the method used for applying the organisms to the surface of

the (HP)TLC-plate, that is, to expose the microorganisms to the separated sub-

stances, bioautography is differentiated into agar diffusion biography, agar overlay

bioautography, or direct bioautography [54, 55].

In the case of agar diffusion bioautography, the stationary phase is placed on the

surface of an agar medium inoculated with the selected microorganism. After a

certain incubation time, the substances are diffused from the (HP)TLC plate into the

agar medium. After removal of the (HP)TLC plate and a further incubation step, the

biological effect is detected [21, 46, 56]. In agar overlay bioautography, the (HP)TLC

Table 3 Overview of the different HPTLC-EDA techniques

HPTLC-EDA

technique Subgroup Bioassay (examples)

References

(examples)

Bioautography Diffusion/

Contact

B. subtilis, Staphylococcus [45, 46]

Overlay B. subtilis [47, 48]

Direct A. fischeri, B. subtilis [49, 50]

Biochemical detection Enzyme

inhibition

Acetylcholinesterase [51]

Immunostaining Anti-glycosphingolipid

antibodies

[52]

Specific chemical

characteristic

– 2,2-Diphenyl-1-picrylhydrazyl

radical (DPPH)

[53]
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plate is either immersed in an inoculated agar medium or covered with an inocu-

lated agar layer. The agar layer then hardens on top of the stationary phase. During

the incubation phase and the subsequent detection of the effect, the agar layer

remains on the plate [47]. A disadvantage of the techniques described above is the

possibility of false negative test results in cases where hydrophobic compounds

diffuse into the agar only to a limited extent. The resulting low concentrations in the

agar containing the microorganisms may be insufficient to trigger the biological

effect under investigation.

For direct bioautography (DB), the (HP)TLC plate is immersed in a suspension

of the used microorganism in a specific nutrient solution [57]. The subsequent

incubation is carried out in a moist atmosphere. For some bacteria and fungi the

growth conditions for TLC-DB have been optimized [58–62]. In DB it is crucial to

ensure that the selected microorganisms are viable in direct contact with the

stationary phase.

3.2 Biochemical Detection

In addition to bioautographic methods, in HPTLC-EDA, biochemical detection

techniques are also used to detect effects. For the detection of enzyme-inhibiting

substances after chromatography, an enzyme solution is applied to the plate. After

an incubation period, visualization of the inhibition is achieved using a substrate

that is converted by the selected enzyme, usually into a colored product. The

enzyme is usually applied to the surface of the plate in combination with a buffer

providing optimal conditions for the given enzyme, for example, optimal pH value,

supply of required cofactors. To stop the enzymatic activity after a specific incu-

bation time, the (HP)TLC plate is often heated briefly on a heating plate [63].

Magnani et al. [64] introduced a TLC immunostaining method based on the

principle of enzyme-linked immunosorbent assays (ELISA). In the first step,

antibodies bind to their matching counterparts. Subsequently, secondary antibodies,

marked with an enzyme, bind to the already bounded primary antibodies. Finally, a

substrate is applied, which is converted by the enzyme to a colorant [65]. It should

be noted that TLC immunostaining always includes an incubation phase and a

washing step between the steps described. In these steps, the silica gel can easily

become detached from the support material. Therefore, the silica gel is fixated prior

to immunostaining, usually with polyisobutylmethacrylate. Several TLC

immunostaining methods have been reported for the detection of various steroidal

alkaloid glycosides [66], glycosphingolipids [67, 68], gangliosides [69, 70], or

antiphospholipid antibodies [71–74]. A detailed description of HPTLC

immunostaining is found in Meisen et al. [65] and Conti et al. [75].
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4 Endpoints Used in HPTLC-EDA

4.1 Bioluminescence Inhibition of Aliivibrio fischeri

For the (HP)TLC bioluminescence inhibition test, the plate is dried after separation

and immersed in a suspension of the luminescent bacterium A. fischeri (direct
bioautography) [49, 76]. The biochemical reactions resulting in the bacterial bio-

luminescence are directly linked to its metabolism. Therefore, metabolic disorders

can be detected very quickly by changes in the intensity of the bioluminescence.

The inhibition of bioluminescence is detected in a dark chamber with a sensitive

CCD camera. The (HP)TLC plate coated with the luminescent bacteria is placed on

a slide, which is then covered with a glass plate to prevent drying (Fig. 5a). The

slide also contains a liquid reservoir to maintain humidity. Because the plate is

coated only with a very thin film of luminescent bacteria, prolonged exposure times

of 45–55 s are required to detect the weak bioluminescence signal. Figure 5b shows

the inhibition zones as dark bands against a light background.

In analogy to the classic bioluminescence inhibition test in cuvettes [77], the

inhibitory effect can be quantified. This is done by using software for image

analysis. The areas adjacent to a detected inhibition zone serve as a reference for

the quantification of the observed inhibition. The calculation of the inhibition

values at (Formula 1) for specific locations creates a so-called inhibition value

chromatogram. With these inhibition values, a gamma (Γ)-value chromatogram can

be calculated according to Formula (2) [78], resulting in sharper bands, particularly

for bands with high inhibition values compared to the inhibition value

chromatogram.

Fig. 5 Detection of bioluminescence inhibition. (a) Schematic illustration of a dark chamber with

a CCD camera and a slide for the TLC plate. (b) Example of the detection of bioluminescence on a

TLC plate showing multiple inhibition bands (black)
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Inht ¼ i0, t�it
i0

ð1Þ

Γt ¼ Inht
1� Inht

ð2Þ

where Inht¼ inhibition, i0,t¼ luminescence light intensity of the reference (areas

adjacent to the band to be quantified) after the incubation time t, and it¼ the

luminescence light intensity of the band after the incubation time t.
To ensure that the observed effects can be compared within a sample and

between samples, the reciprocal iso-inhibition volume (RIV) can be used. Here,

the volume of an applied sample extract required to achieve a 50% inhibition of the

bioluminescence is calculated as a reference point. Because the inhibition of

bioluminescence by a compound is a function of its particular but unknown

concentration and the volume is inversely proportional to the concentration when

the amount of the compound is constant, the inverse of the calculated volume which

Fig. 6 Scheme of the process of evaluating the bioluminescence inhibition to calculate the

reciprocal iso-inhibition volume (RIV). (a) Picture of the bioluminescence, R: areas for the

reference, S: sample. (b) (Γ)-value chromatogram for the sample S. (c) Dose–response relation-

ship in log-space. Log (Γ)¼ 0 indicates the 50% effect-level from which the EC50 is derived. (d)

Toxicity of the detected bands expressed as iso-inhibition volume (RIV)
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causes 50% inhibition of the bioluminescence (RIV) is used as a measure of the

toxicity [79]. When the RIV is calculated for each inhibition band of a sample, it is

possible to compare different samples via the RIV pattern (Fig. 6).

The HPTLC bioluminescence inhibition test is used in various areas, such as the

testing of natural substances [80–82], personal care products [83, 84], or eluates of

rubber products [48, 85]. The HPTLC bioluminescence inhibition test has also been

applied successfully to the analysis of surface water [86], wastewater [87], and

landfill leachates [85]. Furthermore, this method can also be used to monitor the

inhibition of metabolites formed in ground water [88] or secondary products

generated by ozonation of water samples [85, 89, 90].

4.2 Antibacterial and Fungicidal Effects

To detect antibacterial substances, various Gram-negative and Gram-positive bac-

teria are used. The detection can be done with all three overlay techniques of

bioautography. However, direct autobiography predominates in the recent litera-

ture. Most frequently the applications with the Gram-positive bacterium Bacillus
subtilis are described. This is probably because of the commercial availability of an

(HP)TLC-DB test [91].

For direct bioautography with B. subtilis, a batch of the bacteria is prepared from
a spore suspension. When the exponential growth phase is reached, the developed

plate is immersed in the bacterial suspension. After an incubation phase in a moist

chamber, the dehydrogenase activity of the bacteria is tested using tetrazolium salts.

Usually a reagent containing the yellow 3-[4,5-dimethylthiazol-2-yl]-2,5-

diphenyltetrazolium salt (MTT) is sprayed on the plate. After a few minutes, the

inhibition zones appear as yellow bands against a violet background (Fig. 7). The

contrast between inhibited and uninhibited zones improves with increasing reaction

time.

The inhibition zones can also be analyzed quantitatively based on the size of the

inhibition zone [93]. It should be noted that, because of diffusion, the inhibition

zone grows larger as the amount of substance applied rises, even though the end of

the sigmoid course of the dose-effect relationship has already been reached. On a

wettable RP-18W plate, the zone broadening is hardly observable compared to a

silica gel plate because of limited diffusion of polar compound [94].

Besides the detection of antibacterial substances from various plant extracts, it

has been shown that it is possible to detect antibiotics in foodstuff such as milk [93]

but also in enriched run-off samples from sewage treatment plants and in surface

water [95]. Bacteria other than B. subtilis can also be used for this assay. There are

examples reported using Escherichia coli [61, 96], Staphylococcus aureus, or the
bacterium Pseudomonas syringae. An overview of bioautography applications with

various bacterial strains to detect antibiotic effects can be found in Choma and

Jesionek [55].
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The detection of substances with fungicidal effect after TLC separation was first

described by Homans and Fusch [97]. The authors used the spore-forming fungi

Aspergillus, Penicillium, and Cladosporium. Subsequently, other fungi have been

used for the detection of fungicidal effects. The effect is also detected with MTT.

Most studies were focused on fungicidal effects of plant components on human and

plant pathogenic fungi species. Some applications in environmental analysis have

also been described [95, 98]. For instance, it was possible to detect the fungicide

metalaxyl in soil using HPTLC-EDA [98].

4.3 Estrogenic Effect

For the detection of potential estrogenic compounds in a sample, the yeast estrogen

screen (YES) using a genetically modified yeast (Saccharomyces cerevisiae) was
transferred to the HPTLC plate (HPTLC-YES, in the literature also referred to as

planar YES or pYES). The YES is a reporter gene assay, in which the reporter gene

lacZ encoding the enzyme β-galactosidase is controlled by an estrogen-dependent

promoter. Therefore the expression of the lacZ gene depends on the presence of

agonists of the estrogen receptor and the activity of the β-galactosidase is a measure

for the estrogenic potential of a sample or substance. For the modified test, the

developed HPTLC plate is immersed overnight in a culture of the genetically

engineered yeast cells, followed by an incubation at 30�C in a humid atmosphere.

To detect the expressed β-galactosidase the substrate 4-methylumbelliferyl-D-

galactopyranoside (MUG) is sprayed as an artificial substrate on the surface of

Fig. 7 TLC-DB of eluates from milk spiked at 0.05 ppm level. The amounts of ciprofloxacin and

enrofloxacin in the eluates were 0.5 ppm each. Upper spots, enrofloxacin; lower spots, ciproflox-
acin. From left to right: 1 ppm standard, 0.5 ppm standard, three eluates from three cartridges,

blank, 1 ppm standard, two standards at 1 ppm (HPLC mobile phase and water instead of

methanol). The volume spotted was 50 μL. Test bacteria: B. subtilis. With permission from [92]
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the TLC-plate. After a second incubation at 37�C for some minutes, the cleaved

MUG is detectable by fluorescence (Fig. 8).

In HPTLC-YES, two different genetically altered strains of S. cerevisiae have

been used so far. One is the strain BJ3505 modified by McDonnell et al. [100]; the

other strain was constructed by Routledge and Sumpter [101].

M€uller et al. [102] were the first to transfer the YES test successfully to the

HPTLC plate. However, the required incubation of 30 h resulted in a massive band

broadening. With the approach of Sch€onborn and Grimmer [103], it is possible to

reduce the required incubation phase to a total time of 5 h and simultaneously lower

the limit of detection to 0.5 pg/band 17β-estradiol. Spira et al. [99] shortened the

incubation phases further to 3.5 h. The shorter incubation phases noticeably sup-

press the diffusion effect. However, although unwanted in general, the diffusion of

compounds allows the detection of endocrine effects, even if the compound of

interest is cytotoxic in higher concentrations, because the diffusion causes a con-

centration gradient surrounding the center of the compound. In the area of high

concentrations, cytotoxic effect may occur and a dark area is formed within a

fluorescing zone, indicating the estrogenic potential of this compound at lower

concentrations [104]. As already described for the anti-bacterial effects, compound

diffusion and thus signal broadening is reduces substantially by using RP-18W

plates [94]. This allows a clearer association of the observed effect with a

Fig. 8 Detection of estrone, 17β-estradiol, and 17α-ethinylestradiol by the pYES. 17-

α-Ethinylestradiol (EE2), 17β-estradiol (E2), and estrone (E1) were applied on a TLC plate,

100 pg each. After the pYES with chromatographic separation the signal detection was done.

(a) By fluorescence imaging (366 nm) and (b) fluorescence scan (320 nm). With permission from

[99]
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substance. It was observed sometimes that the quality of these reverse-phase plates

was insufficient for the HPTLC-YES. Therefore, before performing the HPTLC-

YES, the wettability of an RP-18W plate batch has to be tested.

HPTLC-YES with MUG is a very sensitive method; for example, 17-

α-ethinylestradiol can be detected down to 0.5 pg on the silica gel plate [99]. Via

a dose-effect relationship, it is possible to quantify the estrogenic effect [94, 99,

103, 104]. The strength of the effect can be given as a concentration equivalent to

the 50% effect dose (ED50) of 17β-estradiol [104].
With this HPTLC-EDAmethod, estrogenic effects have already been detected in

sediment pore water [99, 104], in water discharged following the first treatment step

in a municipal sewage treatment plant [103], and in the water of a fish aquaculture

system [103]. Likewise, an estrogenic effect has also been detected in beer [94] and

in a sunscreen cream [104]. A comparison of the influent and effluent water of a

sewage treatment plant has shown the possible formation of possible transformation

products with estrogenic activity [104].

4.4 Genotoxic Effect

Bacterial tests available for the detection of genotoxic substances include the Ames

test [105] and the SOS-umu test [106]. Both assays have already been combined

with TLC. For instance, Bjørseth, Eidsa et al. and Houk and Claxton have applied

the agar used in the Ames test and the strains Salmonella typhimurium TA100/

TA98 directly to the developed TLC plate [107, 108]. After a 3-day incubation

period, the number of colonies formed around the substance zone was detected.

Because the colonies did not form directly on the substance zone, no exact alloca-

tion of the mutagens was possible. In addition to this disadvantage, Houk and

Claxton describe that, for chromatographic reasons, it was only possible to apply

a small amount of sample. In this situation, mutagens in low concentration remain

undetected.

An initial proposal to transfer the SOS-umu test to an HPTLC plate was given by

Baumann et al. [109]. They used the genetically modified strain S. typhimurium
TA1535/pSK 1002. In this strain, the transcription of the umuC gene is linked to the

transcription of the lacZ-gene encoding the enzyme β-galactosidase. In the presence
of genotoxic compounds the transcription of these two genes is triggered by the

SOS response of the bacterium. The activity of the β-galactosidase was detected by
Baumann et al. with the substrate o-nitrophenyl-β-D-galactopyranoside (ONPG)

and the resulting formation of the yellow nitrophenol. The method was performed

successfully with the substance 4-nitrochinoline N-oxide (4-NQO) according to

DIN 38415-3 [110], with some modifications. Instead of ONPG, the substance

5-bromo-4-chloro-3-indolyl-β-D-galactopyranoside (X-gal) was used as substrate.

X-gal leads to the formation of a blue carbonyl dye [111]. The method still has to be

developed further to include a metabolization system similar to the frequently used

S9-mix for indirectly acting genotoxic substances.
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4.5 Chloroplastida Inhibition

The detection of substances that inhibit photosynthesis is done by detecting the

inhibition of the Hill reaction. In this reaction, O2 is formed from H2O in the

thylakoid membranes of the chloroplasts. In addition to H2O, the Hill reaction also

requires a natural electron acceptor which can be replaced by an artificial electron

acceptor (Hill reagent), such as the blue 2,6-dichloro-phenolindophenol (DCPIP).

Chloroplasts that carry out photosynthesis reduce DCPIP to a colorless

aminodiphenol. When a photosynthesis inhibitor is present, the color change does

not take place. Inhibition of photosynthesis is the mode of action of many broad-

band herbicides.

For the HPTLC test, the plate is immersed in a buffered suspension of chloro-

plasts and DCPIP [112, 113]. The chloroplasts used for this purpose can be obtained

from spinach leaves or from the leaves of garden beans [112]. This is followed by

an exposure time of a few minutes under white light. Zones in which the Hill

reaction is inhibited appear bluish against a green background (Fig. 9). For contrast

enhancement, the plate is immersed in a PEG-600 solution [114]. The strength of

inhibition is determined through densitometric absorption measurement of the blue

zones. Because the zones fade quickly, the detection must be carried out

immediately [114].

In addition to photosynthesis inhibition, it is possible to detect algicidal effects.

This can be done by applying a suspension of the fresh water alga

Pseudokirchneriella subcapitata to the developed HPTLC plate. After applying

the algal suspension, the plate is incubated in a moist, transparent chamber at room

temperature. Subsequently the plate is sprayed with an MTT solution and incubated

Fig. 9 Separated triazine herbicides after HILL-reaction using 2,6-dichloro-phenolindophenol

staining. (1) Atraton (2 ng per zone), (2) terbumeton (1 ng per zone), (Mix) mixture off all

herbicides, (3) simazine (2 ng per zone), (4) atrazine (1 ng) per zone), and (5) terbuthylazine
(1 ng per zone) on silica gel with cyclohexane-methyl-tert-butyl ether (1 + 1, v/v) as mobile phase.

With permission from [114]
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for another 1–2 days. Areas with a toxic effect for algae now appear as bright zones

against a violet background [109].

4.6 Neurotoxic Effect

Based on the central role of acetylcholinesterase (AChE) in the transmission of

signals in the synaptic gap, substances that inhibit this enzyme are considered

potentially neurotoxic. The most important AChE-inhibiting substances include

organophosphates and carbamates, which are often used as insecticides. In the

1960s and 1970s the first attempts to detect organophosphates and carbamates

biochemically by the inhibition of bovine liver esterases after paper chromatogra-

phy or TLC were described [115–124].

For the detection of the AChE inhibition the HPTLC plate is immersed in an

acetylcholinesterase solution. Adding 0.1% bovine serum albumin (BSA) to the

solution, especially in the case of activated silica gel and diol phases, suppresses the

influence of the stationary phase on the inhibition of AChE activity [125]. Various

substrates have been described in the literature to detect the AChE-inhibition after

an incubation phase. One is the widespread Ellman reagent, which is converted to a

yellow dye [126]. With this substrate, however, it should be noted that, in the

presence of certain amines and aldehydes, false positive results can be obtained

[127]. Alternatively, indoxyl acetate can be used. This substrate is converted by

AChE to the fluorescent indoxyl before the blue colorant indigo develops [128, 129]

(Fig. 10). The AChE inhibition is detectable as dark zones against a blue fluorescing

background or as white zones against a blue background (Fig. 11).

Other substrates such as N-(4-(7-diethylamino-4-methylcoumarin-3yl)phenyl)

maleimide (CPM maleimide), 1-naphthylacetate or 2-naphthylacetate were also

used [129–131]. The first quantitative analysis of the inhibition of acetylcholines-

terase by organophosphates was performed successfully by Štefanac et al. [132]

using a densitometer. It is also possible to calculate inhibition factors for the

Fig. 10 Reaction of the hydrolysis of indoxyl acetate by acetylcholinesterase to indoxyl and

subsequent oxidation to indigo
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detected substances. These inhibition factors correlate well with the inhibition

constants obtained by the classic microtiter plate test [51].

Organothiophosphates have to be oxidized into active oxones prior to the

detection of their biological effect. For this purpose, bromine is frequently used

[120, 133]. Oxidation with an aqueous bromine solution was reported to be more

effective than exposing the TLC plate to bromine vapor [122]. Using a multi-

enzyme inhibition test, consisting of cutinase from Fusarium solani pizi and

esterases from B. subtilis and from rabbit liver, it is possible to detect

organothiophosphates without prior oxidation in addition to organophosphates

and carbamates [134]. The limits of detection can be improved substantially by

oxidation with bromine [63].

In addition to the detection of insecticides in foods and water, the test is used to

detect AChE-inhibiting substances in plant extracts. These substances can possibly

be used to ameliorate the symptoms of Alzheimer’s disease. AChE inhibitors

already being used as therapeutic agents including tacrine and edrophonium.

With life expectancy increasing, it can be assumed that such compounds are

increasingly be found in wastewater in the future. They can then reach the aquatic

environment via sewage treatment plants.

Fig. 11 Application of the HPTLC-AChE-inhibition test on water sample with the substrate

indoxyl acetate. The substrate was applied after an incubation time of 5 min. Left: Detection of

inhibition as dark zones against a fluorescent background. Right: Detection of inhibition as white

zones against a blue background from the formed indigo. Marked in red are zones with a native

fluorescence; thus no inhibition in these zones can be detected. However, by the detection of the

blue color, an inhibition can be detected in these zones
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5 Identification

5.1 Derivatization

Analytes that do not absorb UV/Vis light must be derivatized with a suitable

reagent to allow a photometric detection. The sensitivity and selectivity of the

analytical method can also be increased by adding chromophores or fluorophores to

the molecule [135]. In the characterization of unknown compounds, derivatization

can play an important role. By using specific reactions, it is possible to detect

functional groups in molecules. Numerous reagents for qualitative and quantitative

HPTLC analysis have been described (Table 4) [135, 139–142].

These derivatizations are done either before or after separation. By means of a

pre-chromatographic derivatization, similar substances can be better separated

chromatographically; volatile compounds are converted to less volatile derivatives

[135]. The identification of unknown substances using pre-chromatographic deriv-

atization is hindered by the altered migration behavior of the derivatives during the

chromatography. In contrast, the separation of the substances on the HPTLC plate is

unaffected by a post-chromatographic derivatization. In this process the reaction

products can be allocated directly to their starting compounds based on the same

migration distance [88, 143]. Another advantage compared to pre-chromatographic

derivatization is that it is possible to take images of the UV/Vis spectra of the

separated substances before and after derivatization with the respective reagents.

This additional information can help to identify unknown compounds.

5.2 TLC-MS

The numerous techniques for transferring the analytes from the TLC plate to MS

can be divided into desorption methods and elution methods [144]. A widely used

representative of the desorption technique is matrix-assisted laser desorption/ioni-

zation (MALDI) [65, 145, 146]. In this method, an organic acid (e.g.,

Table 4 Selected derivatization reagents for HPTLC

Substance class Reagent Example (LOD) References

Non-specific Sulfuric acid – [135]

Non-specific Iodine starch – [135]

Primary amines Bratton–Marshall Amitrol (1 ng) [135–137]

Primary and secondary amines,

phenols, thiols

NBD chloride Proline (5 ng) [135]

Carbonyl 2,4-Dinitrophenyl-

hydrazine (DNPH)

Dehydroascorbic

acid (10 ng)

[135]

Aldehyde Purpald Palmitaldehyde

(1 μg)
[138]
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2,5-dihydroxybenzoic acid or sinapinic acid) is applied to the plate homogeneously

as a matrix [147]. When the solvent evaporates, the analytes are integrated in the

crystal lattice of this matrix. In the ion source of the MS, the sample is exposed to an

intensive pulse of a laser beam for a few nanoseconds. In this process, the sample

molecules are ionized and migrate into the gas phase. Another desorption technique

is “direct analysis in real time” (DART) [148–150]. In this process, the zone to be

analyzed is exposed to a heated stream of gas consisting of excited helium. In this

way, the analytes are desorbed and protonated. It has recently been shown that

DART facilitates a quantitative detection of compounds directly from the HPTLC

plate [151]. With both of the desorption techniques presented, it is possible to image

the developed HPTLC plate completely with mass spectra.

The most widespread elution method for a subsequent MS analysis is the

technique presented by Luftmann in 2004 using an elution head [152]. To transfer

the sample molecules into the MS, the elution head is pressed onto the substance

band so that a knife edge seal separates the zone from the rest of the plate. In the

extraction mode of the interface, a solvent mixture is pumped through the elution

head pressed against the HPTLC plate. A frit is used to hold back particles that

might be detached from the stationary phase during the extraction process. Subse-

quently, the extract is transferred directly to the ion source of an MS (Fig. 12). This

method can utilize the same ion sources as HPLC-MS coupling. Alternatively, it is

possible to collect the extract in a glass vial. Collecting the extract has the

advantage that another separation can be done before MS analysis, for example,

by HPLC [143] and more MS experiments can be realized from one extract. This

combination permits 2D chromatography on a normal phase (HPTLC) and a reverse

phase (HPLC), which increases the separation capacity [153]. This extract can also

be tested with spectroscopic methods, such as NMR [154].

Today the TLC-MS interface has become a well-established tool for the identi-

fication of unknown compounds [80, 88, 155]. In addition to qualitative analysis,

quantification of compounds is also possible with the TLC-MS interface

[156]. Because of the lack of automation, the quality of the calibration still depends

mainly on the user. This variation can be improved substantially through the use of

internal standards [157]. However, there have already been initial successful

attempts to automate the elution completely [158].

Fig. 12 Functioning of the

elution method based on the

technique of Luftmann

[152]
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In EDA, when using TLC-ESI-MS coupling, it is recommended that a second

plate should be developed under the same conditions and that the substances of

interest be eluted from this second plate. It is of course possible to use the plate on

which the bioassay was performed, but, because of the high salt load from the

nutrient medium, particularly with a luminescent bacteria assay, it is necessary to

clean the MS more often. In addition, new metabolites can be generated by the

applied microorganism on the plate, which makes it more difficult to match an

effect with a substance. Irreversible binding of the molecule to cellular structures is

also conceivable. In MS analysis of deuterated bisphenol A directly from the

HPTLC-YES plate after the performance of the bioassay, it was found that the

recovery was only 9%, whereas the recovery without a prior performance of the

bioassay was around 100% [104].

5.2.1 Combining Derivatization with Mass Spectrometry

The combination of information from the derivatization reactions and from HPLC

coupled to a high resolution MS often advances the identification of substances

decisively. In some cases, for example, the quantity of a specific functional group-

ing of a molecule is to be determined. To answer such questions it is possible to

elute the reaction products after a derivatization from the HPTLC plate for subse-

quent analysis by mass spectrometry. Based on the knowledge about the derivati-

zation reaction, it is possible to calculate the expected masses for the respective

number of functional groups. In this way, it was, for example, possible to demon-

strate the ring cleavage for 4- and 5-methyl-benzotriazole during ozonation and the

resulting formation of dialdehydes [143].

A particular type of derivatization is the H/D exchange. In this process, all

exchangeable protons are replaced by deuterium. This occurs quickly when the

analyte is dissolved in D2O or CH3OD. In an ESI mass spectrum, for each hydrogen

atom that is replaced by deuterium a mass shift of 1.0063 u can be observed.

Because of this mass shift, it is possible to restrict the number of possible proposed

structures for a given sum formula. HPTLC is particularly well suited for this

approach, because there is a change in solvent between the separation and the

transfer of the substances to an MS. Only a small amount of D2O or CH3OD is

required during the extraction of the compound using the TLC-MS interface

described above to ensure a nearly complete exchange. In practice the sample is

applied twice, and after HPTLC separation the extraction of zones of interest is

carried out with a mixture of H2O/acetonitrile and 5 mmol ammonium acetate and

with D2O/acetonitrile and 5 mmol ammonium acetate using the second sample

application (Fig. 13) [159].

If no TLC-MS interface is available, a plate of aluminum foil, cut to size, can be

placed at the input port of an ESI-MS. The D2O is dropped onto the cut-out of the

TLC plate. Because of the applied potential difference, a sufficient amount of the

analyte enters the mass spectrometer for the determination of the mass shift [160].
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6 Applications in Environmental Analysis

Because of its advantages in the testing of complex matrices, HPTLC is a widely

used analytical technique for the examination of plant extracts [161, 162]. Many

applications of HPTLC-EDA in this area are reported [163, 164]. However, several

applications have also been described for the analysis of various environmental

samples (Table 5). Selected examples are presented to elucidate the increasing

Fig. 13 Principle of combining TLC-MS with the H/D exchange for the identification of unknown

organic substances. The example shows the mass shift of 1.0061 u for the quasi molecular ions of

crotamiton in an ESI(+) mass spectrum

Table 5 Summary of HPTLC-EDA applications with various bioassays for examination of

environmental samples

Sample type Endpoint Test system References

Wastewater Bioluminescence

inhibition

A. fischeri [87, 95, 165, 166]

Endocrine effect YES [103, 104]

Surface water Bioluminescence

inhibition

A. fischeri [85, 95]

Antibacterial effect B. subtilis [95]

Fungicidal effect Penicillium spec. [95]

Neurotoxicity Acetylcholinesterase [95]

Landfill

leachate

Bioluminescence

inhibition

A. fischeri [85]

Sediments Endocrine effect YES [99, 104]

Photosynthesis inhibitor Bean leaf chloroplasts [113]

Fungicidal effect Phytophthora
boehmeriae

[98]
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significance of HPTLC-EDA as an analytical technique complementary to the

classic physicochemical approaches in environmental analysis.

6.1 Process Characterization of Wastewater Treatment

The leachates of landfills are usually treated in wastewater treatment facilities. As a

supplementary testing program to assess the efficiency of this treatment process,

HPTLC-EDA methods using A. fischeri and acetylcholinesterase were used. Sam-

ples were taken before and after wastewater treatment; 200 mL of the samples were

enriched by solid phase extraction (SPE) at pH values of 2, 7, and 9. After careful

evaporation of the solvent under a stream of nitrogen at 40�C to near dryness, the

residue was reconstituted in 1 mL of methanol. Figure 14 summarizes the results for

the extraction at pH 7 for all detection techniques used. In each case an application

volume of 2.5, 5.0, and 10 μL extract was used for the HPTLC separation. The left

part of the illustration shows the results obtained by physical detection; the right

part of the figure shows the results of the applied bioassays. The bioluminescence

Fig. 14 Investigation of water samples from a wastewater treatment plant by using HPTLC-EDA

with bioluminescence inhibition test (A. fischeri) and acetylcholinesterase inhibition test
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inhibition test with A. fischeri shows clearly that especially substances with a high

Rf, that is, rather nonpolar substances, are removed through wastewater treatment

(Fig. 14, lower part). Using the AChE inhibition test, some potential neurotoxic

substances are detected before wastewater treatment, which are removed almost

completely by the treatment. Likewise, physical detection shows fewer substances

after wastewater treatment than before.

For a semi-quantitative assessment of the elimination efficiency of the waste-

water treatment plant, the data obtained were evaluated according to the RIV

concept explained above. The results in Fig. 15 show that mainly toxic effects of

substances with an Rf> 0.70 were reduced by the treatment. In this range, the

RIV-values decrease by a factor of 2–6.

Fig. 15 Comparison of RIV values for bioluminescence inhibition from A. fischeri before and

after wastewater treatment for the SPE pH 7 extract
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6.2 Investigation of a Possible Impact of Leachates from
Artificial Turf on Ground Water

Environmentally relevant substances can leach from sports flooring such as artifi-

cial turf and might infiltrate into ground water if there is no or an inadequate

drainage system of the sports facility. Artificial turf surfaces are increasingly

being used in football and other types of sports. The elastic layer of the artificial

turf consists mostly of polyurethane-bonded rubber granulates. For this layer,

besides new synthetic rubber granulates (ethylene propylene diene monomer,

EPDM), recycled rubber, for instance from old tires, is also used. In addition to

meeting the requirements for the individual types of sports and the protective

function for the athletes, the surface must also meet certain environmental require-

ments [167]. In the present case, artificial turf was used for construction in the

catchment area of a ground water well. By analyzing samples taken from the elastic

layer of the artificial turf it was investigated as to whether toxic compounds can

eventually be leached out of the material and can migrate to the connected ground

water resource. For this “non-target question” the HPTLC bioluminescence test

with A. fischeri was selected because of its broad compound specificity.

To simulate the leaching by rain, 40 g of the elastic layer from the freshly

installed artificial turf was eluted for 24 h with 80 g ultra-pure laboratory water in a

batch test according to DIN EN 12457-01 [168], followed by an extraction of the

aqueous eluate with 6 mL tert-butyl methyl ether (TBME) and 12 g NaCl. Then

20, 40, and 60 μL of the extract were applied to an HPTLC plate. After HPTLC/

AMD separation using the gradient shown in Fig. 3 and immersion of the plate into

a luminescent bacteria suspension, the luminescent activity of the bacteria was

determined. Several inhibition bands were detected, indicating the elution of

bacteriotoxic compounds from the sample (Fig. 16a).

With the UV/Vis remission spectra measured directly on the plate and the

measured respective Rf-values, a query was examined in an in-house UV/Vis

Fig. 16 Process of the HPTLC-EDA investigation for water elutable substances from an elastic

layer of an artificial turf, resulting in the identification of 2-hydroxy-benzothiazole for the zone at

Rf¼ 0.41 (outlined in red in the bioluminescence detection)
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spectrum library. To identify individual bacteriotoxic substances, a second HPTLC

plate was developed using the same separation conditions. From this second

HPTLC plate, the individual substance bands were first extracted in a vial using

the described elution TLC-MS interface and directed to an HPLC coupled to a

quadrupole time-of-flight mass spectrometer (QTOF/MS) system. Using the exact

mass and the isotope patterns of the detected signals (Fig. 16b), sum formulas and,

if possible, structure predictions were generated and verified via the MS/MS

spectrum where possible (Fig. 16c). By combining the measured UV/Vis spectrum

and MS data with a prioritization based on the detected effect, it was possible to

demonstrate the presence of relevant environmental contaminants in the elutes from

the artificial turf. As one example, the marked band (Rf¼ 0.41) in Fig. 16a was

identified as 2-hydroxybenzothiazole. Furthermore, it was also possible to identify

2-aminobenzothiazole (Rf¼ 0.36) and benzothiazole (Rf¼ 0.58). To detect these

substances in the nearby ground water catchment, a direct injection HPLC-MS/MS

analysis with a triple quadrupole mass spectrometer was performed. In the ground

water samples examined, these benzothiazoles were not detected. Nevertheless, a

further regular monitoring of the ground water is reasonable, because the artificial

turf was installed only a short time before the investigation described above was

performed, and thus the contaminants detected may not yet have reached the ground

water.

7 Conclusion

Because of the increased awareness of the need for EDA in environmental analysis,

the interest in HPTLC coupled with in vitro assays is rising continuously. HPTLC-

EDA represents an orthogonal analytical technique in the common physicochem-

ical analytical methods. The major advantage of HPTLC in comparison to the often

described HPLC approach is that the separated substances are present free of

solvent after separation, which is precisely what allows the direct coupling with

various biological systems. EDA is supported by identification strategies using

specific derivatization reagents and spectroscopic techniques. Based on the effect

determined, it is possible to prioritize the substances to be identified. In this way,

along with information on the effect, HPTLC-EDA can also provide structural

information on active compounds.

It should be mentioned that the HPTLC-EDA methods are screening methods

that are used to provide an initial estimate of biological effects induced by a sample.

Because of the separation, the possibility of false-positive and false-negative results

are reduced. In addition, there is often a distinct increase in sensitivity in compar-

ison to tests performed in cuvettes or microtiter plates. An important challenge for

the future is the evaluation, assessment, and communication of the analytical results

obtained. The correlation between the results of HPTLC-EDA and the results from

tests to determine chronic effects should be a topic of future studies.
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HPTLC-EDA is an analytical method with a high degree of freedom. This

provides for high flexibility regarding the selection of bioassays and the identifica-

tion techniques. However, in comparison to other physicochemical analytical

techniques, for example, HPLC-MS, it requires a higher degree of technical skill

and experience. It is therefore very important for expert groups to publish guide-

lines to lower the hurdles for new users of this technique. The possibilities and

limitations of the individual HPTLC-EDA tests can be revealed only by the

experience of many users in many different areas. The standardization of

HPTLC-EDA is important for the recognition and use of this approach by official

agencies.
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Abstract The combination of polymer-based passive sampling to collect complex

environmental mixtures of pollutants, the transfer of these mixtures into bioassays,

and their related toxicological characterization is still in its infancy. However, this

approach has considerable potential to improve environmental hazard and risk

assessment for two reasons. First, the passive sampler collects a broad range of

chemicals representing the fraction of compounds available for diffusion and (bio)

uptake, excluding a large part of the matrix; thus, extensive sample cleanup which

could discriminate certain compounds can be avoided. Second, the toxicological

characterization of samples using bioassays is complementary to chemical (target)

analysis within environmental monitoring because it captures all chemicals

exerting the same mode of toxic action and acting jointly in mixtures, thus
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providing a comprehensive picture of their overall combined effects. The scientific

literature describes a range of examples from the water phase where passive

sampling is usually carried out in the kinetic uptake regime for most chemicals

although some may already have reached equilibrium. The composition of the

chemical mixture changes from the water phase to the passive sampling material

because of kinetic effects and polymer/water partition coefficients which depend on

the chemicals’ hydrophobicity. In contrast, only a few applications in sediment and

biota have been described, but amongst these some pioneering studies have dem-

onstrated the feasibility and potential of this combined approach. This chapter gives

an overview of what has been carried out in this research area, focusing on

opportunities and challenges, and points out desirable future developments with a

focus on the importance of choosing a suitable combination of sampling and dosing

to transfer (or re-establish) the environmental mixture into the bioassay.

Keywords Aquatic environment, Environmental monitoring, Hazard and risk

assessment, Hydrophobic organic chemicals, Mixture toxicity, Passive sampling
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1 Introduction

Passive sampling (PS) has become increasingly popular and more broadly applied

in a wide range of environmental media. PS devices are used in air, sediment and

soils, water including groundwater, biota including vegetation, and humans. One of

the advantages of PS over active sampling is that samplers are inexpensive and can

be operated basically everywhere without the need for electricity. They can provide

a measure of the freely dissolved concentrations of chemicals (Cfree) available for

(bio)uptake and diffusion, and they leave most of the matrix constituents such as

lipids which could disturb chemical analysis or toxicological assessment behind.

The focus of this chapter is on the combination of PS with mixture toxicity

characterization of the sampled environmental pollutants in bioassays. The combi-

nation of PS with effect assessment is particularly challenging because sampling

efficiency is dependent on the physicochemical properties of the chemicals, posing

special demands on their dosing into the bioassays. Calibration is possible for target
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analytes but not for unidentified mixtures as they occur in environmental media.

Nevertheless, bioassays have been applied in combination with PS extracts in a

qualitative or semi-quantitative comparative manner, where the biological effect

per mass of the PS phase was compared across different sites or sample types. In a

few cases, attempts have been made to relate the effects observed in the PS device

back to the concentration in the sampled medium.

Low-complexity in vivo bioassays such as toxicity tests with bacteria, algae,

daphnids, or fish embryos or in vitro cell-based bioassays giving indications of

modes of toxic action relevant for environmental and human health [1] have

frequently been exposed to extracts from total extraction, but also to solvent-

based PS extracts or directly to PS devices via passive dosing (PD) [2]. We

complement a literature review of existing applications of PS combined with

bioanalytical assessment with a critical evaluation of limitations and challenges

but also opportunities of using bioassays in conjunction with PS. This chapter

focuses on the aquatic environment, i.e., water, sediment, and biota.

2 Passive Sampling Approaches

The general principle of absorptive polymer-based PS for hydrophobic organic

compounds (HOCs) is that a clean sampling phase is brought into contact with the

medium to be sampled that is at a higher chemical activity than the sampler. The

chemicals present in the sample passively diffuse towards the polymer along the

activity gradient [2, 3]. Based on the initially large difference in chemical activity

between the compounds in the medium of interest and the sampler, the chemical

uptake into the polymer is rapid at first (kinetic linear uptake phase) and then slows

down (intermediate phase) until a thermodynamic equilibrium (i.e., equal chemical

activity, equilibrium phase) between the sample and the polymer is reached. The

difference in chemical activity, sampling rates (Rs) and time to equilibrium varies

strongly between chemicals and media. Hence, the equilibration status of single

constituents of the mixture varies if sampling is performed in the kinetic mode, with

some compounds having approached equilibrium and others far from being fully

equilibrated. Likewise, the mixture composition at equilibrium differs from the

profile of the original sample if sampling is carried out in the water phase (i.e.,

including the enrichment of highly hydrophobic chemicals relative to the water).

At the end of the sampling period, the polymer is removed from the sample, its

surface is thoroughly cleaned to avoid a bias caused by adsorption effects, and the

sampler is solvent-extracted to prepare the extracts for chemical analysis and

toxicological characterization. As an alternative, the PS polymer can be used

directly for PD of the mixture of chemicals into the toxicity test [4]. See the [5]

for further information. There are also adsorptive samplers for polar and ionic

compounds, but in this chapter we mainly focus on absorption-based samplers for

hydrophobic compounds.
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The material and geometry used for PS devices can be tailored to match the

physicochemical properties of the compounds of interest, the desired sampling

mode (i.e., kinetic or equilibrium mode), and the medium to be sampled. Generally,

PS materials include sorbents such as polymer resins, e.g., Tenax, polymer sheets,

e.g., low-density polyethylene (LDPE), polyoxymethylene (POM), silicone rubber

(SR) such as polydimethylsiloxane (PDMS), semi-permeable membrane devices

(SPMDs: lay flat LDPE tube filled with synthetic lipid), and polar organic chemical

integrative samplers (POCIS: different solid-phase extraction (SPE) sorbents

exposed in membranes). Triolein-filled SPMDs were designed to represent the

lipid phase of organisms, whereas POCIS mimic the respiratory exposure of

organisms in the aquatic environment, i.e., uptake via the gills. Strictly speaking

they do not count as polymer-based PS devices as the sampling phase consists of

triolein and SPE sorbents, respectively.

PS can be applied in most types of environmental media. Figure 1 depicts

relevant examples for which literature is available, but is not comprehensive. Air

and water are exclusively sampled with in situ PS because the PS device has to be

Fig. 1 Opportunities for PS devices in various environmental media, operated either in situ in the

field or ex situ in the laboratory, and in either the kinetic uptake or equilibrium mode. Knowing the

equilibrium partitioning concentrations in different compartments allows the determination of

partition coefficients (K ) between phases, e.g., sediment/water (Ksed/w), soil/water (Ksoil/w),

air/water (Ka/w), biota/water (Kbiota/w), or biota/sediment (Kbiota/sed). The discussion of methods

in this chapter is restricted to PS in the aquatic environment, i.e., water, sediment, and biota.

Figure adapted from Jahnke et al. [2]
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equilibrated with huge volumes of the medium, rendering ex situ sampling practi-

cally impossible. In contrast, ex situ sampling is most commonly used for biota, and

both modes are popular for sediment and soil; the applications depend on the

research question.

PS devices can be operated in different modes: (1) in kinetic linear uptake mode

with fast uptake into the sampling phase along a strong activity gradient or (2) in

(near) equilibrium mode with slower and finally stagnant uptake [3]. In the kinetic

mode, often used for matrices such as water with slow uptake kinetics, PS devices

are considered to provide integrative, i.e., time-weighted averaged concentrations

(CTWA). The concentration of a chemical i in the medium to which the PS device

has been exposed can be calculated (1) if the sampling rate of this chemical, Rs,i, is

known.

Ci,medium ¼ Ci,PS

Rs, i � t ð1Þ

In the equilibrium mode, which is usually applied in media such as sediment with

faster uptake kinetics, the PS device reflects the conditions at steady state and hence

provides a direct measure of the concentrations when the sampler has been

retrieved. If a chemical reaches equilibrium partitioning between the medium and

the PS device, knowledge of Rs,i is not required. The concentration of a chemical

i in the medium to which the PS device has been exposed can be calculated (2) if the

partition coefficient of this chemical between PS device and sample, KPS/medium,i is

known.

Ci,medium ¼ Ci,PS

KPS=medium, i
ð2Þ

Equilibrium sampling mode has the benefits that the precision of the measured data

and the overall sensitivity are higher, and knowledge of Rs,i is not required. On the

other hand, sampling in kinetic mode delivers time-integrative information opposed

to “snapshot” data, but usually requires the determination of Rs,i and hence is

subject to considerable uncertainty.

Much progress has been made regarding the calibration of PS devices in aqueous

systems and consequently kinetic PS is most common for water. Moreover, Rs of

HOCs in water are often quite low because of the low levels of these compounds in

the water phase and the uptake being hampered by an unstirred aqueous boundary

layer, often with equilibration times of months to years [6], rendering sampling in

the equilibrium mode very difficult unless colloidal matter accelerates the uptake

[7]. In contrast, in sediment and biota the uptake kinetics are complex and not well

described, but Rs are usually considerably higher than in water, and hence most

studies have used PS in equilibrium mode (Fig. 1).

Similar to the partitioning between the sample matrix and the PS device,

chemicals partition between environmental media (Fig. 1) driven by the change

in Gibbs free energy (ΔG) until ΔG equals zero at thermodynamic equilibrium.
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Once equilibrium is established, partition coefficients (K ) between phases can

be calculated such as between biota and water (Kbiota=w ¼ Cbiota=Cw ), biota and

sediment (Kbiota=sed ¼ Cbiota=Csed), soil and water (Ksoil/w), and sediment and water

(Ksed/w). To describe the partitioning of chemicals between water and

air, the air/water partition coefficient (Ka=w ¼ Cw=Cair ) or Henry’s law constant

(KH ¼ Ka=w* RT, where R is the gas constant and T is the absolute temperature) is

relevant. Few studies have applied the same PS material in equilibrium mode in

different media to measure not only the chemical burden in one medium but also

the partitioning and (dis)equilibrium of chemicals between different environmen-

tal compartments [3, 8].

The PS polymer/water partition coefficients (i.e., KPS/w) and hence the chemical

concentrations in the PS polymer are dependent on the hydrophobicity of the

chemicals. Therefore, the mixture composition changes from the aqueous medium

to the PS device. HOCs reach substantially higher levels in the PS device than in the

aqueous phase with elevated concentrations of the more hydrophobic compounds.

The PS device can hence be considered as mimicking an organism, which is also

referred to as biomimetic sampling [9]. However, if bioassays are used as

bioanalytical diagnostic tools, one must exert caution because the relative ratios

of the chemicals in the PS device differ from the ratios in water.

In contrast to water, for sediments and biota the partition coefficient between the

PS polymer and the environmental matrix is largely independent of the hydropho-

bicity of the chemicals because the main sorptive components for HOCs are the

organic carbon (oc) in sediments and the lipids (lip) in biota, and their relationship

with log octanol/water partition coefficients (Kow) is quasi parallel, resulting in a

largely Kow-independent KPS/sed and KPS/biota [2].

3 General Principles for Toxicological Assessment

of Passive Sampling Extracts

Bioassays can complement chemical analysis of PS extracts within environmental

monitoring by providing information about the overall toxic potency of an envi-

ronmental sample containing unidentified mixtures of contaminants. By choosing a

battery of different biological endpoints (e.g., estrogenicity), it is possible to obtain

integrative information on groups of chemicals with a common mode of toxic

action. These compounds act together additively in a mixture and therefore

bioanalytical endpoints can be regarded as sum parameters characterizing the

contaminant mixture. The biological effect caused by the mixture may still be

quantifiable at low levels whereas single contaminants might be too low in con-

centrations to be detectable by chemical analysis. An additional important aspect is

the fact that many compounds are not even targeted by the analytical method

[10]. Another advantage of combining PS with effect assessment is that the time-

consuming enrichment of target analytes by, e.g., SPE, which is often necessary to
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investigate toxic effects at low concentrations in water becomes obsolete. Further-

more, a large part of disturbing matrix constituents of the sampled medium (e.g.,

lipids), confounding factors such as pH or salinity and inorganic compounds are left

behind; thus PS provides a straightforward method for sample extraction which

includes a simultaneous sample cleanup.

However, the major challenge when combining PS, solvent extraction, and

dosing into bioassays is the fact that the mixture composition may change from

the sampled medium to the PS device. As Fig. 2 shows, the Kow-dependence of Rs

means that PS of water changes the composition of the mixture in the PS device.

Despite this limitation, PS of water in the kinetic mode has been applied in

combination with bioassays. This procedure is appropriate for qualitative purposes

and for benchmarking between samples and also if the sample is directly dosed via

PD as demonstrated in a recent study [4]. In contrast, because KPS/sed and KPS/biota

are largely independent of hydrophobicity, the composition of the PS extract of

sediment and biota reflects their original chemical composition (Fig. 2). Thus,

sampling of both sediments and biota can be realized without changing the com-

position of the mixture during the extraction step.

PS extracts have been dosed into different types of bioassays [2]. (1) In vivo

bioassays with aquatic organisms, such as fish (embryos), daphnids or algae are

mostly used to assess the effects of the chemicals – as present in the environmental

medium under investigation – similar to a whole effluent toxicity test. Here, the

freely dissolved aqueous concentrations, not the total or nominal concentrations,

should be re-established as dose-metric. (2) Complementarily, in vitro bioassays are

more often used as bioanalytical diagnostic tools, closely linked with chemical

analysis, to assess the burden of chemicals that act together as mixtures triggering

the mode of action targeted by the given in vitro bioassay. In vitro bioassays are

mostly conducted on 96- or 384-well plates. The concentrations and relative effect

Fig. 2 Aquatic environment: dependence of PS/matrix partition coefficients on Kow and impli-

cations for the combination of PS with bioassays
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potencies of reference compounds are typically expressed as nominal concentra-

tions, even if there are first attempts to model the partitioning in in vitro systems

[11] and to relate observed effects to cellular or freely dissolved concentrations

[12]. However, this approach has not yet been applied in conjunction with PS. Here

it is important to transfer the environmental mixture in such a way that the

concentration ratios remain constant and the total amount is transferred into the

bioassay.

If a solvent extract of the PS device that has been exposed to an aqueous phase is

dosed into the bioassay, the chemical composition in the PS device mimics the

concentration in an organism (i.e., with relative enrichment of the more hydropho-

bic chemicals), not the external exposure concentration of the environmental

sample (Fig. 3). To reflect the composition of the original aqueous sample, PS

has to be combined with PD (Fig. 3a; compare [5]). Then the composition of

chemicals in the bioassay medium is the same as in the aqueous phase of the

original medium (bulk water or pore water of sediments). This innovative approach

has recently been described by Claessens et al. [4] and is discussed in more detail

Fig. 3 Dependence of the chemical mixture composition on the medium, with only the combi-

nation of passive sampling (PS) and passive dosing (PD) mirroring the native mixture present in

the sediment interstitial pore water (and likewise for bulk water) in the medium of the toxicity test

(a). In contrast, solvent extraction of PS devices followed by solvent spiking into the bioassay

results in concentration ratios similar to the ratios present in the bulk sediment (and correspond-

ingly in biota) (b)
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below. In this case, the PS polymer is used as a biomimetic extraction device in

complex media with an aqueous phase.

In contrast, if the solvent extract of a PS device is directly dosed into an in vitro

bioassay, the nominal concentrations in the microtiter plate reflect the composition

in the PS material rather than the initial (aqueous) medium (Fig. 3b). This is

probably the most common application of PS so far. One can argue that the nominal

concentration ratios in the in vitro bioassay reflect the concentration ratios in the

original medium, i.e., sediment or biota (Fig. 3b) and cellular concentrations are

proportional to the nominal concentrations in the microtiter plate [2]. However,

even if the concentration ratios are constant, the absolute concentrations still need

to be known to allow application of PS in a quantitative way.

Results from in vivo bioassays are typically expressed as lethal concentrations

causing 10% or 50% mortality (LC10 or LC50), whereas those from in vitro bio-

assays are expressed as effect concentrations causing 50% of an observed effect

(EC50) or an induction ratio of activation of a receptor or pathway, or inhibition of

an enzyme of 50% over the control, also called induction ratio 1.5 (ECIR1.5). In the

following mathematical derivations we call all types of effect concentrations EC for

simplicity. Both in vivo and in vitro effects are expressed in units of relative

enrichment factors (REFs) or, in the case of PS devices, per total PS or per PS mass.

It is conceptually easier to express biological effects in toxic equivalent con-

centrations (TEQ) in the case of in vivo toxicity assays or bioanalytical equivalent

concentrations (BEQ) in the case of in vitro cell-based bioassays. TEQs and BEQs

(in the following, for simplicity, “BEQ”) allow the direct comparison of effects

determined in a complex sample from toxicological assessments (BEQbio) with

effects caused by the chemicals quantified in this sample by chemical (target)

analysis (BEQchem). For considerations about advantages and challenges regarding

the derivation of BEQs, we refer to Wagner et al. [13].

The BEQchem (3) is the sum of the analytically determined concentration of

chemicals (Ci) multiplied by each chemical’s relative effect potency (REPi) (4) in

relation to a specific potent reference compound [14]:

BEQchem ¼
Xn

i¼1

REPi � Ci ð3Þ

REPi ¼ ECref

ECi
ð4Þ

The BEQbio is the sum of the potency-scaled concentrations of unknown chemicals

that have the same mode of toxic action as the reference compound and act

concentration-additively translated into concentrations of the reference compound.

The BEQbio can be estimated by dividing the EC of the reference compound (ECref)

by the EC of the sample (ECsample, in units of relative enrichment factors,

i.e. dimensionless) in the bioassay (5) and has the same unit as the ECref, e.g.,

mol/L or ng/L.
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BEQbio ¼
ECref

ECsample

ð5Þ

However, these equations cannot be translated directly into the mixture effects

determined with bioassays.

Using PS devices for applications in water quality testing is only suitable for

combination with effect assessment if the PS/medium partition coefficients

(in equilibrium mode) or sampling rates (in kinetic mode) are largely independent

of Kow (see below). Only then can (1) be converted to (6) and (2) to (7).

BEQchem, medium ¼
Xn

i¼1

BEQi,PS

Rs, i � t ������������!if Rs is independent of i ¼ 1

Rs � tBEQchem,PS ð6Þ

BEQchem,medium ¼
Xn

i¼1

BEQi, PS

KPS=medium, i
����������������!if KPS=medium is independent of i ¼ 1

KPS=medium

BEQchem,PS

ð7Þ

If this condition holds, one can also convert the BEQbio,PS into a BEQbio,medium

according to (8):

BEQbio,medium ¼ 1

KPS=medium

BEQbio,PS ð8Þ

As mentioned above, most PS studies in water are run in the kinetic mode. Because

of the dependence of KPS/w on the hydrophobicity of the compounds, equilibrium

sampling of water is difficult to apply in a quantitative way in bioassays unless

dosing occurs via PD directly from the polymer [4].

For a chemical that is considered to be representative for the chemical mixture,

Rs can be determined experimentally. In the water phase, chemical-specific Rs are

often calibrated in situ by dissipation of performance reference compounds (PRC)

which have similar physicochemical properties as the target chemicals and are

dosed to the PS device before exposure in the environment. However, environmen-

tal mixtures have a very wide range of physicochemical properties so that the Rs of

the PRCs can never be more than an approximation of the mixture sampling rate.

In the kinetic mode, the independence of Rs on the chemicals’ hydrophobicity
has been achieved by slowing down the water flow to a point where the diffusion

across the unstirred water boundary layer is the rate-limiting resistance in the

uptake process [10]. The downside of this approach is that it also lowers the overall

Rs, which negatively impacts the mass of chemicals that are sampled and hence the

sensitivity.

In contrast, for equilibrium sampling in sediment and biota, the condition of

Kow-independent KPS/sed and KPS/biota holds true. Therefore, a back-calculation of

measured BEQs in the extract to BEQs in the original sample is possible provided

the partition coefficients are known.
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4 Water

Kinetic PS in water allows for sensitive in situ measurement of environmental

contaminants at trace concentrations and quantification of time-weighted averaged

concentrations (CTWA). In numerous studies, PS has been linked with toxicological

assessment of surface waters (Table 1). The result of this procedure represents a

time-integrative toxicological signal of the environmental water sample, which is

superior to the conventional analysis of grab water samples [52] generating snap-

shot information. For sampling in the water phase, PS devices such as SPMDs,

LDPE, POM, and SR sheets are well developed devices for sampling of HOCs

whereas they are more poorly characterized for polar compounds because the

processes governing their uptake are at present not well understood [53]. To our

knowledge, Sabaliunas et al. [15] presented one of the first studies combining PS in

water and an in vivo bioassay with Daphnia pulex for toxicity assessment in a

laboratory study. The authors showed that PS in SPMDs was biomimetic because

the uptake of pesticides by samplers and mussels was similar. However, applying

SPMD extracts in bioassays can give false-positive results because oleic acid, the

hydrolysis product of the major impurity of triolein, is toxic to aquatic

organisms [16].

The majority of studies (Table 1) linking PS with effect assessment of waters

have used POCIS as PS devices [54]. POCIS extracts have been widely applied in

receptor-mediated bioassays, in particular in the yeast estrogen screen (YES) to

assess aquatic contamination with endocrine-disrupting contaminants and the

effects of wastewater effluents on river water quality (e.g., [25, 26, 29, 40]). For

such contaminants with highly variable aqueous concentrations, time-integrative

PS is particularly useful in aquatic environments that can undergo frequent hydro-

logical changes, e.g., small rivers. POCIS have been shown to accumulate more

than 300 compounds, including pesticides, pharmaceuticals, hormones, and indus-

trial chemicals. From the two POCIS types that are commercially available, POCIS

“pharmaceuticals” and POCIS “pesticides”, the latter configuration provided supe-

rior uptake for a range of polar compounds including pesticides and hormones [53].1

Effects were typically expressed as BEQ per PS or per g PS polymer (Table 1).

Vermeirssen et al. [29] showed that accumulation of estrogens in POCIS was

biomimetic because measured estradiol equivalents in PS extracts and fish were

similar. By comparing PS data with repeated grab water samples, the authors

further demonstrated that POCIS accumulate estrogens in a time-integrative man-

ner. Bioanalytical assessment of POCIS extracts showed good agreement with

chemical (target) analysis because the estrogenicity in the samples correlated well

with chemically derived estradiol equivalents of the same POCIS extracts [29, 30].

1 POCIS “pharmaceuticals”: OASIS HLB as sorbent; POCIS “pesticides”: triphasic adsorbent

mixture of hydroxylated polystyrene-divinylbenzene resin and a carbonaceous sorbent dispersed

on S-X3 biobeads
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In further studies, POCIS extracts were tested in a bacterial bioluminescence

inhibition assay and in an algal growth and photosystem II inhibition test after

exposing the PS devices to treated sewage effluents [19]. The authors showed that

photosynthesis inhibition correlated well with chemical equivalent concentration of

the POCIS extracts. In contrast, data from tests of nonspecific toxicity did not

correlate well whereby the algal inhibition test was strongly affected by specific

toxicity of photosystem II inhibitors. Because the flow rate had only minor effects

on chemical accumulation in POCIS [19], the authors concluded that chemical

concentrations in the samplers are integrative measures of the loads of

micropollutants in the effluents. Still, they did not apply any conversion and

reported BEQ per PS.

More recently, PS extracts have been investigated simultaneously with a battery

of in vitro or in vivo bioassays with various endpoints for a more comprehensive

toxicity assessment of aquatic environments (Table 1). For example, POCIS

extracts were tested in different in vitro bioassays for non-specific cytotoxicity,

endocrine disruptive potential and dioxin-like toxicity after exposing PS devices in

rivers (e.g., [21, 31, 36]). Interestingly, PS was even combined with community-

level toxicity testing by exposing phototrophic biofilms to POCIS extracts [23].

Another PS device for polar organic chemicals is the Empore™ sulfonated

styrenedivinylbenzene copolymer (SDB)-RPS disk. In several studies, “naked”

Empore SDB-RPS disks (i.e., disks without any protective membrane) being

suitable for time-integrative sampling of a few days were used to investigate

inhibition of photosystem II in algae induced by herbicides in environmental

samples. Thereby, diuron equivalent concentrations from chemical analysis and

phytotoxicity of PS device extracts correlated well [42, 44]. Here, the BEQs were

back-calculated from the PS device to the aqueous phase using the measured Rs of

diuron.

Another configuration of the sampler, namely SDB-RPS Empore disks with

protective polysulfone ethoxylate membranes, was applied in sewage treatment

plant effluents for long-term integrative sampling (>1 month) of polar organic

chemicals combined with toxicity assessment [41]. In contrast to POCIS, Empore™

SDB-RPS disks could only provide an integrative measure of environmental estro-

gens and polar pharmaceuticals under controlled conditions, i.e., in a channel with

constant flow rate [40].

For toxicity assessment of HOCs in aquatic environments, PS using SR, LDPE,

and SPMD has been coupled to different bioassays (e.g., [33, 38, 45, 46, 55]).

Emelogu and coworkers [45, 46], for example, showed in several studies that this

approach is feasible and can serve as a cost-effective early warning signal on water

quality deterioration.

When applying absorption-based samplers such as LDPE and SR sheets, Rs are

usually determined by in situ calibration using PRCs. A set of PRCs that have

similar physicochemical properties as the target analytes and do not naturally occur

in the environment, e.g., deuterated analogues of selected target analytes, are dosed

to the sampler before exposure in the aquatic environment. Because dissipation is

considered to have isotropic kinetics analogous to uptake, Rs of the target analytes
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are determined as the inverse of PRC release into the water during exposure

[56, 57]. For adsorption-based samplers, Rs are generally studied in the laboratory

by exposing samplers to water spiked with known contaminant concentrations

under controlled conditions, i.e., temperature and flow rate. Because Rs for

adsorption-based samplers are often not yet robust enough, contaminant concen-

trations are usually expressed in amounts per sampler and not in CTWA [53]. When

Rs are calibrated in situ by PRC dissipation, aqueous bioanalytical equivalent

concentrations (BEQw) can be obtained by dividing bioanalytical equivalent con-

centrations in the PS device (BEQPS) by RS for molecules with medium molecular

weight and exposure time (t) of the samplers (according to (6)). This approach has

been applied by Jálová et al. [36] and Booij et al. [58] for investigating SPMD

extracts in different in vitro bioassays.

For polar PS devices in conjunction with an algal toxicity bioassay, the RS of the

reference herbicide diuron was used as average Rs [42]. Because algae are specif-

ically affected by herbicides which inhibit the photosystem II and the hydropho-

bicity of herbicides varies over a rather small range, this approach might be

justifiable but it must be kept in mind that it is only semiquantitative.

The approach has been extended for toxicity assessment of sewage treatment

plant effluents and marine waters by combining PS for polar organic compounds

with additional bioassays [42–44]. In particular for cytotoxicity and mortality

assays, the assumption of constant Rs might not be justified because a large range

of chemicals with broadly varying physicochemical properties contribute to these

non-specific effects.

One way to overcome the problem of the Kow-dependence of Rs is to apply PD

by directly transferring the PS polymer into the bioassay (Fig. 3a). Here, a recip-

rocal change in mixture composition occurs that is opposite to the profile change

during PS, leading to the organisms or cells “experiencing” exposure to the same

mixture composition in the aqueous phase of the medium as in the environmental

water phase. However, at the same time, a large fraction of the chemicals remains in

the PS polymer based on its considerably elevated capacity for HOCs compared to

the water, leading to reduced test sensitivity.

There are only a few studies that link PS in water and bioassays by applying PD

which controls exposure concentrations by partitioning of the test substances from a

dominating reservoir into the test medium; for a general discussion of PD see also

the [5]. Following exposure in the marine environment, Claessens et al. [4] trans-

ferred the exposed SR sheets as partitioning donor for HOCs directly into the test

medium to measure algal growth inhibition. The authors pointed out that this

approach only works properly for chemicals within a certain hydrophobicity

range because Rs of HOCs are slow during PS and depletion of more polar sub-

stances can occur during PD.

For chemical and toxicological monitoring of polycyclic aromatic hydrocarbons

(PAHs) in groundwater, Bopp et al. [50] have developed a ceramic membrane-

based, solid-sorbent sampler, the Ceramic Dosimeter [59, 60]. Thereby, ceramic

tubes with a length of a few centimeters served both as a container for the solid

sorbent material and as the dominant diffusion barrier. As sorbent material,
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polystyrene beads were used which had been found to be compatible with an

in vitro fish cell line bioassay [59]. Ceramic toximeters yielded CTWA of HOCs

and induced cytochrome CYP1A activity in a rainbow trout liver cell line after

long-term (1 year) exposure in groundwater [50].

5 Sediment and Sediment Pore Water

The traditional dose metric used for toxicity assessment of sediments is the total

concentration of chemicals determined by exhaustive solvent extraction, even

though it is not equivalent to the amount available for (bio)uptake and diffusion.

PS devices deployed in situ in sediment do not give a measure of the total sediment

concentration but of Cfree in the sediment interstitial pore water [61] available for

biouptake associated with environmental receptors. Cfree is responsible for expo-

sure, bioaccumulation, and effects and, thus, represents the potential risk to organ-

isms [62]. Most PS applications have focused on assessing the concentrations and

effects in pore water, with either laboratory‐spiked sediments or field‐contaminated

sediments [63].

PS can be applied in a non-depletive or depletive mode. In non-depletive mode,

samplers with a limited capacity are used to determine Cfree without removing more

than 5% of this fraction (i.e., negligible depletion). In depletive mode, high-

capacity samplers which reduce the free fraction substantially lead to Cfree being

replenished, ultimately collecting the entire bioaccessible fraction that can become

available. Such depletive sampling is carried out using Tenax or large-volume

polymers [57]. According to the sampling site and environmental matrix, various

formats of PS devices have been developed (Table 2); studies based on whole

sample toxicity testing that correlated the observed data with Cfree from PS methods

are also discussed (Table 3), even if they do not fall strictly within the topic of this

chapter.

Lydy et al. [63] compiled a literature survey of the available PS literature,

including a wide range of papers on PS methods in contaminated sediment

assessments. This survey summarized the methods in current use, materials, and

applications for the assessment of sediment-associated HOCs. Of these investi-

gations, more than 80% were based on allowing the PS polymer to come to

equilibrium partitioning with the sediment interstitial pore water. In addition,

kinetic sampling approaches have been used. These employed an apparent first‐
order model of chemical uptake into the sampler and used PRCs to estimate the

equilibrium condition of the PS relative to the pore water. As PS devices, sheets

of PE, POM, or SR were used or polymer-coated glass fibers (solid-phase

microextraction, SPME) for which the dominant polymer phase was the silicone

PDMS. The PS methods comprised, for example, low-density PE sheets in

activated carbon-amended sediment [85] and thin POM sheets applied in Baltic

Sea sediments [86].
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Further developments included SR-coated SPME fibers or SR-coated glass jars

which have been used for equilibrium sampling of sediments in the laboratory (e.g.,

[87–91]). As main contaminant classes in sediments, PAHs and polychlorinated

biphenyls (PCBs), polychlorinated dibenzo-p-dioxins and -furans (PCDD/Fs), and

chlorinated pesticides such as dichlorodiphenyltrichloroethane (DDT) and metab-

olites have recently been investigated [63].

The majority of the investigations (more than 60% [63]) were conducted ex situ,

whereby sediments were brought to the laboratory and tested; nevertheless, some

papers have reported in situ experiments (20%, e.g., [92, 93]). Regarding the

question as to whether in situ or ex situ experiments lead to more reliable results,

there are a number of reasons for conducting equilibrium sampling in situ: Cfree are

often at steady state under field conditions. Processes that occur naturally in the

environment, such as groundwater infiltration, are usually not fully reproducible in

the laboratory, which can result in deviations between laboratory measurements

and actual field levels. Furthermore, laboratory experiments are mostly unable to

simulate the natural physicochemical conditions (e.g., temperature and salinity) in

field sediments [94, 95]. Especially for larger rigid apolar compounds such as PAHs

and PCBs, the effect of temperature on solubility is substantial [96, 97]. Because the

presence of inorganic dissolved ions decreases the solubility of nonpolar or weakly

polar compounds [97], Rs depend on the salinity and the ionic strength of the

sample. For laboratory measurements, biocides must often be added to inhibit

biodegradation. These factors can affect Cfree, thus leading to over- or underesti-

mation of the effective concentrations in ex situ experiments. Such problems are

avoided when measuring in situ because the natural environmental conditions are

preserved [93]. However, for practical reasons, ex situ sampling is more commonly

applied and has generated valuable data, in particular for sediment monitoring

[8, 87, 88, 90].

Fewer studies have linked PS measurements in sediments to toxicological or

specific biological endpoints (Tables 2 and 3) than for water. Most of these studies

targeted pore water as a proxy for the Cfree available for uptake and diffusion in

in vivo bioassays. Maruya et al. [98] compared measurements of Cfree in pore water

with water quality criteria. This approach was applied for the toxicity evaluation of

sediment-associated PAHs, and the toxic response of Hyalella azteca was com-

pared with the number of toxic units calculated from the SPME-derived Cfree, using

the US Environmental Protection Agency sum toxic unit model [81]. Similarly, the

toxicity of pyrethroids was observed to be independent of sediment characteristics

when the toxic response was based on Cfree as determined by SPME [73, 75]. More-

over, a direct application of the concentration in the PS device was developed by

determining the relationship between the sampler concentration and the response

endpoint, e.g., mortality for individual species [67, 74, 80, 99].

Harwood et al. [74], for instance, showed that there was a significant relationship

between the concentrations of Tenax-extractable pyrethroid insecticides and the

mortality of Hyalella azteca and Chironomus dilutus. Ding et al. [100] discussed

using SPME fibers to estimate the toxicity of hydrophobic pesticides such as DDT

onHyalella azteca and Chironomus dilutus by showing that SPME fibers accurately
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reflected the external dose. Furthermore, the authors investigated the concentrations

in the SPME fiber related to the organisms’ body residues with a focus on the

influence of biotransformation [101] to establish the link between concentrations in

the PS polymer and the dose absorbed by the organisms. In a follow-up study, the

authors demonstrated the applicability of matrix-SPME in spiked and aged sedi-

ment to mimic bioaccumulation and to estimate body residues in the

organisms [77].

For in vivo bioassays, PS in sediments should be combined with PD to ensure

that the exposure conditions from the environment are re-established for the

toxicity assessment (Fig. 3). One approach to achieve this is to use field-deployed

PS devices as a PD device in bioassays [4]. For example, Witt et al. [93] used SR

hollow fibers that had been deployed in an in situ equilibrium sampler as PD device

in the algae growth inhibition test with the marine alga Phaeodactylum tricornutum.
Another approach re-established the mixture composition of target HOCs in sedi-

ment pore water which had been sampled by PS methods by applying PD in toxicity

tests. In a pioneering study, L€orks [71] applied PD to re-establish Cfree of PAHs of

River Elbe sediments in the fish embryo toxicity test with Danio rerio. The levels
and composition of real mixtures of PAHs were realistically reproduced in the

toxicity test as confirmed by chemical analysis. Constant exposure concentrations

as maintained by PD led to higher reproducibility as well as a relative increase in

toxicity compared to standard dosing procedures, which can be explained by Cfree

being replenished from the PD device.

Even fewer studies have applied bioassays to sense the actual effect equivalents

in the sediment itself. Here, the difference to total extraction is again only that Cfree

are accessible to the PS device because the transfer of compounds from the organic

carbon (oc) of the sediment to the sampler is mediated via the pore water and not via

direct transfer. However, in this case, it is possible to back-calculate from BEQPS to

BEQoc because the partition coefficient KPS/oc is independent of hydrophobicity. If

equilibrium is attained between all phases (sediment, water, PS), then by the laws of

thermodynamics the partition coefficient between PS and sediment oc equals the

ratio of the partition coefficients between both phases and water (9) as demonstrated

in Fig. 4.

KPS=oc ¼
KPS=w

Koc=w
ð9Þ

Li et al. [69] combined passive equilibrium sampling with solvent spiking of

extracts in five in vitro bioassays (Table 2). They applied (9) to relate the measured

BEQPS to BEQoc and demonstrated that BEQs from exhaustive extraction agreed

quite well with values estimated from PDMS-based PS extracts via the constant

oc/PDMS partition coefficient. In their case study, the authors could demonstrate

the feasibility of linking PS of freely dissolved chemicals in sediments with

different toxic endpoints.
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The measured BEQPS can be used to derive BEQoc using (10). Provided that the

partitioning to oc is the main process determining bioavailability, BEQoc can also

be related to BEQsed by means of (11).

BEQoc ¼
BEQPS

KPS=oc
ð10Þ

BEQsed ¼ f ocBEQoc ð11Þ

6 Biota

Biota extraction can be combined with (eco)toxicological profiling by exhaustive

solvent extraction of tissue homogenates followed by pipetting of the extract into

bioassays [2]. However, amongst other issues, exhaustive extraction techniques

involve considerable co-extraction of matrix constituents which can hamper chem-

ical analysis or have an impact on the implementation of bioanalytical methods,

e.g., by influencing the kinetics [102]. Hence, laborious and cost-intensive cleanup

procedures become necessary which can additionally change the mixture compo-

sition in the extracts because some of the chemicals may, for example, sorb to the

media used for removing matrix constituents or may not be stable in, e.g., acid

treatment. Two important advantages of PS approaches in this context are that they

(1) achieve largely unbiased sampling of a broad range of chemicals into the PS

polymer and (2) leave most of the matrix behind. Hence, compared to exhaustive

extraction, PS may represent a superior approach for extraction in biota in combi-

nation with chemical analysis and mixture toxicity assessment. Furthermore, PS in

biological fluids and tissues provides a way of accessing the internal exposure of

organisms and is closely linked with toxicity.

Fig. 4 Although both Koc/w and KPS/w are Kow-dependent, KPS/oc is independent of hydrophobicity
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Studies on bioanalytical assessment of mixtures of pollutants in higher organ-

isms [103] are much scarcer than applications in water (Sect. 4) and sediment

(Sect. 5). Therefore, in this section, we discuss applications of PS in biota that are

limited to chemical analysis but have the potential of being linked with

bioanalytical assessment before we review the small number of studies combining

PS with bioanalysis (Table 4).

SPME, with mostly in vitro but also a few in vivo applications, was one of the

first techniques to allow the direct extraction and measurement of analytes from

complex matrices such as blood, urine, and lipid-rich tissues, e.g., Ossiander

et al. [105]. However, because of the small volumes of the polymer coatings and

related issues with sensitivity, a combination with bioanalytical profiling is gener-

ally not possible. To overcome the inherent low sensitivity of SPME approaches,

polymer-based PS methods with larger polymer volumes which are not necessarily

non-depletive were explored. For example, Jahnke et al. [106] used PDMS thin-

films as the sampling material for lipid-rich tissues, whereas sampling kinetics were

too slow in lean fish.

Mäenpää et al. [107] developed a method for distinguishing the equilibrium

partitioning of halogenated organic compounds in fish storage lipids, membrane

lipids, and proteins. In addition, the authors showed that it is of relevance for the

partitioning in tissues which of these constituents represents the most relevant

sorptive phase on a fresh weight basis.

As for in vivo sampling, Zhou et al. [108] inserted SPME fibers in the dorsal

muscle of rainbow trout after exposure to water contaminated with different

pharmaceuticals. Furthermore, Adolfsson-Erici et al. [109] used acupuncture

needles covered with PDMS tubing to study the elimination kinetics of hydrophobic

chemicals in rainbow trout, but even here the mass of chemicals enriched in the

polymer was too low to allow a toxicological characterization using bioassays.

Later, an in vivo PS approach was developed that included implanting silicone

tubing in brown trout [110], thereby providing a substantially enhanced mass of

polymer and correspondingly the sampled mixture of chemicals. Mayer et al. [111]

used PDMS microtubes for sampling of PAHs in lipid-rich mussel samples.

Pioneering work in the coupling of PS with mixture toxicity assessment in

bioassays has been carried out by Jin et al. [102]. The authors used PDMS samplers

to enrich PCDDs from lipid-rich dugong blubber after spiking the tissues with

PCDDs (Table 4). Afterwards, the obtained PS extracts were dosed into the

CAFLUX in vitro bioassay, which specifically responds to dioxin-like chemicals.

Because the partition coefficients for dioxins between PDMS and blubber were

independent of hydrophobicity, consistent with the considerations in Fig. 2, it was

possible to back-calculate from the measured BEQPS in the PS extracts to the

BEQblubber using (8). The authors found that the small quantities of co-extracted

lipids (up to 0.3% of the PDMS weight) did not affect the response. However, the

cells dosed with the reference mixtures (i.e., without lipids) needed three times

longer than those dosed with the sample extracts to reach the same induction level,

with comparable effect levels after 72 instead of 24 h of exposure, potentially

because of facilitated chemical uptake by cells mediated through the lipid matrix
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[102]. Hence, it is important to address matrix effects in every study. The method

was subsequently applied to unspiked dugong blubber samples, and the comparison

of bioassay response with quantified PCDDs demonstrated that all mixture effects

in the dugong blubber samples could be explained by PCDDs [102].

Furthermore, Jin et al. [103] used the PDMS-based PS method for dugong

blubber to obtain extracts that were subjected to a range of in vitro bioassays

indicative for aryl hydrocarbon receptor (AhR)-mediated activity and key stress

response pathways such as oxidative stress, DNA damage, and inflammation.

Effects were detected for all bioassays but the activation of the AhR and the

Nrf2-mediated oxidative stress response accounted for the most explicit effects in

the tests, whereas assays for DNA damage response and inflammation gave no

significant effect (less than 5% of the total stress response for PCDDs).

The same research group developed a PDMS/blood partitioning system and

determined partition coefficients for model chemicals including PCDDs, PCBs,

and polybrominated diphenylethers (PBDEs [104]). PDMS extracts of marine turtle

blood samples with known concentrations of persistent organic pollutants were

tested in CAFLUX and Antioxidant Response Element (AREc32) bioassays. The

BEQbiota were calculated from the bioassay responses (5) and compared with

BEQchem calculated from results of chemical analyses and with single chemicals’
relative effect potencies (3). The concentrations of the dioxin-like chemicals in the

turtle blood could explain all effects observed in the CAFLUX assay for the

activation of the arylhydrocarbon receptor. In contrast, the activity in the oxidative

stress response assay AREc32 proved to be higher than could be explained by the

detected chemicals indicating that unknown bioactive chemicals were present in the

blood samples. The work shows the high potential of linking in tissue passive

sampling with toxicological characterization, because Jin et al. [104] succeeded in a

near-exhaustive extraction (62–84%), a yield comparable with conventional sol-

vent extractions. By enhancing the sampling efficiency, the probability for receiv-

ing complete dose–response curves is elevated. Lowmass transfer of chemicals into

PDMS is always a limiting factor for combining chemical analysis and toxicolog-

ical characterization, and may be overcome by a higher surface area/volume ratio of

the sampler to enhance uptake rates, by more PS material or new polymer devices

with higher affinities for the contaminants. However, sampling phases with higher

capacities usually go along with prolonged sampling times which can be problem-

atic with regards to sample stability.

7 Opportunities and Challenges for Combining Passive

Sampling and Bioassays

Based on the current research summarized above, the following conclusions can be

drawn: PS provides information on the concentrations of environmental pollutants

in diverse media that are available for partitioning and (bio)uptake. Solvent extracts
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of PS devices can easily be dosed into in vitro and in vivo bioassays but the

interpretation of results is not straightforward and depends on the scientific ques-

tions to be tackled.

• For the water phase, numerous methods have been described (see Sect. 4 and

Table 1), but equilibration of the PS devices is usually not achieved because of

the low levels of chemicals and the unstirred boundary layer hampering uptake

of hydrophobic chemicals into the sampler. An approach to overcome this issue

may be “active passive sampling” as suggested by Vrana et al. [112], whereby

water is pumped through a box containing the PS devices to enhance the

sampling rates. Using this approach may be a way to overcome the limitations

posed by too low chemical amounts being sampled to meet the detection limits

of bioassays. This approach does not, however, solve the hydrophobicity-

dependent Rs but even aggravates the problem because Rs are increased. Only

for very low Rs does the sampling of typical water-borne pollutants become

hydrophobicity-independent [10], with the disadvantage that low Rs result in low

quantities of sampled chemicals and, hence, low sensitivity.

• For sediment (Sect. 5 and Table 2), a number of suitable PS methods exist for

sensitive in situ or ex situ sampling. In undisturbed sediment in the field,

equilibration may take between weeks and months, whereas agitation in the

laboratory allows shorter sampling times (a few weeks). PS in sediments can

target two aspects: (1) the combination of PS with PD into in vitro bioassays

allows the assessment of the freely dissolved and toxicologically active fraction

of the chemicals and (2) the combination of PS with spiking the extracts into

in vitro bioassays allows a quantitative calculation of BEQ in the sediment phase

because of the hydrophobicity-independent PS/sediment (oc) partition coeffi-

cient. A challenge could be to sample sufficient amounts of chemicals for the

assessment of a number of toxicological endpoints or bioassays, and hence a

larger polymer mass may be required as described by Li et al. [69].

• Biota is the least widely studied medium in PS research so far (Sect. 6 and

Table 4). This fact may be explained in part by methodological challenges, i.e.,

slow sampling kinetics in lean tissues combined with limited sample stability.

Thin polymers as, for example, in SPME fibers allow fast equilibration but lead

to issues regarding sensitivity for chemical analysis, above all in combination

with toxicological assessment. New approaches such as using thinner polymers

with larger surface to volume ratios as discussed above have the potential to

enhance substantially the applicability of this new approach.

Huge potential lies in the application of these improved PS methods in combi-

nation with (eco)toxicological profiling to achieve a substantial refinement of

environmental hazard and risk assessment and management of water bodies, sed-

iments, and biota. General challenges in the combination of PS with bioanalytical

assessment lie in the sensitivity, i.e., the extraction of sufficient amounts of

chemicals, in transferring or re-establishing the complex mixtures of chemicals

from the environmental medium of interest to the bioassay, e.g., by combining PS

and PD for aqueous media, and in the co-extraction of matrix constituents which
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can hamper both chemical analysis and the characterization of effects. Cleanup

procedures are not only laborious and cost-intensive; they also easily involve the

risk of changing the chemical mixture composition and hence should largely be

avoided.

Finally, interesting new approaches include (1) simultaneous sampling of polar

and non-polar chemicals that usually require different PS devices (e.g., [38]), (2) if

sufficient amounts of chemicals can be sampled, effect-directed analysis of PS

extracts could be performed to identify biologically active compounds in complex

environmental mixtures (e.g., [22, 38]), and (3) toxicity testing of PS extracts in the

laboratory could be combined with in situ testing of biomarkers or similar indica-

tors of animal health for integrated assessment of aquatic ecosystems [34].
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36. Jálová V, Jarosova B, Blaha L, Giesy JP, Ocelka T, Grabic R, Jurcikova J, Vrana B,

Hilscherova K (2013) Estrogen-, androgen- and aryl hydrocarbon receptor mediated activities

in passive and composite samples from municipal waste and surface waters. Environ Int

59:372–383

37. Booij P, Sjollema SB, Leonards PEG, de Voogt P, Stroomberg GJ, Vethaak AD, Lamoree

MH (2013) Extraction tools for identification of chemical contaminants in estuarine and

coastal waters to determine toxic pressure on primary producers. Chemosphere 93:107–114

38. Liscio C, Abdul-Sada A, Al-Salhi R, Ramsey MH, Hill EM (2014) Methodology for profiling

anti-androgen mixtures in river water using multiple passive samplers and bioassay-directed

analyses. Water Res 57:258–269

39. Tan BLL, Hawker DW, Muller JF, Leusch FDL, Tremblay LA, Chapman HF (2007)

Comprehensive study of endocrine disrupting compounds using grab and passive sampling

at selected wastewater treatment plants in South East Queensland, Australia. Environ Int

33:654–669

40. Vermeirssen ELM, Asmin J, Escher BI, Kwon JH, Steimen I, Hollender J (2008) The role of

hydrodynamics, matrix and sampling duration in passive sampling of polar compounds with

Empore (TM) SDB-RPS disks. J Environ Monit 10:119–128

41. Muller R, Schreiber U, Escher BI, Quayle P, Nash SMB, Mueller JF (2008) Rapid exposure

assessment of PSII herbicides in surface water using a novel chlorophyll a fluorescence

imaging assay. Sci Total Environ 401:51–59

42. Escher BI, Quayle P, Muller R, Schreiber U, Mueller JF (2006) Passive sampling of

herbicides combined with effect analysis in algae using a novel high-throughput phytotoxic-

ity assay (maxi-imaging-PAM). J Environ Monit 8:456–464

43. Shaw M, Negri A, Fabricius K, Mueller JF (2009) Predicting water toxicity: pairing passive

sampling with bioassays on the Great Barrier Reef. Aquat Toxicol 95:108–116

44. Muller R, Tang JYM, Thierb R, Mueller JF (2007) Combining passive sampling and toxicity

testing for evaluation of mixtures of polar organic chemicals in sewage treatment plant

effluent. J Environ Monit 9:104–109

Combining Passive Sampling with Toxicological Characterization of Complex. . . 257



45. Emelogu ES, Pollard P, Dymond P, Robinson CD, Webster L, McKenzie C, Dobson J,

Bresnan E, Moffat CF (2013) Occurrence and potential combined toxicity of dissolved

organic contaminants in the Forth estuary and Firth of Forth Scotland assessed using passive

samplers and an algal toxicity test. Sci Total Environ 461:230–239

46. Emelogu ES, Pollard P, Robinson CD, Smedes F, Webster L, Oliver IW, McKenzie C, Seiler

TB, Hollert H, Moffat CF (2013) Investigating the significance of dissolved organic contam-

inants in aquatic environments: coupling passive sampling with in vitro bioassays.

Chemosphere 90:210–219

47. Emelogu ES, Seiler T-B, Pollard P, Robinson CD, Webster L, McKenzie C, Heger S,

Hollert H, Bresnan E, Best J, Moffat CF (2014) Evaluations of combined zebrafish (Danio

rerio) embryo and marine phytoplankton (Diacronema lutheri) toxicity of dissolved organic

contaminants in the Ythan catchment, Scotland, UK. Environ Sci Pollut Res Int

21:5537–5546

48. Bi HP, Rissik D, Macova M, Hearn L, Mueller JF, Escher B (2011) Recovery of a freshwater

wetland from chemical contamination after an oil spill. J Environ Monit 13:713–720

49. Allan SE, Smith BW, Tanguay RL, Anderson KA (2012) Bridging environmental mixtures

and toxic effects. Environ Toxicol Chem 31:2877–2887

50. Bopp SK, McLachlan MS, Schirmer K (2007) Passive sampler for combined chemical and

toxicological long-term monitoring of groundwater: the ceramic toximeter. Environ Sci

Technol 41:6868–6876

51. Addeck A, Croes K, Van Langenhove K, Denison MS, Elhamalawy A, Elskens M, Baeyens

W (2014) Time-integrated monitoring of polychlorinated dibenzo-p-dioxins and

polychlorinated dibenzofurans (PCDD/Fs) in urban and industrial wastewaters using a

ceramic toximeter and the CALUX bioassay. Chemosphere 94:27–35

52. Vrana B, Mills GA, Allan IJ, Dominiak E, Svensson K, Knutsson J, Morrison G, Greenwood

R (2005) Passive sampling techniques for monitoring pollutants in water. Trends Analyt

Chem 24:845–868

53. Harman C, Allan IJ, Vermeirssen ELM (2012) Calibration and use of the polar organic

chemical integrative sampler – a critical review. Environ Toxicol Chem 31:2724–2738

54. Alvarez DA, Petty JD, Huckins JN, Jones-Lepp TL, Getting DT, Goddard JP, Manahan SE

(2004) Development of a passive, in situ, integrative sampler for hydrophilic organic

contaminants in aquatic environments. Environ Toxicol Chem 23:1640–1648

55. Emelogu ES, Pollard P, Robinson CD, Webster L, McKenzie C, Napier F, Steven L, Moffat

CF (2013) Identification of selected organic contaminants in streams associated with agri-

cultural activities and comparison between autosampling and silicone rubber passive sam-

pling. Sci Total Environ 445:261–272

56. Booij K, Smedes F (2010) An improved method for estimating in situ sampling rates of

nonpolar passive samplers. Environ Sci Technol 44:6789–6794

57. Smedes F, van Vliet LA, Booij K (2013) Multi-ratio equilibrium passive sampling method to

estimate accessible and pore water concentrations of polycyclic aromatic hydrocarbons and

polychlorinated biphenyls in sediment. Environ Sci Technol 47:510–517

58. Booij K, Smedes F, van Weerlee EM, Honkoop PJC (2006) Environmental monitoring of

hydrophobic organic contaminants: the case of mussels versus semipermeable membrane

devices. Environ Sci Technol 40:3893–3900

59. Bopp SK, Bols NC, Schirmer K (2006) Development of a solvent-free, solid-phase in vitro

bioassay using vertebrate cells. Environ Toxicol Chem 25:1390–1398

60. Schirmer K, Bopp S, Gehrhardt J (2007) Use of passive sampling devices in toxicity

assessment of groundwater. In: Greenwood R, Mills G, Vrana B (eds) Passive sampling

techniques in environmental monitoring. Wilson & Wilson’s, Amsterdam, pp 393–405

61. Mayer P, Parkerton TF, Adams RG, Cargill JG, Gan J, Gouin T, Gschwend PM, Hawthorne

SB, Helm P, Witt G, You J, Escher BI (2014) Passive sampling methods for contaminated

sediments: scientific rationale supporting use of freely dissolved concentrations. Integr

Environ Assess Manag 10:197–209

258 A. Jahnke et al.



62. Reichenberg F, Mayer P (2006) Two complementary sides of bioavailability: accessibility

and chemical activity of organic contaminants in sediments and soils. Environ Toxicol Chem

25:1239–1245

63. Lydy MJ, Landrum PF, Oen AMP, Allinson M, Smedes F, Harwood AD, Li H, Maruya KA,

Liu J (2014) Passive sampling methods for contaminated sediments: state of the science for

organic contaminants. Integr Environ Assess Manag 10:167–178

64. Perron MM, Burgess RM, Ho KT, Pelletier MC, Friedman CL, Cantwell MG, Shine JP

(2009) Development and evaluation of reverse polyethylene samplers for marine phase II

whole-sediment toxicity identification evaluations. Environ Toxicol Chem 28:749–758

65. Bandow N, Altenburger R, Streck G, Brack W (2009) Effect-directed analysis of contami-

nated sediments with partition-based dosing using green algae cell multiplication inhibition.

Environ Sci Technol 43:7343–7349

66. Perron MM, Burgess RM, Ho KT, Pelletier MC, Friedman CL, Cantwell MG, Shine JP

(2011) Limitations of reverse polyethylene samplers (RePES) for evaluating toxicity of field

contaminated sediments. Chemosphere 83:247–254

67. Zielke H, Seiler TB, Niebergall S, Leist E, Brinkmann M, Spira D, Streck G, Brack W,

Feiler U, Braunbeck T, Hollert H (2011) The impact of extraction methodologies on the

toxicity of sediments in the zebrafish (Danio rerio) embryo test. J Soil Sediment 11:352–363

68. Burton GA Jr, Rosen G, Chadwick DB, Greenberg MS, Taulbee WK, Lotufo GR, Reible DD

(2012) A sediment ecotoxicity assessment platform for in situ measures of chemistry,

bioaccumulation and toxicity. Part 1: system description and proof of concept. Environ Pollut

162:449–456

69. Li J-Y, Tang JYM, Jin L, Escher BI (2013) Understanding bioavailability and toxicity of

sediment-associated contaminants by combining passive sampling with in vitro bioassays in

an urban river catchment. Environ Toxicol Chem 32:2888–2896

70. Witt G, Niehus NC, Konopka KF, Mayer P, Floeter C (2015) Comparison of passive and

standard dosing of polycyclic aromatic hydrocarbons to the marine algae Phaeodactylum

tricornutum. SETAC Europe 25th annual meeting, Barcelona, Spain

71. Lorks J (2010) Passive dosing of extracts using PDMS layers in the fish embryo test as an

alternative to direct contact exposure with marine Baltic Sea sediments. Diploma thesis,

RWTH Aachen

72. Kupryianchyk D, Reichman EP, Rakowska MI, Peeters ETHM, Grotenhuis JTC, Koelmans

AA (2011) Ecotoxicological effects of activated carbon amendments on macroinvertebrates

in nonpolluted and polluted sediments. Environ Sci Technol 45:8567–8574

73. Xu Y, Spurlock F, Wang Z, Gan J (2007) Comparison of five methods for measuring

sediment toxicity of hydrophobic cantaminants. Environ Sci Technol 41:8394–8399

74. Harwood AD, Landrum PF, Lydy MJ (2013) Bioavailability-based toxicity endpoints of

bifenthrin for Hyalella azteca and Chironomus dilutus. Chemosphere 90:1117–1122

75. Harwood AD, Landrum PF, Weston DP, Lydy MJ (2013) Using SPME fibers and Tenax to

predict the bioavailability of pyrethroids and chlorpyrifos in field sediments. Environ Pollut

173:47–51

76. Neale PA, Antony A, Bartkow ME, Farre MJ, Heitz A, Kristiana I, Tang JYM, Escher BI

(2012) Bioanalytical assessment of the formation of disinfection byproducts in a drinking

water treatment plant. Environ Sci Technol 46:10317–10325

77. Ding Y, Landrum PF, You J, Lydy MJ (2013) Assessing bioavailability and toxicity of

permethrin and DDT in sediment using matrix solid phase microextraction. Ecotoxicology

22:109–117

78. Hawthorne SB, Azzolina NA, Neuhauser EF, Kreitinger JP (2007) Predicting bioavailability

of sediment polycyclic aromatic hydrocarbons to Hyalella azteca using equilibrium

partitioning, supercritical fluid extraction, and pore water concentrations. Environ Sci

Technol 41:6297–6304

79. Bowen AT, Conder JM, La Point TW (2006) Solid phase microextraction of aminodinitro-

toluenes in tissue. Chemosphere 63:58–63

Combining Passive Sampling with Toxicological Characterization of Complex. . . 259



80. Conder JM, La Point TW, Steevens JA, Lotufo GR (2004) Recommendations for the

assessment of TNT toxicity in sediment. Environ Toxicol Chem 23:141–149

81. Kreitinger JP, Neuhauser EF, Doherty FG, Hawthorne SB (2007) Greatly reduced bioavail-

ability and toxicity of polycyclic aromatic hydrocarbons toHyalella azteca in sediments from

manufactured-gas plant sites. Environ Toxicol Chem 26:1146–1157

82. Paumen ML, Stol P, Ter Laak TL, Kraak MHS, van Gestel CAM, Admiraal W (2008)

Chronic exposure of the oligochaete Lumbriculus variegatus to polycyclic aromatic com-

pounds (PACs): bioavailability and effects on reproduction. Environ Sci Technol

42:3434–3440

83. Pang J, Sun B, Li H, Mehler WT, You J (2012) Influence of bioturbation on bioavailability

and toxicity of PAHs in sediment from an electronic waste recycling site in South China.

Ecotoxicol Environ Saf 84:227–233

84. Arp HPH, Azzolina NA, Cornelissen G, Hawthorne SB (2011) Predicting pore water APA-34

PAH concentrations and toxicity in pyrogenic-impacted sediments using pyrene content.

Environ Sci Technol 45:5139–5146

85. Oen AMP, Janssen EML, Cornelissen G, Breedveld GD, Eek E, Luthy RG (2011) In situ

measurement of PCB pore water concentration profiles in activated carbon-amended sedi-

ment using passive samplers. Environ Sci Technol 45:4053–4059

86. Cornelissen G, Wiberg K, Broman D, Arp HPH, Persson Y, Sundqvist K, Jonsson P (2008)

Freely dissolved concentrations and sediment-water activity ratios of PCDD/Fs and PCBs in

the open Baltic Sea. Environ Sci Technol 42:8733–8739

87. Jahnke A, Mayer P, McLachlan MS (2012) Sensitive equilibrium sampling to study

polychlorinated biphenyl disposition in Baltic Sea sediment. Environ Sci Technol

46:10114–10122
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Abstract Toxicity testing using in vitro bioassays is assuming an increasingly

important role. Nevertheless, several issues remain with regard to their proper

application, which mainly relate to the proper definition and control of the test

chemical(s) concentrations to which the cells or tissues are exposed. This has

fundamental implications for understanding the underlying relationship between

the in vitro exposure regime and response, and leads to uncertainty in the resulting

bioassay data. This chapter covers the definition and control of exposure of hydro-

phobic organic chemicals (HOCs) in in vitro bioassays aimed at measuring their

toxicity. A review of the fate of HOCs in typical in vitro set-ups is followed by a

discussion of how to define the test exposure. Currently applied approaches for

introducing HOCs into in vitro bioassays are then related to these different defini-

tions of test exposure. Finally, passive dosing as one possible approach for giving

defined and constant dissolved concentrations of HOCs in in vitro toxicity tests is

introduced, using examples taken from the literature, and how this might be better

integrated into high throughput in vitro toxicity testing is discussed.

Keywords Dissolved concentration, Exposure, Hydrophobic organic chemical, In

vitro toxicity bioassay, Passive dosing

K.E.C. Smith (*)

RWTH Aachen University, Institute for Environmental Research, Worringerweg 1, 52074

Aachen, Germany

e-mail: kilian.smith@bio5.rwth-aachen.de

S. Schäfer
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1 Introduction

Testing the toxicity of organic chemicals plays an important role in protecting

human health as well as the environment. Whereas chemicals used in medicinal

applications already have a detailed description of their toxicity because this is

mandatory before their release onto the market, for many other chemicals this is not

the case, despite requirements set out in regulations such as the European Union’s
REACH [1]. One reason is that existing approaches for toxicity testing can be rather

cost and labor intensive, leading to bottlenecks in the generation of the required

toxicity data [2, 3]. This is a rather critical issue given the huge number of existing

(and future) organic chemicals, and is exacerbated by the requirement for data

covering different toxicity endpoints because these require targeted toxicity tests.

In this context, the application of in vitro tests can play an important role

[4, 5]. Their miniaturized format is amenable to automation for increasing through-

put, and additionally reduces the consumables footprint. Also relevant is that the

ethical concerns accompanying the use of animals for toxicity testing do not play a

role in in vitro testing. Such considerations are reflected in the US National

Research Council report “Toxicity testing in the 21st Century, A Vision and

Strategy” [6, 7], which calls for a change from toxicity testing based on high-

dose testing in animals to a strategy where in vitro bioassays using cells or tissues

relevant for humans are used to evaluate adverse changes in the cellular signaling

pathways. Furthermore, the EU REACH and cosmetics legislation specifically

advocate the development of safety and risk assessment methods which do not

rely on animal testing, and here in vitro testing also plays an increasingly important

role [1, 8].
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In vitro tests are highly diverse because they can be based on sub-cellular

fractions, cells, or even tissues derived from different organisms and organs.

They can therefore deliver species- and organ-specific toxicity information, and

can also target different toxicity endpoints ranging from apical responses at the

cellular level (e.g., cell viability or death) down to molecular-level events (e.g.,

gene or protein expression) [4, 9]. This makes them useful both for hazard identi-

fication and for unraveling the mechanisms underlying the toxicity. Molecular

biology has led to the development of engineered reporter bioassays, in which the

occurrence of a specific molecular event quantifiably translates into a measureable

response. Such bioassays can be used to quantify specific types of biological

activity, e.g., endocrine disruption or aryl hydrocarbon receptor activation

[10]. In vitro tests can also be used to derive metabolic rates, which are integral

for translating in vitro toxicity data into an in vivo setting via the application of

approaches such as adsorption-distribution-metabolism-excretion modeling [11].

Another area where in vitro tests are increasingly important is the testing of

environmental samples containing organic contaminants. Environmental toxicity

arises from exposure to complex chemical mixtures which are often undefined and

present at low levels. This makes it challenging to apply chemical analysis to

measure the concentrations of all constituents of a sample for predicting their

combined toxicity via concentration or response addition [12]. Directly measuring

toxicity using in vitro bioassays takes into account all mixture constituents, as well

as their interactions, and can be done either by direct sample application [13, 14] or

by initial extraction and applying a portion of the extract into the test [9]. One such

example where in vitro tests are used in this way is the acute toxicity testing of

waste-water effluents using the zebrafish embryo toxicity test [15].

Despite the undoubted advantages of using in vitro tests, a number of issues

remain with regard to their application for the toxicity testing of organic chemicals

and environmental samples. These largely relate to the proper definition and control

of the test chemical(s) concentrations to which the cells or tissue are exposed

[16, 17], with fundamental implications for understanding the underlying relation-

ship between exposure and response. This not only leads to uncertainty in the data

resulting from such in vitro tests, but also hampers extrapolation of this data to the

in vivo situation for risk assessment purposes [16]. The set-ups used for in vitro

testing have been optimized to support the cell growth, but unfortunately are not

always suited for organic chemicals. For example, many in vitro tests use open

plastic microtiter plates for optimal cell adhesion and gas exchange, “rich” culture

media to stimulate cell growth and, in the case of mammalian cell lines, elevated

temperatures. However, these conditions can also lead to large losses or poor

availability of the test compound [18–21]. A related issue is that the instrumentation

for automating the in vitro testing process has evolved to be compatible with

microtiter plates, making radical format changes difficult.

This chapter covers the definition and control of exposure of organic chemicals

when testing their toxicity using in vitro bioassays. The focus is primarily on

hydrophobic organic compounds (HOCs) because their low aqueous solubility

and propensity to sorb to surfaces, particles, or proteins make control of their
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exposure particularly challenging. Nevertheless, many of the same considerations

also apply to compounds with lower hydrophobicities. A discussion of the fate of

HOCs in typical in vitro set-ups is followed by considerations of how best to define

the test exposure. Current approaches for introducing HOCs into in vitro bioassays

are then related to these various definitions of test exposure. Finally, passive dosing

as one approach for giving defined and constant dissolved concentrations of HOCs

in in vitro toxicity tests is introduced using examples taken from the literature,

together with an outlook on how this can be better integrated into high throughput

in vitro testing.

2 Fate of Test Chemicals in In Vitro Bioassays

Test chemical(s) added to an in vitro test are subject to a range of loss processes

including sorption, volatilization, and (bio)transformation [19, 22, 23]. Moreover, it

is not the total but rather dissolved concentrations that are considered as being

bioavailable and thus the effective concentrations driving uptake and toxicity

[16, 17, 24]. These dissolved levels are determined by the balance between the

different loss processes (Fig. 1).

In many bioassays, protein and lipid form an integral part of the culture medium

but can be a significant sorbing phase leading to a reduction in test compound

bioavailability. The extent of this sorption depends on the amount of protein and

lipid in the medium as well as the compound properties and concentrations because

of nonlinearities in the sorption isotherms [19]. Medium sorption is particularly

relevant for more hydrophobic compounds. For example, the free fraction of

different PAHs measured in a typical RPMI 1640 medium supplemented with

10 vol% fetal calf serum ranged from 30% (naphthalene, logKOW3.33) down to

Undefined and decreasing CFree
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Biomass dilution
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Fig. 1 Fate processes determining the total (Ctotal) and freely dissolved (Cfree) concentrations of

an organic compound under typical in vitro bioassay conditions. Cfree is considered to represent the

bioavailable fraction of a compound, and thus the effective concentration driving uptake and

toxicity. The difference between Ctotal and Cfree, as well as the magnitude of the losses driving the

decrease in the medium concentrations, are determined by the compound properties and in vitro

test characteristics
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0.1% (benzo(a)pyrene, logKOW6.13) [21]. Polar and ionizable compounds might

also significantly bind to the protein components in the medium, although the

relevance of this effect is less well understood [25].

Sorption also takes place at the walls of the microplate wells, particularly when

these are made out of plastic. Here, sorption increases in line with compound

hydrophobicity. The relative contribution of this process to the overall sorptive

losses depends on the ratio of the wall surface area to the volume of the exposure

medium [19, 20]. However, under typical in vitro conditions using “rich” cell

culture media, sorption to the plastic walls is often relatively minor because the

former frequently dominates the overall sorption [19]. Nevertheless, sorption to

surfaces might become significant if culture media with limited lipid and protein

contents are used. Such media are being developed to overcome the problems

regarding the medium sorption outlined above.

Another process affecting the dissolved test concentrations is sorption to the

target cells [22]. Of course, it is this very sorption that leads to accumulation at the

target site and thus results in the toxicity. Here, the critical point is that when cells

accumulate a significant fraction of the added test compound, it is no longer

appropriate to use nominal concentrations to describe the test exposure. Gülden

et al. [22] investigated the impact of increasing cell concentrations on the EC50 of a

range of compounds sorbing via different mechanisms to the adherent embryonic

mouse cell line Balb/c 3 T3. Cell binding resulted in higher EC50 values based on

nominal concentrations, and this effect was increased at higher cell densities and

also for those compounds which were accumulated to a greater extent.

Although some in vitro tests use cell lines with an inherently low biotransfor-

mation capacity, this loss route can be another confounding issue. Biotransforma-

tion losses are compound specific, and chemicals are thus affected differently.

Furthermore, the parent compound might be transformed into metabolites with

higher or lower activities and/or different types of toxicity. In fact, a number of

in vitro toxicity tests rely on biotransformation to “activate” the test chemical so

that it can exert its toxic effect [26]. Therefore, the implications of biotransforma-

tion are complex. On the one hand, this can lead to a reduction in the availability of

the chemical and thus a lower test response. On the other, it can result in the

production of metabolites with increased or different toxicities which can alter the

test response. The importance of biotransformation therefore depends on the chem-

ical, its bioavailable concentration, and the biotransformation characteristics of the

bioassay (e.g., cell type or the addition of exogenous enzymes).

A compound with a high air to water partition ratio can partition appreciably into

the headspace above the well so that that volatile losses become significant

[20, 23]. Volatile losses are further increased at higher temperatures, such as the

37�C typical of mammalian cell bioassays. Volatilization not only significantly

reduces the test concentrations – the volatilized compounds can also partition into

adjacent wells which leads to artifacts caused by cross-contamination. This is

particularly relevant for high throughput screening, where large numbers of

chemicals and mixtures are tested simultaneously using microtiter plates.
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In summary, in an in vitro test the bioavailable concentration of a chemical that

drives uptake and toxicity is determined by different fate processes which in turn

depend on the properties of the compound (hydrophobicity, volatility, etc.) and the

test system (culture medium, cell types, test temperature, etc.). When testing the

toxicity of single compounds using in vitro tests, this is reflected in the dual issues

of dissolved concentrations which are undefined but also decrease during the test.

For mixtures there is the additional complication that these effects impact the

individual constituents differently, and therefore there is also a change in the

bioavailable mixture profile. This might lead to a compound being incorrectly

prioritized as being the key toxicity driver in the mixture. Although it is possible

to account for some of these factors for single compounds and simple mixtures by

using (equilibrium) modeling approaches (e.g., [19, 22, 27]), this is much more

challenging for complex mixtures and even impossible in those instances where the

toxicity of an undefined environmental sample is being considered.

3 Defining Exposure in In Vitro Bioassays

The fundamental purpose of an in vitro toxicity test is to provide information on

whether a chemical is hazardous or not. However, often an additional aim is to

obtain information on how the toxic response varies with increasing concentrations.

This might then be used, for example, to identify whether there is a threshold level

below which no harm is expected for use within risk assessment. To achieve this,

the measured bioassay response has to be related to the test chemical(s) exposure,

and here the choice of exposure metric plays a fundamental role.

Ideally, the exposure metric should describe the exposure at the site of toxic

action as this is most closely related to the initial molecular changes within the cell

as induced by the chemical [16, 17]. However, in many cases the exact nature of this

site is unknown or not analytically accessible, and therefore nominal or total

concentrations are commonly used. The nominal concentration is given by the

amount of added test chemical divided by the medium volume, and, although

practical, its use is only appropriate when it accurately describes the bioavailable

concentrations driving uptake and toxicity. Even when the medium concentration is

determined immediately after compound addition, there are often marked differ-

ences to the nominal concentrations caused by handling losses or incomplete

dissolution [28]. Furthermore, depending on the properties of the compound and

the test set-up, the nominal concentration can significantly overestimate the bio-

available concentrations in the test because of the various loss processes described

above. This can lead to a shift in the concentration-response curve to higher

concentrations [18, 29, 30], which partly explains the low apparent sensitivity

sometimes observed in in vitro tests compared to the in vivo situation [31]. At the

extreme, this could mean that no test response is observed and the compound is

classified as being non-toxic because of inadequate testing conditions leading to a

limited bioavailability rather than its intrinsic toxic properties.
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Therefore, rather than using nominal concentrations, a number of in vitro tox-

icity test guidelines stipulate that total concentrations at the start and end of the

toxicity test be analytically confirmed. This accounts for losses such as sorption to

the vessel walls and volatilization, but does not consider the all-important differ-

ence between the total and bioavailable concentrations. Furthermore, when losses

are severe it is challenging how to best define this decreasing exposure. Examples

of time-dependent exposure metrics include the integrated dose over time (AUC,

area under the curve) or the dose divided by the time period (TWA, time weighted

average) [16]. In any case, the considerations concerning bioavailability described

above still apply when such time-dependent exposure metrics are based on nominal

or total concentrations. For more complex exposure scenarios, such as pulsed

exposures, it is possible to incorporate time effects by applying biokinetic and

toxicodynamic models to give the concentration-effect relationship over time [32].

Therefore, one of the best alternatives for an exposure metric in in vitro tests is

possibly the freely dissolved concentration (Cfree). This is considered to represent

that portion of the test chemical in the medium which is bioavailable for cell uptake

and toxicity [16, 17, 24]. Although Cfree describes the exposure external to the cells,

it can be related to whole- or even sub-cellular concentrations via uptake and

partitioning models (e.g., [19, 22, 33], and can be measured using dialysis, ultrafil-

tration, centrifugation, or solid phase microextraction (SPME). The latter has the

advantage that it circumvents some of the artifacts associated with other methods

such as filter sorption or inclusion of colloid-associated compound in the freely

dissolved fraction [17].

Using Cfree as the exposure metric has the further advantage that the test data can

be used as input for the chemical activity concept. An interesting development is

the application of chemical activity to describe baseline narcotic toxicity. For a

wide range of organisms, chemicals, and mixtures thereof, the onset of narcotic

toxicity consistently appears within a chemical activity range from 0.01 to 0.1 in the

external exposure medium [34–37]. In addition, it appears that chemical activity for

describing mixture toxicity is additive (e.g., [38, 39]). These observations agree

with the critical membrane concept for narcotic toxicity [40], likely because of a

(near) chemical equilibrium between the organism and exposure medium and

because of the properties of the compounds studied so far, which all have relatively

similar lipid activity coefficients and are minimally metabolized.

4 Conventional Approaches for Controlling Exposure

Compounds which are sorbed, biotransformed, or volatilized are not available for

uptake by the biological target and thus cannot contribute directly to the toxic

response. Increased standardization of in vitro testing protocols (e.g., the use of

standard culture media and fixed cell numbers) reduces variability between similar

types of tests but does not adequately consider such losses. Therefore, to improve
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the reliability of in vitro bioassay data it is necessary to account for, or even better to

compensate for, such losses.

If chemicals are sufficiently water soluble it is possible to dissolve them directly

in the culture medium, and then directly expose the cells in this medium. However,

many HOCs are challenging to dissolve initially in aqueous solutions. Therefore,

one widely used approach for their introduction into in vitro tests is by spiking the

compounds using a co-solvent as a solubilizer. For this, a concentrated solution of

the test compound(s) in a biocompatible and water-miscible solvent is prepared,

and a small volume of this solution is added to the test medium. Careful consider-

ation should be given to ensure that the volume of solvent added does not result in a

measureable toxic effect. This can be determined experimentally, but does not

preclude mixture toxicity caused by the combination of the spiking solvent and

test chemical(s). Furthermore, solvents such as dimethylsulfoxide (DMSO) can

alter the permeability of the cell membranes and thus lead to different uptake

kinetics [41, 42]. Another issue with solvent spiking is that the test compound is

introduced as a concentrated solution. When directly spiking the test medium in the

microplate well, this can lead to a temporary inhomogeneity in the exposure as the

solvent spike hits the aqueous phase. This might occur either because the solvent

plus compound sinks to the bottom of the well where adherent cells are located,

leading to a localized high concentration region, and/or because the compound

precipitates and needs to redissolve again to become bioavailable [28]. This might

be solved by indirect dosing, where the culture medium is first spiked and thor-

oughly mixed before using this to dose the cells [28].

However, the main criticism with solvent spiking is that the bioavailable

dissolved concentrations are neither defined nor buffered. Although the various

loss processes can be accounted for by using analytical [17] or modeling [19, 22]

approaches to obtain a better definition of the bioavailable exposure concentrations,

two important limitations nevertheless remain. First, there is the issue of a low

compound bioavailability because of sorptive and other losses leading to a reduc-

tion in the apparent test sensitivity [18, 29, 30]. In part this might be solved by

adding increasing amounts of test compound to compensate for such losses, but this

can lead to precipitation, particularly when studying toxicity close to a compound’s
aqueous solubility. Second, if concentrations are not buffered and decrease signif-

icantly, it becomes challenging to find the correct time-resolved measure of expo-

sure [16, 20].

One way to ameliorate the effects of rapidly declining concentrations is by

medium renewal as is often done in toxicity tests with larger organisms. Strictly

speaking, medium renewal does not result in constant concentrations but rather a

sequence of pulsed exposures, the amplitude of which depends on the loss rate

relative to the frequency of medium renewal. In addition to buffering test losses,

this approach also removes excreted metabolic products. However, there is the

potential for negative effects on the cells caused by handling stress. In any case,

simply renewing the medium does not address the discrepancy between the nom-

inal/total concentrations and Cfree, and additional modeling or analytical efforts
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would be required. Although medium renewal is much easier with adhered rather

than suspended cells, it is rarely applied in in vitro systems.

A more advanced approach is to deliver a continuous stream of medium with

constant compound concentrations, either from a reservoir of spiked medium or by

using a generator column. Despite not being so easy to interface with in vitro test

set-ups, examples exist such as the flow-through set-up developed for the fish

embryo toxicity test using zebrafish (Danio rerio) [43]. In this study, culture

medium containing 4-chlorophenol was continuously supplied to the wells of a

modified 24-well microplate from a large reservoir in a flow-through set up. The

wells were lined with a gauze net preventing loss of the eggs. In addition to

providing constant concentrations of test compound for exposures up to 120 h,

other benefits included a good supply of oxygen, removal of metabolic waste

products, and the possibility of collecting large medium volumes for chemical

analysis. The main limitations were a lack of cheap and commercially available

plates for this purpose, incompatibility with cell suspensions which are too small to

be retained in the well, and the need to differentiate between the nominal/total

concentrations and Cfree.

Considerable effort has been made to solve the problems of sorption to the vessel

walls or medium components. Many in vitro bioassays use cells forming confluent

layers which require the plastic material for optimal cell adhesion, and here the

choice of plastic can reduce the sorption of the test compound, although this does

not eliminate the problem entirely [20]. For tests using cell suspensions, vessels

made out of glass which minimally sorb many organic compounds might be used. A

parallel development is the use of defined culture media containing minimal protein

and lipid to reduce this loss pathway, although as yet these media cannot be applied

in all in vitro bioassays [44].

Compounds with high air to water partition ratios are prone to volatile losses

[20], a process particularly difficult to model because of its dynamic nature

[19]. Stalter et al. [23] developed a sealed headspace-free set-up in plastic micro-

titer plates to study the toxicity of volatile compounds in different in vitro tests:

bioluminescence inhibition in the bacteria Vibrio fischeri, genotoxicity in the

bacteria Salmonella typhimurium umuC, and Ames fluctuation bioassays and oxi-

dative stress response in the mammalian AREc32 bioassay. For the different

bacterial bioassays used in the study, simple culture media lacking any sorbing

components were used, and here a large increase in the apparent test sensitivity was

found for the sealed headspace-free set-up compared to the conventional design

with an unsealed headspace. This was traced back to an analytically confirmed

reduction in volatile losses in the sealed headspace-free format. Interestingly, for

the AREc32 bioassay which used culture medium containing serum components,

the effect was not so marked. This was likely because the constituents of the culture

medium had a retaining effect on the test compounds. Although the sealed

headspace-free set-up worked well for the relatively short exposures used in this

study, for longer exposures oxygen supply to the cells might become limiting.

Therefore, despite the different experimental approaches discussed above, there

still remains an urgent need for new approaches to control and maintain the Cfree of

Defining and Controlling Exposure During In Vitro Toxicity Testing and the. . . 271



organic compounds and their mixtures in in vitro toxicity tests. These should be

practical to apply and also be compatible with existing test protocols and with the

drive towards high throughput testing. The ability to test at a priori defined and

constant Cfree would mean the same exposure metric is used in different in vitro

bioassays, irrespective of variations in the testing protocols such as differences in

the medium composition or cell densities. This would be particularly important for

mixture toxicity testing, as only in this way can the mixture profile be maintained

between different bioassays. This would simplify interpretation and comparison of

in vitro toxicity data and facilitate the application of test batteries covering different

toxicity endpoints. Passive dosing is one approach that can solve these challenges.

5 Principles of Passive Dosing

Passive dosing is referred to in the literature by various names including

partitioning driven administration, partition controlled delivery, and partition

(ing)-based dosing [45–51].

In passive dosing, a dominating reservoir of sorbed organic compound acts as a

constant partitioning source to the aqueous phase (Fig. 2). When equilibrium is

established between the dissolved (Cfree, e.g., mg L�1) and polymer-sorbed (Csorbed,

e.g., mg L�1) concentrations of organic compound, Cfree is given by

Cfree ¼ Csorbed

Ksorbed=free

ð1Þ

where Ksorbed/free (L L�1) is the equilibrium partition ratio that depends on the

properties of the compound, passive dosing phase, and aqueous medium. Losses

that lead to a perturbation of Cfree are compensated for by additional partitioning

Sorption to 

vessel

Volatilisation

PASSIVE DOSING

DISSOLVED
Biomass dilution & 

biotransformation

Sorption to 

medium

Time

Te
st

 e
xp

os
ur

e

CTotal

Defined and constant CFree

Difference between CTotal and 

CFree determined by compound 

and set-up properties

Fig. 2 Passive dosing for producing defined and constant freely dissolved concentrations (Cfree) in

in vitro toxicity bioassays. Partitioning from the dominating reservoir of compound sorbed to a

polymer defines and maintains Cfree even in the face of continuing test losses. The difference

between the total medium concentrations (Ctotal) and Cfree is determined by the compound and

set-up properties
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from the sorbed reservoir which is dimensioned to be large enough that any mass

depletion is negligible. Therefore, Csorbed and thus also Cfree remain constant.

For the control of exposure in in vitro tests, passive dosing has a number of

important features:

1. Control of Cfree. Simply varying Csorbed allows for the control of Cfree to any

value between zero and aqueous solubility. Furthermore, the approach is based

on partitioning and when working close to aqueous solubility there are no

problems with precipitation of test substance which can be an issue with solvent

spiking.

2. Defined Cfree. By properly dimensioning the passive dosing format, Cfree is

determined by equilibrium partitioning and thus known by applying experimen-

tally determined values of Ksorbed/free.

3. Constant Cfree. When the sorbed reservoir of organic compound is large enough

to dominate any losses, significant depletion of the passive dosing phase is

avoided and Cfree remains constant.

4. Conservation of mixture composition. When the above features apply to all

dosed compounds, the Cfree mixture profile is defined and remains constant.

5. Avoiding co-solvents. The organic compounds are introduced associated with a

biocompatible and inert passive dosing phase, and artifacts associated with

spiking co-solvents are avoided.

6. Analytical confirmation of exposure. At experiment completion, Cfree can be

analytically confirmed by directly measuring the equilibrium partitioning con-

centrations in pure water or by measuring Csorbed and applying Ksorbed/free.

6 Implementation of Passive Dosing

The development and application of equilibrium passive dosing follows a sequence

of steps: format selection and dimensioning, cleaning and loading of the dosing

phase, application in the experimental set-up, and exposure confirmation. The

following sections give detailed information about these aspects.

6.1 Passive Dosing Format Selection and Dimensioning

The first step is selection of a format compatible with the requirements of the

in vitro test. For example, considerations might include the physical size of the

format or whether contact between the passive dosing phase and cells needs to be

avoided. The second step involves ensuring that the passive dosing phase is not

significantly depleted because of losses during the test but also that equilibrium

partitioning applies.

Ideally, the passive dosing phase should be chemically inert, biocompatible, and

have a high capacity for the test compounds. Furthermore, partitioning should be
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linear over the full concentration range with no sorption competition between the

test chemicals and medium constituents. Finally, the passive dosing material should

allow for a fast release of test compounds to keep up with various loss processes for

ensuring that equilibrium partitioning applies. This explains why, to date, silicone

polymers have most often been applied as the passive dosing phase, particularly for

HOCs [18, 29, 30, 47, 49, 52, 53]. Therefore, although the following discussion

focuses on silicone, the same considerations apply when considering other poly-

mers and materials for use as the passive dosing phase. Indeed, some of these

alternatives are mentioned in Sect. 7.1.

Silicone can be obtained at reasonable cost in a wide range of formats, confer-

ring flexibility in selecting a format suited for any particular experimental set-up.

Silicone is also chemically inert, meaning that it can be rigorously cleaned and then

loaded with HOCs using a wide range of solvents without problems related to

swelling or cracking [54]. Its biocompatibility is well documented, and it is

available in highly pure forms such as food- or medical-grade silicone to allow

its use as the passive dosing phase in sensitive bioassays [21]. Related to this is the

fact that silicone can be easily sterilized which is a prerequisite for its application in

some bioassays. Both single HOCs and their mixtures dissolve in the silicone

matrix, with the sorption isotherms being linear over the full range of concentra-

tions up to the upper limit as set by solubility [55]. Silicone also has a sufficiently

high affinity for HOCs, so that the amount of silicone that needs to be introduced

into a set-up to ensure it dominates as a partitioning source is practical to work with.

Also important is the low mass transfer resistance of the silicone matrix towards the

HOCs. Therefore, even under well-mixed conditions, HOC mass transfer into the

aqueous phase is rate limited by diffusion through the unstirred water layer imme-

diately adjacent to the silicone surface [56]. Concentration gradients thus do not

develop within the silicone matrix and it can be considered as homogenous, which

is critical for the correct application of equilibrium partition ratios for calculating

Cfree. Finally, extensive literature exists on the equilibrium partition ratios of a large

number of HOCs between silicone and water [57, 58].

At equilibrium, a compound’s distribution between the silicone and the medium

is given by

f silicone ¼
1

1þ 1

Ksilicone=medium � Vsilicone

Vmedium

ð2Þ

where ƒsilicone is the fraction of the total compound mass in the silicone at equilib-

rium, Ksilicone/medium (L L�1) is the equilibrium silicone to medium partition ratio,

and Vsilicone (L) and Vmedium (L) are the volumes of silicone and medium, respec-

tively. Equation (2) indicates that the capability of the silicone passive dosing phase

to function as a non-depleted buffer depends on its volume relative to that of the

culture medium (i.e., Vsilicone/Vmedium) and also to the compound affinity of the

silicone relative to the medium (i.e., Ksilicone/medium). Therefore, high Ksilicone/free
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compounds are more effectively buffered because of the larger mass fraction in the

silicone.

When the culture medium does not contain appreciable sorbing components,

then Ksilicone/medium approaches the silicone to water partition ration (Ksilicone/free,

L L�1) and indeed this can be used as a first approximation to estimate whether the

chosen format is depleted upon equilibration with the medium. This has the

advantage that values of Ksilicone/free are available for many compounds [57, 58],

but two things need to be kept in mind. First, when the culture medium contains

serum this has a high sorption propensity for HOCs. Second, volatile and other

losses are not included in this calculation and lead to additional depletion.

The silicone surface area relative to the medium volume plays a determining role

in how quickly a partitioning equilibrium is reached. However, the actual impor-

tance of this depends on the context of the study. In longer term bioassays (e.g.,

24 or 48 h) the few hours needed to reach equilibrium partitioning are not so

critical. However, in short term bioassays, steps might be required to ensure that

equilibration is more rapid. This might involve selecting a format with a higher

surface area, increasing mixing in the medium, or incorporating a pre-equilibration

step between the silicone and medium prior to addition of the test organism or cells

[21, 30, 59].

6.2 Initial Cleaning of the Silicone

Unpolymerized oligomers and other impurities in the silicone can lead to problems,

but can be relatively simply avoided by selecting high quality silicones and

incorporating an initial cleaning step. This is particularly important for in vitro

toxicity testing because the value of the toxicity data depends heavily on the control

treatments showing limited toxicity. A rigorous cleaning process of extracting the

silicone with analytical grade and water-miscible solvents such as ethanol or

methanol, followed by sequential rinsing with distilled water to remove remaining

solvent traces, has been shown to be effective [18, 21].

6.3 Loading of the Silicone

The silicone concentrations directly determine Cfree via equilibrium partitioning

(see (1)), and the correct loading of the passive dosing phase is thus a critical step.

Loading approaches can be grouped into those based on partitioning from a loading

solution and “spiking” from a concentrated solution. In both cases, careful consid-

eration should be given to the solvent used to make up the loading solution. One

important aspect is miscibility with water, because this can greatly simplify

removal of any remaining solvent after loading of the silicone with compound.
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Good experience has been obtained when using, for example, pure methanol or

methanol:water mixtures as the solvent [18, 21, 49, 52].

For the partitioning approaches, a loading solution of the test compound(s) is

prepared in a water-miscible solvent and brought into contact with the silicone such

that the compound partitions between the two. The simplest approach is to allow an

equilibrium to be reached, and then to determine the fraction of test compound in

the silicone, e.g., by measuring the solvent concentration post-loading and assum-

ing a 100% mass balance. Another approach is to avoid a significant depletion of

the loading solution because of partitioning into the silicone so that the concentra-

tion can be assumed constant and equal to the nominal concentration [52, 60]. An

equation analogous to (2) can be used to calculate the loading volume required to

avoid depletion. Unfortunately, the required equilibrium partition ratios between

solvent and silicone are still relatively scarce. However, examples include the PAH

partitioning ratios between silicone and methanol from Reichenberg et al. [61] or

Smith et al. [21], and the PAH and PCB partition ratio between silicone and

methanol/water (80:20 v/v) from Booij et al. [62]. A variation of the above

negligible-depletion approach is to use sequential aliquots of loading solution,

each with a smaller volume. This reduces the amount of solvent and compound

required. A special case of negligible-depletion loading occurs when loading the

silicone to saturation, which translates into equilibrium Cfree levels in the medium

that are at aqueous solubility. Here, a loading solution containing excess compound

is used to load the silicone dosing phase. For solid compounds, the crystals present

in the loading suspension dissolve to replenish any depletion caused by partitioning

into the silicone. At the end of the loading step, the continued presence of crystals

indicates that the loading solution, and thus also the silicone, is saturated [49]. If

required, the loading suspension can then be decanted and re-used.

The other loading approach is by “spiking” from a concentrated solution. Here, a

defined mass of test compound is quantitatively transferred into the silicone from a

small volume of concentrated spike solution. This is useful when working with

HOCs which are available in small quantities or are costly. Two variations are

possible: (1) partitioning from a water-miscible solvent and (2) partitioning from a

volatile solvent followed by its evaporation. In the first approach, a concentrated

spiking solution of the test compound is made up in a water-miscible solvent, and

the appropriate volume (and thus the required mass of compound) is added to the

silicone. The HOC is allowed to partition into the silicone, and small volumes of

water are then added incrementally, allowing sufficient time between each addition

for a new equilibrium partitioning to be reached. By gradually increasing the water

to solvent ratio, partitioning into the silicone is favored and the HOC is thereby

quantitatively “forced” into the silicone [59]. The water increments should be small

enough to avoid the formation of crystals in the solvent:water mixture. In the

second approach, a volatile solvent is used to make up the loading spike, and the

compound is then forced into the silicone by slow evaporation of the solvent

[29]. When using these spiking approaches, Csilicone is known and Cfree can be

calculated using the appropriate partition ratio.
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For all approaches, sufficient time should be allowed during the loading step to

ensure equilibrium partitioning between the loading solution and silicone is

reached. Fortunately, when using methanol, or even methanol:water mixtures,

this is relatively quick. For example, under quiescent conditions, PAH equilibrium

between either pure methanol or methanol:water and silicone is completed within a

few hours [18, 21, 52].

6.4 Removal of Loading Solution Traces

After loading is completed, remaining solvent traces have to be removed. When

loading using water-miscible solvents, after pouring off the loading solution the

silicone surfaces should be immediately wiped using lint-free tissue to soak up

adhering solvent and thus prevent formation of a film of microcrystals. This is

followed by sequential rinses with small volumes of water to remove any remaining

solvent. It is important here to use small volumes of water to minimize removal of

the test compound and to leave sufficient contact time for each rinse to ensure

complete removal of the loading solvent. Of course this rinsing step necessitates the

use of a water-miscible solvent for making up the loading solution. In the case of

spiking with a volatile solvent, the evaporation step should be optimized to remove

the solvent, minimize losses of the target compound, and avoid the formation of

crystals at the polymer surface [45].

6.5 Exposure Confirmation

At experiment completion, the confirmation of exposure demonstrates that the

silicone passive dosing phase was loaded to the correct level and negligibly

depleted. This is particularly important for toxicity testing, where a criterion for

further considering the data is often that exposure has been analytically confirmed.

Exposure can be confirmed in different ways. The post-test silicone concentrations

can be analyzed following a simple solvent extraction and compared to the initial

values [21]. This approach has the advantage that concentrations of HOCs in

silicone are relatively high, which simplifies the analysis. Alternatively, the silicone

can be equilibrated with a small volume of pure water at the test temperature

[49]. Measuring the equilibrium Cfree values provides a direct measure of the

dissolved exposure concentrations in the experimental set-up, but is challenging

when working with very low dissolved concentrations.
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7 Application of Passive Dosing for Toxicity Testing

In the following sections, a brief overview of the different passive dosing formats

that have been applied to date is given, and the opportunities of passive dosing for

the toxicity testing of single HOCs and complex mixtures discussed. In addition, the

application of passive dosing in set-ups with metabolic transformation is reviewed.

An overview of the cited publication is given in Table 1.

Because only a few studies have actually applied passive dosing in in vitro tests

in well-plates, case studies that have used larger set-ups are also presented to

illustrate what one can learn from these studies for in vitro testing and how the

passive dosing formats might be modified for the smaller test systems that are

typical for in vitro set-ups. Metabolic activation of some test compounds is required

in certain toxicity bioassays. In those case studies covering metabolic transforma-

tion, not only toxicity bioassays requiring metabolic activation but also in vitro

biotransformation and microbial degradation are covered. This is because the

accurate determination of biotransformation rates is a key and emerging issue for

the bioaccumulation assessment of chemicals and consequently for chemical reg-

ulation. Furthermore, a general understanding of the microbial degradation of

contaminants can significantly contribute to our understanding of the fate of

chemicals in the environment. Passive dosing is a useful tool for both of these

aspects.

7.1 Passive Dosing Formats Applied in Toxicity Testing

In one of the first studies that applied passive dosing, Cfree of halogenated aromatic

compounds were controlled in an aquatic algal toxicity test by partitioning from C18

Empore disks [50]. Although stable Cfree levels up to the chemicals’ solubility limit

were obtained, C18 Empore disks were found not to be an ideal passive dosing phase

as the silica substrate which is the main component is known to dissolve at pH

values above 7.5. Furthermore, the large size of the Empore disks limits their use in

in vitro assays. Polystyrene polymer beads were applied by Bopp et al. [73, 74] for

the passive dosing of PAHs in microtiter plates and measuring of EROD activity in

a fish cell line. Here, the test compounds were first sorbed to the surface of the beads

and the cells were then allowed to grow on the surfaces. This approach resulted in

consistent concentration-response relationships but it is far from straightforward to

translate the bead-sorbed amounts to a universally applicable parameter such as

Cfree. Stir-bars coated with Teflon or silicone have been used for dosing aquatic

microalgae [45, 71]. As discussed above, silicone has ideal partitioning properties

(absorptive partitioning, linear sorption isotherms, etc.) for passive dosing. In

contrast, compounds adsorb to the Teflon surface, making it more challenging to

convert the sorbed concentration into a corresponding value of Cfree. In any case,
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for both formats the turbulence that accompanies stirring is unsuitable for many cell

types and stir-bars can hardly be applied in microplates.

Given the advantages of silicone discussed in Sect. 6.1, most of the subsequent

studies applied films, coatings, or other formats comprised of silicone polymer in

small glass vessels or microplates for the passive dosing of various types of HOCs.

Brown et al. [47] first introduced polydimethylsiloxane (PDMS) films as the

partitioning phase for PAHs in a bacterial toxicity test. Rapid equilibrium

partitioning and constant Cfree of PAHs were obtained in glass cuvettes and

polystyrene microplates coated with thin PDMS films. However, when low

PDMS volumes were used in microplates, Cfree was reduced because of irreversible

adsorption of PAHs to the polystyrene walls outcompeting the buffering capability

of the PDMS dosing phase. In a toxicity study with Daphnia magna, PAH exposure

was controlled by casting a thick layer of PDMS into the base of small glass vessels

[52]. Cast PDMS has also been used for the passive dosing of HOCs in studies with

terrestrial springtails, a small collembola [38, 49, 69]. In this set-up, the springtails

were exposed either via air or direct contact with the loaded PDMS polymer.

In general, PDMS coatings or films are prepared by mixing a prepolymer with a

catalyst and casting it into the base or coating the walls of the vial or well. However,

the preparation of such silicone coatings or films is time-consuming and practical

training is required to produce homogenous films. Therefore, as a more practical

alternative, PDMS sheets and tubes have been used for toxicity testing of HOCs in

nematodes [65, 66] and disks of PDMS applied in the bacterial Microtox®

bioassay [30].

One of the ways in which the test exposure concentrations can be assessed is by

extraction of the PDMS followed by chemical analysis to obtain the polymer

concentrations. For this, determination of the exact mass of PDMS is critical and

here the use of commercially produced silicone O-rings as a passive dosing phase is

advantageous because of their standardized format. They are also practical because,

prior to starting the test, a large batch of O-rings can be loaded with test substance in

one go and then stored. A further advantage of these silicone O-rings is that, for a

range of HOCs, partition ratios from silicone to water are available, and can be used

to calculate Cfree for exposure confirmation if the chemical’s concentration in the

silicone is measured at the end of the test [60]. In in vitro toxicity tests with human

cells and cell lines, these silicone O-rings demonstrated excellent passive dosing

performance: concentrations of PAHs in silicone were highly reproducible, equi-

librium partitioning was obtained within hours, and Cfree was stable over more than

72 h [21]. The silicone O-rings further proved to be very versatile for tests with

different cell types including primary cells, cell lines, and even adhering cells

[21]. Butler et al. [67] used silicone O-rings as a passive dosing device in small

glass vials but also in a flow-through test system to investigate the chronic toxicity

of phenanthrene to embryo and larval life stages of zebrafish.

Irrespective of the nature of the passive dosing phase (e.g., silicone coatings,

films, sheets, or O-rings as well as other materials), understanding the exact Cfree

exposure concentrations at the cell surface can be tricky when the cells can have

direct contact with the dosing polymer or at least when they are not all equidistant
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from the dosing source [18]. To circumvent this, more sophisticated passive dosing

systems for in vitro assays have been developed. Fish cells were grown on the

membrane of well plate inserts and introduced into microplates to which loaded

PDMS sheets had been added. In this way, direct contact of cells and the loaded

polymer was prevented, and the toxicity of chlorobenzenes and benzo(a)pyrene
could be measured at constant and well-defined Cfree [18]. A similar approach was

applied by Booij et al. [29], who coated the bottom of commercially available

transwell plates with PDMS silicone. Adherent cells were grown on the membrane

of transwell plate inserts, which were permeable to the test solutes whilst

preventing direct contact with the loaded PDMS coating.

For volatile organic compounds, a hanging drop system has been developed for

human lung carcinoma cells [76]. The cells were suspended in a drop of culture

medium hanging on the inner side of the vial’s lid during exposure via air.

Nevertheless, testing volatile compounds in microplates remains challenging

because cross-contamination of adjacent wells via the headspace might occur and

volatile compounds might also get lost [21].

7.2 Case Studies I: Single Compounds

Toxic effects of concentrations up to several orders of magnitude above the

chemical’s aqueous solubility have been published, despite Cfree being the driver

for the toxic response. For example, in conventional fish embryo toxicity tests with

static or semi-static renewal of the contaminated medium, excess concentrations of

hydrophobic or easily degradable chemicals are often added to account for chem-

ical losses and to allow the measurement of adverse effects in the test organisms.

However, because Cfree deviates from these above-saturation nominal concentra-

tions, a chemical’s toxicity is underestimated and consequently inaccurate

[48]. Therefore, the major objectives of the first studies that applied passive dosing

were to test the toxicity of single HOCs at their solubility limit by controlling and

maintaining their maximum Cfree throughout the test (e.g., [50]).

In these studies, the application of passive dosing often resulted in an increased

test sensitivity compared with conventional dosing approaches. This higher sensi-

tivity is obvious when comparing the effective concentrations measured in the

passive dosing studies with literature data, and by the direct comparison of different

dosing techniques. For example, when measuring the toxicity of an alkyl-

substituted phenanthrene to fish embryos, lower effective concentrations were

obtained with passive dosing compared with static and semi-static exposures

[48]. Similarly, higher lethality and a more consistent concentration-related toxicity

were observed in an aquatic toxicity test with benthic invertebrates when applying

poorly water-soluble substances by passive dosing compared with a conventional

semi-static test system [64]. In Bougeard et al. [79] the mutagenic activities of a

number of nitro- and keto-substituted PAHs were determined in the Ames fluctu-

ation test without metabolic activation using passive dosing from silicone O-rings
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and compared to solvent spiking. Although both approaches produced consistent

concentration-response curves, the 50% effect concentrations based on the passive

dosing derived Cfree were 3 to 33 times lower than those calculated using the

nominal concentrations from the solvent dosed experiments. This effect is even

observed in relatively simple toxicity tests such as the Microtox® bioassay which

takes place at 15�C, uses a medium without any sorbing components, and is of short

duration. For example, the test sensitivity was increased by a factor of 3 for

phenanthrene and 12 for fluoranthene when using passive dosing compared to

solvent spiking [30]. In an aquatic toxicity test with nematodes, Roh et al. [66]

demonstrated that the Cfree of chlorpyrifos decreased by up to 20% of the initial

value after dosing the test substance using a co-solvent. Furthermore, the resulting

Cfree depended both on the size of the microplates (6- vs 24-well plates) and the

presence of the test organisms in the wells, resulting in greatly varying gene

expression in the nematodes. In contrast, when passive dosing was applied, stable

Cfree values were obtained throughout the experiment and resulted in a quantitative

concentration-response related gene expression.

These examples illustrate that passive dosing can improve the toxicity testing of

chemicals but can also provide further possibilities for understanding the molecular

processes involved in chemical stress because it allows for more sensitive markers

to be investigated. When applying passive dosing in an in vitro test with human

bronchial epithelial cells, Oostingh et al. [60] showed that PAHs can still lead to

immunomodulatory effects despite no cytotoxicity being observed. Control of the

lower exposure levels was particularly critical, because lower dissolved PAH

concentrations often induced higher immunomodulatory responses when compared

to the higher concentrations.

Another advantage of passive dosing in comparison with conventional spiking

techniques is that effect data from in vitro studies can be extrapolated to the in vivo

situation by improving the link between the in vitro exposure and internal exposure

in cells or tissue. For example, the in vitro Cfree can be directly related to Cfree in

tissues. Alternatively, equilibrium partitioning concentrations in the lipid fraction

of the test cells can be obtained by measurement or modeling and then be compared

to the lipid-normalized concentrations actually measured in tissue [84].

7.3 Case Studies II: Mixtures

In the environment, organisms are exposed to complex environmental mixtures of

chemicals, whereas toxicity is still mainly tested for single compounds. The

detrimental effects of a chemical mixture can be higher compared to single com-

pounds, and a chemical risk assessment and management strategy focusing on

single compounds might therefore underestimate the real environmental risk. How-

ever, the correct toxicity testing of HOC mixtures is more challenging than for

single compounds because losses via sorption or volatilization are highly

compound-specific. Consequently, not only the total concentrations but also the
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bioavailable mixture profile can change during the toxicity bioassay. Passive dosing

can control the levels of the individual constituents and therefore also the mixture

profile, but a prerequisite is that their partitioning behaviors are not mutually

influenced when simultaneously dosing several compounds such that their solubilities

remain additive. Fortunately, this seems to be the case. For example, theCfree of PAHs

was found to be similar either when tested as single compounds or in a mixture [53].

Analogous to the situation observed for the toxicity testing of single compounds,

passive dosing of mixtures results in an increased bioassay sensitivity compared to

conventional solvent spiking. For example, the dioxin-like activity of sediment

extracts was higher when administered by passive dosing compared to solvent

spiking [29]. In addition, the concentration-dependent response of dilutions of

sediment extracts was more reproducible after first loading silicone rods with

varying amounts of the extracts and then using these in passive dosing mode in

an algal test [46].

With regard to chemical mixtures, passive dosing has primarily been applied for

the toxicity testing of PAHs (Table 1). Whilst the majority of studies have focused

on artificial chemical mixtures (e.g., [39, 78]), only a few “real” environmental

mixtures have been applied in toxicity tests using passive dosing. Rojo-Nieto

et al. [77] recreated an analyzed seawater mixture comprised of seven PAHs in

an aquatic toxicity test with Artemia franciscana nauplii. Direct recreation of the in
situ mixture levels and profile did not result in toxicity, and the mixture had to be

enriched by orders of magnitude before any toxicity was observed. In other studies,

total sediment extracts have been loaded onto different passive dosing formats

which were then introduced into the respective bioassays as partitioning phase to

mimic partitioning better between the sediment and porewater as found in the field

[29, 45, 72]. This partitioning step has been found to be rather important, because it

can result in quite different compounds being identified as the key toxicity drivers

compared to the situation when the extracts are directly spiked into the test using

solvent. Heinis et al. [72] elucidated this theoretically for a binary mixture of

diazinon and dichlordiphenyldichlorethene (DDE) in sediment interstitial waters.

When sediment extracts were directly spiked into the bioassay, toxicity was mainly

induced by DDE even though diazinon had a 100-fold greater toxicity in the native

sediment compared to DDE. This resulted from the low bioavailability of DDE in

the sediment pore water because of its strong partitioning to the sediment particles.

Hence, when using a conventional solvent spike of the sediment extract the primary

driver for toxicity would have been missed. Bandow et al. [46] fractionated

sediment extracts as part of an effect-directed analysis procedure, and then loaded

the extracts onto silicone coated stir-bars for passive dosing in an algal toxicity

bioassay. Passive dosing resulted in polar compounds being identified as the key

toxicants, whereas conventional solvent spiking of the extracts resulted in PAHs

being identified as playing an important role. Therefore, in addition to its role in

maintaining the mixture exposure regime the inclusion of a passive dosing step was

important in recreating (at least to some extent) the in situ partitioning occurring in

the sediment. Although not aimed at measuring toxicity, Teflon stir-bars loaded

with Aroclor mixtures were used to dose PCBs passively in a 5-day
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bioconcentration experiment with aquatic algae, and resulted in constant concen-

trations being maintained, even in the face of uptake by the algal cells [71].

An interesting development is the combination of passive dosing with passive

sampling. Here, the polymer is first used as sampling phase for accumulating the

bioavailable portion of a chemical mixture, either directly in the environment or in

an environmental sample, and subsequently introduced as the passive dosing phase

into the bioassay for toxicity testing. This combination of passive sampling and

passive dosing is discussed in detail in [85].

7.4 Case Studies III: Metabolic Transformation

Some toxicity bioassays require that a compound is metabolically activated before

it can exert its toxicity [26]. Here, the inherently low aqueous solubility of HOCs

leads to a number of challenges. Only low amounts can be added before the aqueous

saturation level is reached, limiting the amount of compound that can be enzymat-

ically metabolized. This in turn limits the amount of toxic metabolites produced and

thus also the apparent sensitivity of the test. Simply adding excess compound can

result in problems with cytotoxicity or low bioavailability because of slow disso-

lution kinetics. This can be solved by passive dosing because the high solubility of

the HOC in the dosing polymer allows a large mass of test compound to be

introduced to support high compound turnover in the aqueous phase, even when

Cfree is low – see (1). Thus, even at low non-cytotoxic concentrations passive dosing

becomes a practical tool for introducing a sufficient mass of HOC into in vitro

bioassays requiring metabolic activation to support increased turnover [59].

The concentration-dependent mutagenic activity of benzo(a)pyrene was mea-

sured in the Ames fluctuation test with metabolic activation for passive dosing and

solvent spiking [53]. With solvent spiking, concentrations in the medium had to

exceed the aqueous solubility of benzo(a)pyrene before any mutagenic activity was

observed. In contrast, with passive dosing the concentration-response curves were

more reproducible and shifted to lower concentrations by several orders of magni-

tude. This was because of the passive dosing supporting a higher production of the

mutagenic metabolites.

A special case arises when passive dosing is used for studying the biotransfor-

mation processes of HOCs. In addition to taking the various abiotic losses into

account, the HOC loss kinetics from the aqueous phases caused by the biotransfor-

mation process requires consideration. When applying passive dosing to study

HOC biotransformation, two different approaches have been used. In the first, the

time course in the dosing polymer and medium concentrations were measured in

parallel set-ups with and without the biotransforming agent [80, 82]. Here, the

passive dosing phase was dimensioned to ensure that polymer depletion could be

measured over the duration of the experiment. A mass balance approach was then

applied to derive the biotransformation kinetics, and passive dosing was found to

give consistently higher biotransformation rates compared to those determined
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from the concentration decrease in the medium after solvent spiking. In the second

approach, the passive dosing phase was dimensioned such that depletion was

minimized [59]. Although the biotransformation loss process per se implies that

the silicone dosing phase is progressively depleted, provided that this is kept within

limits then it is valid to assume a constant Csilicone and thus constant Cfree. Cfree is

now defined by steady-state rather than equilibrium partitioning considerations, and

the steady-state value of Cfree can be calculated provided the release kinetics from

the silicone dosing phase and loss kinetics caused by the biotransformation are both

known. The former was determined in an initial release experiment, whereas the

biotransformation kinetics was inferred from the 14CO2 production. Alternative

endpoints for determining the biotransformation kinetics might include metabolite

production or even measurement of the small depletion in the silicone

concentrations.

8 Outlook for Passive Dosing

Passive dosing has made quite considerable progress in improving exposure control

in toxicity tests but nevertheless a number of challenges still remain. So far, passive

dosing has not yet or only rarely been applied in microplates with smaller well

sizes, such as 96- and 384-well microplates, which are more commonly used for

in vitro assays. Miniaturized passive dosing systems therefore urgently need to be

developed and made available for the high-throughput toxicity testing of chemicals

in such microplates. Smaller formats also lead to reduced consumption of test

substance. In practice, this means the approach needs to be simplified, particularly

with regard to the initial loading of the passive dosing phase. The exchange kinetics

between the passive dosing and aqueous phases determine the speed of equilibra-

tion, and thus how effectively losses are compensated. The fastest passive dosing

formats have equilibration times in the order of tens of minutes (e.g., [59]).

Although this is sufficient for longer in vitro assays or when a pre-equilibration

step can be incorporated, faster passive dosing formats would be advantageous for

assays with very short response times. The application domain of silicone as a

passive dosing polymer is mainly targeted towards HOCs because their exposure

control in in vitro assays is particularly challenging. Nevertheless, extending

passive dosing to include more polar and volatile organic compounds is useful

because these face similar challenges to the HOCs when it comes to test losses,

albeit via different mechanisms. This requires finding passive dosing polymers with

higher affinities for these compounds, at the same time still exhibiting the desirable

characteristics of inertness, linear partitioning, and low internal mass transfer

resistance.

Passive dosing has recently been applied in studies investigating chemical

exposure in combination with other abiotic stressors [68, 69]. For example, Schmidt

et al. [69] developed a dual exposure system for assessing chemical and drought

stress in springtails. For this purpose, they placed PDMS coated vials in glass jars
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containing saline solution for controlling the water vapor pressure. In this way, the

combined effects of both stressors could be investigated. In the future, passive

dosing might consequently form part of more complex set-ups looking at the

interactions between multiple stressors to ensure a rigorous control of the HOC

exposure. Furthermore, it might be applied to investigate the contribution of the

particle-associated HOC fraction on toxicity as studied by Zhang et al. [70] with

Daphnia magna.
Finally, introducing natural chemical mixtures into in vitro test systems by

combining passive sampling and passive dosing is still in its infancy. However, it

is envisaged that this approach can provide important knowledge with regard to the

combined toxicity of mixtures in different environmental compartments as is

discussed in ref. [85].
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45. Bandow N, Altenburger R, Lübcke-von Varel U, Paschke A, Streck G, Brack W (2009)

Partitioning-based dosing: an approach to include bioavailability in the effect-directed analysis

of contaminated sediment samples. Environ Sci Technol 43:3891–3896

46. Bandow N, Altenburger R, Streck G, BrackW (2009) Effect-directed analysis of contaminated

sediments with partition-based dosing using green algae cell multiplication inhibition. Environ

Sci Technol 43:7343–7349

47. Brown RS, Akhtar P, Akerman J, Hampel L, Kozin IS, Villerius LA, Klamer HJC (2001)

Partition controlled delivery of hydrophobic substances in toxicity tests using poly(dimethyl-

siloxane) (PDMS) films. Environ Sci Technol 35:4097–4102

48. Kiparissis Y, Akhtar P, Hodson PV, Brown RS (2003) Partition-controlled delivery of toxi-

cants: a novel in vivo approach for embryo toxicity testing. Environ Sci Technol

37:2262–2266

49. Mayer P, Holmstrup M (2008) Passive dosing of soil invertebrates with polycyclic aromatic

hydrocarbons: limited chemical activity explains toxicity cutoff. Environ Sci Technol

42:7516–7521

290 K.E.C. Smith and S. Schäfer
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Advancing In Vitro–In Vivo Extrapolations

of Mechanism-Specific Toxicity Data

Through Toxicokinetic Modeling

Markus Brinkmann, Thomas G. Preuss, and Henner Hollert

Abstract International legislation, such as the European REACH regulation (reg-

istration, evaluation, authorization, and restriction of chemicals), mandates the

assessment of potential risks of an ever-growing number of chemicals to the

environment and human health. Although this legislation is considered one of the

most important investments in consumer safety ever, the downside is that the

current testing strategies within REACH rely on extensive animal testing. To

address the ethical conflicts arising from these increased testing requirements,
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decision-makers, such as the European Chemicals Agency (ECHA), are committed

to Russel and Burch’s 3R principle (i.e., reduction, replacement, refinement) by

demanding that animal experiments should be substituted with appropriate alter-

natives whenever possible. A potential solution of this dilemma might be the

application of in vitro bioassays to estimate toxic effects using cells or cellular

components instead of whole organisms. Although such assays are particularly

useful to assess potential mechanisms of toxic action, scientists require appropriate

methods to extrapolate results from the in vitro level to the situation in vivo.

Toxicokinetic models are a straightforward means of bridging this gap. The present

chapter describes different available options for in vitro-in vivo extrapolation

(IVIVE) of mechanism-specific effects focused on fish species and also reviews

the implications of confounding factors during the conduction of in vitro bioassays

and their influence on the optimal choice of different dose metrics.

Keywords Bioassay, IVIVE, PBPK, PBTK, Predictive toxicology, Toxicokinetics
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1 Introduction

The emission of anthropogenic chemicals into the environment is a key determinant

for water quality and an issue of increasing public and scientific interest. To protect

prospectively the environment and ultimately also us humans from the negative

consequences of exposure to environmental chemicals, legislation of varying rigor

such as the European REACH regulation (which concerns the registration, evalu-

ation, authorisation, and restriction of chemicals) or the United States Toxic Sub-

stances Control Act (TSCA) has been established around the world [1–3].

Unlike in previous national legislation, the responsibility to guarantee that

chemicals produced in or imported to the European Union are safe in use is assigned

solely to industry under REACH following the guiding principle “No data, no

market” [2]. To meet this mandate, producers and importers are obliged to register
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chemicals in a central database of the European Chemicals Agency (ECHA), along

with information on their physicochemical properties and the risk of possible

human or environmental health effects. Apart from information on the potential

exposure to a chemical, estimating such risks requires information on its toxicity. In

the aquatic risk assessment process, toxicity data for representative species of all

trophic levels, i.e., destruents (bacteria), producers (algae), and invertebrate and

vertebrate consumers (daphnids and fish, respectively), must be provided. With

increasing production volumes, these trophic levels need to be covered with

different testing requirements [4, 5]. Regardless of the production volume, carci-

nogenic, mutagenic, and reprotoxic (CMR) substances, persistent,

bioaccumulative, and toxic (PBT), and very persistent and very bioaccumulative

(vPvB) substances need to be identified and authorized by ECHA [6, 7].

REACH has been estimated to concern approximately 30,000 compounds out of

100,000 chemicals already in use in Europe [8]. Up to May 2015, 13,149 unique

substances have been registered [9]. The downside of REACH is that it potentially

requires an enormous number of animal experiments [10]. To address this ethical

conflict of interest, ECHA is committed to Russell and Burch’s 3R principle (i.e.,

reduction, replacement, refinement) by requiring animal experiments to be

substituted with appropriate alternatives whenever possible [11–14].

Non-experimental methods, such as quantitative structure-activity relationships

(QSARs), read-across, grouping, or weight-of-evidence approaches are mostly

based on previous knowledge about a chemical, and attempt to predict its toxico-

logical effects based on physicochemical characteristics or by assuming that similar

chemical structures result in similar effects [12–14]. Experimental animal alterna-

tives, mostly in vitro bioassays, use cells or preparations of biological materials

outside their biological context to study the effects of chemicals on biological

processes without performing experiments on live animals [15]. The results gener-

ated using in vitro bioassays generally cannot easily be transposed to the reaction of

whole organisms in vivo [16], which is one reason why they are currently not as

widely accepted in regulatory ecotoxicology as would be desirable from an ethical

perspective.

To overcome these current limitations, reliable and robust methods for quanti-

tative in vitro-in vivo extrapolation (IVIVE) are urgently needed to face the

challenge of increased testing requirements. IVIVE can be roughly subdivided

into two distinct areas: (1) IVIVE of pharmaco-/toxicokinetics (PK/TK), i.e., the

fate of a chemical within an animal’s body and (2) IVIVE of pharmaco-/

toxicodynamics (PD/TD), i.e., the effects of a chemical at the site of action [16].

Extrapolations of PK/TK processes generally utilize in vitro bioassays to gen-

erate experimental data on individual aspects regarding the processes of absorption,

distribution, metabolism, and excretion (ADME). On the one hand these might

include the study of active transport phenomena, e.g., at intestinal epithelia using

the heterogeneous human epithelial colorectal adenocarcinoma cell line Caco-2

[17] or at the hepatobiliary interface using sandwich-cultured hepatocytes (SCH)

assays [18, 19]. On the other hand, they might comprise in vitro assays with

hepatocytes or liver subcellular fractions (microsomes or S9 fractions) to study
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the metabolic clearance of a chemical from the system through biotransformation

enzymes.

By definition, IVIVE of PK/TK requires the application of quantitative PK/TK

models that describe the “baseline disposition” of a chemical, i.e., its disposition

under conditions not affected by active transport or biotransformation phenomena,

to be able subsequently to extrapolate the relevance of the process studied in vitro to

the in vivo level [20]. The IVIVE of toxicokinetics is currently a very active field of

dedicated scientific research, particularly for the assessment of a chemical’s
bioaccumulation potential [21, 22]. Currently, laborious and expensive exposure

studies with fish under flow-through conditions are required to determine the

bioconcentration factor (BCF) of a compound as the metric of central regulatory

importance with regard to bioaccumulation [23, 24]. Toxicokinetic models for fish

typically work sufficiently well for neutral organic substances with low to interme-

diate n-octanol–water partitioning coefficients (logKow) ranging from 1.5 to 4.5

[25]. If a chemical is readily biotransformed in fish, the actual measured accumu-

lation of that chemical would be lower than predicted by the model. IVIVE of

biotransformation can add this extra information to the model and thus has the

potential to obviate the need for animal experiments in the context of

bioaccumulation assessments. As proof of the importance of such protocols, the

Organization for Economic Co-operation and Development (OECD) is currently

conducting a project (project 3.13) to establish a new test guideline for in vitro

determination of hepatic biotransformation in fish. Nonetheless, this chapter does

not go into further detail concerning methods to extrapolate PK/TK processes and

parameters from in vitro to in vivo, but capitalizes on methods to extrapolate

mechanism-specific effects, i.e., PD/TD processes, from in vitro to in vivo by use

of toxicokinetic models.

Following the introduction of the already mentioned Russell and Burch’s 3R

principle [11], the development of in vitro alternatives to animal experiments has

been an active and rapidly progressing field in toxicological research. It is obvious

that in vivo outcomes cannot necessarily be directly predicted from effects in vitro.

However, the results of in vitro bioassays for mechanism-specific endpoints in

particular have often been demonstrated to be highly correlated with the results

of in vivo injection studies in rats and mice [26–29]. Unlike in toxicology,

chemicals in ecotoxicological research with fish are most often administered

through the aqueous phase. Because of differences in physicochemical properties

of different chemicals, they can be absorbed at different rates and accumulated to

various extents in different tissues and organs [30]. For many studies of this type, no

correlation was observed between in vitro and in vivo data [31–33].

It had already been acknowledged in the early 1990s by the critical body residue

(CBR) concept that the internal chemical concentration in the organism is a central

factor for acute toxicity [34, 35]. Later, this methodology was extended to be able to

relate the effects of a chemical to its corresponding concentration in the target

tissue; this concept is commonly referred to as the “tissue residue approach for

toxicity assessment” (TRA); [36]. Both CBR and TRA are important improvements

of our mechanistic understanding of differences in toxicity of chemicals and the
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sensitivity of different species. Nonetheless, a major disadvantage is that both

concepts are based on either whole-body or tissue-specific BCFs, respectively,

which is why they can only be applied under equilibrium conditions [30]. In

contrast, toxicokinetic models can be used to predict kinetically the

bioconcentration of chemicals and have been demonstrated to be particularly useful

as tools for “retrospective” or “reverse” toxicokinetics, i.e., the prediction of

toxicokinetics if the analytical information provided with the originally published

toxicity data was insufficient [37, 38].

The present chapter presents confounding factors and dose metric considerations

which need to be acknowledged when conducting or interpreting in vitro bioassays

and IVIVE, summarizes recent approaches to apply toxicokinetic models to prob-

lems of IVIVE, and provides examples on how IVIVE can be of practical use in

chemical risk assessments of the twenty-first century.

2 Confounding Factors and Dose Metrics Used for In Vitro

Testing

When conducting in vitro to in vivo extrapolations, it is evident that not only are the

concentrations of chemicals in whole organisms time-variable and variable

between different organs and tissues but also the concentration of a chemical test

item in in vitro bioassays may, depending on its physicochemical properties, also

follow complex temporal variations and differ significantly from the nominal

concentration [39, 40]. Theoretically, the most relevant fraction of a chemical for

toxicity assessments is the target dose/concentration, often referred to as the

biologically effective dose (BED), i.e., the dose or concentration of a chemical

reaching the biological site of action [41]. Practically, however, this concentration

is difficult to determine experimentally, which is why surrogate dose metrics are

used in in vitro research.

Figure 1 illustrates a number of processes which affect the effectively (freely)

available chemical concentrations in exposure media, which is acknowledged by

the majority of scientists as the only fraction of a chemical readily available for

uptake into organisms and cells [40, 43–45], and the freely dissolved internal

concentration in cells, which probably shows the greatest correlation with the target

dose.

These confounding factors are reflected to a different extent by the most fre-

quently applied dose metrics, i.e., measures of the chemical dose or concentration

relative to different reference values, among others the amount of chemical added

per volume of exposure medium (nominal concentration), the amount of chemical

determined analytically in the exposure medium (total concentration), or the

unbound concentration in the medium (freely available concentration). Figure 2

(top) illustrates three different approaches forming the theoretical foundation of the

different dose metrics. When nominal concentrations are used as the dose metric,
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fractions of the compound that dissipated through binding to plastic materials such

as pipette tips and multiwell plates [46–48], evaporation [49–51], degradation, and

binding to constituents of the cell culture medium [48, 52] are not accounted for.

Choosing total concentration as the dose metric accounts for losses through vola-

tilization, degradation, and binding to plastics, but not for the fraction bound to

proteins and other constituents of the exposure media. The latter fraction is only

accounted for by the freely available concentration. These discrepancies between

nominal, total, and freely available compound concentrations also result in differ-

ences of the fraction available for uptake into the cell, and consequently to different

measured effect concentrations (Fig. 2, bottom).

To be able to account for these differences appropriately, it appears advisable

always to measure or control the freely available concentration of a chemical test

item when conducting in vitro bioassays. Analytical methods to measure freely

available concentrations comprise equilibrium dialysis, ultrafiltration, centrifuga-

tion, and solid-phase micro extraction (SPME) [39, 53, 54]. Furthermore, passive

dosing techniques –described in Chap. 5017 in more detail – have been developed

to maintain relatively stable free concentrations of the chemicals of interest in
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Fig. 1 Illustration of the processes which determine the amount of chemical freely available for

uptake into cells and reaching the biological target site, i.e., the target dose. Chemicals within the

medium may be subject to evaporation, degradation, as well as binding to plastics or constituents

of cell culture media. Within the cell, the chemical might partition into the membrane, be

metabolized or bind to cellular constituents. Adapted from Groothuis et al. [39] and Heringa

et al. [42]
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exposure media [55, 56]. Although the analytical determination of the freely

available concentration is feasible from an experimental point of view, to maintain

the high throughput capability of the different in vitro bioassays it would be

desirable to use computational models to predict the free concentration instead if

measuring it. Several mathematical approaches for estimating the freely available

compound concentration have been proposed, most of which are based on the
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Fig. 2 Illustration of different dose metrics often used in toxicological and ecotoxicological

in vitro bioassays, i.e., nominal concentrations, total concentrations, and free concentrations,

and the hypothetical influence of applying these different dose metrics on the resulting median

effect concentrations (EC50s). Filled circles: fraction of molecules included in the dose metric.

Open circles: fraction of molecules not included in the dose metric. Redrawn from Groothuis

et al. [39] and Escher and Hermens [43]
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partitioning of chemicals to the protein and lipid fraction of exposure media and/or

the description of other routes of dissipation [46, 48, 57].

3 Simple IVIVE Methods

In toxicological research on mice and rats, chemicals are often administered

through intraperitoneal injection. If the experimental conditions are chosen appro-

priately (e.g., the exposure time is sufficiently high to reach constant chemical

concentrations in the organ of interest) and the variations of physicochemical

properties of the investigated compounds are relatively small (e.g., all compounds

originate from the same chemical class), in vivo EC50s for mechanism-specific

effects may be linearly correlated with in vitro EC50s [26–29]. This assumption was

also confirmed to be valid for such effects following intraperitoneal injections in

fish by a collection of literature data from our own group (cf. Fig. 6a; [58]).

Castano et al. [59] reviewed cytotoxicity data from fish and mammalian cell

lines and found a reasonably good correlation with acute toxicity in fish. They

speculate that this good correlation, also between different cell lines, results from

the unspecific mode of action responsible for baseline cytotoxicity/narcosis

[60, 61]. Following this line of argument, narcotic chemicals cause acute toxicity

by unspecifically interfering with biological macromolecules and lipid membranes

which are common to all cells and organs. Schirmer et al. [62] thus concluded that

cytotoxicity assays with fish cell lines could be a reasonably predictive alternative

for the fish acute toxicity test. As detailed in the previous section, G€ulden and

Seibert [40] found that the predictive power of such correlations is even enhanced

when the effective concentrations in cytotoxicity assays are calculated based on

freely available chemical concentrations rather than on nominal or total

concentrations.

A multi-national research project organized by the Scandinavian Society of Cell

Toxicology in the early 1990s under the title “Multicenter Evaluation of In Vitro

Cytotoxicity” (MEIC) found a similar correlation between cytotoxicity in mamma-

lian/human cell lines and acutely lethal concentrations in blood [63, 64].

It should be emphasized, however, that such correlative methods are based on a

mathematical rather than on a mechanistic foundation, which is why the applica-

bility domain of these methods for IVIVE needs to be evaluated carefully on a

substance-by-substance basis. Furthermore, these methods only account for the

toxicokinetics in both, cells and animals, to a very limited extent (mainly by

choosing specific exposure conditions and durations), which is why they cannot

be used for IVIVE of the effects of time-variable exposures or to extrapolate

beyond the calibrated range of compounds and/or organisms. In the subsequent

sections, we describe how toxicokinetic modeling can be applied to overcome these

shortcomings.
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4 IVIVE Using Toxicokinetic Modeling

As with the free concentration in cells, one frequently overlooked factor that

determines the difference between the reactions of in vitro systems compared to

in vivo systems is the by far more complex toxicokinetics in whole organisms, i.e.,

the processes of absorption, distribution, metabolism, and excretion (ADME).

These processes result in complex temporal variations of a compound’s concentra-
tion at the target site, and in differences of the internal concentrations between the

various organs and tissues [43, 65]. When comparing the toxicokinetics of a

compound among different species and genera, differences arise from variations

in body size, total lipid content, biotransformation capacity, and/or respiratory

strategy [66–69]. For example, Nyman et al. [70] experimentally demonstrated

the importance of toxicokinetics for interspecies variations in sensitivity of the

aquatic invertebrates Gammarus pulex, Gammarus fossarum, and Lymnaea
stagnalis exposed to the pesticide diazinon. L. stagnalis accumulated a higher

whole-body concentration of diazinon than the two gammarids on the basis of

whole-body concentrations, but less in target tissues (i.e., the nervous system),

thereby explaining the greater tolerance of L. stagnalis to diazinon. The same

underlying principle has been previously demonstrated by Meador [71], who

found that inter-species variation in the acute toxicity of tributyltin to four marine

invertebrate and one marine fish species were related to differences in the concen-

trations in the target organ.

Unlike in the two mentioned examples, it is not always possible to measure the

tissue concentrations in organisms, or even directly at the target site

[72]. Toxicokinetic models, which are quantitative mathematical descriptions of

the ADME processes in biota, are thus increasingly used and valued as powerful

tools in ecotoxicology [73, 74].

4.1 Compartmental Toxicokinetic Models

Toxicokinetic models often describe organisms based on one of two strategies: in

one-compartment models, the chemical concentration is assumed to be equal

throughout the organism, whereas multi-compartment models assume that organ-

isms are composed of different compartments (usually corresponding to organs or

tissues) which may differ in their characteristics and the resulting chemical con-

centrations [75]. Furthermore, they can be differentiated between equilibrium and

kinetic models [76], as well as empirical and mechanistic models [30] – all of which

have certain advantages and disadvantages. The most widely used toxicokinetic

models in aquatic ecotoxicology, probably also because they are recommended by

the international guideline OECD 305 [23], are empirical kinetic one-compartment

models. Figure 3 depicts a conceptual representation of such a model, which

considers the major routes of uptake and elimination. Similar models are frequently
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applied in toxicological research on mammals and in pharmacological research on

mammals and humans [78], where they have been used with good success for

IVIVE [79].

Such models are developed by fitting mathematical equations, e.g., (1), to

experimental data of the time-dependence of the chemical concentration in fish

exposed to a certain compound [75, 80]. The presented example only takes into

consideration uptake and elimination through aqueous routes of exposure, i.e., pure

bioconcentration.

d

dt
Cint tð Þ ¼ k1 � Cw tð Þ � k2 � Cint tð Þ; ð1Þ

where Cint(t) is the internal concentration in the fish per unit body mass, Cw(t) is the
chemical concentration in the water per volume, k1 is the uptake rate constant

(volume per unit body mass and time), and k2 is the elimination rate constant per

unit time.

These models can be used with great confidence to interpolate internal chemical

concentrations, but they are suitable neither for extrapolation beyond the range of

measured values with regard to exposure conditions, species or routes of exposure,

nor for predicting a chemical’s concentration in specific target organs or tissues

[72, 75, 81].

4.2 Physiologically-Based Toxicokinetic Models

Many of the shortcomings of empirical kinetic one-compartment models can be

addressed by physiologically-based toxicokinetic (PBTK) models, which are often

referred to as physiologically-based pharmacokinetic (PBPK) models in pharma-

cological research [72]. This model type is based on the physiology of animals or

humans rather than on descriptive mathematics, thus providing higher confidence

for extrapolations beyond the range of measured concentrations in a toxicokinetic

k D

k1

k2

k M

k G

k E

Fig. 3 Conceptual representation of a one-compartment model for fish considering the major

routes of chemical uptake and elimination. kD: dietary uptake rate constant; k1: gill uptake rate

constant; k2: gill elimination rate constant; kM: metabolic transformation rate constant; kE: fecal
egestion rate constant; kG: growth dilution rate constant. Redrawn from Arnot and Gobas [77]
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experiment [75, 82]. Organs and tissues are explicitly represented as individual

compartments or as tissue groups within PBTK models, each of which is charac-

terized by its volume (fraction of total body weight), its total lipid and water

contents (fraction of tissue wet weight), and the blood flow to the compartment

(Fig. 4). Uptake and disposition, i.e., changes of chemical concentrations in each of

Fig. 4 Conceptional representation of the PBTK model for rainbow trout developed by Nichols

et al. [81]. Cinsp: inspired chemical concentration; Cexp: expired chemical concentration; Cart:

chemical concentration in arterial blood; Cven: chemical concentration in venous blood; QF, QM,

QK,QR, andQL: arterial blood flow to fat tissue group, poorly perfused tissue group, kidney, richly

perfused tissue group and liver, respectively (fraction of Qc); CVF, CVM, CVK, CVR, and CVL:

chemical concentration in venous blood leaving fat tissue group, poorly perfused tissue group,

kidney, richly perfused tissue group and liver, respectively; Km: Michaelis–Menten constant of

saturable metabolism, Vmax: maximum velocity of saturable metabolism
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these compartments, are described by a number of differential equations. Thus,

PBTK models are capable of predicting the concentrations of neutral organic

pollutants in the whole organism and in different tissues at any time during

exposure [16, 83]. Depending on the complexity of the underlying ADME pro-

cesses and the available experimental data for parameterization and calibration, the

level of complexity and sophistication of different PBTK models varies greatly.

Although some models are relatively generic in nature and can be applied to a large

variety of chemicals, the applicability domain of other models is relatively narrow,

e.g., limited to only one specific chemical [72]. The explicit representation of

organs and tissues and the high level of mechanistic complexity of PBTK models

render them suitable tools for numerous applications in the context of chemical risk

assessment and particularly for IVIVE. PBTK models have been developed for a

range of different organisms and species, which are exemplarily summarized in

Table 1.

Table 1 Compilation of examples of PBPK/TK models for different genera and species

Genus/species References

Humans [84–87]

Mammals

Cattle (Bos taurus) [88]

Sheep (Ovis aries) [89]

Domestic pig (Sus scrofa domesticus) [90]

Rat (Rattus norvegicus) [91]

Mice (Mus musculus) [92]

Syrian hamster (Mesocricetus auratus) [93]

Harbor porpoise (Phocoena phocoena) [94]

Birds

Chicken/laying hen (Gallus gallus domesticus) [95]

American kestrel (Falco sparverius) [96]

Fish

Dogfish shark (Squalus acanthias) [97]

Rainbow trout (Oncorhynchus mykiss) [58, 75, 81, 98, 99]

Brook trout (Salvelinus fontinalis) [100]

Lake trout (Salvelinus namaycush) [101]

Atlantic salmon (Salmo salar) [102]

Channel catfish (Ictalurus punctatus) [103]

Fathead minnows (Pimephales promelas) [75]

Tilapia (Oreochromis mossambicus) [104]

Zebrafish (Danio rerio) [105]

Japanese medaka (Oryzias latipes) [106]

Striped mullet (Mugil cephalus) [107]
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Only a limited number of studies have so far used PBTK/PBPK models for

IVIVE [16, 108]. De Jongh et al. [109] used in vitro data on biotransformation and

tissue-blood partitioning to calibrate a PBTK model for eight neurotoxic com-

pounds (benzene, toluene, lindane, acrylamide, parathion/oxon, caffeine, diazepam,

and phenytoin). Subsequently, in vivo neurotoxicity was estimated from in vitro

neurotoxicity studies by use of this calibrated model and compared to in vivo data

from the literature. This study demonstrated the possibilities and limitations of this

approach for the eight reference compounds: although predictions were generally

accurate for compounds with low neurotoxicity (approximately twofold deviation

from measured values), the accuracy was lower for compounds with higher neuro-

toxic potency (with deviations up to tenfold). Nonetheless, the study laid the

foundation for and defined the direction of research using PBTK models for IVIVE.

Verwei et al. [110] investigated seven compounds with well-described in vivo

effects on development. These chemicals were tested in the embryonic stem cell

test (EST), which qualitatively classified 5-fluorouracil, methotrexate, retinoic acid,

2-ethoxyacetic acid, and 2-methoxyacetic acid correctly with regard to their in vivo

embryotoxic potential. The embryotoxicity of 2-methoxyethanol and

2-ethoxyethanol was underestimated because these compounds require metabolic

activation, which is not accounted for in the EST. Next, the authors used a PBTK

model to extrapolate the in vitro effect concentrations to the in vivo level. A

comparison of the resulting predicted effect values with effect levels measured in

rodents resulted in correct predictions for 2-methoxyethanol, 2-ethoxyethanol,

methotrexate, and retinoic acid by use of the IVIVE method, although the

embryotoxicity of 5-fluorouracil was overestimated. A very similar approach was

used by Louisse et al. [111] with good success to predict the developmental toxicity

of four different glycol ethers.

The following sections describe how PBTK models for fishes can be used in

ecotoxicological research for IVIVE and cross-species extrapolation of

bioaccumulation and toxicity, and potentially even in combination with the adverse

outcome pathway (AOP) concept.

5 Example: IVIVE of Receptor-Mediated Effects

in Rainbow Trout

In a recent study published by our own group, we approached the question of

whether the results of in vitro bioassays using primary fish hepatocytes for two

receptor-mediated effects can be predictive of effects in rainbow trout in vivo

[58]. Endpoints comprised the induction of 7-ethoxyresorufin-O-deethylase
(EROD) activity which is mediated via the cytosolic aryl hydrocarbon receptor

(AhR), and the estrogen receptor (ER)-mediated induction of Vitellogenin (Vtg)

expression. EROD activity is a common biomarker of exposure to dioxin-like

chemicals (DLCs), whereas Vtg is a biomarker for estrogenic effects in fish,
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belonging to the much wider group of endocrine disrupting effects that are a central

mode of action (MOA) under REACH [1, 112]. To answer the question raised

above, a quantitative framework for IVIVE applying a PBTK model for rainbow

trout originally developed by Nichols et al. [82], with modifications by Stadnicka

et al. [75], was used (cf. Fig. 4). Five compartments (richly perfused tissues, poorly

perfused tissues, liver, kidney, and fat) were explicitly represented in the model.

The accuracy of the predictions of the reimplemented model was verified by use of

a dataset published by Stadnicka et al. [75].

The original model was extended for the option to simulate injections and an

algorithm for saturable metabolism [98]. A comprehensive dataset for the two

above-mentioned receptor-mediated MOAs in rainbow trout (EROD and Vtg),

was collected, which comprised both in vitro and in vivo data. Using in vivo

EC50 values from the literature, the corresponding internal concentrations in the

whole body and the liver were calculated using the PBTK model. Both measured

and modeled in vivo EC50s were then correlated with the respective in vitro EC50

values (Fig. 5).

Following this approach, it was possible to demonstrate that predicted concen-

trations of different DLCs in the liver of fish at the corresponding aqueous in vivo

EC50 showed an excellent correlation with in vitro EC50 values. This observation

was established on a robust data basis for hepatic activities of EROD (Fig. 6), and

confirmed with a smaller and thus weaker dataset for Vtg induction (Fig. 7). Shortly

after publication of the research presented in this section, a publication by

Stadnicka-Michalak et al. [113] demonstrated that the same methodology was

also applicable to predict the acute toxicity of chemicals in fish from cytotoxicity

experiments with fish cells with good success.

Together with the results of the present study, this mechanistic link between

in vitro alternatives with the corresponding in vivo experiments with fish can be

considered an important step towards a broader acceptance of acute and

Fig. 5 Outline of the IVIVE study of Brinkmann et al. [58], in which a PBTK model for rainbow

trout was used as a tool for reversed toxicokinetics. In vivo EC50s for EROD and Vtg induction

based on aqueous concentrations were recalculated to internal concentrations in the liver of

exposed fish and then correlated with in vitro data generated by use of fish hepatocytes. Reprinted

with permission from Brinkmann et al. [58]. Copyright 2014 American Chemical Society
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Fig. 6 Correlation between in vitro and in vivo data for EROD induction in rainbow trout on the

basis of experimental in vivo EC50s following intraperitoneal injection (a) or aqueous exposure

(b), as well in vivo EC50s from both datasets (a, b) recalculated to EC50s-based internal hepatic

concentrations (IEC50s) by use of the PBTK model (c). Solid lines represent linear regression line,
and dashed lines indicate a tenfold difference from the regression line. The coefficient of

determination (R2) and equations for the regression lines using log-transformed data are provided

in the graphs. Modified with permission from Brinkmann et al. [58]. Copyright 2014 American

Chemical Society
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mechanism-specific cell-based bioassays in aquatic risk assessment, and has the

potential to result in a major reduction of animals used for toxicity tests with fish.

6 Cross-Species Extrapolation

The next logical step when developing methods for IVIVE is applying the same

methods to extrapolate between different organisms, e.g., species of fishes. In the

context of most regulatory frameworks, bioaccumulation is considered an inherent

substance property that is independent of the actual chemical concentration in the

environment [114]. Nonetheless, bioaccumulation in some cases should be viewed

with special emphasis on environmental exposure of biota, particularly because

bioaccumulation represents the link between the environmental concentration of a

chemical and its internal concentration in exposed wildlife [115, 116]. The internal

concentration in the target tissue is a key aspect of inter-species differences in

sensitivity because it represents the compound fraction which ultimately provokes

the biological effects [34, 43].

To be able to account for differences in bioconcentration and toxicokinetics of

chemicals between different species of fishes, several approaches have been pro-

posed. Probably the most frequently used method to predict concentrations in biota

is the equilibrium partitioning model [117]. In this model it is assumed that the

internal concentration of a chemical in an organism depends solely on its concen-

tration in the water phase and the whole-body total lipid content of the organism

[118]. There are several factors not taken into account by this simple practitioner’s
model, including active transport, the influence of the diffusion behavior through

cell membranes, different rates of metabolism in various organisms, accumulation

behavior of the metabolites, accumulation in specific organs and tissues, special

chemical properties such as amphiphilic or ionogenic substances leading to multi-

ple equilibrium processes, uptake and depuration kinetics, and the remaining level

of parent compounds or metabolites after depuration [117, 119]. Many different

models have been developed to overcome these limitations, including models based

on bioenergetics and food web accumulation, and the life-cycle of different organ-

isms [120–123].

The PBTK modeling approaches presented within this chapter attempt to over-

come the limitations of the equilibrium partitioning model by specifically consid-

ering a number of physiological processes which are the mechanistic foundation for

inter-species differences in toxicokinetics. In this way, such models, although based

on the partitioning of chemicals into the lipid fraction of an organism, provide fairly
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exact estimates of accumulation and elimination rates, not only bioconcentration

factors (BCFs). Furthermore, because organs and tissues are explicitly represented

within their structure, PBTK models are powerful tools for predicting a chemical’s
distribution in exposed organisms. Developing and combining a variety of different

PBTK models for different species of fishes would, apart from increased capabilities

for IVIVE, also result in powerful options for cross-species extrapolation [124].
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Fig. 7 Correlation between in vitro and in vivo data for Vtg induction in rainbow trout. The

correlations were either based on experimental in vivo EC50s (a) or derived through EC50s based

on modeled internal hepatic in vivo concentrations (IEC50s) (b). Solid line represents the linear

regression line. The coefficient of determination (R2) and when applicable, the equation for the

regression line using log-transformed data are provided in the graphs. Reprinted with permission

from Brinkmann et al. [58]. Copyright 2014 American Chemical Society
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7 Example: Integration with the AOP Concept

Both regulators and industry are faced with the challenge to assess the environ-

mental and human health risks associated with an ever-increasing number of

chemicals and simultaneously reducing costs, animal use, and time required for

chemical testing. To face this challenge, there has been an increasing effort to use

mechanistic data (in vivo and in vitro) in support of chemical risk assessments, such

as molecular biology methods and omics techniques [125]. This type of data can be

generated more rapidly and cost-effectively [126]. One recent approach proposed to

integrate such information in the risk assessment process of chemicals is that of the

adverse outcome pathway (AOP). AOPs are conceptual frameworks that establish

biologically plausible links between molecular-level perturbation of a biological

system and an adverse outcome at a level of biological organization of regulatory

relevance [125]. AOPs are applicable across species and are not chemical specific,

but rather describe the progression from a molecular initiating event (MIE, first

interaction of a chemical with a molecular target) that groups of chemicals have in

common (e.g., binding to hormone receptors) to an apical outcome (e.g., disruption

of reproduction or development). Thus, AOPs allow assessing toxicity across

groups of chemicals and species without the need to test each chemical in each

species [127]. It has recently been emphasized by Groh et al. [128] that PBTK

models are highly useful tools to link toxicokinetic information to the mechanistic

knowledge represented by AOPs. Specifically, PBTK models could be used to

establish the cause-effect chain between external exposure, internal exposure, and

MIEs. This combination surely results in quantitative models for predictive toxi-

cology with a broad applicability domain in chemical risk assessment. It is useful to

achieve an overall reduction of animal experiments, at the same time reducing the

uncertainties associated with the current risk assessment strategies.

8 Conclusions

We conclude that toxicokinetic models, particularly those based on the physiology

of an animal rather than on descriptive mathematics, are one piece of the puzzle

which results in the development of scientifically sound integrated testing and risk

assessment strategies. Toxicokinetic modeling today already plays an important

role as a tool to deepen our understanding of processes that result in differences in

uptake and disposition of chemicals in different species, life stages, and under

varying environmental conditions. Numerous studies have demonstrated that such

models can be conveniently used for extrapolating the results of mechanistic

in vitro bioassays to the in vivo level, concerning both effects and biotransforma-

tion rates of a chemical. The next logical step is to synergize toxicokinetic models

with the enormous amount of toxicological data generated using molecular and

omics techniques, and with adverse outcome pathways (AOPs). The resulting
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advanced approaches are of enormous value to regulators and industry, and signif-

icantly reduce the uncertainties of the risk assessment process, at the same time

being more economic and reducing the need for animal testing.
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85. Barrett J, Della Casa Alberighi O, Läer S, Meibohm B (2012) Physiologically based phar-

macokinetic (PBPK) modeling in children. Clin Pharmacol Ther 92:40–49

86. Bois FY, Jamei M, Clewell HJ (2010) PBPK modelling of inter-individual variability in the

pharmacokinetics of environmental chemicals. Toxicology 278:256–267

87. Jongeneelen FJ, Berge WFT (2011) A generic, cross-chemical predictive PBTK model with

multiple entry routes running as application in MS excel; design of the model and comparison

of predictions with experimental results. Ann Occup Hyg 55:841–864

88. Freijer JI, van Eijkeren JCH, Sips AJAM (1999) Model for estimating initial burden and daily

absorption of lipophilic contaminants in cattle. RIVM Report 643810005. Dutch National

Institute for Public Health and the Environment (RIVM). pp. 59

89. Craigmill A (2003) A physiologically based pharmacokinetic model for oxytetracycline

residues in sheep. J Vet Pharmacol Ther 26:55–63

90. Buur JL, Baynes RE, Craigmill AL, Riviere JE (2005) Development of a physiologic-based

pharmacokinetic model for estimating sulfamethazine concentrations in swine and applica-

tion to prediction of violative residues in edible tissues. Am J Vet Res 66:1686–1693

91. Tardif R, Lapare S, Krishnan K, Brodeur J (1993) Physiologically based modeling of the

toxicokinetic interaction between toluene and m-xylene in the rat. Toxicol Appl Pharmacol

120:266–273

92. Garg A, Balthasar JP (2007) Physiologically-based pharmacokinetic (PBPK) model to

predict IgG tissue kinetics in wild-type and FcRn-knockout mice. J Pharmacokinet

Pharmacodyn 34:687–709

93. Thrall KD, Vucelick ME, Gies RA, Benson J (2000) Comparative metabolism of carbon

tetrachloride in rats, mice, and hamsters using gas uptake and PBPK modeling. J Toxicol

Environ Health A 60:531–548

Advancing In Vitro–In Vivo Extrapolations of Mechanism-Specific Toxicity. . . 315



94. Weijs L, Yang RS, Das K, Covaci A, Blust R (2013) Application of Bayesian population

physiologically based pharmacokinetic (PBPK) modeling and Markov chain Monte Carlo

simulations to pesticide kinetics studies in protected marine mammals: DDT, DDE, and DDD

in harbor porpoises. Environ Sci Technol 47:4365–4374

95. Van Eijkeren JC, Zeilmaker MJ, Kan C, Traag WA, Hoogenboom L (2006) A toxicokinetic

model for the carry-over of dioxins and PCBs from feed and soil to eggs. Food Addit Contam

23:509–517

96. Nichols JW, Bennett RS, Rossmann R, French JB, Sappington KG (2010) A physiologically

based toxicokinetic model for methylmercury in female American kestrels. Environ Toxicol

Chem 29:1854–1867

97. Bungay P, Dedrick R, Guarino A (1976) Pharmacokinetic modeling of the dogfish shark

(Squalus acanthias): distribution and urinary and biliary excretion of phenol red and its

glucuronide. J Pharmacokinet Biopharm 4:377–388

98. Law FCP, Abedini S, Kennedy CJ (1991) A biologically based toxicokinetic model for

pyrene in rainbow trout. Toxicol Appl Pharmacol 110:390–402

99. Brinkmann M, Eichbaum K, Kammann U, Hudjetz S, Cofalla C, Buchinger S,

Reifferscheid G, Sch€uttrumpf H, Preuss T, Hollert H (2014) Physiologically-based

toxicokinetic models help identifying the key factors affecting contaminant uptake during

flood events. Aquat Toxicol 152:38–46

100. Nichols JW, Jensen KM, Tietge JE, Johnson RD (1998) Physiologically based toxicokinetic

model for maternal transfer of 2,3,7,8-tetrachlorodibenzo-p-dioxin in brook trout (Salvelinus
fontinalis). Environ Toxicol Chem 17:2422–2434

101. Lien GJ, McKim JM, Hoffman AD, Jenson CT (2001) A physiologically based toxicokinetic

model for Lake trout (Salvelinus namaycush). Aquat Toxicol 51:335–350
102. Brocklebank JR, Namdari R, Law F (1997) An oxytetracycline residue depletion study to

assess the physiologically based pharmokinetic (PBPK) model in farmed Atlantic salmon.

Can Vet J 38:645

103. Nichols JW, McKim JM, Lien GJ, Hoffman AD, Bertelsen SL, Gallinat CA (1993)

Physiologically-based toxicokinetic modeling of three waterborne chloroethanes in channel

catfish, Ictalurus punctatus. Aquat Toxicol 27:83–111
104. Liao C-M, Liang H-M, Chen B-C, Singh S, Tsai J-W, Chou Y-H, Lin W-T (2005) Dynamical

coupling of PBPK/PD and AUC-based toxicity models for arsenic in tilapia Oreochromis
mossambicus from Blackfoot disease area in Taiwan. Environ Pollut 135:221–233
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