
Chapter 4
Case Study: Spectrum Management in CRN
Framework

Channel selection in the QoS provisioning framework (as discussed in Sect. 3.2),
is done through channel selection and management unit (CSMU) along with the
help of QoS control unit (QCU), policy domain and database as shown highlighted
in Fig. 4.1. The CSMU module receives the requirement of QoS from QCU, and
through the assistance of database and policy domain it selects channel. The selected
channel identifiers are then passed to the MAC protocol unit (MPU).

4.1 Spectrum Usage Behavior

As discussed in Sect. 1.6, channel selection technique depends upon various spec-
trum characteristics including channel availability, SINR, bandwidth, path loss and
primary user behavior. The primary user behavior in a cognitive operation based open
spectrum system can be classified as: deterministic and stochastic usage behavior.

4.1.1 Deterministic Usage Behavior

There are some frequency channels which inherently follow a specific pattern of
their usage over time because of the nature of the operating application [1]. This is
verified by the spectrum utilization studies done by various researchers across the
world, that have shown that the spectrum usage by incumbents follow a deterministic
time pattern over space as discussed in Sect. 1.3 and work done in [2–18]. Spectrum
occupancy measurement of Singapore is done in [19]. From this measurement and
analysis, a table is drawn and shown in Table 4.1 for some channels whose observed
spectral opportunity shows a deterministic time pattern.
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Fig. 4.1 Functional modules responsible for channel selection in the QoS provisioning framework
for cognitive radio network

From Table 4.1 it can be observed that there are certain frequency bands which
are always free during certain duration of time. Local TV channels like Suria (ch12)
and Central (ch24) are closed from 12 am to 9 am and 12 am to 6 am respectively.
Therefore these channels are well suited for cognitive radio communication during
the mentioned time periods.

4.1.2 Stochastic Usage Behavior

If the spectrumusagepattern by aprimaryuser does not followadeterministic pattern,
it is modelledwith the help of statistical learning techniques to find the hidden pattern
and to obtain the usage distribution. Several spectrum decision techniques have been
proposed in various literatures (discussed previously) and are discussed in Sect. 1.6.

http://dx.doi.org/10.1007/978-3-319-45860-1_1
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Table 4.1 Available frequency band over time in Singapore

Frequency (MHz) Type Free time (H)

80–88 PMR 18–12

183–186 Ch6 12–10

207–209 Ch9 18–16

212–214 Ch10 18–16

218–222 Ch11 11–06

225–230 Ch12 00–09

490–500 Ch24 00–06

614–620 Ch39 00–15

720–740 Channel 56–58 08–00

740–780 Channel 59–64 All Time

1880–1910 DECT and TDD 02–17

2270–2300 Fixed/Mobile 19–07

These works are used to model the spectrum characteristics with the assumption of
stochastic usage behavior of incumbent usage pattern on the channel. Generally these
schemes utilize the local and statistical observation to make a spectrum decision.

4.2 Reconfigurable Channel Selection

Recently, Federal Communication Corporation (FCC) has mandated the use of data-
base along with spectrum sensing to observe the spectral opportunity at a given place
over a given period of time [20]. The database assisted spectrum sensing provide an
accurate measurement of spectrum characteristics. Since the spatial and temporal
characteristics of spectral opportunities vary rapidly, an up-to-date incumbent oper-
ation database is needed for protected broadcast operation in a given location. Since
providing an up-to-date information about primary service operation is exhausting
in nature, another paradigm for information collection need to be determined. The
channels can be classified into two types depending upon their usage: Determinis-
tic time pattern channels and Stochastic channels. Therefore the system comprises
of two step reconfigurable channel selection scheme. During the first step, a chan-
nel with deterministic time pattern is selected for usage. If no such channel exists,
then stochastic channels are selected based on the requirements. The selection of
stochastic channels can be assisted with the help of database.

Figure4.2 shows the flowchart followed by the CSMU module of the discussed
QoS provisioning framework along with the three main classes of channel selection:
Deterministic channel selection, Database assisted selection on the go and Selec-
tion on the go. Initially channel selection starts with deterministic channel selection
scheme, but if the observed spectral opportunities do not verify with that of database,
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then database assisted selection on the gomethod is used. In this method, statistically
learning of spectral opportunities for stochastic channel is used along with database.
If utilization of database in this methodology results in high error, then statistical
learning is used without usage of databases which is called as independent selection
on the go approach. Once a channel is selected, it is fast scanned to check out any
incumbent activity, and if it is vacant then appropriate policies are selected for the
channel. If the channel is not vacant, then deterministic spectrum learning module
updates the database. An error parameter is utilized to realize the reconfiguration of
channel selection schemes.

4.3 Channel Selection in Deterministic Environment

As discussed earlier, some channels have inherent characteristic of deterministic time
pattern of utilization. These channels are allocated ahead of time for secondary open
spectrum system so that better spectrum decisions can be made. A deterministic
channel selection scheme for channel allocation ahead of time is discussed in [21].
Some of the spectrum decision criteria discussed for QoS provisioning are: minimal
channel switching and maximal throughput of the system [22]. For the purpose
of same, three different channel selection techniques to support minimal channel
switching, maximal throughput and a value in between are discussed.

Channel selection techniques for deterministic environment employ two phases
for its operation. The first phase involves learning of the channel spectral opportu-
nity for 24 h and then based on the data obtained, the system may select a channel
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satisfying the given constraints. These constraints could be minimal channel switch-
ing for reducing the packet delay and losses, high throughput or a value in between.
Users can also impose their own constraints to obtain the set of desired channels. The
second phase involves usage of these channels and recording the errors in channel
spectral opportunities. The errors are then used to check whether the system should
continue with the current approach or change to the selection on the go approach.

4.3.1 System Model

The system comprises of N cognitive end-users coordinated with the help of a central
controller Cognitive Access Point (CAP). Each user is equipped with a single half-
duplex transceiver, capable of performing channel sensing. The system utilizes C
non-overlapping heterogeneous primary bands each having bandwidth of Bc where
c ∈ C ′ andC ′ = {1, . . . ,C}. TheseC channels are selected from a set of TV and FM
bands and are modeled as two state Markov chain as discussed in Sect. 3.4.1. A com-
mon control channel is utilized by CAP to coordinate with its users in the network;
for which any ISM band or a channel with high a availability can be selected. An
efficient spectrum sensing scheme from the literature is used at the physical layer for
spectrum sensing; and it is assumed that the result obtained by it are correct. There-
fore each CR user keeps track of the list of the available channels. This information
is passed to the CAP on common control channel.

Each CR user node uses linked list as a database for capturing these spectral
opportunities. There is a linked list assigned for each channel, therefore there are in
total C linked lists maintained by each node. The nodes of each linked list contain
the information of spectral opportunity represented by two fields: the start time and
the end time (in time-units) during which the channel is free. A typical linked list is
shown in Fig. 4.3.

The fields have the following meanings:
St : Start time from which the channel seems to be unoccupied by the primary user.
Et : End time at which the channel ceases to be unoccupied by the primary user.
The subscript t represents the node ID within a linked list and is given by t ∈
{1, . . . , T } and T is the last node ID in the linked list. The value of T may differ for
each linked list.

S1 E1
Ch ID

NULL

S2 E2 S3 E3 ST ET

Fig. 4.3 Linked list

http://dx.doi.org/10.1007/978-3-319-45860-1_3
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4.3.2 Deterministic Learning with Spectrum
Selection and Usage

The system samples all C channels for 24 h with sampling interval of x minutes and
sampling time of z seconds (where z << x ∗ 60) i.e. the channel will be sensed
every x minutes for z seconds. Thus the total time required for sampling C channel
is z ∗C/60 min (where z ∗C/60 < x). The value of x is chosen such that the system
would not sample channels too frequently nor miss the important transitions on the
channels. The values of St and Et in Fig. 4.3 represent the time-units mapped to the
real world time with (St , Et ) ∈ {0, . . . , 1439}/sampling interval; whereas 1 time-
unit duration = sampling interval (x minutes). The terms time-unit and time-slot are
used interchangeably. If x is small, then the number of nodes in the linked list may
increase, and in the worst case scenario, the maximum number of nodes in the linked
list equals ((24 ∗ 60)/x)/2 when the channel alternates between free and occupied
states in consecutive samplings. To shorten the length of a linked list, a threshold
parameter � is utilized. If the length of the spectral opportunity is greater than �

(i.e. ∀t{Et − St ≥ �}), then this spectral opportunity is inserted in the linked list.
For example if � = 20, then if one channel is sensed free for 19 consecutive time-
units while other channel is sensed free for 22 consecutive time-slots, the availability
information of the former channel will not be entered in the linked list while that of
the latter channel will be entered.

At startup, all linked lists are empty and point to address NULL. With each sam-
pling interval and satisfaction of the threshold parameters, the nodes are updated
or inserted in the linked list. The time-unit starts from 0 (00:00 h) and increases
by 1 with each sampling interval or every x minutes. An example of the linked
list of Channel 2 after 24 h using x=10 min is shown in Fig. 4.4. It can be observed
that the Channel 2 is unoccupied during the time periods 00:00–11:40 h,
16:40–20:10 h and 23:00–24:00 (00:00); and is occupied during the time periods
11:40–16:40 h and 20:10–23:00 h.
The sampling continues for 24 h, at the end of which the systemwould have obtained
spectral opportunities for all channels. This information is passed to CAP, which
consolidates the information received from all the nodes to obtain the global system
spectral opportunity. This consolidation is required so that every node in the system
agrees on the availability of the channel.A simplemethod to obtain the global channel
opportunity is to convert all the linked lists intomatrices and compute the intersection
on them, thus reducing the computation complexity.

The linked lists received by CAP from each node are described as LLi, j where
i ∈ C ′, j ∈ N ′ and N ′ = {1, . . . , N }. Let η = (24 ∗ 60/x) − 1 and η′ = {0, . . . , η}.
Let thematrix for the linked list received from node j beMAT( j), where j ∈ N ′. The

0 69
Ch ID = 2

100 120 NULL138 143

Fig. 4.4 Channel usage pattern of Channel 2 for one day (24 h)
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row and column of the matrix represent channels and time-units respectively. The
conversion from linked lists to this matrix can be done as follows. In the following
conversion index j is dropped.

MATi,k =
{
1, ∃t[k ∈ {St . . . Et }]
0, otherwise

∀i ∈ C ′,∀k ∈ η′, t ∈ T ′ (4.1)

The predicate logic ∃t[k ∈ {St , . . . , Et }] or ∃t[St ≤ k ≤ Et ], evaluates to true
whenever the time-unit value falls within the node field St and Et values. Therefore
the elements of the matrix are either 0 or 1 representing a PU is present or not
respectively on a channel corresponding to the given time-slot for the node j . Overall,
N such matrices are obtained. To consolidate all the global information, the CAP
performs AND operation on all the corresponding locations of the matrices to obtain
a channel availability matrix satisfying the channel availability of all the nodes in
the system, i.e.

Mi,k =
j=N⋂
j=1

MATi,k( j),∀i ∈ C ′ and ∀k ∈ η′ (4.2)

The channel availability matrixM agrees with all the CR nodes present in the system
with respect to the availability of the channel. An examplematrix is shown in Fig. 4.5.
It is assumed that at any given time-slot (time-unit) at least one channel is available
for communication. Hence

∀k∃i{Mi,k = 1}, where k ∈ η′, i ∈ C ′ (4.3)

Different users have different requirements for the channel selection. The matrixM
can be processed to obtain the desired channel or set of channels satisfying the users
constraints. If a single channel is required at a given time-slot, then the solution is
represented with a vector. The vector index is represented by the time-slot while its
content represents the channel ID. Therefore this vector guides the system to choose
a given channel at a given time-slot. A typical vector could be initialized as:

Fig. 4.5 A typical example
of matrix showing
availability of channels in
CR network
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Vk = {i : ∀k∃i[Mi,k = 1]}, where ∀i ∈ C ′ and ∀k ∈ η′ (4.4)

Multiple vectors may satisfy this equation and hence multiple solutions may exist
if no constraints are applied. The above vector simply chooses a channel which
is available during a given time-slot and thus represents the solution space for all
possible vectors. A user may apply single or multiple constraints on the system to
impose restriction on channel selection. That is, the solution vector would be an
element from the solution space set obtained in Eq.4.4. Three different strategies
of channel selection are discussed so as to meet the constraints of: minimal channel
switching, maximal throughput and a value in between.

4.3.3 Minimal Channel Switch Requirement

Channel switching is costly for a radio device especially in CR devices [23]. Real-
time applications suffer from packet losses, jitters and delays induced by frequent
channel switching in CRN. Therefore a comparison of different channel switching
techniques indirectly corresponds to a comparison of different packet delays, losses
and jitters induced by channel switching in the network. Minimal channel switching
refers to the selection of channels such that the system would stay on that channel
for a long period of time without hopping onto other channels. The problem can be
formulated as to obtain a solution vectorVMIN such thatwhen the system follows the
solution vector, the overall switching is minimized for the entire duration. Therefore
the problem is to find VMIN which has the least total number of channel switching
as compared to other vectors available, i.e.,

η−1∑
k=0

Swi tching(VMINk) ≤
η−1∑
k=0

Swi tching(Vk) (4.5)

where ∀V ∈ {set of all possible vectors V obtained from Eq.4.4} and Swi tching()
is a binary function defined as:

Swi tching(Xi ) =
{
1, if Xi 	= Xi+1

0, otherwise
(4.6)

where X is channel vector and i is its time index.
A solution to this problem can be obtained by using a greedy approach. This

approach selects the channel which has the maximum period of continuous vacancy
over a time interval. Algorithm 4.1 gives the implementation detail of the greedy
approach. The algorithm first initializes the vector to value zero (line 1). If the
solution vector contains zero at any time-slot, itmeans there are no channels available
during that time-slot. The outer loop is used to index the time-slots (lines 3–18), the
middle loop is used to check out all the channels (lines 4–14) and the inner most loop
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is used to check out the length of the continuous vacancy (lines 7–11). The variable
array trail stores the length of continuous vacancy over all channels. At the end,
another loop is used to check which channel has the longest spectral opportunity and
is stored in VMIN (lines 15–17).

Lemma 4.1 If on average there are θ channels available per time-unit, then the
total number of vectors V available is θη+1. The average is obtained over space or
location.

Algorithm 4.1: Algorithm for minimal channel switching using greedy
approach. The max() function returns the maximum value among all elements
of a vector and argmax() function returns the argument for which the function
value is maximum.
1 VMINk ←− {0},∀k ∈ η′;
2 traili ←− {0},∀i ∈ C ′;
3 for k = 0 to η − 1 do
4 for i = 1 to C do
5 traili ← 0;
6 if Mi,k = 1 then
7 for d = k + 1 to η do
8 if Mi,d = 0 then
9 break-for;

10 end
11 end
12 traili ← d − k
13 end
14 end
15 for k = k to k + max(trail) do
16 VMINk = argmax j∈C ′ (trail);
17 end
18 end

Proof The total number of vectors V equals to the total number of combinations
through which the system can find at least one channel available in each time-slot.
Since on average there are θ channels available at each time-slot, the total number of
combinations available from time-unit = 0 to time-unit = η, equals θ.θ.θ . . . η + 1
times i.e. θη+1. Thus, the search space is exponential.

Lemma 4.2 The algorithm based on the greedy approach of selecting the longest
consecutive free time-slots provides an optimal solution to the minimal channel
switching problem. In other words there exist no other vector U that has smaller
number of channel switching than that obtained by the Algorithm 4.1. The proof is
given in Appendix A.
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4.3.4 Maximum Throughput Requirement

Some bandwidth intensive applications like peer-to-peer (P2P) file sharing require
high throughput across 24 h. Normally, these applications are unconstrained from
the perspective of channel selection and the only requirement is high bandwidth.
Therefore, an un-constrained channel selection techniquewith the aimofmaximizing
throughput across 24 h is provided. Maximum throughput tends to provide channel
selection strategy in such a way that the system will select those channels which
provide highest bandwidth. Therefore the solution vector to this problem should
provide the list of channels which would provide maximum bandwidth over a given
time-slot. The maximum throughput vector VTH can be calculated as shown in
Algorithm 4.2.

The algorithm first sorts the IDs of the channel in such a way that the lowest index
has the highest bandwidth. The mapping is done internally from the older index to
the newly assigned index, and is not shown here. The algorithm then selects the
channel which has maximum bandwidth over a given time-slot and enter its ID into
the vector VTH.

Algorithm 4.2: Algorithm for obtaining maximum throughput vector

1 Rearrange the rows representing the channels in the matrix M such that lowest index has the
highest bandwidth i.e. Bi > Bi+1,∀i ∈ C ′ ;

2 VTHk ←− {0},∀k ∈ η′;
3 for k = 0 to η do
4 for i = 1 to C do
5 if Mi,k = 1 then
6 VTHk ← i ;
7 break-for;
8 end
9 end

10 end

4.3.5 Intermediate Solution to Provide High Throughput
Along with Minimal Channel Switch Requirement

The previous two approaches provide either theminimum number of channel switch-
ing or the highest throughput. Sometimes, however it is required to have a solution
in between i.e. to provide a vector consisting of channel IDs such that if the system
follows the list, then it would provide an intermediate solution which lies in-between
the two approaches. Throughput loss caused by channel switching is not considered,
as switching to a channel having a high bandwidth can easily compensate for the
loss. Therefore the aim of this channel selection mechanism is to find a solution
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vector such that it provides bounded channel switching (for bounded packet loss, jit-
ter and delay induced by channel switching) along with the guaranteed throughput.
This problem lies in the domain of NP-complete problems, and called as the High
Throughput Minimal Switching (HTMS) problem.

Complexity Analysis of HTMS Problem

The optimization problem of HTMS is converted into decision problem to define its
complexity. Every optimization problem can be converted to a decision problem [24],
and the decision problem corresponding to HTMS problem is defined as follows:

Definition 4.1 Given a channel availability matrix M, and numbers ω and δ, does
there exist a vector V which satisfies all the constraints of the HTMS problem along
with the condition that total number of switching <δ and bandwidth >ω?

Lemma 4.3 HTMS decision problem is in NP. The proof is given in Appendix B.

Lemma 4.4 HTMS decision problem is NP-Hard. The proof is given in Appendix C.

Theorem 4.1 HTMS decision problem is NP-complete problem.

Proof From Lemmas 4.3 and 4.4, it can be concluded that HTMS problem is NP-
complete problem.

Heuristic Algorithm for HTMS problem

Since HTMS problem is NP-complete problem, a simple heuristic approach for its
sub-optimal solution is provided in Algorithm 4.3. The algorithm first selects the
minimal channel switching vector and then tries to satisfy the goal of guaranteed
bandwidth. This is done by selecting the channels whichwere previously not selected
and have higher bandwidth than that of the currently selected channel. The allowed
switching and guaranteed bandwidth is represented by δ and ω respectively.

The algorithm first obtains the minimal channel switching vector VMIN from
Algorithm 4.1. It then updates the vector with the channel IDs which have higher
bandwidth than the currently selected channels in VMIN (lines 5–12). The while
loop iterates until all channels have been checked (lines 14–16) or the bandwidth
desired is obtained (line 3) and hence guarantees the convergence.

4.3.6 Complexity Analysis of Algorithms

The worst case scenarios for all algorithms are observed. Algorithm 4.1 has one
parent f or loop (lines 3–18) with two child f or loops (lines 4–14 and lines 15–17).
The running length of the parent loop is η and that of child loops areC andα, whereas
the parameter α is variable and its value depends on the parameter η. The child loop
(lines 4–14) with running lengthC is nested with another child loop (lines 7–11) with
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Algorithm 4.3: Algorithm for intermediate channel selection for HTMS prob-
lem. The function band_sum() returns the overall bandwidth of the system.

1 Obtain VMIN from Algorithm 4.1
2 i = 1;
3 while ω ≤ band_sum(VMIN) do
4 f lag = 0;
5 for k = 0 to η do
6 if Mi,k = 1 & VMINk > i then
7 VMINk = i ;
8 end
9 if ω ≤ band_sum(VMIN) then

10 flag=1; break-for;
11 end
12 end
13 i = i + 1;
14 if i = C || f lag = 1 then
15 break-while;
16 end
17 end

running length α. The outermost parent loop (line 3) is complemented with the help
of innermost for loop (line 7) and the other child for loop (line 15). Thus the running
length of outermost loop is complemented. The complexity of max() function and
argmax() function for current application is assumed to be O(n), where n is the
length of the vectors for these functions. Thus the complexity obtained of Algorithm
4.1 is O(η(C + n)) or O(η2).

Algorithm 4.2 has two nested f or loops with running length of η and C . Thus
the complexity of the algorithm is O(ηC) or O(η2).

Algorithm 4.3 obtains the vectorVMIN using Algorithm 4.1 and then updates the
vector to satisfy the bandwidth guarantee. The outer while loop has running length
of C and the inner f or loop has running length of η +1. Thus the complexity of this
algorithm equals, the complexity of Algorithm 4.1 +O(C(η + 1)) or O(η2).

4.3.7 Spectrum Usage

When the system has obtained the spectral opportunities for 24 h and channel selec-
tion vectors (following the user constraints), the selected channel can be utilized
for communication purposes. Spectrum usage consists of normal communication
between nodes in CRN using the channels provided by the vectors obtained with dif-
ferent channel selection algorithms. An error counter ξi , ∀i ∈ C ′ is associated with
each channel. Each time before a packet is transmitted, fast sensing [25] is performed
on the channel to detect the presence of any PU. If a PU is present on the channel, then
that information is updated in the global channel availability matrixM and the error
counter associated with that channel is increased by 1. If the error counter reaches
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the threshold �, then that channel (row) information is removed from the channel
availability matrix M. If the total error on all channels crosses the threshold χ, then
the system switches onto Selection on the go approach. The parameters � and χ are
user selectable and depends upon the channel environment.

4.3.8 Performance Analysis

Since deterministic time pattern of the channels are being utilized, this model is
initialized for the first 24 h of the system, after that the recorded state is used for the
next 24 h. The given scheme is evaluated using discrete event simulation in Matlab
which simulates the network up to frame level. The channel availability parameters
(discussed in Sect. 3.4.1) α and β are set to 0.1, so as to model the channels whose
availability do not change abruptly. A low value of α and β means that the system
is likely to stay either in ON state or in OFF state most of the time without state
transition. The bandwidth (data rate) of the channel is modelled as to be linear with
the number of channels used, i.e. the minimum bandwidth of a channel is given a
value of 2 Megabit per minute (Mbpm) and the maximum bandwidth of the channel
is 2 ∗ C , where C is the maximum number of channels used for the simulation.
Therefore the bandwidth is distributed linearly from Channel 1 to Channel C as 2 to
2 ∗ C Mbpm. The error counter ξi , ∀i ∈ C ′ is set to 10.

The discussed techniques are compared against three other channel selection tech-
niques: stochastic channel selection (SCS) [26], automatic channel selection (ACS)
[27], and minimum variance-based spectrum decision single selection (MVSD-SS)
[23]. SCS [26] utilizes learning automata and aims at reducing the number of chan-
nel switching by selecting a channel which maximizes the probability of successful
transmission. ACS [27] aims at selecting a channel that provides guaranteed band-
width and fairness to the system with the help of measured primary user activity on
the channel. MVSD-SS [23] aims at selecting a channel that increases the bandwidth
utilization of the system. For a fair comparison, some of the constraints have been
removedwhichwere utilized in the literature. The given channel selection techniques
utilize the infrastructure version of the media access scheme discussed in Chap.5.
Each data point in the graph is an average of 100 runs while the unit of bandwidth
and sampling interval are Mbpm and minute respectively.

The algorithms is evaluated on the basis of following performances:

1. Overall Bandwidth of the system
2. Overall Channel switching required.

Overall bandwidth of the system refers to the bandwidth obtained by the system in
24 h. At some point the bandwidth obtained might be less and sometime might be
the high. The bandwidths are consolidated by summing them up for 24 h. Overall
channel switching required refers to the total switching needed for the 24 h operation
of the system.

http://dx.doi.org/10.1007/978-3-319-45860-1_3
http://dx.doi.org/10.1007/978-3-319-45860-1_5
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Fig. 4.6 Number of channel switching required versus sampling interval (x minutes)

Figure4.6 shows sampling interval versus number of channel switching required
for overall duration of 24 h with C = 10. It can be seen from the graph that Algo-
rithm 4.1 provides minimal channel switching which is better than SCS technique.
Although SCS technique aims at minimizing the channel switching, it lacks the
knowledge of spectral opportunity ahead of time and thus suffers from degraded per-
formance. All other techniques do not consider channel switching in their decision
making process and therefore suffers a large amount of channel switching. Figure4.6
also implies that Algorithm 4.2 is not good for minimal channel switching as it has
the worst performance.

Figure4.7 shows the bandwidth obtained versus sampling interval with C = 10.
Results show that the bandwidth of the system is independent of the sampling interval
used. It is also noted that Algorithm 4.2 provides the highest bandwidth among all
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Fig. 4.8 Number of channel switching required versus number of channels utilized in the system

other techniques. This is themaximumunconstrained bandwidth that can be obtained
by the system. Despite the removal of constraints from ACS andMVSD-SS to select
high bandwidth channels for a fair comparison, these techniques do not have the
knowledge of spectral opportunities ahead of time and suffer from performance loss.
SCS aims at reducing the number of channel switching and does not account for
throughput. Therefore its performance is near to that of Algorithm 4.1.

Figure4.8 shows the number of channel switching required versus number of
channels in the system with sampling interval = 10 min. It might be noted that
the number of channel switching required in Algorithm 4.2 and all other techniques
except Algorithm 4.1 is insensitive to the number of channels used in the system. The
number of channel switching decreases with an increase in the number of channels in
the system for Algorithm 4.1. With an increase in number of channels in the system,
the number of combinations of vector V increases in the channel availability matrix
and hence the switching decreases.

Figure4.9 shows bandwidth obtained versus number of channels used in the sys-
tem with sampling interval = 10. Note that Algorithm 4.2 obtains the highest band-
width while other techniques (ACS and MVSD-SS) perform marginally poorer. The
difference becomes significant when the number of channels used in the system
becomes large. The performance of the Algorithm 4.1 and SCS technique is simi-
lar. The bandwidth of each scheme increases linearly because the bandwidth of each
channel also increases linearly with the number of channels in the system (bandwidth
is distributed linearly from channel 1 to channel C as 2 to 2 ∗ C Mbpm).

Figure4.10a, b show the performance for Algorithm 4.3 with guaranteed through-
put (bandwidth) and maximum allowable switching. For the purpose of generaliza-
tion, the rule of thumb “more than half” is used and assumed that the number of
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switching allowed per slot = 0.1 and total bandwidth available per slot = 60% of
the maximum bandwidth of the channel. The parameters α and β are set to 0.1.

Figure4.10a shows number of channel switching allowed versus number of chan-
nels in the system with sampling interval = 10. The figure shows that the algorithm
obtains channel switching lower than the allowed value. In addition the graph shows
that there is no particular relation between the number of channels used in the system
with the number of channel switching required.

Figure4.10b shows bandwidth obtained in the system versus number of channels
used in the system with sampling interval = 10. Note that Algorithm 4.3 satisfies
the bandwidth guarantee required by the system. The bandwidth of each scheme
increases linearly because the bandwidth of each channel also increases linearly
with the number of channels in the system.

Figure4.10c shows number of channel switching allowed versus sampling inter-
val for an overall duration of 24 h with C = 10. Algorithm 4.3 provides chan-
nel switching lower than that of the allowed value. The allowed switching (δ)
decreases with the increase in sampling interval value and so is the value obtained by
Algorithm 4.3.

Figure4.10d shows bandwidth obtained versus sampling interval with C = 10.
Note that the algorithm guarantees the minimum bandwidth to the system. Here
the bandwidth obtained from Algorithm 4.3 increases in an up down fashion. The
randomness is due to the randomchannel availability and the increase in overall band-
width is due to the selection of channels having high bandwidth and high switching.
Figure4.10c shows a decrease in the difference between the switching obtained by
Algorithm 4.3 and the allowed switching, and is accounted for increase in bandwidth
as shown in Fig. 4.10d.
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Fig. 4.10 Performance analysis of Algorithm 4.3 with respect to desired bandwidth and allowed
switching

4.3.9 Ad-hoc Mode Operation

The channel selection techniques discussed in the previous section assumed the sys-
temmodel of SingleNetwork in InfrastructureMode.Thediscussed channel selection
techniques can be modified to apply for networks operating in ad-hoc mode. To do
so, additional protocol is required to achieve the goal of global channel availabil-
ity matrix which is same for all the CR users in the ad-hoc network. If every CR
user has same channel availability matrix, then the channel selection algorithm with
desired constraints operating over all CR users will result in common channel selec-
tion, which can be utilized by an ad-hoc media access scheme for communication
purposes.
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4.4 Channel Selection in Stochastic Environment

If the error counter associated with the channel crosses a threshold (ξ), then that
channel is classified as stochastic channel. If the total error counter for all channels
crosses a given threshold (�), then the system switches onto Selection on the go
approach. The system may utilize any of the stochastic channel selection technique
available in the literature. Most of these channel selection technique are based on
statistical learning, which introduces complexity to the system. Here a stochastic
channel selection technique is discussed which map packets to channels on the basis
of a tabularmapping [28]. This tabularmapping reduces the complexity of the system
as well as facilitates fast channel selection.

A generalization is made regarding the user capability of multi-tasking and run-
ning multiple different applications, and hence it can be assumed that a user can
generate traffic with multiple priorities. Therefore a user is not classified as real time
or non-real time, instead data packets are classified as real time or non-real time.
Here, a spectrum decision scheme for cognitive radio network in stochastic channel
environment is discussed which divides the data traffic into four priorities on the
basis of the QoS requirements and channels into eight categories on the basis of their
bandwidth, channel availability and primary user (PU) fluctuation (discussed later).

4.4.1 System Model

The system comprises of N open spectrum CR users and utilizes a common control
channel which may be selected from one of the ISM bands or a channel with high
availability. Each of the C channels utilized in the system has a bandwidth of Bi ,
∀i ∈ {1, . . . ,C}. Each channel is associated with an ID and counter for its identifi-
cation and load balancing purposes (discussed later) respectively. Therefore a total
of C counters is maintained by each node in the network. Each CR user is in com-
munication range with all other CR users and the transmission range of a PU is more
than that of the CR user.

As discussed in Chap. 3, the user traffic is classified into four different priorities
as shown in Table 3.1. It is assumed that the application layer is capable of tagging
(marking) the packets associated with a particular traffic. The channel availability
is modelled as two-state Markov chain as discussed in Sect. 3.4.1. It is assumed
that each CR user statistically learns the channel transition probabilities from their
previous sensing. Therefore each CR user knows the channel transition probabilities
for all C channels.

http://dx.doi.org/10.1007/978-3-319-45860-1_3
http://dx.doi.org/10.1007/978-3-319-45860-1_3
http://dx.doi.org/10.1007/978-3-319-45860-1_3
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4.4.2 Communication Segment

A communication segment (t, r) is defined as a pair of transmitting and receiving
CR users for a session. A communication segment operates over a single channel
and does not spawn over multiple channels during a session. Also a communication
segment can carry only a single class (type/priority) of data and therefore has the
priority depending upon the type of data traffic it is carrying. This section will use
the word ‘connection’ interchangeably with the word ‘communication-segment’.

4.4.3 Spectrum Decision and Mapping of Packets

The spectrum decision involves selection of channels by CR users depending upon
the data packet needed to be sent. All C channels are classified into eight types on
the basis of bandwidth, channel availability and PU fluctuation. The calculation of
channel availability and fluctuation is discussed later. Table 4.2 shows the tagging of
these channels. The term ‘High’ and ‘Low’ are subjective and may vary depending
upon application and licensed channels. Voice packets need those channels which
have higher availability and low fluctuation. An example would be if α = 0.9 and
β = 0.9; the channel is although available with probability of 0.5 but it alternates at
each time slot, resulting in jittering at each step. Therefore PU fluctuation need to be
taken care of by using fluctuation parameter. The fluctuation parameter δ is defined
as:

δi = αi + βi

2
∀i ∈ C ′ (4.7)

The fluctuation parameter δ ∈ [0, 1] tells how much the PUs’ presence fluctuate
(varies) on the given channel. A higher value of δ represents high fluctuation while

Table 4.2 Tagging and classification of primary licensed channels

Bandwidth Channel availability Primary user fluctuation Tag

High High High 0

High High Low 1

High Low High 2

High Low Low 3

Low High High 4

Low High Low 5

Low Low High 6

Low Low Low 7
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Table 4.3 Mapping of data packets to channel requirements

Access category Bandwidth Channel availability Primary user
fluctuation

Voice High/Low High Low

Video High High High/Low

Best effort Low High/Low Low

High High/Low High/low

Background Low High/Low High/Low

a low value of δ represents low fluctuation. Fluctuation parameter only represent the
PU fluctuation and does not represents the actual availability of the channel.

Therefore high availability of the channel and minimal fluctuation of the PU on
that channel is desired for the system supporting real time traffic like voice. A quick
analysis of Eqs. 3.2 and 4.7 indicates that these criteria can be met with low value of
β and equal value of α and β. The low value of β decreases the fluctuation of the PU
on the channel while an equal value of α and β increases the channel availability.

Once the quantity ‘High’ and ‘Low’ are associated with bandwidth, availability of
all the channels along with the PUs fluctuation on it, the CSMU can define mapping
function for mapping packets to channels. The mapping function is defined in Table
4.3. The table shows that the voice packets can choose channels with low bandwidth,
as the bandwidth of voice packet is small. The guarantee is made in terms of channel
availability and PU fluctuation on the channel. Similarly, video packets can choose
a channel with high PU fluctuation as videos can be buffered if needed. Background
traffic can only choose channels with low bandwidth, whereas Best Effort data con-
siderably overlaps with other data priorities. The reason is that if video or voice
traffic is not present then best-effort traffic can use the channel. Each traffic starts
with selecting low bandwidth channel in its class i.e. a voice and best-effort traffic
will first try to choose a low bandwidth channel and if not available then move to
next higher bandwidth channel.

4.4.4 Load Balancing

Since there are eight categories of channel as shown in Table 4.2, the numbers of
channel in a single category is represented by γi , ∀i ∈ C ′. Therefore

∑7
i=0 γi = C .

It may be possible that some category may not have any channels in them. Let ξk ,
∀k ∈ {0..7} represent the set of channels IDs in a given category. The purpose of the
load balancing system is to uniformly distribute the communication segments within
the channels of a given category.Algorithm4.4 provides themethod of load balancing
to the system while doing the spectrum decision for a communication segment. The
index for ξ is dropped because the algorithm represents the load balancing within a

http://dx.doi.org/10.1007/978-3-319-45860-1_3
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category. The variable array cntr maintains the list of counter for all the channels,
and it is used to count the activities on a channel. The counter value for each channel
is set to zero during the initialization of the system. The sensing report unit of the
framework updates the value of the counter based on the external activity (PU or
any other CR user) whereas the counter variable is also updated inside the algorithm
block to count for the internal activity. The higher the value of the counter for a
channel, the higher the activities it has got on it. The goal of the algorithm is to select
a channel within a given category of channels such that it hasminimal activity on it. If
a channel with minimal number of activity is selected and used, a report is generated
with the help of success/failure unit of the framework (lines 6–8). If the success
reported is negative, then that channel is removed from the category for the current
session and minimal activity channel is selected from the rest of the channels (lines
9–12). If all channels are removed then the algorithm starts from the beginning. The
counter is reset to 0 once it reaches a threshold. The threshold can vary according to
the application.

4.4.5 Performance Analysis

The terms ‘High’ and ‘Low’ for bandwidth of a channel, channel availability and
PU fluctuation on a given channel are defined in order to obtain the performance
analysis. Any channel having bandwidth greater than or equal to average bandwidth
is called as ‘High’ bandwidth or otherwise ‘Low’ bandwidth. The average bandwidth
is calculated using Eq.4.8.

avg_band =
∑C

i=1 Bi

C
(4.8)

Algorithm 4.4: Algorithm for load balancing in a given category of channels

1 Initialize :ψ = ξ;
2 Label :
3 if ψ = {} then
4 ψ = ξ;
5 end
6 ch_id = argmini∈ψ(cntri );
7 cntri = cntri + 1;
8 report = success_report (ch_id);
9 if report = 0 then

10 ψ = ψ − {ch_id};
11 goto Label;
12 end
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Therefore,

Bandwidthi =
{
High, If Bandwidthi ≥ avg_band

Low, otherwise
(4.9)

Channel availability and PU fluctuation is similarly assigned as ‘High’ and ‘Low’ as
follows.

avg_ch_av =
∑C

i=1 �i

C
(4.10)

Channel Availabili t yi =
{
High, If �i ≥ avg_ch_av

Low, otherwise
(4.11)

avg_pu_ f l =
∑C

i=1 δi

C
(4.12)

PuFluctuationi =
{
High, If δi ≥ avg_pu_ f l

Low, otherwise
(4.13)

The discussed channel selection scheme is implemented on top of the MAC protocol
discussed in Chap. 5. The discussed scheme is evaluated using discrete event sim-
ulation in Matlab which simulates the network up to frame level. The performance
of the discussed framework is evaluated in terms of connection fail ratio, number of
connections failed and number of channels used. Connection fail ratio is calculated
by

Connection fail ratio = number of failed connections

number of connections initiated

The parameters α and β are assumed to be uniformly distributed over the range [0,
1] i.e. the transition probabilities of the channels are uniformly distributed over the
range [0, 1]. The bandwidth of the channel is modelled to be linear with the number
of channels used, i.e. the minimum bandwidth of a channel is given a value of
50 Kbps and the maximum bandwidth of the channel is 50 ∗C Kbps, where C is the
maximum number of channels used for the simulation. Therefore the bandwidth is
distributed linearly from channel 1 to channel C as 50 to 50 ∗ C Kbps.

Figure4.11 shows the graph of connection fail ratio versus the total number of
channels used the system. The number of voice communication segment, video
communication segment, best-effort communication segment and background traffic
communication segment used are 2, 5, 30 and 13 respectively giving the percentage
ratio of 4, 10, 60 and 26% for voice, video, best-effort and background traffic com-
munication segments respectively. The number of channels is varied from 10 to 40.
The connection fail ratio decreases with increase in number of channels for all types
of communication segments. Since the number of voice traffic is small and the num-
ber of channels is adequate to satisfy the requirement, the connection fail ratio for

http://dx.doi.org/10.1007/978-3-319-45860-1_5
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Fig. 4.11 Connection fail ratio versus number of channels

voice traffic is smallest. Background traffic shows higher blockage at start because
most of the channels are used by the best-effort traffic (since there is overlapping of
the channels for these two traffic types in mapping Table 4.3).

Figure4.12 shows the graph of number of failed connections versus total num-
ber of communication segments for C = 50. The total number of communication
segments comprises 4, 10, 60 and 26% of voice, video, best-effort and background
traffic communication segments respectively. From the graph it is clear that the num-
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Fig. 4.12 Number of connections failed versus total number of communication segments
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Fig. 4.13 Number of channels used versus total number of communication segments

ber of connections will fail as the number of connections (communication segments)
increases. A steep increase can be seen when total number of communication seg-
ments equals 60, which can be explained by the fact that channels become busy
after this point leading to failure in new connections. There is steep increase in
the best-effort segment losses because of the large share of the total segments and
some of the channels mapped to this traffic type is used by higher order traffic too
(Table 4.3).

Figure4.13 shows the load balancing in the system by taking in to account the
number of channels used by a traffic type with respect to total number of commu-
nication segments. The total number of communication segments comprises 4, 10,
60 and 26% of voice, video, best-effort and background traffic communication seg-
ments respectively. The total number of channels used is 50. It is clear from the graph
that the number of channels used for all traffic types increases till total number of
communication segments equals 60. After which there are no channels to fulfil the
upcoming requests. As the number of communication segment increases, the num-
ber of voice and video data communication segments also increase leading to more
use of the channels mapped by voice and video data. Thus there is decrease in the
channel use by the web traffic data which were overlapped with the voice and video
data (Table 4.3).
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4.5 Discussion

Theperformanceof a networkdepends upon the bandwidth andquality of thewireless
channel in which it operates. A channel can be characterized on the basis of its
availability; and on the basis of observation, channels may have deterministic/non-
deterministic usage pattern. Channels like TV and FM bands can be utilized for the
purpose of modelling deterministic behavior of licensed users. If channels do not
have any deterministic usage pattern, then stochastic channel selection techniques
(Selection on the go approach) are utilized.

In this chapter we have discussed a reconfigurable channel selection technique
which initially starts with deterministic channel selection techniques for channels
with deterministic usage behavior. If channels do not follow a deterministic behav-
ior, the increase in error counter forces the system to utilize another discussed channel
selection technique for stochastic environment. Three different algorithms have been
discussed in deterministic channel environment targeting different aspects. These
algorithms solve the problem of minimal channel switching and high throughput.
Channel switching is reduced to mitigate the effects of packet losses, delays and
jitter caused by channel switching. One of the discussed algorithm provides an inter-
mediate result between minimal channel switching and maximum throughput, solv-
ing the high throughput minimal channel switching problem. In stochastic channel
environment, the given technique divides channel into into eight different categories
based on bandwidth, channel availability and PUfluctuation parameter. Amapping is
provided from the data traffic priority to the channel type for the purpose of channel
selection, along with a load balancing algorithm to balance the traffic on different
channels.

Performance analysis of channel selection techniques in deterministic environ-
ment is done with three other channel selection techniques. Simulation result shows
that the performance of the discussed algorithms based on the given system model
approach provides better performance of the overall system. In addition the given
model can provide a trade-off between minimal channel switching and maximum
bandwidth. Similarly, in stochastic environment, the performance analysis shows that
the channel selection can be utilized for obtaining different priorities with effective
load distribution. Although this chapter covered the schemes for spectrum selec-
tion in deterministic and stochastic channel environment, it misses the important
parameter of energy consumption.
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