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Abstract. In conventional tag-based recommendation system, the spar-
sity and impurity of social tag data significantly increase the complex-
ity of data processing and affect the accuracy of recommendation. To
address these problems, we consider from the perspective of resource
provider and propose a resource recommendation framework based on
regular tags and user operation feedbacks. Based on these concepts, we
design the user feature representation integrating the information of reg-
ular tags, user operations and time factor, so as to precisely discover
the user preference on different tags. The personalized recommendation
algorithm is designed based on collaborative filtering mechanism by ana-
lyzing the general preference modeling of different users. We conduct the
experimental evaluation on a real recommendation system with extensive
user and tag data. Compared with traditional user-based collaborative
filtering and the social-tag-based collaborative filtering, our approach
can effectively alleviate the sparsity problem of tag data and user rat-
ing data, and our proposed user feature is more accurate to improve the
performance of the recommendation system.

Keywords: Regular tag · User operation · User preference model ·
Collaborative filtering · Recommendation system

1 Introduction

In the information era, the recommendation system [14] has been designed to
recommend relevant items to different users, by analyzing the characteristics of
users and items. It has been applied in many successful system instances, e.g.,
Amazon product recommendation system [9], Netflix [1] and MovieLens [5].

With the development of Web 2.0, users are no longer satisfied with the
information retrieved by keyword-based approaches, but tend to require the
personalized information services according to their own preferences. Therefore,
the tagging technique is designed, e.g., Folksonomy system [11], to enable users
freely creating and using tags to describe the resources on the Web, and also
sharing the tags with other users. In this way, the correlation between resources
and the interaction between users can be effectively enhanced, since the tags
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describing the information of resources and users are more flexible and accurate
to indicate the resource characteristics and the user interest preferences.

As the development of tagging technique, the concept of personalized infor-
mation recommendation based on tags is proposed, e.g., tag-based recommen-
dation system. Mishne first designed a simple automatic tag assignment sys-
tem [12], which compared and clustered the user’s blog information to generate
a list of tags, and then filtered and sorted these tags into a result set to rec-
ommend to the user. Firan et al. [7] suggested that social tags can not only
represent the resources on the Web, but also indicate the preferences of users.
Since then, more and more researchers applied the tagging technique in the field
of personalized recommendation, and achieved effective performance. For exam-
ple, Chen et al. [3] mapped the tags to the users and contents for filtering, and
proposed a hybrid recommendation approach considering the correlation of tags
and the social network; Ma et al. [10] proposed a collaborative recommendation
system based on social network and tags, and trust network was introduced to
improve the recommendation confidence. However, the tag-based recommenda-
tion system has to face the problem of data sparsity, which significantly affects
the efficiency and effectiveness of recommendation. Motivated by this situation,
we propose an innovative tag-based resource recommendation solution in this
work.

In tag-based recommendation system, the data sparsity results from the
potentially unlimited set of social tags by free user tagging. This situation also
produces noisy tags and leads to the problems of tag redundancy and seman-
tic fuzziness, which will increase the burden of recommendation process and
reduce the accuracy. Therefore, we consider from the perspective of resource
providers in practical applications, and design the recommendation algorithm
based on regular tags and user behaviors, so as to effectively reduce the tag
noise and data sparsity. The regular tags are those created and maintained by
the official resource providers, which are more accurate and strict to describe the
intrinsic attributes of resources. The user behaviors are those operations when
users browse the resources, which can be recognized as the feedbacks to resource
providers and reflect the user preferences.

Generally, most recommendation systems are based on the tagging records
of the user group and the item group to make the recommendation using col-
laborative filtering [9]. However, these systems are short in scalability due to
the sparse tag matrix, and in the process of recommendation, they ignore the
personalized characteristics of individual users. In this work, we propose to build
the “implicit” user-item scoring model, by integrating the regular tags and the
user operations. We synthesize the resource tag characteristics, the user opera-
tions and the time factor to represent the user feature, and the user operations
are utilized to weight the user-tag matrix, so as to embed the user preference.
Based on the user representation and regular tags, we analyze the user pref-
erence on the existing resources and potential new resources. In the process of
recommendation, the preference scores on new resource items for target user and
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his similar users are calculated to form a ranking list, and collaborative filtering
is employed to propose the final recommendation.

We summarize the contributions of this work as follows:

– We design the recommendation system from the perspective of resource
provider, and propose regular tags to generate the standard tag system;

– We propose a new model to represent the user feature, which integrates the
tag characteristics, the user operation and the time factor.

– The proposed approach is evaluated by practical system with extensive real
dataset.

The following part of this paper is organized as below: In Sect. 2, we intro-
duce the related works about tag-based recommendation approaches. Section 3
interprets our personalized recommendation strategy based on regular tags in
details. The experimental study is provided in Sect. 4, and we conclude our work
in Sect. 5.

2 Related Works

Generally, the tag-based recommendation systems suggest the resources to users
by analyzing the tags and the rating scores assigned to the resources. A large
number of approaches to improve the recommendation systems focus on the
problem of data sparsity, including the social tag data and potential user rat-
ing data on the resources. Pan et al. [13] proposed to expand tag neighbors
by calculating tag similarity and investigate the spectral clustering algorithm
to filter out noisy and redundant tags, in this way to improve the recommenda-
tion accuracy. Yuan et al. [15] proposed a collaborative filtering recommendation
algorithm based on a temporal interest evolution model and social tag predic-
tion. The optimized tags are used to model the relationship between users, tags
and resources, and the recommendation is made by community discovery and
maximum tag voting. Durao et al. [6] proposed to extend the basic similarity
calculation with external factors such as tag popularity, tag representativeness
and the affinity between user and tag, so as to study and evaluate the recom-
mendation system.

In addition, to alleviate the sparsity problem of user rating data, many algo-
rithms propose to conduct the user characteristics from some indirect informa-
tion derived from the user rating scores. For example, the number of user brows-
ing and searching for resources is used as the user rating [8]. Cheng et al. [4]
use the TF-IDF algorithm to calculate the attributes of users and resources
respectively, and estimate the user preference for the resources based on the two
feature vectors. However, it is not comprehensive to calculate the rating score
only using the records of user browsing on the resources, but more discriminative
information should be taken into account.

Compared with existing approaches, our work considers from the perspective
of resource provider, so as to generate the standard tag system to avoid tag spar-
sity. The actual user behaviors on the resources are returned as the feedbacks,
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which are more discriminative and informative to indicate the users’ preference.
Our recommendation algorithm will be based on these two components and fol-
low collaborative filtering mechanism.

3 Resource Recommendation Based on Regular Tags

In this section, we will describe our proposed recommendation approach based on
regular tags and user operations in details. We will formally introduce some basic
concepts, and then interpret how to represent the users by tag-based information.
After establishing the user preference model, we provide the recommendation
algorithm in collaborative filtering mechanism.

3.1 Preliminaries

In our work, we consider from the perspective of resource provider, and design
the recommendation model based on regular tags. The regular tags are those
created by resource provider and assigned to each resource item to describe its
characteristics. For example, a book item may be assigned the following regular
tags: science fiction, Chinese and space travel. We employ regular tags because
they are more accurate and strict than social tags, and based on which, the
tag sparsity, redundancy and fuzziness can be effectively reduced in practical
applications. Generally, in the recommendation system, we assume that the size
of regular tag set is l, and the set can be denoted as T = {t1, t2, . . . , tl}. The user
set contains m users and the item set contains n items, which can be represented
as U = {u1, u2, . . . , um} and I = {i1, i2, . . . , in} respectively.

We also focus on the user feedbacks on the resources, which can be returned
to the resource provider. Traditional user rating mechanism does not fully mea-
sure the user preference, because the rated items are usually no more than 1 %
of the total number of items, so in large scale recommendation system, the user
rating data will be extremely sparse, which will reduce the quality of the recom-
mendation. Therefore, we collect the user behaviors after browsing the resources
as the implicit user rating, e.g., reading, sharing or purchasing after browsing a
book item. The different operations will reflect the user preference on the item.
For example, a user shares item A with others after browsing it while does noth-
ing after browsing item B, which indicates that compared with item B, the user
prefers item A more. In the system, we assume f kinds of operation are defined,
denoted as O = {o1, o2, . . . , of}. For each operation oi, we assign it a weight
wi(1 ≤ wi ≤ f) to represent its importance, so as to quantify the discrimination
between users.

Based on the concepts above, we establish the relationship between tag, user,
item and operation weight. Naturally, we can collect the information of regular
tags describing each resource item, and the item-tag relationship is defined as



Personalized Resource Recommendation 115

R =

⎛
⎜⎜⎜⎝

r11 r12 · · · r1l

r21 r22 · · · r2l

...
...

. . .
...

rn1 rn2 · · · rnl

⎞
⎟⎟⎟⎠

where rjk = 1 means tag tk is employed to describe item ij , and rjk = 0 means
tag tk is not used. For each user, we can collect his operations on each resource
item, and build the user-item relationship as

S =

⎛
⎜⎜⎜⎝

s11 s12 · · · s1n

s21 s22 · · · s2n

...
...

. . .
...

sm1 sm2 · · · smn

⎞
⎟⎟⎟⎠

where sjk records the operation weight of user uj on item ik. Here if uj makes
no operation on ik, sjk = 0.

Since the operation behavior of the user on each item can express his prefer-
ence, we can combine R and S to establish the relationship between users and
tags, so the preference of a user on different tags can be estimated. Based on the
weights assigned to each operation, we have the weighted user-tag relationship
here:

G =

⎛
⎜⎜⎜⎝

g11 g12 · · · g1l

g21 g22 · · · g2l

...
...

. . .
...

gm1 gm2 · · · gml

⎞
⎟⎟⎟⎠

The gjk denotes the weighted preference of user uj on tag tk, and it is calculated
as:

gjk =
n∑

e=1

sjerek. (1)

We can conclude that gjk is the accumulated operation effect of uj on tag tk
related resources. By such weighted user-tag relationship, the user preference on
each tag can be more accurately estimated, so as to reflect the users’ interests.

3.2 User Feature Representation

In order to make personalized recommendation, it is essential to find the effec-
tive representation to reflect the discriminative characteristics of different users,
which is also important for discovering similar users.

The user features are derived from the property of items and the user oper-
ations showing different preferences. Similar as text processing, TF-IDF has
been applied to express the tag feature vector for different users [2], but it only
describes the information of tag frequency, which is not sufficiently discrimina-
tive to describe the user characteristics. For example, user A and B browse book
C at the same time, but A purchases the book, showing that user A favors this



116 S. Liu et al.

book more than B. Considering this, our work takes into account three aspects of
the users to form the user feature representation: the tag feature, the operation
feature and time factor.

The Tag Feature. In this work, the tag feature is to employ the user’s
favorite tags to represent the user preference feature. The normalized TF-IDF is
employed to calculate the tag feature vector, and for user u and tag tk, we have:

F tag
utk

=
vutk∑
j vutj

log
m

vtku
(1 ≤ k ≤ l). (2)

Here vutk is the counts that user u uses tag tk, and vtku is the number of users
that use tag tk, so F tag

utk
can reflect the preference of user u towards tag tk.

The Operation Feature. The user operations on the resource items are impor-
tant information to reflect the user preference on the items. In preliminary part,
we have introduced the operation-weighted user-tag relationship, and the oper-
ation feature of the users will be based on this relationship.

In our work, the user’s long-term average preference will be applied to gen-
erate the operation feature, so as to improve the discrimination of users towards
different tags. For user u and tag tk, the operation feature is calculated as

F op
utk

= e
guk
vutk

−λ
(1 ≤ k ≤ l). (3)

Here guk(1 ≤ j ≤ l) is the weighted user-tag preference calculated by Eq. (1), and
vutk is for normalization. λ represents the minimum value of operation weight of
user u, so as to remove the operation bias of different users. Equation (3) reflects
the user feature for different tags according to the actual operations.

The Time Factor. In addition, we focus on an interesting factor that reflects
the user preference: the time factor. It is generally believed that the most recent
collected resources can best reflect the user’s interest, i.e., the tags used recently
can best describe the user’s preference. A user-interest model [4] based on the for-
getting mechanism has been proposed based on the adaptive exponential decay
function to deal with the time information of tags. In our work, we apply the
adaptive time decay function and the idea of Ebbinghaus forgetting curve, to
define the user feature based on time factor. The formula for user u on tag tk is
designed as:

F time
utk

= β + (1 − β)e−(dnow−dutk
) (1 ≤ k ≤ l). (4)

Here dnow represents the current time point, and dutk means the last time when
tag tk marks the user. β ∈ [0, 1] is used to adjust the influence of the time factor
in the user’s interest, and the influence of time factor is greater when β is smaller.
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The Comprehensive Representation. According to the analysis above, we
can now formally describe our user preference model. The user feature represen-
tation to describe his tag-based preference can be formulated by the tag feature,
operation feature and time-based feature. For user u and tag tk, we have:

Futk = F tag
utk

· F op
utk

· F time
utk

(1 ≤ k ≤ l). (5)

So the feature vector of user u is: Fu = {Fut1 , Fut2 , . . . , Futl}.

3.3 User-Item Preference Analysis

The user preference for items is usually analyzed by the historical behavior of
the user. Traditional collaborative filtering algorithm is based on user’s rating to
reflect the interest preferences of the user and to estimate the resource similar-
ity, which ignores the characteristics of users and resources, and thus decreases
the recommendation quality for new resource items significantly. We propose to
analyze the user preference by the prediction score of the user himself and the
similar users, based on the regular-tag characteristics of all items. The user-item
preference can be divided into two categories: one is the preference of user for
historical items, i.e., the browsed items; the other one is for new items.

Preference for Historical Items. The user preference for historical resources
can be estimated by the user-item relationship S. For those browsed items, the
user operations are utilized to weight the item browsing records. For user uj on
item ik, the user-item preference can be estimated as:

Phist
jk =

sjk∑
i sji

. (6)

Here the result is normalized to benefit further analysis, and sjk is from user-item
relationship matrix.

Preference for New Items. For new items, there are no existing user opera-
tion records. However, for each new item, the resource characteristics(tags) can
be determined when the item is created, so the user preference can be estimated
by comparing the user feature and the item-tag record. For user uj on new
item ik, we design the normalized user preference for new item by the following
equation:

Pnew
jk =

l∑
i=1

rki · Fjti

n∑
k=1

l∑
i=1

rki · Fjti

. (7)

Here rki is from item-tag relationship matrix, and Fjti is the user feature value.
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3.4 Top-K Recommendation Algorithm

Finally, we introduce the personalized recommendation algorithm, which rec-
ommend the new resource items to different users according to their personal
preferences. Our framework follows the collaborative filtering mechanism. To
recommend new items to a user, the algorithm will consider the preference of
the target user and his similar users, and the preference scores will be ranked to
provide the most favorite items for the target user.

Primely, for the target user, we need to find his similar users. Given the user
feature representation by Eq. (5), we select the cosine similarity to calculate the
similarity scores between the target user and other users, as follows:

sim(ua, ub) =
Fua

· Fub

‖Fua
‖ ‖Fub

‖ . (8)

Formally, given a target user uj , and a new item set for him, the estimation of
the target user preference for each new item ik can be divided into the following
two parts:

1. Target user preference: Since we aim to recommend new items to the
target user, his preference on the new item can be estimated by Eq. (7).

2. Similar user preference: We also take into account other users’ interests
as a reference. There are two situations for the referred user, that if this user
has browsed ik, his preference score can be calculated by Eq. (6), or else the
score will be calculated by Eq. (7). The similarity between the target user and
the referred user will be embedded as a weighting factor.

With the above two parts, we can design the preference score of uj on item
ik as:

Score(uj , ik) = α · Pnew
jk + (1 − α)

∑
ui∈U,i �=j

sim(ui, uj) × Pik

∑
ui∈U,i �=j

sim(ui, uj)
. (9)

Here α ∈ [0, 1] is a constant factor, which is used to express the significance of
similar users on the recommendation result.

Based on Eq. (9), if we can calculate the preference scores of target user uj

on each new item, the preference result can be sorted in descending order, and
the items with top K highest scores can be selected to recommend to the target
user.

4 Experimental Evaluation

In this part, we will introduce the empirical study. The experiment setting will
be introduced first, and then the effect of some important factors in our model
will be reported. Finally we will present the comparison of our algorithm with
some existing approaches.
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4.1 Experiment Setting

Dataset. In our work, we evaluate the proposed recommendation algorithm
on a practical resource publishing system, which is developed by WHUT Digital
Communication Engineering Co., Ltd. The dataset contains a collection of 17735
tagged multimedia resource items, including books, articles, videos, etc. The
system is maintaining 554 WeChat1 public accounts, with a total of 674520
subscribers by the end of March 2016. The user data with operations on different
resource items are collected through this platform.

Parameter Setting. According to the resource publishing on WeChat plat-
form, the user behaviors on the resource items can be categorized into 6 opera-
tions. Different weights are assigned to each operation, and higher weight means
higher degree of user preference on the item. The operations and the correspond-
ing weights are listed in Table 1.

Table 1. The user operations and the weight assignment

User operation Browse Collect Comment Put into shopping cart Purchase Share with friends

Weight 1 2 3 4 5 6

Our user preference model contains two important parameters. β is used to
control the influence of time factor in generating user feature representation.
In our experiment, we set this parameter as β = 0, 0.2, 0.5, 0.8, 1.0. The other
parameter is α, which is used to calculate the user preference score in recom-
mendation. In order to verify the impact of reference from similar users on the
recommendation results, the value of α is controlled as α = 0, 0.2, 0.5, 0.8, 1.0.

In our experiment, in order to precisely evaluate our algorithm, we select 2000
tags with most number of use in the tag system. 2000 popular items associated
with these tags are chosen together with 1000 active users. The dataset is divided
into training and testing set at the ratio of 4 : 1.

Evaluation Metrics. In this study, standard Precision and Recall rates are
employed to evaluate the performance of the recommendation algorithm. Let
R(u) be the recommended item list calculated by the recommendation algo-
rithm according to the user behaviors in the training set, and T(u) is the actual
behavior of users in the testing set. Precision is the ratio of the items in the list
of recommendation hit the testing dataset, which is calculated as:

Precision =
∑

u∈U |R(u) ∩ T (u)|∑
u∈U |R(u)| (10)

1 A popular instant messager client in China, which integrates the functions of IM,
social network, resource publishing and public services.
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The Recall rate shows the proportion of recommended items in the users’ actual
items collection, which assesses the integrity of the user’s interest, and is calcu-
lated as:

Recall =
∑

u∈U |R(u) ∩ T (u)|∑
u∈U |T (u)| (11)

In addition, we uses the F-measure to evaluate the quality of the recommendation
model, which is calculated as:

F-measure =
2 × Precision × Recall

Precision + Recall
(12)

4.2 Effect of β

We first test the effect of β, which adjusts the influence of time factor in user
feature presentation. In this test, we set α = 0.5, and verify the influence of β
on the precision and recall rate, and the results are recorded in Figs. 1 and 2. It
shows that the precision rate will decrease as more items are recommended while
recall rate will significantly increase. If recommend a few items, the short-term
interest statistics of the user are better to describe the user’s need, while when
recommend a large number of items, the long-term interest is more accurate to
judge the user’s preference.

4.3 Effect of α

α is the parameter to adjust the importance of similar users in recommendation
process. In this test, we set β = 0.5 and change α value to study the effect of α on
the recommendation, and the results are shown in Figs. 3 and 4. From the curves
we can discover that the overall performance follows the same trend as that of β
when the number of recommended items increases. In addition, small α value will
result in high recommendation accuracy, and if α = 1, the recommendation effect
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is relatively consistent. It means that, to a certain extent, the recommendation
result is more accurate when the algorithm takes into account a large proportion
of similar user information. The effect on recall rate behaves in the same way,
which means the reference from similar users can introduce more resource items
to cover the potential items selected by the target user.
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Fig. 5. Comparison of different recommendation algorithms.
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4.4 Comparison Study

We compare our algorithm with some conventional recommendation algorithms:
user-based collaborative filtering (UCF) and tag-based collaborative filtering
(TCF). Our regular-tag-based algorithm will be denoted as RTCF. The com-
parison results of precision rate, recall rate and F-measure are demonstrated in
Fig. 5(a)–(c) respectively. From the figures, we can see that the proposed RTCF
algorithm can achieve better performance than UCF and TCF algorithms in
all indicators. When the number of recommended items increases, the precision
rate will decrease naturally, but the recall rate will significantly improve. As the
recall rate is more important in recommendation system, we can conclude that
our proposed algorithm can achieve more satisfactory performance.

5 Conclusions

The conventional recommendation systems usually suffer from several problems,
e.g., the item tag data and user rating data are extremely sparse, and the user
feedbacks are not sufficiently utilized. This work considers from the perspective
of resource provider, and proposes a recommendation algorithm based on the
regular tags and user operation feedbacks. In order to precisely describe the
user’s personal characteristics, an innovative user feature representation is pro-
posed, integrating the information of regular tags, the user operation and the
time influence. The final recommendation algorithm is designed based on col-
laborative filtering mechanism, with the user preference model on historical and
new resource items. The experiments are conducted on real recommendation
system with extensive users and resources. The influence of time factor and the
reference of similar users are studied by recommendation accuracy test, conclud-
ing that the most recent resources and the similar users can better describe the
user’s preference and improve the recommendation performance. Our algorithm
is compared with some conventional approaches and the results show that the
algorithm of this work is superior to the other algorithms.
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