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from my friends.

—John Lennon and Paul McCartney,
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Foreword

Advanced Control of Electrical Drives and Power Electronic Converters is
state-of-the-art monograph which includes expanded contributions selected from
numerous research topics discussed during the XII Conference on Control in Power
Electronics and Electrical Drives (SENE) organized by the Institute of Automatic
Control, Lodz University of Technology under the auspices of the Committee of
Electrical Engineering Polish Academy of Sciences, November 18–20, 2015. This
conference has a long tradition in Poland and is organized biannually since 1991
attracting usually over 150 participants, mostly Ph.D. students, young assistants,
and professors working on the area of power electronics and drives.

Based on a strict peer-review process, the editor has selected 15 chapters
describing new research results and offering strong monographic impact. The
material is presented in three parts: electric drives and motion control, (Chapters
“Sensorless Control of Polyphase Induction Machines” through “Selected Methods
for a Robust Control of Direct Drive with a Multi-mass Mechanical Load”), electric
drives and fault-tolerant control (Chapters “Fault-Diagnosis and Fault-Tolerant-
Control in Industrial Processes and Electrical Drives” through “Detection and
Compensation of Transistor and Position Sensors Faults in PM BLDCM Drives”),
and design and control of power converters (Chapters “Advanced Control Methods
of DC/AC and AC/DC Power Converters—Look-up Table and Predictive
Algorithms” through “Switched Capacitor-Based Power Electronic Converter—
Optimization of High Frequency Resonant Circuit Components”). The Part I of the
book begins with a chapter providing a highly interesting and important topic of
sensorless control of polyphase induction machines authored by Prof. Zbigniew
Krzemiński (Chapter “Sensorless Control of Polyphase Induction Machines”) and
followed by three chapters devoted to position control and tracking, especially for
two- and multi-mass drives, drives with flexible shaft and friction co-authored by
professors: Jacek Kabziński (Chapter “Adaptive Position Tracking with Hard
Constraints—Barrier Lyapunov Functions Approach”), Krzysztof Szabat (Chapter
“Predictive Position Control of a Two-Mass System with an Induction Motor in a
Wide Range of Speed Changes”), and Stefan Brock (Chapter “Selected Methods for
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a Robust Control of Direct Drive with a Multi-mass Mechanical Load”). The Part II
of the book is dedicated to research activities of the group headed by Profs. Teresa
Orłowska-Kowalska and Czesław T. Kowalski and is devoted to current topic of
fault-diagnosis and fault-tolerant control of VSI-fed induction motor drives
(Chapters “Fault-Diagnosis and Fault-Tolerant-Control in Industrial Processes and
Electrical Drives”–“Stator Faults Monitoring and Detection in Vector Controlled
Induction Motor Drives—Comparative Study”) as well as PM BLDC drives
(Chapter “Detection and Compensation of Transistor and Position Sensors Faults in
PM BLDCM Drives”). The first chapter of Part III co-authored by Prof. Andrzej
Sikorski is devoted to analysis and comparative study of table-based and model
predictive control of back-to-back AC-DC-AC converters (Chapter “Advanced
Control Methods of DC/AC and AC/DC Power Converters—Look-up Table and
Predictive Algorithms”). The two other chapters (“Active Power Filter Based on a
Dual Converter Topology” and “Power Electronics Inverter with a Modified Sigma-
Delta Modulator and an Output Stage Based on GaN E-HEMTs”) in the Part III,
co-authored by Prof. Michał Gwóźdź, are dealing with novel single-phase active
filters and sigma-delta modulator for GaN-based converter. Also, chapters pre-
senting follow-up reactive power compensator (Chapter “FC+TCR-type
Symmetrical Follow-up Compensator of the Fundamental Harmonic Reactive
Power—Analysis and Experiment”), AC-DC-AC converter with current modulator
in DC link (Chapter “AC/DC/AC Converter with Power Electronics Current
Modulator Used in DC Circuit for Renewable Energy Systems”), and switched
capacitor-based power electronic converters (Chapter “Switched Capacitor-Based
Power Electronic Converter—Optimization of High Frequency Resonant Circuit
Components”) are included.

This book gives a highly valuable view on several problems of power electronics
and AC drives discussing several aspects of the authors’ current research containing
innovative and original concepts.

I would like to congratulate the editors for the initiative taken in this timely book
to publish an impressive collection of reports belonging to the edge of research in
power electronics and drives, and I wish the book great success being accepted by
the professional community.

Warsaw Marian P. Kaźmierkowski
September 2016
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Preface

“There is nothing so practical as a good theory”—Kurt Lewin claimed,1 taking part
in the ongoing debate between practitioners and scientists about their relationship
and the desirability of applied research as opposed to basic research. Any engineer
working in the field of power electronics and drives has to support this statement
strongly, having in mind control theory, artificial and computational intelligence, or
signal processing. On the other hand, there is nothing more stimulating for the
development of a theory as a strong need for practical applications and the influence
of smart, practical solutions that may be generalized and become a part of the
general approach. Power electronics and variable frequency drives are continuously
developing multidisciplinary fields which require applications of the recently
developed techniques of modern control theory and provide an important impulse
for the development of new predictive, nonlinear and robust control methods. That
is why the book concerning recent solutions in control of power electronics and
drives appears in the series “Studies in Systems, Decisions and Control.”

The presented contributed volume is written by key specialists working in
multidisciplinary fields in electrical engineering, linking control theory, power
electronics, artificial neural networks, embedded controllers, and signal processing.
The authors of each chapter report the state of the art of the various topics addressed
and present results of their own research, laboratory experiments, and successful
applications. The presented solutions concentrate on three main areas of interest:
motion control in complex electromechanical systems, including sensorless control;
fault-diagnosis and fault-tolerant control of electric drives; and new control algo-
rithms for power electronics converters.

I believe that particular chapters and the complete book possess strong mono-
graph attributes. Important practical and theoretical problems are deeply and
accurately presented on the background of an exhaustive state-of-the-art review.

1Lewin, K. (1951). Problems of research in social psychology. In D. Cartwright (Ed.), Field theory
in social science: Selected theoretical papers (pp. 155–169). New York: Harper & Row. (p. 169),
although the same quotation is sometimes attributed to James Clerk Maxwell, Ludwig Boltzmann,
or even Leonid Brezhniev.
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Many results are completely new and were never published before. Therefore, this
book will be interesting for a wide audience:

• researchers working in control, especially nonlinear control, model predictive
control, and fault-tolerant control, who are interested in challenges caused by
practical applications;

• experts in power electronics, electrical machines, motion control, and drives,
who are involved in the use of advanced control methods;

• creative industry engineers and constructors faced with new challenging
applications; and

• graduate and Ph.D. students of control, electrical engineering, power conver-
sion, robotics, or mechatronics.

The idea of this book originated among the research community gathered around
the conference Control in Power Electronics and Electric Drives. It is a leading
Polish Conference devoted to power electronics, motion control, electric drives
automation, and control theory application. It is a regular biennial event with a very
long tradition—the 13th edition will be organized in November 2017. The con-
ference is organized by the Institute of Automatic Control, Lodz University of
Technology, always in Lodz, under auspices of the Committee on Electrical
Engineering, Polish Academy of Sciences, and in cooperation with IEEE (Polish
section). The event is the main meeting forum for researchers, developers, and
specialists from the industry. I cordially invite the readers of the presented book to
participate in future editions of our conference.

I would like to express my sincere gratitude to numerous persons, who con-
tributed to the edition of this book:

• the authors, who worked hard to make their chapters perfect and in time;
apologies if I made you be under a pressure from time to time;

• numerous anonymous researchers, who helped to review the chapters, to
eliminate mistakes, and to improve the final result;

• Prof. Janusz Kacprzyk, the Editor of Springer Book Series, for his enthusiasm,
encouragement, and support to publish this book;

• the editorial team of Springer Applied Sciences and Engineering, for profes-
sional support during implementation of this project; and

• last but not least, Prof. Marian P. Kaźmierkowski, one of the greatest scientists
specializing in power electronics and electrical drives, who was the first person
to mention the idea of writing this book and supported the editorial process.

Łódź, Poland Jacek Kabziński
September 2016
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Introduction

The main function of any electric drive operating in motoring mode is to convert
electrical energy into mechanical form. In generation mode, the drive is able to
convert mechanical energy into electrical form and transfer it back to the network.
Electrical power is nowadays supplied from the alternative current (AC) grid in a
“raw” form with fixed voltage frequency and amplitude. At times, a power source is
a direct current (DC) source like an accumulator or a battery. The resulting
mechanical power is used to generate rotational or linear motion of the working
machinery (the load). In modern industrial applications, this motion, i.e., position
and velocity, must be controlled precisely according to variable reference signals, in
spite of numerous disturbances. The structure of a typical drive is shown in Fig. 1,
and the components are shortly described below.

The load represents the dynamics of the working machinery that is usually
described by nonlinear ordinary differential equations (ODEs) with unknown or
imprecisely known parameters, including such nonlinear phenomena as friction or
backslash. Several parameters of the load such as inertia may change during the
operation, and several external disturbances may affect the motion.

The torque transmission system consists of shafts (that may be flexible) or
belts, gears, and clutches and is also described by nonlinear differential or algebraic
equations with some unknown parameters.

The electric machine may be an induction motor (IM), a direct current motor
(DCM), a permanent magnet synchronous motor (PMSM), a brushless direct cur-
rent motor (BLDCM), or any other rotational or linear electric motor. The electrical
energy and the mechanical energy are interconverted via the magnetic field.
Therefore, the motor model may be represented by partial differential equations
(PDEs). Although such models are commonly used for electrical machines design
and analysis, simplified models represented by nonlinear ODEs with unknown
parameters are used for control purposes. Some of these parameters, such as
winding resistance, may change during the drive operation.

The power electronic converter can be thought of as a network of semicon-
ductor power switches. Most of the existing power switches are fully controlled;
that is, they can be turned on and off by appropriate voltage or current signals.
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These signals are generated by the control system as a result of control algorithm
operation. The same technology is applied to any type of power electronic con-
verters—not only applied in electric drives but also generally used for electric
power conditioning. Therefore, many types of AC to DC, DC to AC, AC to AC, or
DC to DC converters may be controlled by similar methods. An electronic power
converter may be modeled as a variable structure, periodic systems, whose state is
determined by logic signals.

The measurement system is in charge of collecting all necessary information
from the plant. Theoretically, all mechanical and electrical quantities (position,
velocity, currents, and voltages) may be measured. However, measurement of all or
some mechanical signals is impossible in many systems, and this originates the
so-called sensorless control techniques, i.e., application of observers.

The control system is nowadays a digital controller. Electric drives or power
converters are fast plants, and therefore, the increasing availability of low-cost,
high-performance microcontrollers, digital signal processors, and FPGA devices
was the main factor opening new possibilities of implementing sophisticated control
laws, taking care of nonlinearities and parameter variations by means of adaptive
control, self-analysis, and autotuning strategies. Another important advantage is the
flexibility inherent in any digital controller, which allows the designer to modify the
control strategy, or even to totally reprogram it, without the need for significant
hardware modifications.

A
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 g
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d

Power
electronic
converter

Electric 
machine L

oa
dTorque/force

transmission

Measurement system

Control system

Reference signals – control aims

Fig. 1 Electrical drive operating in motoring mode. Solid arrows represent the flow of energy;
double arrows—the flow of information; dotted lines—mechanical parts of the system; solid
lines—electrical parts; and dashed lines—measurement and control subsystem
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The reference signals provide information about the control aims. Usually, the
drive is supposed to track a smooth position or speed reference or to stabilize
constant position or speed in the presence of external disturbances. Sometimes, the
drive works as a part of a complex system; for example, a valve drive is used to
control pressure or flow rate. Numerous constraints of input, output, or state vari-
ables must be considered to assure proper drive operation.

This short characteristic of the drive components shown in Fig. 1 explains why
electric drive control is a complex, multidisciplinary problem involving modern
control techniques. The scenery becomes even more complex if we consider that
any industrial plant degrades as a result of aging and wear, which decreases per-
formance reliability and increases the probability of various faults. Therefore, fault
modeling, fault-diagnosis, and fault-tolerant control are important problems con-
cerning electric drives and power converter control. Several faults of a drive may be
classified as follows:

• power converter faults: open or short circuit semiconductor faults and DC bus
faults;

• motor faults: windings short circuit or disconnection, insulation deterioration,
broken rotor bars or rings, and mechanical faults (eccentricity and bearing
faults); and

• electrical and mechanical sensor faults: total failure, noise, offset, and periodic
miss operation.

The goal of the fault-tolerant system is to recognize the fault occurrence, to
continue stable operation of the drive maintaining its partial functionality, or to stop
it safely.

Considering any possible model complexity, any possible disturbance, any
parameter variation, and any fault possibility will lead to an unsolvable task. The
researcher has to distinguish the main problem of the particular application, to
propose a suitable model (as simple as possible and as accurate as necessary), and
to derive an efficient, implementable control algorithm. That is why in some
chapters of this book the authors concentrate on the mechanical part of the system,
assuming that the torque is the control input, and in others, they discuss mainly the
converter control, but in any case, the final control is tested in a complex, real drive
or a power conversion system.

This book presents some new solutions for motion control, fault-tolerant control,
and power converter control. Well-known control methods such as field-oriented
control (FOC) or direct torque control (DTC) are referred as a starting point for
modifications or are used for comparison. Among numerous control theories used
to solve particular problems are as follows: nonlinear control, robust control,
adaptive control, Lyapunov techniques, observer design, model predictive control,
neural control, sliding mode control, signal filtration and processing,
fault-diagnosis, and fault-tolerant control.

The important social and technological impact of the problems discussed in the
book is obvious. Motion control, drives, and power conditioning are ubiquitous in
industry, transport, removable energy systems, household appliances, and many
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other branches of modern life. The effective use of electrical energy is a key
technique for achieving global energy efficiency, and power electronics technolo-
gies that can convert electrical power into the optimum characteristics for each
application are essential to this way of development. Power electronics systems are
key components for building a sustainable society by reducing CO2 emissions. The
use of effective adjustable-speed drives improves energy efficiency, and the power
conditioning systems provide stable connections to the power grid for unstable DC
or AC electric power generated from removable sources such as solar or wind
energy.

The material of this book is presented in the following three parts: electric drives
and motion control (Chapters “Sensorless Control of Polyphase Induction
Machines”–“Selected Methods for a Robust Control of Direct Drive with a
Multi-mass Mechanical Load”), electric drives and fault-tolerant control (Chapters
“Fault-Diagnosis and Fault-Tolerant-Control in Industrial Processes and Electrical
Drives”–“Detection and Compensation of Transistor and Position Sensors Faults in
PM BLDCM Drives”), and design and control of power converters (Chapters
“Advanced Control Methods of DC/AC and AC/DC Power Converters—Look-Up
Table and Predictive Algorithms”–“Switched Capacitor-Based Power Electronic
Converter—Optimization of High Frequency Resonant Circuit Components”).

In Chapter “Sensorless Control of Polyphase Induction Machines,” new solu-
tions for control of polyphase machines are presented. The nonlinear transformation
of state variables is proposed. Nonlinear decoupling is used to generate a linear
model of the virtual machine, and a simple torque controller can be applied. Details
of the torque and flux control are explained. This chapter is written by the founder
of the so-called multiscalar approach to induction motor control.

In Chapter “Adaptive Position Tracking with Hard Constraints—Barrier
Lyapunov Functions Approach,” a servo control with unknown system parame-
ters and constraints imposed on the maximal tracking error is considered. The
barrier Lyapunov function approach is applied to assure the preservation of hard
constraints in any condition. The system’s performance is examined for three
methods of controller design based on quadratic Lyapunov functions; on barrier
Lyapunov functions if only position constraints are imposed; and on barrier
Lyapunov functions if both position and velocity constraints are present. The tuning
rules are discussed, and several experiments demonstrating features of the proposed
control and the influence of the parameters are presented. This chapter forms a kind
of monographic tutorial on the application of barrier Lyapunov functions.

Next two chapters discuss control problems resulting from a complicated
mechanical structure of the plant. In Chapter “Predictive Position Control of a Two-
Mass System with an Induction Motor in a Wide Range of Speed Changes,” model
predictive control (MPC) of the shaft position is applied to an induction motor
(IM) coupled to a load machine through a long, flexible shaft. Contrary to the
classical cascade structure with independent position and speed control loops, a
common MPC controller, which regulates those two variables, is designed. An
additional fuzzy block, allowing adaptation of MPC parameters, is successfully
used.
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Chapter “Selected Methods for a Robust Control of Direct Drive with a Multi-
mass Mechanical Load” is also devoted to drives with complex mechanical
structure, i.e., with a non-stiff connection between motor and driven mechanism and
with a variable moment of inertia. As it is difficult to damp high resonance fre-
quencies by the control system, an original solution is proposed, which is based on
damping of the highest resonance frequencies by a specially selected and tuned
filter, leaving damping of the lowest frequencies for the control system. The
identification method is presented, and robust notch filters are tuned for the whole
range of the parameter variability. Two robust control methods are proposed: one
based on an adaptive neural speed controller with the resilient backpropagation
(RPROP) learning algorithm and other using terminal sliding mode control for
systems with delays and unmodeled dynamics.

The next part of this book is devoted to fault identification and fault-tolerant
control of electric drives, including a power electronic converter and a motor.
Exhaustive discussion of general methods applied in the fault-diagnosis and
fault-tolerant control is presented in Chapter “Fault-Diagnosis and Fault-Tolerant-
Control in Industrial Processes and Electrical Drives.” The data-driven methods and
model-based schemes are addressed, and the main fault-detection and
fault-diagnosis methods for control systems are characterized. Fault-tolerant-control
methods, using passive and active concepts, are described and evaluated. All the
methods are discussed from the point of view of electric drives.

In Chapter “IGBT Open-Circuit Fault Diagnostic Methods for SVM-VSI
Vector-Controlled Induction Motor Drives,” a two-level three-phase voltage
inverter fed induction motor drive is considered and IGBTs open-circuit faults
diagnostic methods based on voltage and flux vector hodographs analysis are
presented and validated for induction motor drives with direct torque control and
direct rotor field-oriented control strategies.

Speed and current sensor fault-tolerant control of the induction motor drive are
presented in Chapter “Speed and Current Sensor Fault-Tolerant-Control of the
Induction Motor Drive.” Several active algorithms are discussed, and their
advantages and disadvantages are demonstrated. The fault-detection time and the
safety of the drive operation are compared.

Chapter “Stator Faults Monitoring and Detection in Vector Controlled Induction
Motor Drives—Comparative Study” deals with the stator winding fault detection in
the induction motor drives working in the closed speed control loops, with the
direct field-oriented control—DFOC or with the direct torque control—DTC. The
analysis of the characteristic components of the stator currents spectra, as well as
the control signals of the DFOC structure, is used for diagnostic purposes.

New methods of detection and compensation of transistor and position sensors
faults in permanent magnet brushless direct current motor drives are presented in
Chapter “Detection and Compensation of Transistor and Position Sensors Faults in
PM BLDCM Drives.” Simple diagnostic and localization methods to identify a
faulty part of the drive system are proposed using the analysis of the waveforms and
FFT spectra of the stator currents and hodographs of the stator current space vector
in the stationary reference frame. The post-fault control has been analyzed as well,
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and it enables the drive system to continue its operation despite the diagnosed
faults.

Finally, the last part of this book presents new solutions and advanced control
methods of power converters used in electrical drives and power transmission
systems. It starts with a monographic Chapter “Advanced Control Methods of DC/
AC and AC/DC Power Converters—Look-Up Table and Predictive Algorithms”,
devoted to a modern look-up table and predictive control methods of three-phase
power electronic converters. The authors consider voltage source converters in two-
and three-level configurations as well as a two-level current source rectifier. Some
of the methods concern DC/AC inverter fed induction and PMSM motors, and the
others are dedicated to the control of the AC/DC rectifier working as an active front
end of an AC/DC/AC converter. The authors focus on the methods with a nonlinear
look-up table and predictive control due to their excellent dynamic properties
(limited only by the physical parameters of controlled systems such as the value
of the DC voltage, grid inductance, or AC motor leakage inductance). Moreover,
nonlinear methods, especially the predictive ones, provide very good quality of
control in steady states, i.e., lack of active and reactive power steady-state error in
AC/DC converters or torque error—in the case of DC/AC converters.

Subsequent chapters describe innovative solutions determined by the converter
topology and applied switching components. The active power filter based on dual
converter topology is presented in Chapter “Active Power Filter Based on a Dual
Converter Topology.” The voltage-controlled current source (VCCS), a funda-
mental component of such a filter, is based on two converters connected in parallel.
The advantage of this arrangement is the potential for accurate mapping of the
VCCS output current in the reference signal. Thanks to the continuous manner
of the operation of the auxiliary converter pulse modulation components in the
current, the total harmonic distortion (THD) is minimized. Therefore, it is expected
that energy transmission loss can be reduced.

In Chapter “AC/DC/AC Converter with Power Electronics Current Modulator
Used in DC Circuit for Renewable Energy Systems,” the structures of the main
circuit and control system of a power electronic AC/DC/AC converter, dedicated to
high power systems, working as a coupling between the energy grid and a water
turbine with an electric machine, are described. In aiming to ensure the high effi-
ciency of this system, input and output converters with sinusoidal current were
implemented. The input AC/DC converter is based on a diode rectifier with a power
electronics current modulator in the DC circuit, while the output circuit is based on
a transistor inverter. Maximum power point tracking algorithm is elaborated and
used to control the DC/DC converter.

Chapter “Power Electronics Inverter with a Modified Sigma-Delta Modulator
and an Output Stage Based on GaN E-HEMTs” presents a new control method of
power electronic inverter, based on a modified sigma-delta modulator
(SDM) approach. The proposed modulator includes a comparator with dynamic
hysteresis instead of a latched comparator, which is typically used in single-bit
SDMs. Thanks to this feature, the resolution of the SDM output bit stream is,
theoretically, unlimited. As a result, the value of the THD of an inverter output
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voltage (or current) is much lower than that of a typical SDM solution. The control
system is simpler than in the case of a conventional inverter. Due to the very high
frequency of an SDM output bit stream, in a power stage of the inverter, the
gallium-nitride (GaN)-based E-HEMTs (enhancement mode high-speed mobility
transistors) are implemented.

In Chapter “FC + TCR-type Symmetrical Follow-Up Compensator of the
Fundamental Harmonic Reactive Power—Analysis and Experiment,” application of
thyristors as switching components is considered. This chapter presents results of
analyses, simulations, and experiments concerning the so-called symmetrical
follow-up compensator of the fundamental harmonic reactive power in which a
three-phase bridge rectifier with two additional thyristors (6T + 2T) was used as the
adjustable inductive component. Proper selection and application of the appropri-
ately developed thyristor controlling algorithm enables current flow outside supply
source phases in those instants of time when output voltages of the star rectifiers
have instantaneous negative values. This effect in minimization of rms and the
reactive power component of the fundamental harmonic of source currents. To
obtain a lower content of harmonics in the power grid current, it has been proposed
to couple a 5th and 3rd harmonics filter on the converter.

The last Chapter “Switched Capacitor-Based Power Electronic Converter—
Optimization of High Frequency Resonant Circuit Components” concerns the
important problem of optimization of converters components selection. The volume
of resonant circuit components in a special electronic converter called switched
capacitor voltage multiplier (SCVM) is optimized. The SCVM is derived from
chip-scale technology, but can effectively operate as a power electronic converter in
a zero-current switching mode when recharging of switched capacitors occurs in a
resonant circuit supported by an inductance. Selection of the passive LC compo-
nents is not strictly determined and depends on the optimization strategy, according
to volume, efficiency, or cost of the converter. Optimization of the volume of LC
components is limited by the energy transfer ability via switched capacitors, thus by
the rated power of the converter and switching frequency. Depending on the LC
values the converter operates in some specific states which determine the efficiency
of the converter and voltage stress on semiconductor switches and diodes. All these
issues are analyzed in the context of optimization of the resonant circuit compo-
nents’ value.

Each chapter presented in the book is self-consistent and may be readied sep-
arately. It contains a necessary background, theoretical analysis of the problem,
derivation of the proposed solution, and the results of simulations or experiments
demonstrating the features of the applied approach.

Jacek Kabziński
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Electric Drives and Motion Control



Sensorless Control of Polyphase Induction
Machines

Zbigniew Krzeminski

Abstract The basics of transformations of polyphase systems into orthogonal
systems are explained. Vector models of induction machines in orthogonal planes
are analysed and multiscalar models for rotor flux and main flux together with stator
current are presented. A speed observer based on an extended model of the
induction machine for selected variables is applied in the control system for the
induction machine. On the basis of the model developed for a three phase machine,
a multiscalar model for a five phase machine is presented. The control system acts
on the basis of the model for the first sequence of phases achieving speed control.
The model for the second sequence of phases is used to synchronize the fluxes in
orthogonal planes. Near trapezoidal flux distribution in the air gap is achieved
independently of the machine load. All variables used in the control system are
estimated using the speed observer for the first sequence and the Luenberger
observer for the second sequence. The properties of the control systems are
explained using examples of transients generated by simulations.

Keywords Polyphase machine � Induction machine � Multiscalar model �
Observer � Control system

1 Introduction

Three phase induction machines are widely used in variable speed drives because of
the low cost and the good properties resulting from the application of inverters with
control systems. In the case of the drive with an induction motor, a polyphase
machine may be more economical than the usual three phase machine [1–3]. For
example the inverter for a five phase machine consists of five legs. However the
switching elements are rated on a lower current than for three legs of the same
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power which have the same cost. Additional costs are caused by drivers for tran-
sistors and current sensors for five phase systems. On the other hand, it is possible
to achieve higher torque from a five phase motor than from a three phase motor in
the same frame [4]. As a result the representative cost of the drive may be the same
for three and five phases.

Control of polyphase machines is based on the Fortescue transformation of
variables defined in a phase system into variables defined in an orthogonal system
[5]. In the case of a three phase machine the variables defined in the orthogonal
system are transformed to dq coordinates aligned with the rotor flux vector.
Decoupling and application of PI controllers for variables determined in field ori-
ented coordinates is a well-known method for controlling the induction motor.
A drawback of field oriented control is that flux control is coupled with rotor speed
and torque control when the rotor flux is changing. The other well-known method
for the induction machine is direct torque control. In fact this method is based on
control of amplitude of the stator flux vector and the angle between the stator and
rotor flux vector without using an exact mathematical model.

Both of these methods for the control of the induction machine variables are
inconvenient in the case of polyphase machines. The torque of a polyphase machine
is the sum of torques generated in at least two virtual machines. This gives rise to
coupling between virtual machines and complicates the otherwise well-known,
simple control methods for the induction machine.

Using a rotating frame of references oriented with the rotor flux vector for
variables in an orthogonal system is complicated because the angular velocity of the
third harmonic of the flux depends on the generated torque. The q components of
the stator current vector in virtual machines are difficult to calculate [6].

The coupling between the torques generated in virtual machines complicates the
use of the direct torque control method.

The nonlinear transformation of variables proposed in [7] for three phase
machines can be applied to polyphase machines. The variables of virtual machines
arising from the application of the Fortescue transformation are nonlinearly trans-
formed to multiscalar model variables. Nonlinear decoupling is used to generate a
linear model of the virtual machine and a simple torque controller can be applied.
The torque of the virtual machine is one of the multiscalar model variables and can
be controlled without the need for complicated calculations. Details of the torque
and flux control are explained in this work.

2 Transformation of Phase Variables to Orthogonal
Coordinates

Control of AC electric machines is based on the transformation of phase variables
to orthogonal coordinates. While transformation is commonly used, explanation
and interpretation are not readily available in the current literature. Control of
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polyphase machines is possible if the proper interpretation of transformation is
applied and the properties of the machine models are determined in orthogonal
planes. For polyphase machines a modified Fortescue transformation is an appro-
priate approach. In its general form the modified Fortescue transformation is as
follows [5]:

xn = xan þ jxbn ¼ Cn

Xm
k¼1

xkðtÞej2pnm ðk�1Þ; ð1Þ

where xkðtÞ is a phase variable, xn is a transformed complex variable, xan; xbn are
real and imaginary components of the transformed complex variable, m is the
number of phases and n is number of transformed variables, where:

• n ¼ 0; 1; 2; . . .;m�1
2 for odd numbers of phases,

• n ¼ 0; 1; 2; . . .;m�1
2 ;m2 for even numbers of phases,

• and Cn is the scale coefficient equal to

Cn ¼
ffiffiffiffi
2
m

q
for xn 6¼xanffiffiffiffi

1
m

q
for xn = xan

8<
: ; ð2Þ

assuming transformation with invariant power.
Further analysis will be made on the assumption that the number of phases of

induction machine is odd.
Inverse transformation has the following form:

xk ¼
Xq
n¼0

Cnxne�j2pnm ðk�1Þ; ð3Þ

where k ¼ 1; 2; . . .m:
Transformation (1) converts a polyphase system into orthogonal coordinates.

The coordinate number 0 only has a real part. The complex variables of numbers 1,
…, n are presented on independent planes using rotating space vectors. For even
numbers of phases the complex variable number 0 only has a real part and in this
case is called 0− while the coordinate number m2 is called 0+.

Transformation of the phase variables to an orthogonal system may be written in
matrix form:

xort ¼ Axph; ð4Þ

where xort is the vector of transformed variables, xph is the vector of phase variables
and A is the transformation matrix defined by (1).
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Matrices of coefficients, for example inductances, appearing in the differential
equations forming the mathematical model of the induction motor for phase vari-
ables, are transformed into matrices of coefficients in differential equations for
variables in orthogonal coordinates in accordance with the following equation:

Lort ¼ ALphA�1 ð5Þ

where Lph is the matrix of phase inductances and Lorth is the matrix of inductances
for orthogonal systems.

Stator windings of the induction motor may be constructed as distributed or
concentrated. In the case of a distributed winding of a polyphase machine a matrix
of self and mutual inductances has the following form:

Lph ¼

L L cos 2p
m
� �

. . . L cos 2ðm�1Þp
m

� �

L cos 2ðm�1Þp
m

� �
L L cos 2p

m
� �

. . .

. . . . . . . . . . . .

L cos 2p
m
� �

. . . L cos 2ðm�1Þp
m

� �
L

2
666666664

3
777777775

ð6Þ

where L is the phase inductance.
Independently of the number of phases, the matrix defined by (6) is transformed

into matrix Lorth with the following form:

Lorth ¼

0 0 0 0 . . . 0
0 m

2 L 0 0 . . . 0
0 0 m

2 L 0 . . . 0
0 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 0

2
6666664

3
7777775
: ð7Þ

The form of the matrix (7) means that in the case of distributed windings of the
stator the inductances appear only for the first complex plane. The inductances for
other planes are equal to 0 and the variables appearing in these planes do not take
part in the transformation of energy.

In the case of concentrated windings the magnetic field of one phase is dis-
tributed along the air gap with rectangular shape described by the following
equation:

Lph ¼ L cosðqÞþ 1
3
L cosð3qÞþ 1

5
L cosð5qÞþ 1

7
L cosð7qÞþ . . .; ð8Þ

where q is the angle along the air gap and Lph is the inductance of the phase
containing fundamental and higher harmonics.
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Only harmonics with numbers less than the number of phases should be taken
into account. Harmonics of higher numbers than m should not be used because of
the inaccuracy of high frequency fields generated in m-phase system.

Application of Lph; defined by (8), instead of L in the elements of the matrix (6),
leads, after transformation, to the orthogonal system of the following form:

Lorth ¼

0 0 0 0 0 . . . 0 0
0 L1 0 0 . . . 0 0
0 0 L1 0 . . . 0 0
0 0 0 L2 . . . 0 0
0 0 0 0 L2 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . LN 0
0 0 0 0 0 . . . 0 LN

2
66666666664

3
77777777775
; ð9Þ

where L1;L2; . . .;LN are the inductances appearing in the complex planes of con-
secutive numbers and

N ¼
m� 1
2

for odd number of phases

m
2
� 1 for even number of phases

8><
>: : ð10Þ

The fundamental harmonic of the inductance always appears in the first complex
plane. Higher harmonics result in inductances in planes defined by the following
equation:

n ¼ m if m�N
m� m if m[N

�
; ð11Þ

where n is number of complex plane and m is the number of inductance harmonics.
Harmonics of inductance forms virtual poles, the number of which is connected

to the number of fundamental poles by the equation:

pm ¼ mp; ð12Þ

where p is the number of fundamental poles and pm is the number of poles for the
harmonic of number m.

The rotor of the induction motor rotates in the stator with angular velocity xr

which differs from the synchronous angular velocity by the slip. Mechanical
angular velocity of the rotor in the virtual machine has the same value as the angular
velocity in the physical stator. On the other hand the electrical angular velocity of
the rotor in the virtual machine is given by:
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xrðmÞ ¼ zðmÞmxrð1Þ; ð13Þ

where xrðmÞ is the electrical angular velocity for inductance harmonic m in the
complex plane n and z is the sign of the angular velocity.

If m ¼ n the rotor rotation in the virtual machine for the n-th complex plane is in
the same direction as the plane for the fundamental harmonic and zðmÞ ¼ 1:

If m 6¼ n the rotor rotation in the virtual machine for the n-th complex plane is in
the opposite direction to the plane for the fundamental harmonic and zðmÞ ¼ �1:

The principle of operation of a polyphase machine is based on the generation of
a rotating field in natural phase system. Such a rotating field is the sum of the
harmonic fields generated in all phases. The conventional approach is the genera-
tion of the fundamental harmonic in the three phase machine. In machines with
more than four phases higher harmonic fields may be additionally generated to
deform the field distribution in the air gap. Using higher harmonics has some
benefits such as increased torque from the same dimensions of the machine or
increased efficiency.

The number of time harmonics appearing in complex planes is as follows:

mðnÞ ¼ kmmþ dmn; km ¼ 0; 1; 2; . . .; dm ¼ 1;�1ð Þ; ð14Þ

where mðnÞ is the number of harmonics appearing in plane n, km are consecutive
numbers and dm is equal 1 if the space vector of the harmonic rotates on the plane in
a counter clockwise direction, and is equal to −1 if the space vector of the harmonic
rotates in a clockwise direction.

For example for a five phase machine the number of time harmonics rotating in
the counter clockwise direction in the first plane are 1, 6, 11, etc., and in the
clockwise direction are 4, 9, 14 etc. Rotating in the counter clockwise direction in
the second plane are 2, 7, 12 etc., in the clockwise direction are 3, 8, 13 etc. Of
course, all harmonics may rotate in the opposite direction as mentioned above.

For the same reason as for harmonics of inductances, only one time harmonic
should be generated in one complex plane.

Higher time harmonics of the currents generated in the stator give rise to virtual
machines with higher harmonics of the field formed by the same numbers of
harmonics of inductances. In general, the fields of virtual and fundamental
machines may rotate with arbitrary angular velocity. In certain cases amplitude of
the fundamental harmonic or selected higher harmonics may be equal to zero.

The space vector of the variable on each complex plane is formed from the α and
β components of the phase vector whose position is determined by the angle:

a ¼ 2pn
m

ðk� 1Þ; ð15Þ

where a is the position of the phase.
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The positions of phases and the phase components of the space vector are shown
in Fig. 1 and Fig. 2.

Each virtual machine determined in each complex plane should be controlled
taking into account the general properties of the induction machines, mainly effi-
ciency. In any case, all virtual machines have the same rotor which connects them
into one system of energy conversion. This means that if in one machine field and
torque are generated, then in the remaining machines fields and torques cannot be
arbitrary.

Higher harmonics appearing in physical phases should be synchronized with the
fundamental one. The generation of higher harmonics in the phases results in the
appearance of harmonics in the complex planes. The synchronized angular velocity
of the field in the virtual machine defined in the complex plane of number n is
connected with the angular velocity of the fundamental harmonic by the expression:
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Fig. 1 a Components of the voltage vector defined in the first plane b components of the same
vector in the second plane and c in the zero plane
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Fig. 2 a Components of the voltage vector defined in the second plane shown in the first plane
b Components of the voltage vector defined in the second plane shown in the second plane and
c the same voltage vector in the zero plane
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xfm ¼ mxf ; ð16Þ

where xfm is the angular velocity of the field for m harmonic and xf is the angular
velocity of the field for the fundamental harmonic.

The transformed variable number 0 does not take part in conversion of electrical
energy into mechanical energy and will be not considered further. However there
are some technical applications where the zero component plays an important role.
For example disturbances caused by supplying the machine from an inverter create
problems which may be solved taking the parameters of the resultant circuit with
the transformed coordinate number 0.

3 Vector Models of a Polyphase Induction Machine

A vector model of the induction machine is a useful basis for further development.
There are various possibilities in selecting the variables for the machine model but
the stator current and the rotor flux vectors are usually used in the differential
equations as follows:

disðnÞ
ds

¼ a1ðnÞisðnÞ þ a2ðnÞwrðnÞ þ ja3ðnÞxrðnÞwrðnÞ þ a4ðnÞusðnÞ; ð17Þ

dwrðnÞ
ds

¼ a5ðnÞisðnÞ þ a6ðnÞwrðnÞ þ jxrðnÞwrðnÞ; ð18Þ

dxrðnÞ
ds

¼ 1
J

XN
n¼1

TeðnÞ � TL

 !
; ð19Þ

where us, is and wr are the vectors of stator voltage, stator current and rotor flux,
TeðnÞ is torque generated in n-th plane, TL is the load torque, s is time, xrðnÞ is the
angular velocity of the rotor in the n-th plane and a1; . . .; a6 are coefficients defined
as:

a1ðnÞ ¼ �
RsðnÞL2

rðnÞ þRrðnÞL2
mðnÞ

wðnÞLrðnÞ
; a2ðnÞ ¼

RrðnÞLmðnÞ
wðnÞLrðnÞ

; a3ðnÞ ¼ �LmðnÞ
wðnÞ

;

a4ðnÞ ¼
LrðnÞ
wðnÞ

; a5ðnÞ ¼
RrðnÞLmðnÞ

LrðnÞ
; a6ðnÞ ¼ �RrðnÞ

LrðnÞ
; wðnÞ ¼ LsðnÞLrðnÞ � L2

mðnÞ;

where RsðnÞ and RrðnÞ are the stator and rotor resistances and LsðnÞ; LrðnÞ; LmðnÞ are
the stator, rotor and mutual inductances defined in n-th plane. n ¼ 1; . . .;N is, as
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denoted already, the number of complex planes and the equations are written for
each n. All variables and parameters are expressed in per unit system.

The resistances and inductances in particular phases depend on the construction
of machine.

The torque generated by the virtual machine in n-th plane is expressed as:

TeðnÞ ¼
LmðnÞ
LrðnÞ

wraðnÞisbðnÞ � wrbðnÞisaðnÞ
� �

: ð20Þ

The angular velocity of the rotor in the n-th complex plane is defined by (16).
Equations (17)–(19) are used in the synthesis of control systems based on the

orientation of coordinates with respect to the rotor flux vector. In polyphase
machines the fluxes generated in the air gap by the magnetizing current should be
synchronized. Application of the vector model with the rotor flux vector selected as
a state variable is not suitable for synchronizing fields. Some corrections of angles
needs to be introduced to the positions of the rotor flux vectors to ensure proper
synchronization of the main flux vectors. These angles depend on torques generated
by the virtual machines defined in complex planes. This complicates the control
system and is not convenient.

A more suitable model for the control of a polyphase machine is obtained if the
main flux vector is selected as the state variable instead of the rotor flux vector. The
main flux vector depends on the stator current and the rotor flux vectors as follows:

wmðnÞ ¼
LrrðnÞLmðnÞ

LrðnÞ
isðnÞ þ

LmðnÞ
LrðnÞ

wrðnÞ; ð21Þ

where wmðnÞ is the main flux vector in plane n.
For the stator current and main flux vectors the following equations are obtained:

disðnÞ
ds

¼ d1ðnÞisðnÞ þ d2ðnÞwmðnÞ þ jd3ðnÞxrðnÞisðnÞ þ jd4ðnÞxrðnÞwmðnÞ þ d5ðnÞusðnÞ; ð22Þ

dwmðnÞ
ds

¼ d6ðnÞisðnÞ þ d7ðnÞwmðnÞ þ jd8ðnÞxrðnÞisðnÞ þ jd9ðnÞxrðnÞwmðnÞ þ d10ðnÞusðnÞ;

ð23Þ

where

d1ðnÞ ¼ �RsðnÞLrðnÞ þRrðnÞLmðnÞ
wðnÞ

; d2ðnÞ ¼ RrðnÞ
wðnÞ

;

d3ðnÞ ¼ LrrðnÞLmðnÞ
wðnÞ

; d4ðnÞ ¼ �LrðnÞ
wðnÞ

; d5ðnÞ ¼ LrðnÞ
wðnÞ

;

d6ðnÞ ¼ �LmðnÞ RsðnÞLrrðnÞ þRrðnÞLrsðnÞð Þ
wðnÞ

; d7ðnÞ ¼ �LrsðnÞRrðnÞ
wðnÞ

;

d8ðnÞ¼LrsðnÞLrrðnÞLmðnÞ
wðnÞ

; d9ðnÞ ¼ �LrsðnÞLrðnÞ
wðnÞ

; d10ðnÞ ¼ LrrðnÞLmðnÞ
wðnÞ

.

The machine torque is expressed as follows:
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TeðnÞ ¼ wmaðnÞisbðnÞ � wmbðnÞisaðnÞ: ð24Þ

Equations (22) and (23) are applied for all virtual machines and Eq. (19)
remains in the same form.

It should be noted that the above models are valid only for the unsaturated
machine. The machine models with saturation effect taken into account are com-
plicated as shown in [8] and magnetizing current in one plane may influence the
parameters in other planes.

4 Multiscalar Models of a Polyphase Induction Machine

Nonlinear transformation of vector components results in the multiscalar variables
proposed in [7]. For each virtual machine the set of multiscalar variables obtained
for stator current and rotor flux vectors has the following form:

x11ðnÞ ¼ xrðnÞ; ð25Þ

x12ðnÞ ¼ wraðnÞisbðnÞ � wrbðnÞisaðnÞ; ð26Þ

x21ðnÞ ¼ w2
raðnÞ þw2

rbðnÞ; ð27Þ

x22ðnÞ ¼ wraðnÞisaðnÞ þwrbðnÞisbðnÞ: ð28Þ

A multiscalar model of a machine has differential equations for variables (25)–
(28) of the following form:

dx11ð1Þ
ds

¼ 1
Jr

Xn
1

LmðnÞ
LrðnÞ

x12ðnÞ �
1
J
m0; ð29Þ

dx12ðnÞ
ds

¼ � 1
TxðnÞ

x12ðnÞ � x11ðnÞ x22ðnÞ � a3ðnÞx21ðnÞ
� �þ a4ðnÞu1ðnÞ; ð30Þ

dx21ðnÞ
ds

¼ 2a5ðnÞx22ðnÞ þ 2a6ðnÞx21ðnÞ; ð31Þ

dx22ðnÞ
ds

¼ � 1
TxðnÞ

x22ðnÞ þ x11ðnÞx12ðnÞ þ a2ðnÞx21ðnÞ þ a5ðnÞi2sðnÞ þ a4ðnÞu2ðnÞ; ð32Þ

where
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i2sðnÞ ¼
x212ðnÞ þ x222ðnÞ

x21ðnÞ
; ð33Þ

TxðnÞ ¼
wrðnÞ

RrðnÞLsðnÞ þRsðnÞLrðnÞ
; ð34Þ

u1ðnÞ ¼ wraðnÞusbðnÞ � wrbðnÞusaðnÞ; ð35Þ

u2ðnÞ ¼ wraðnÞusaðnÞ þwrbðnÞusbðnÞ: ð36Þ

The control variables u1ðnÞ and u2ðnÞ are determined in the control system and the
voltage vector components for control of an inverter are calculated as follows:

usaðnÞ ¼
wraðnÞu2ðnÞ � wrbðnÞu1ðnÞ

w2
rðnÞ

; ð37Þ

usbðnÞ ¼
wraðnÞu1ðnÞ þwraðnÞu2ðnÞ

w2
rðnÞ

: ð38Þ

The multiscalar model of the induction machine contains a few additional terms
in Eqs. (30) and (32) compared to the vector model. On the other hand Eq. (31) is
simpler than general equation for the vector model. The multiscalar variables are
scalars and vector notation is not applicable. This may look inconvenient but no
additional transformations are needed for synthesis of the control system. In par-
ticular the controllers in the system based on the multiscalar model act on stationary
variables. Nonlinear transformation leading to multiscalar variables is similar to the
rotation of the coordinate system but the result does not depend on the frames of
reference in which vectors are defined.

The main benefit of the multiscalar model is the selection of the variable pro-
portional to the machine torque. The control system obtained after application of
linearization by feedback is simple and the rotor torque is controlled independently
of changes in the rotor flux.

Nonlinear feedback of the form:

u1ðnÞ ¼ 1
a4ðnÞ

1
TxðnÞ

m12ðnÞ þ x11ðnÞ x22ðnÞ � a3ðnÞx21ðnÞ
� �� 	

; ð39Þ

u2ðnÞ ¼ 1
a4ðnÞ

1
TxðnÞ

m2ðnÞ � x11ðnÞx12ðnÞ � a2ðnÞx21ðnÞ � a5ðnÞi2sðnÞ

� 	
:

applied to Eqs. (29)–(32) results in the following linear equations:
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dx11ð1Þ
ds

¼ 1
J

Xn
1

LmðnÞ
LrðnÞ

x12ðnÞ � 1
J
m0; ð40Þ

dx12ðnÞ
ds

¼ 1
TvðnÞ

�x12ðnÞ þm1ðnÞ
� �

; ð41Þ

dx21ðnÞ
ds

¼ 2a5ðnÞx22ðnÞ þ 2a6ðnÞx21ðnÞ; ð42Þ

dx22ðnÞ
ds

¼ 1
TvðnÞ

�x22ðnÞ þm2ðnÞ
� � ð43Þ

for all n.
Equations (40) and (41) describe the mechanical subsystem and consist of the

common equation for the rotor speed for all virtual machines and separate equations for
the torques. This causes some difficulties in the synthesis of control system. Only the
torque of one virtualmachine can be set by a controller of the rotor angular velocity. The
other torques are lower and, of course, act on the rotor angular velocity. In any case, the
variableswhich are controlledby the other torques are angular velocities of the rotorflux
vector. In this way the rotor fluxes appearing in the remaining virtual machines may be
synchronized with the rotor flux of the main virtual machine.

Equations (42) and (43) forms models of linearized electromagnetic subsystems.
The rotor flux vectors are controlled indirectly, which means that that the control

variable acts on the derivative of variable x22 and this variable acts on the derivative
of the square of the rotor flux. This is a property of the induction motor model based
on stator current and rotor flux. In particular, the model of the ‘squirrel cage’
induction motor contains one differential equation for the rotor flux without a
control variable on the right hand side.

It is possible to change the induction model variables using liner transformation.
Different vectors may be used in the mathematical model even without a known
physical meaning. If the rotor flux vector does not appear in the motor model, the
control variable is present on the right hand side of all of the differential equations.

The selection of certain vectors for developing models of the induction motor
may results in particular benefits. The induction motor model with a main flux
vector is especially convenient because this makes it possible to control the satu-
ration of main magnetic path.

The application of nonlinear transformation to the stator current and main flux
vectors makes it possible to define following variables:

q11ðnÞ ¼ xrðnÞ; ð44Þ

q12ðnÞ ¼ wmaðnÞisbðnÞ � wmbðnÞisaðnÞ; ð45Þ
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q21ðnÞ ¼ w2
maðnÞ þw2

mbðnÞ; ð46Þ

q22ðnÞ ¼ wmaðnÞisaðnÞ þwmbðnÞisbðnÞ: ð47Þ

The differential equation for the multiscalar model variables defined by formulae
(44)–(47) are as follows:

dq11ð1Þ
ds

¼ 1
J

Xn
1

q12ðnÞ �
1
J
m0; ð48Þ

dq12ðnÞ
ds

¼ � 1
Tm1ðnÞ

q12ðnÞ � d8ðnÞi2sðnÞq11ðnÞ

þ d11ðnÞq22ðnÞ þ d4ðnÞq21ðnÞ
� �

q11ðnÞ þ d12ðnÞu12ðnÞ:
ð49Þ

dq21ðnÞ
ds

¼ 2d7ðnÞq21ðnÞ þ 2d6ðnÞq22ðnÞ þ 2d10ðnÞu21ðnÞ: ð50Þ

dq21ðnÞ
ds

¼ � 1
Tm1ðnÞ

z22ðnÞ þ d2ðnÞq21ðnÞ þ d6ðnÞi2s � d11ðnÞq12ðnÞq11ðnÞ þ d12ðnÞu22ðnÞ;

ð51Þ

where

i2sðnÞ ¼
q212ðnÞ þ q222ðnÞ

q21ðnÞ
; ð52Þ

Tm1ðnÞ ¼
wðnÞ

RsðnÞLrðnÞ þRrðnÞLsðnÞ
; ð53Þ

d11ðnÞ ¼
LrrðnÞLmðnÞ þLrsðnÞLrðnÞ

wðnÞ
; ð54Þ

d12ðnÞ ¼
LmðnÞ
wðnÞ

: ð55Þ

u12ðnÞ ¼ wraðnÞusbðnÞ � wrbðnÞusaðnÞ; ð56Þ

u21ðnÞ ¼ wmaðnÞusaðnÞ þwmbðnÞusbðnÞ; ð57Þ

u22ðnÞ ¼ wraðnÞusaðnÞ þwrbðnÞusbðnÞ: ð58Þ

The control variables u12ðnÞ and u21ðnÞ are determined in the control system and the
voltage vector components for the control of an inverter are calculated as follows:
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usaðnÞ ¼
wraðnÞu21ðnÞ � wmbðnÞu12ðnÞ

w
; ð59Þ

usbðnÞ ¼
wmaðnÞu12ðnÞ þwrbðnÞu21ðnÞ

w
; ð60Þ

w ¼ wraðnÞwmaðnÞ þwrbðnÞwmbðnÞ:

The model described in (48)–(51) differs from the model obtained for the stator
current vector and rotor flux vector because control variables appear in three
equations for the virtual machine. There are two stator vector components so only
two output variables can be controlled using these variables. If two electromagnetic
variables are controlled the third one remains uncontrolled. However it simple to
verify that if two controlled variables are stabilized, the third is stable, too.

The multiscalar model for the stator current and main flux vectors is similar to
the vector model used in the so-called direct torque control method. From com-
parison of the differential equation for the machine torque in the multiscalar model
and differential equation for the torque in the known field oriented and direct torque
control it is clear that the torque is controlled by acting on its derivative through the
control variable. All of these systems are equivalent taking a way of control of the
machine torque into consideration.

It is convenient to control the square of the main flux and the motor torque. The
main flux may be directly controlled as the control variable acts on its derivative.
Such a system is referred to here as direct flux control.

Nonlinear feedback applied to Eqs. (49) and (50) has the following form:

u12ðnÞ ¼
1

d12ðnÞ

1
Tm1ðnÞ

m12ðnÞ þ d8ðnÞi2sðnÞq11ðnÞ � d11ðnÞq22ðnÞ þ d4ðnÞq21ðnÞ
� �

q11ðnÞ

� 	
;

ð61Þ

u21ðnÞ ¼ 1
d10ðnÞ

�d7ðnÞm21ðnÞ � d6ðnÞq22ðnÞ
� �

: ð62Þ

After application of (61) and (62) the linearized model has the following form:

dq11ð1Þ
ds

¼ 1
J

Xn
1

q12ðnÞ �
1
J
m0; ð63Þ

dq12ðnÞ
ds

¼ 1
Tm1ðnÞ

�q12ðnÞ þm12ðnÞ
� �

; ð64Þ

dq21ðnÞ
ds

¼ �2d7ðnÞ �q21ðnÞ þm21ðnÞ
� �

; ð65Þ

for all n.
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Similarly to the system based on stator current and rotor flux vectors, Eqs. (63)
and (64) describe the mechanical subsystem consisting of the common equation for
the rotor speed for all virtual machines and separate equations for the torques. The
main fluxes appearing in the virtual machines in the planes of number higher than
one may be synchronized with the main flux of the main virtual machine.

Equation (65) forms the linearized model of electromechanical subsystems.

5 Speed Observer for the Virtual Induction Machine
in the First Plane

Sensorless control of the polyphase induction machine is the same as for the three
phase machine and means that no mechanical sensor is applied. Instead, the rotor
angular velocity is estimated in different way. One of the most precise methods of
estimation is a speed observer as proposed in [9]. The structure of the speed
observer is based on an extended model of the induction machine. Extension means
the addition of variables determined as components of the rotor flux vector mul-
tiplied by the rotor angular velocity. In this way the number of variables is greater
than minimum needed to determine the model in state space. The extended model
requires the introduction of stabilizing feedback. Together with the error of the
stator current, the extended model forms the speed observer for the virtual machine
in the first plane as follows:

_̂xð1Þ ¼ Að1Þx̂ð1Þ þBð1Þuð1Þ þKð1Þeð1Þ; ð66Þ

where ^ denotes observer variables and

x̂Tð1Þ ¼ îsð1Þ ŵrð1Þ f̂ð1Þ
h i

; ð67Þ

uð1Þ ¼ usð1Þ; ð68Þ

eTð1Þ ¼ ~isð1Þ ~fð1Þ
h i

; ð69Þ

Að1Þ ¼
a1ð1Þ a2ð1Þ ja3ðnÞ
a5ð1Þ a6ð1Þ j

a5ð1Þx̂rð1Þ Dx̂rð1Þ=Ds a6ð1Þ þ jx̂rð1Þ

2
4

3
5 ð70Þ

Bð1Þ ¼
a4ð1Þ
0
0

2
4

3
5; ð71Þ
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Kð1Þþ ¼
k11ð1Þ þ jk12ð1Þ k13ð1Þ þ jk14ð1Þ
k21ð1Þ þ jk22ð1Þ k23ð1Þ þ jk24ð1Þ
k31ð1Þ þ jk32ð1Þ k33ð1Þ þ jk34ð1Þ

2
4

3
5: ð72Þ

Detailed analysis of the properties of the speed observer shows that if the matrix
(72) is defined for the positive direction of the rotor speed, the matrix for the
negative direction has the form:

Kð1Þ� ¼
k11ð1Þ � jk12ð1Þ �k13ð1Þ þ jk14ð1Þ
k21ð1Þ � jk22ð1Þ �k23ð1Þ þ jk24ð1Þ
�k31ð1Þ þ jk32ð1Þ k33ð1Þ � jk34ð1Þ

2
4

3
5: ð73Þ

The error of stator current vector is defined as:

~isð1Þ ¼ isð1Þ � îsð1Þ: ð74Þ

The variable f is introduced to extend the model of the induction machine and is
defined as follows:

fð1Þ ¼ xrð1Þwrð1Þ: ð75Þ

The dependence (75) should appear in the extended model which means that the
following stabilizing error has to be reduced to zero by the action of the observer:

~ffð1Þ ¼ x̂rð1Þŵrð1Þ � f̂ð1Þ; ð76Þ

where ~ffð1Þ is the full stabilizing error of the variable f̂ð1Þ .
Simple transformations lead to the following expression for the rotor speed

taking the components of the vectors in (75) into account:

xrð1Þ ¼ wrað1Þfað1Þ þwrbð1Þfbð1Þ
� �

=w2
rð1Þ: ð77Þ

Equation (77) is used for the calculation of the rotor speed in the observer of the
variables of the first machine.

The square of the rotor flux amplitude appearing in (77) changes slowly and this
variable may be included in the gain coefficients of the speed observer. Taking into
account (76) and (77) the stabilizing error takes the simplified form:

~fð1Þ ¼ �jŵrð1Þ f̂að1Þŵrbð1Þ � f̂bð1Þŵrað1Þ
� �

; ð78Þ

where ~fð1Þ is a simplified error of variable f̂ð1Þ.
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The expression in parenthesis in (78) represents the value of the vector product
of f̂ð1Þ and the rotor flux vector. In stable steady states this vector product is equal to
0 which results from the definition expressed in (75).

The derivative of the estimated rotor speed x̂rð1Þ in the observer equations is
replaced by an approximated value calculated by a digital method. It may be
omitted for slow transients of the rotor speed.

It is possible to design the speed observer for other vectors such as the stator
current and the main flux. Such an observer will contain terms defined by (75) and
the rotor speed will be calculated in the same way. No special benefits result from
using any other pair of vectors.

The case where the mutual inductance is calculated on the basis of estimated
variables requires a mention. The main flux or magnetizing current vector is very
convenient for calculating the main inductance in such a case. The other method is
based on using the virtual flux vector with the same direction as the main flux and
arbitrary vectors may be selected as state variables for the machine.

The rotor angular velocity may be estimated in the first plane but situations can
arise where the rotor flux is equal to zero in this plane. In such cases the rotor
angular velocity may be estimated for the virtual machine in another plane.

6 The Luenberger Observer for the Virtual Induction
Machine with Known Rotor Speed

The rotor speed estimated in the first plane may be used in the other planes taking
the relationship (13) into account. For a known rotor speed the Luenberger observer
may be used to estimate the variables of the virtual machine. The differential
equations of the Luenberger observer for the stator current and rotor flux vectors are
as follows:

_̂xðnÞ ¼ AðnÞx̂ðnÞ þBðnÞuðnÞ þKðnÞeðnÞ; ð79Þ

where

x̂TðnÞ ¼ îsðnÞ ŵrðnÞ
h i

; ð80Þ

uðnÞ ¼ usðnÞ

eðnÞ ¼ isðnÞ � îsðnÞ; ð81Þ

AðnÞ ¼ a1ðnÞ a2ðnÞ þ ja3ðnÞxrðnÞ
a5ðnÞ a6ðnÞ þ jxrðnÞ


 �
ð82Þ
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B ¼ a4ðnÞ
0


 �
; ð83Þ

KðnÞ ¼
k11ðnÞ þ jk12ðnÞ
k21ðnÞ þ jk22ðnÞ


 �
ð84Þ

The angular velocity of the rotor in (82) and (84) is defined by (13).

7 The Control System for the Polyphase Machine

The control system for the polyphase machine is presented in Figs. 3 and 4. The
amplitude of the rotor or main flux vector for the virtual machine in the first plane is
stabilized on a value dependent on the actual optimum condition. The rotor or main
flux vectors in the remaining planes are synchronized with the flux vector in the first
plane. All of the planes are independent and the variables defined in them may be
controlled arbitrarily. The virtual machine in the first plane generates the funda-
mental harmonic of the field in phase coordinates and the virtual machines in the
remaining planes generate higher harmonics. The number of harmonics is defined
by (14). To synchronize the harmonics generated in planes of number greater than 1
with the fundamental harmonic, the actual fundamental position angle is multiplied
by the number of the synchronized harmonic and reduced to the range 0–2π. The
angle of the same frequency as the synchronized harmonic is obtained as a refer-
ence for a phase locked loop.

Synchronization of harmonics differs for each kind of multiscalar model. The
angular velocity of the rotor flux expressed in terms of multiscalar variables is as
follows:

xwrðnÞ ¼ xrðnÞ þ
RrðnÞLmðnÞ

LrðnÞ

x12ðnÞ
x21ðnÞ

: ð85Þ

The angular velocity of the rotor flux vector depends on the value of the variable
x12ðnÞ which is proportional to the torque of the virtual machine. The machine
torque is controlled by the variable u12ðnÞ or by the variable m12ðnÞ if nonlinear
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feedback is applied. In this way some inertia appears in the control loop for angular
velocity of the rotor flux.

Synchronization of the main flux is realized in a different way. The angular
velocity of the main flux vector is expressed as follows:

xwmðnÞ ¼ xrðnÞ þ
RsðnÞLrrðnÞ þLrsðnÞRrðnÞ
� �

q12ðnÞ þLrrðnÞu12ðnÞ

LrsðnÞ �LrrðnÞq22ðnÞ þ LrðnÞ
LmðnÞ

q21ðnÞ

� 	 : ð86Þ

The variable u12ðnÞ changes the angular velocity of the main flux vector directly.
After the application of nonlinear feedback the variable m12ðnÞ may be used to
directly set the main flux angular velocity. Some correction of the variable m12ðnÞ is
needed in transient states. In this way the synchronization of the main flux is faster
than that of the rotor flux vector.

The value of torques generated by virtual machines are strongly dependent if the
harmonics of the flux vector are synchronized with the fundamental. A slip of flux
in the virtual machine defined as:

sðnÞ ¼ xwrðnÞ � xrðnÞ ð87Þ

depends on the slip in the first plane machine as follows:

sðnÞ ¼ zðmÞmðnÞsð1Þ; ð88Þ

which results in the dependence:

x12ðnÞ ¼ zðmÞm
Rrð1ÞLrðnÞLmð1Þ
RrðnÞLrð1ÞLmðnÞ

x12ð1Þx21ðnÞ
x21ð1Þ

; ð89Þ

where zðmÞ and m are as defined in (13).
For the main flux vector selected for control, the dependence (89) takes the form:

q12ðnÞ ¼ zðmÞm
Rrð1Þ
RrðnÞ

q12ðnÞx21ðnÞ
x21ð1Þ

; ð90Þ

where

^
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x21ðnÞ ¼
L2
rðnÞ

L2
mðnÞ

q21ðnÞ � 2
LrrðnÞLrðnÞ
LmðnÞ

q22ðnÞ þL2
rrðnÞi

2
sðnÞ: ð91Þ

The control system for a polyphase machine with concentrated windings makes
it possible to generate a near trapezoidal flux shape by adding the third harmonic to
the fundamental. The amplitude of the third harmonic should be equal 0.15 and the
fundamental harmonic is increased to 1.15 to achieve the condition that the
instantaneous value of the flux vector is not greater than 1. The square of the third
harmonic of the flux is equal to 0.0225 and the resulting coefficient in (89) and (90)
is equal about 0.06, depending on the machine parameters.

A higher value of the fundamental harmonic of flux gives rise to a lower active
current component for the same torque. On the other hand, the torque generated by
the machine with the third harmonic added is equal about 115 % of the torque
generated by fundamental only for the same rated rms value of stator current.
Additionally, taking the rotor current into consideration, the losses in the machine
with the third harmonic of flux added are lower than in the machine with the
fundamental only.

Control of the machine torque for systems based on the rotor and main flux are
similar to each other. Nonlinear feedback is applied and the variables are controlled
using PI controllers for each virtual machine. If the square of the rotor flux is a
controlled variable then the control system has the structure presented in Fig. 3. The
control system for the main flux does not contain an inner loop and only one PI
controller is applied. The variable m2 is obtained directly from the output of the
main flux controller.

The rotor angular velocity is controlled only for the virtual machine determined
in the first plane. For the virtual machine determined in the second plane the angular
velocity of the main flux is controlled.

A PI controller is used to control the rotor angular velocity and from its output
the reference value for the motor torque is obtained. From the set value of the motor
torque the reference value for the variable x12ð1Þ is calculated. The reference value
of x12ð1Þ without the third harmonic is given by:

x�12ð1Þ ¼
Lrð1Þ
Lmð1Þ

T�
e ; ð92Þ

where * denotes the reference value.
If the third harmonic is taken into account, the value x�12 1ð Þ is calculated as

follows:

x�12ð1Þ ¼ CT�
e ; ð93Þ

where the coefficient C is given by:
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C ¼
RrðnÞL2

rð1Þx21ð1Þ
RrðnÞLrð1ÞLmðnÞx21ð1Þ þ zðmÞmRrð1ÞLrðnÞLmð1Þx21ðnÞ

ð94Þ

and depends on the motor parameters and value of the third flux harmonic.
In the first plane only part of torque is generated. The remaining part is generated

in plane n with a small inertia resulting from the action of the synchronization loop.
The synchronization loop for the third harmonic in the case of a five phase

machine is shown in Fig. 4. The rotor flux vector components obtained from the
speed observer for the first plane and the Luenberger observer for the second plane
are used to calculate the angles of the fundamental and third components of the flux.
The angle of the fundamental is multiplied by −3 and reduced to the range 0–2π.
The PI controller controls the angle between the positions of the fundamental and
third harmonic.

8 Simulation Results

Properties of the drive with five phase machine are shown on the base of simulation
results presented in Figs. 5 and 6. Ideal voltage source has been assumed and
control system based on the variables available from the model has been applied.
Such idealized system makes it possible to show all transients clearly.

All variables are expressed in per unit system. Base values for the voltage and
current are equal to:

Ub ¼
ffiffiffi
5

p
UN; Ib ¼

ffiffiffi
5

p
IN;

where UN; IN are rated phase voltage and current.
The base values for remaining variables are defined similarly.
The amplitude of the rated phase variable is equal to 0.63. Taking into account

the power invariance transformation of variables provides the value of rated phase
amplitude equal to 1.

The transient shown in Figs. 5 and 6 consists of consecutive starting, short time
without load and final interval of work with load. The transient of load torque is
shown in Fig. 5.

In the simulation investigation at first the machine is excited with the speed near
zero. The reference value of variable x21 is set to 1.32 and after time less than 50 ms
this variable is stabilized.

The rotor speed is next set on 0.8. The fluxes ψrα(1) and ψrα(2) are synchronized
as can be seen in Fig. 5. The amplitude of the flux ψrα(1) is equal to 1.15. At the
same time the amplitude of phase rotor flux ψrA is equal to 0.63 which is rated
value. This means that the rotor flux is reduced in the phase system and do not
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exceeds the rated value. The rotor flux is always kept on the value which assures
operation of the machine in an unsaturated region.

As it can be seen in the last chart of Fig. 6 the third harmonic of the stator
current appearing in the second plane has a different angle in relation to the fun-
damental in consecutive time intervals. The angle depends on the machine torque.
For the very low torque only the magnetizing current components appear in the
phase current. For high values of the torque the active current is great and the third
harmonic generated in second plane is synchronized with such the angle that the
maximum value of the phase current is increased. This effect should be taken into
account in designing of the machine and inverter.
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9 Summary

Properly controlled polyphase machines with concentrated windings generate
higher torques than three phase machines designed in the same frame. This is
obtained by applying the third harmonic of the field in the air gap, making the
virtual machines more efficient. The explanation of the operation principle of the
polyphase machine based on Fortescue transformation makes it possible to deter-
mine the virtual machines which are separately controlled. The variables of the
virtual machines are expressed in orthogonal coordinates. The planes obtained after
the Fortescue transformation are stationary in relation to the stator phase system.
The rotor speed is the common variable for virtual machines. The rotor speed in a
virtual machine in which a high harmonic of the field is generated is equal to the
rotor speed in a machine with the fundamental multiplied by the number of har-
monic. The sign of the rotor speed in the virtual machine is determined on the basis
of analysis of possibility to generate harmonic in the sequence of phases in
accordance with (13).
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The variables of each virtual machine are controlled separately by synchronizing
the fluxes in phase coordinates. Transformation of the variables expressed in
orthogonal planes to multiscalar variables and application of nonlinear decoupling
results in a simple control system.

The space variables of each virtual machine may be separately estimated using
observers. The speed observer should be applied in the first plane to estimate the
rotor flux vector and the rotor speed. In the remaining planes the rotor speed from
the first plane may be used in the full order Luenberger observer.
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Adaptive Position Tracking with Hard
Constraints—Barrier Lyapunov Functions
Approach

Jacek Kabziński, Przemysław Mosiołek and Marcin Jastrzębski

Abstract A servo control with unknown system parameters and constraints
imposed on the maximal tracking error is considered. The barrier Lyapunov
functions approach is applied to assure the preservation of constraints in any
condition. The system’s performance is examined for three methods of controller
design based on: quadratic Lyapunov functions; on barrier Lyapunov functions if
only position constraints are imposed; and on barrier Lyapunov functions if both
position and velocity constraints are present. The tuning rules are discussed and
several experiments demonstrating features of the proposed control and the influ-
ence of the parameters are presented.

Keywords Nonlinear control � Adaptive control � Servo control � Barrier
Lyapunov functions

1 Introduction

Servo systems are commonly used in various branches of industrial automation and
robotics. The basic aim of a servo system or a robot manipulator is to track the
desired motion trajectory with sufficient precision. For numerous servo systems
rigorous handling of constraints imposed on a position and/or speed during any
dynamic transient is a necessary condition of safe operation. Any violation of the
constraints can lead to damage or destruction of the drive system or destroy any
objects that happen to be in collision with the actuator. For plentiful robot
manipulators, such as medical robots, automatic welding machines, microelec-
tromechanical systems and many others, operation inside constraints is a matter of
safety. It is reasonable to assume that the desired trajectories are planned with
sufficient security margins and hence rigorous constraints must be imposed on the
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tracking errors. In such cases any control method that assumes the constraints are
‘soft’ and that it is possible to neglect constraints in control design and circumvent
the problem through adequate control-parameter selection must be rejected.

Several approaches to control nonlinear systems with constraints were reported.
Among them, the nonlinear model predictive control seems to be promising [1].
From the recent reports the diffeomorphism-based control may be mentioned [2].
As the literature on nonlinear, constrained control is rich, it is out of the scope of
this chapter to provide an exhaustive review.

Nonlinear adaptive control is widely applied to designing high-performance
servo systems in the presence of unknown plant parameters. Usually the controller
derivation is based on control Lyapunov functions (CLF) and backstepping tech-
niques [3]. Quadratic Lyapunov functions (QLF) are commonly used to assure the
stability of the system, but unfortunately with this approach the designer is not able
to impose the hard constraints a priori and to guarantee the constraints are fulfilled
during any transient conditions.

Recently, use of the so-called barrier Lyapunov functions (BLF) in control
synthesis has been proposed for constraint handling in Brunovsky type systems [4],
nonlinear systems in the strict feedback form [5] and with adaptive control [6, 7].
The BLF approach applies the backstepping technique and allows the system output
(or all state variables) to be kept inside the predefined constraints. Although the
theory of stability investigation by BLF is well established, only a few practical
applications are reported [8, 9].

The aim of the presented chapter is to demonstrate the possibility of applications
of BLF in servo systems design to provide a systematic description of the design
procedure and to formulate some rules for the selection of the design parameters.
Particular attention is given to illustrating the problem of interactions among
position and velocity constraints. To present clear and compact derivation we
concentrate on the simplest motion model with one degree of freedom, but gen-
eralizations to many more complex applications are straightforward.

2 Plant Model and Control Objectives

A linear servo is considered and its very simple model is described by:

d
dt
x ¼ v ð1Þ

m
d
dt
v ¼ ui� Fo; ð2Þ

where x, v are the forcer position and velocity, m is the forcer mass, φ represents the
coefficient converting the motor current i into the thrust force and Fo is an external
load force, acting against the motion. The motor current i is supplied by a PWM
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inverter working in a current control mode and it is assumed that this control loop is
much faster than mechanical dynamics, so the motor current i is considered as the
control input. The same approach and the analogous model may be used for the
rotational motors, therefore the liner motion supposition is carried outdone without
the loss of generality.

It is assumed that the parameters m > 0, φ > 0, are unknown, constant or slowly
varying. Although the constant φ is usually provided by the motor manufacturer,
this information is not accurate. This constant may vary with the motor temperature,
PWM conduction mode or, for some tubular linear motors with permanent magnets
built in the inner part, it may be noticeably lower if the forcer operates near the edge
of the inner part. It is assumed that the load may be modelled as a nonlinear,
memoryless function of the position and the velocity and that this model may be
represented as a linear combination of known nonlinear functions ξ with unknown
parameters A:

Fo x; vð Þ ¼ ATnðx; vÞ: ð3Þ

Such models are natural if the load is approximated using any approximation
technique: artificial neural networks, fuzzy modelling, polynomial approximation
and so on. The number of unknown parameters and the approximation basis n may
be chosen for the particular application.

Remark 1 For the sake of brevity, it is assumed that model (3) is accurate, but it is
also possible to consider an inaccurate approximation with a bounded approxi-
mation error ε:

Fo x; vð Þ ¼ ATn x; vð Þþ e: ð4Þ

The main consequence of using model (4) or (3) is that under assumption (3) it is
possible to prove the asymptotic stability of the tracking errors system. In case of
the load model (4), one has to introduce a switching control component to obtain
the asymptotic stability, or to accept the stability in the sense of the uniform
ultimate boundedness [10].

To remove the difficulties caused by the unknown control gain φ, the motion
Eq. (2) is transferred into:

l
d
dt
v ¼ i� AT

onðx; vÞ; ð5Þ

where:

l ¼ m
u
; Ao ¼ 1

u
A: ð6Þ

The control objective is that the motor position has to follow a smooth, bounded
reference xdðtÞ:
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xdðtÞj j � xmax: ð7Þ

It is assumed that the derivatives of the reference are bounded as well. It is
required that the tracking error denoted by:

ex ¼ xd � x ð8Þ

is constrained for any t by a pre-defined, rigorous inequality:

exðtÞj j\Dex; ð9Þ

for any initial conditions that assure exð0Þj j\Dex. It follows from (9) that the
position trajectory will be bounded by a hard constraint:

xðtÞj j\Dx Dx :¼ Dex þ xmax: ð10Þ

3 Quadratic and Barrier Lyapunov Functions

Lyapunov stability theory will be used to construct the stabilizing control for the
discussed problem. For the sake of completeness, some preliminaries are given in
this section.

Definition 1 Let V : Rn ! R be a continuously differentiable, proper, and positive
definite function defined with respect to the nonlinear system _x ¼ f ðx; uÞ. Let us
denote _Vðx; uÞ ¼ VT

x f ðx; uÞ. V(x) is a control Lyapunov function (CLF) for the
system _x ¼ f ðx; uÞ if, for all x 6¼ 0, there exists such u that _V x; uð Þ\0. If V xð Þ ¼
xTPx for some positive definite P, it is called a quadratic Lyapunov function (QLF).

Definition 2 [5] A Barrier Lyapunov Function (BLF) is a scalar function V(x),
defined with respect to the system _x ¼ f ðxÞ on an open region D containing the
origin; that is continuous, positive definite, has continuous first-order partial
derivatives at every point of D, has the property VðxÞ ! 1 as x approaches the
boundary of D, and satisfies condition: 9M; 8t[ 0V xðtÞð Þ\M along any system
trajectory starting inside D.

Usually it is assumed that D is a hyper-rectangle defined by D ¼ x: xij j �Dxif g.
Lemma 1 [5] Consider a smooth dynamical system _z ¼ f ðt; x;wÞ, with the state
variables z ¼ x;w½ �T . Let Vi(xi) be a BLF satisfying Vi xið Þ ! 1 if xi ! �Dxi,

let Q(w) be a QLF. Let V ¼PdimðxÞ
i¼1 Vi xið ÞþQðwÞ. If the inequality _V ¼ @VT

@z f � 0
holds anywhere in the set S ¼ x;wð Þ : xij j\Dxif g, then any trajectory that fulfils
the initial constraints 8i xið0Þj j\Dxi remains in S for any t.
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In Lemma 1 the state is split into the constrained variables x and the unconstrained
variables w. For each xi a BLF is constructed, while a QLF may be used for w.

It is well known that the selected Lyapunov function heavily influences the
features of the resulting closed loop system. The commonly accepted form of a
single variable BLF corresponding to the interval D ¼ �D;Dð Þ is a logarithmic
BLF [4–7]:

VðxÞ ¼ 1
2
log

1

1� x
D

� �2
 !

: ð11Þ

The motion control with application of such BLFs was investigated in [11]. As
the function (11) does not possess any parameters that may change the shape of the
plot and therefore the resulting system properties, it is interesting and informative to
investigate other possibilities of barrier function selection. In this chapter we
consider BLFs based on trigonometric functions:

VðxÞ ¼ D
p
tan2

px
2D

ð12Þ

and
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VðxÞ ¼ D2

p
tan

p
2

x
D

� �2� �
: ð13Þ

The main difference between these Lyapunov functions is their behaviour near
the constraint boundary. As it is shown in Fig. 1, if the scaling factors are ignored,
the function (12) grows up most rapidly, (11) slowly, (13) is the moderate one.
Therefore in the subsequent derivation we concentrate on BLF (13).

4 QLF Control Design

Let us forget for a moment about constraints (9) and design the controller using
QLFs. The adaptive back-stepping scheme [12] will be used to design the con-
troller. The velocity will be the ‘virtual control’ for position tracking. Let us con-
sider the error equation:

_ex ¼ _xd � v ð14Þ

and the desired ‘virtual control’ trajectory vd with the tracking error defined as:

ev ¼ vd � v: ð15Þ

The desired ‘virtual control’ vd will be designed to guarantee the required
convergence of the error ex. Considering the following QLF:

V1 ¼ 1
2
e2x ð16Þ

allows one to conclude that the desired ‘virtual control’ vd:

vd ¼ _xd þ kxex; ð17Þ

where kx [ 0 is a design parameter, will generate the tracking error dynamics:

_ex ¼ _xd � _xd � kxex þ ev ¼ �kxex þ ev ð18Þ

and:

_V1 ¼ �kxe
2
x þ exev ð19Þ

and so will assure stability if v ¼ vd:
During the second stage of the backstepping procedure the velocity error ev is

considered:
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l _ev ¼ l _vd � l _v ¼ l _vd � iþAT
on ¼ �iþAT

1n1; ð20Þ

where the new variables are defined as:

AT
1 ¼ l;AT

o

� 	
; nT1 ¼ ½ _vd; nT �: ð21Þ

The derivative of the reference speed is given by:

_vd ¼ €xd þ kx �kxex þ evð Þ; ð22Þ

so, fortunately, it is available for the control algorithm, and hence ξ1 in (21) is a
known function. Parameters A1 in (21) are not known, therefore they will be
replaced by adaptive parameters bAT

1 ¼ ½bl; bAT
o �.

The control variable i will be designed using the QLF:

V2 ¼ V1 þ 1
2
le2v þ

1
2
eAT
1C

�1eA1; ð23Þ

where:

eA1 ¼ A1 � bA1 ð24Þ

denotes the adaptation error and positive definite C is the matrix of the design
parameters of appropriate dimensions.

Plugging in (19) and (20) into:

_V2 ¼ _V1 þ evl _ev þ eAT
1C

�1 _~A1 ð25Þ

Allows calculation of the Lyapunov function derivative:

_V2 ¼ �kxe2x þ exev þ ev �iþAT
1n1

� �þ eAT
1C

�1 _~A1: ð26Þ

The control variable i will be designed to compensate the unnecessary compo-
nents in (26) and to introduce the stabilizing component, so:

i ¼ ex þ bAT
1n1 þ kvev; ð27Þ

where kv [ 0 is a design parameter. Such control allows the tracking error to be
described by:

l _ev ¼ �kvev � ex � eAT
1n1 ð28Þ

and to represent the Lyapunov function derivative as:
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_V2 ¼ �kxe
2
x � kve

2
v þ eAT

1 evn1 þC�1 _~A1

� �
: ð29Þ

As _~A1 ¼ � _̂A1, the differential rule describing the adaptation may be used to
guarantee that (29) is non-positive for any, unknown eA1. The simplest way is to
cancel the last component in (29) by imposing:

_̂A1 ¼ evCn1: ð30Þ

By using the LaSalle-Yoshizawa theorem [12], (29, 30) guarantees that all errors
ex; ev; eA1 are uniformly bounded and ev, ex are regulated to zero. Since the reference
xd is bounded, x is bounded as well. The boundedness of vd follows from the
boundedness of _xd and ex in (17). Combining this with (27), we find that the control
is also bounded. Although the boundedness of state variables is proven using QLF,
it is impossible to define the constraints a priori. The maximal value of each state
variable depends on the design parameters and initial conditions.

Remark 2 It is well known that similar results may be obtained with some other
adaptation rules. For example:

_̂A1 ¼ projq bA1; evCn1
� �

; ð31Þ

where projq �;ð Þ is a projection operator assuring that �k k� q [12]. Although (31)
allows the maximal values of adaptive parameters to be influenced, it will not
provide a priori constraints for the state variables.

Remark 3 The design parameter kx influences not just the values of ex, but also the
‘virtual control’ vd in (17), and so the error ev in (28). Therefore, the maximal value
of the current (27) depends on both design parameters kx and kv, although only kv is
explicitly visible in (27).

Remark 4 State variables may be constrained by the initial value of the Lyapunov
function. As _V2 � 0;V2ðtÞ�V2ð0Þ along any trajectory of the system (18, 28).

Therefore, 1
2 e

2
x �V2ð0Þ, so exj j � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2V2ð0Þ
p

. Unfortunately, V2ð0Þ ¼
1
2 e

2
x þ 1

2 le
2
v þ 1

2
eAT
1C

�1eA1

h i
t¼0

depends on the initial guess of the unknown

parameters and the obtained constraint is not informative.

Although QLF design allows the influence of the error system dynamics by a
proper selection of design parameters, it will not provide any tool to impose hard
constraints for position or velocity a priori.
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5 BLF Design with Position Constraints

To satisfy the position error constraint (9), the BLF will be applied during the first
stage of back-stepping:

V1 ¼ 1
2k

tan ke2x
� �

; k ¼ p

2D2
ex

: ð32Þ

The derivative of the BLF is given by:

_V1 ¼ ex _ex 1þ tan2 ke2x
� �� �

; ð33Þ

hence plugging (18) into (33) gives:

_V1 ¼ ex _xd � vd þ evð Þ 1þ tan2 ke2x
� �� �

: ð34Þ

At this moment of the design procedure we have two possibilities to select the
desired velocity vd: the nonlinear vd , which makes the Lyapunov function deriva-
tive a quadratic function of the tracking error:

vd ¼ _xd þ kxex
1þ tan2 ke2x

� �) _V1 ¼ �kxe
2
x þ exev 1þ tan2 ke2x

� �� �
; ð35Þ

or linear vd , as in (17), which gives nonlinear _V1:

vd ¼ _xd þ kxex ) _V1 ¼ �kxe
2
x 1þ tan2 ke2x

� �� �þ evex 1þ tan2 ke2x
� �� �

: ð36Þ

Both approaches give a theoretical possibility to derive stable control systems,
but it must be noticed that in case of nonlinear vd (35) the negative gain
QðexÞ ¼ kx

1þ tan2 ke2xð Þ, which is responsible for the stability of the tracking error

dynamics:

_ex ¼ _xd � vd þ ev ¼ �QðexÞex þ ev; ð37Þ

tends to zero if exj j ! Dex. Therefore, the linear form (36) of vd is selected.
As the constraints are imposed only on the first state variable (the position

tracking error), the control variable i will be designed using the Lyapunov function:

V2 ¼ V1 þ 1
2
le2v þ

1
2
eAT
1C

�1eA1; ð38Þ

where V1 defined in (32) is a BLF. Substitution of (20, 34) allows the calculation of
the Lyapunov function derivative as:
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_V2 ¼ �kxe
2
x 1þ tan2 ke2x

� �� �þ evex 1þ tan2 ke2x
� �� �

þ ev �iþAT
1n1

� �þ ~AT
1C

�1 _~A1:
ð39Þ

The control variable i will be designed to compensate the unnecessary compo-
nents in (39) and to introduce the stabilizing component, so:

i ¼ bAT
1n1 þ ex 1þ tan2 ke2x

� �� �þ kvev; ð40Þ

where kv [ 0 is a design parameter. This control gives the velocity tracking error:

l _ev ¼ �kvev þ eAT
1n1 � ex 1þ tan2 ke2x

� �� � ð41Þ

and the Lyapunov function derivative fulfils:

_V2 ¼ �kxe
2
x 1þ tan2 ke2x

� �� �� kve
2
v þ bAT

1 evn1 þC�1 _~A1

� �
: ð42Þ

Either of the adaptation rules (30) or (31) assures that:

_V2 � � kxe
2
x 1þ tan2 ke2x

� �� �� kve
2
v � 0: ð43Þ

The following corollary abstracts the main features of the obtained system.

Corollary 1 Consider the closed loop system (18), (41) with any of the adaptation
laws (30) or (31) and the reference position trajectory, under all assumptions for-
mulated above. Consider any trajectory with initial conditions fulfilling
exð0Þj j\Dex. Then the following properties hold along this trajectory:

1. The variables ex; ev; eAT
1 remain inside a compact set and the tracking error ex

fulfils the constraint exðtÞj j\Dex.
2. All closed loop signals are bounded.
3. The tracking errors ex; ev converge to zero asymptotically.

Sketch of the proof:

1. V2ð0Þ is bounded and as _V2 � 0; V2ðtÞ�V2ð0Þ along the considered trajectory.
Lemma 1 yields that exðtÞj j\Dex. Another constraint for the tracking error may

be obtained noticing that 1
2k tan ke2x

� ��V2ð0Þ and thus exj j �Dex

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2atanð2kV2ð0ÞÞ

p

q
.

Similarly, we may derive that evj j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
lV2ð0Þ

q
and ~A1

�� ��� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2V2 0ð Þ

kmin C�1ð Þ
r

, where

kmin �ð Þ denotes the smallest eigenvalue of the symmetric matrix �.
2. As ex; ev; eAT

1 are bounded, bA1 are bounded also. From (17), (22), the desired
‘virtual control’ and its derivative are bounded as well. Therefore, the functions
n1 are bounded and from (40) the control is bounded.
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3. The tracking error asymptotic convergence may be obtained by demonstrating
that €V2 is bounded and making use of Barbalat’s lemma [2].

Remark 5 The component tan2 ke2x
� �

in (40) suggests the control variable increases
if ex ! �Dex. Although the inequality exj j\Dex is always fulfilled and the control
is bounded, the maximal value of the control variable depends on all design
parameters (similarly as it was explained in Remark 3) and initial conditions and
requires careful investigation.

6 BLF Design with Position and Velocity Constraints

The hard constraint imposed on the position tracking may cause rapid variations of
the trajectory near the constraint boundary and unacceptable velocity values. The
maximal velocity may be restricted if (a) the tracking error of the desired velocity ev
will be limited by a hard constraint, and (b) the desired velocity vd will be moderate.
The constraints imposed on the velocity tracking error ev may be preserved if a BLF
will be used also during the second stage of the back-stepping design. Therefore,
instead of (38), the Lyapunov function:

V2 ¼ V1 þ l
2K

tan Ke2v
� �þ 1

2
eAT
1C

�1eA1; K ¼ p

2D2
ev

ð44Þ

will be used, where V1 defined in (32) is a BLF and Dev is a constraint imposed on
the tracking error ev. The Lyapunov function derivative may be represented as:

_V2 ¼ _V1 þ lev 1þ tan2 Ke2v
� �� �

_ev þ eAT
1C

�1 _~A1 ð45Þ

and plugging in (36) and (20) results in:

_V2 ¼ �kxe
2
x 1þ tan2 ke2x

� �� �þ evex 1þ tan2 ke2x
� �� �

þ ev 1þ tan2 Ke2v
� �� � �iþAT

1n1
� �þ eAT

1C
�1 _~A1:

ð46Þ

Once again, the control variable i will be designed to compensate the unnec-
essary components in (46) and to introduce the stabilizing component, so:

i ¼ ÂT
1n1 þ ex

1þ tan2 ke2x
� �

1þ tan2 Ke2v
� � þ kvev; ð47Þ

where kv [ 0 is a design parameter. This control gives the velocity tracking error:
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l _ev ¼ �kvev þ eAT
1n1 � ex

1þ tan2 ke2x
� �

1þ tan2 Ke2v
� � ð48Þ

and the Lyapunov function derivative fulfils:

_V2 ¼ �kxe
2
x 1þ tan2 ke2x

� �� �� kve
2
v 1þ tan2 Ke2v

� �� �
þ eAT

1 ev 1þ tan2 Ke2v
� �� �

n1 þC�1 _~A1

� �
:

ð49Þ

As _~A1 ¼ � _̂A1, the differential rule describing the adaptation may be used to
guarantee that (49) is non-positive for any, unknown eA1. The simplest way is to
cancel the last component in (49) by selecting:

_̂A1 ¼ ev 1þ tan2 Ke2v
� �� �

C n1; ð50Þ

which results in:

_V2 ¼ �kxe2x 1þ tan2 ke2x
� �� �� kve2v 1þ tan2 Ke2v

� �� �
: ð51Þ

Therefore:

_V2 � 0 in S ¼ ex; ev; eA1

� �
: exj j\Dex; evj j\Dev

n o
: ð52Þ

The following corollary summarizes the main features of the obtained system.

Corollary 2 Consider the closed loop system (18), (48) with adaptation laws (50).
Assume there is a trajectory with initial conditions fulfilling exð0Þj j\Dex,
evð0Þj j\Dev. Then the following properties hold along this trajectory:

1. The variables ex; ev; eAT
1 remain inside a compact set and state variables fulfil the

constraints exðtÞj j\Dex, evðtÞj j\Dev.
2. All closed loop signals are bounded.
3. The tracking errors ex; ev converge to zero asymptotically.

Sketch of the proof:

1. V2ð0Þ is bounded and as _V2 � 0, hence V2ðtÞ\V2ð0Þ along the considered tra-
jectory. Lemma 1 yields that exðtÞj j\Dex and evðtÞj j\Dev. Another constraint
for the tracking error may be obtained noticing that 1

2k tan ke2x
� ��V2ð0Þ and thus

exj j �Dex

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2atanð2kV2ð0ÞÞ

p

q
. Similarly, l

2K tan Ke2v
� ��V2ð0Þ and so

evj j �Dev

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2atanð2KV2ð0Þ=lÞ

p

q
. Using analogical reasoning, it can be derived that
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eA1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2V2ð0Þ

kmin C�1ð Þ
r

, where kmin �ð Þ denotes the smallest eigenvalue of the sym-

metric matrix �.
2. As ex; ev; eAT

1 are bounded, bA1 are also bounded. The desired ‘virtual control’
and its derivative are bounded as well. Therefore the functions n1 are bounded
and from (47) the control is bounded.

3. The tracking error asymptotic convergence may be obtained by demonstrating
that €V2 is bounded and making use of the Barbalat’s lemma [2].

Remark 6 The property (52), and therefore Corollary 2 will hold with other
adaptation rules, corresponding to (31), for example:

_̂A1 ¼ projq bA1; ev 1þ tan2 Ke2v
� �� �

Cn1
� �

; ð53Þ

where projq �; �ð Þ is a projection operator assuring that �k k� q.

7 Feasibility Conditions

The set of design parameters that must be selected by the designer consists of
Dex;Dev, kx; kv, C and initial conditions for adaptive parameters bA1. The constraints
Dex;Dev are imposed by the designer to limit the tracking errors, the gains kx; kv are
responsible for tracking error convergence and C is in charge of the adaptation
speed. The Corollary 2 is derived under the feasibility condition that ‘there exists a
trajectory with initial conditions fulfilling exð0Þj j\Dex, evð0Þj j\Dev’. This condi-
tion implies that kx and Dev cannot be selected independently. As:

evð0Þ ¼ _xdð0Þþ kxexð0Þ � vð0Þ; ð54Þ

Dev must be chosen according to the inequality:

_xdð0Þþ kxexð0Þ � vð0Þj j � _xdð0Þ � vð0Þj j þ kxDex\Dev: ð55Þ

Similarly, as imposing Dex allows xðtÞj j to be constrained by the inequality (10),
the choice of Dev provides constraints for the maximal velocity:

vðtÞj j � _xdðtÞþ kxexðtÞj j þ evðtÞj j � max
t[ 0

_xdðtÞj j þ kxDex þDev :¼ Dv: ð56Þ

The designer may be interested in constraining the gap between the desired
position derivative and the actual velocity:
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EðtÞ ¼ _xdðtÞ � vðtÞ: ð57Þ

As:

Ej j ¼ _xd � vj j ¼ vd � v� kxexj j ¼ ev � kxexj j; ð58Þ

it may be bounded by a proper choice of Dex and Dev:

Ej j �Dev þ kxDex: ð59Þ

Therefore it is evident that a larger kx, which allows the faster convergence of the
tracking error, requires greater maximal velocity and a bigger gap between the
desired position derivative and the actual velocity. Also the maximal value of the
control variable (47) depends on the selected design parameters and must be
checked carefully before implementation in a real drive.

8 Numerical Experiments

The linear actuator with the parameters m = 8 kg, and φ = 39 N/A is supposed to
track the desired position provided by the filtered sinusoid:

xdðtÞ ¼ L�1 1
T2s2 þ 2Tsþ 1

L 0:3 sin 3tð Þf g
� 

½m�; ð60Þ

where T = 0.1 s and L denotes the Laplace transform. The desired trajectory is
presented in Fig. 2.

It is assumed that the actuator works against the load described by:

Fo x; vð Þ ¼ Av2sign vð ÞþB vj j sin 2pxð Þ N½ �: ð61Þ

with unknown coefficients A and B, hence, according to (21):

AT
1 ¼ 1

u
m;A;B½ �

nT1 ¼ _vd; v
2signðvÞ; vj j sin 2pxð Þ� 	

:

ð62Þ

If it is assumed that none of the motor or load parameters are known, the initial
values of adaptive parameters are selected as:

bAT
1 ¼ 1

u
0:5m; 0; 0½ �; ð63Þ

while the real values are bAT
1 ¼ 1

u m;A;B½ � ¼ 1
39 8; 10; 6½ �.
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8.1 Known-Parameter Case

If all parameters A1 are known exactly, the problem is simplified by taking bA1 ¼ A1

and C�1 ¼ 0. The adaptive loop is inactive. The two-dimensional state-space
allows simple comparisons of the system behaviour under all discussed control
strategies. The final Lyapunov functions for the non-adaptive case are:

V2 ¼ 1
2
e2x þ

1
2
le2v ð64Þ

for the QLF approach;

V2 ¼ 1
2k

tan ke2x
� �þ 1

2
le2v ; k ¼ p

2D2
ex

ð65Þ

for the position constrained BLF approach; and

Fig. 2 Desired position trajectory xd and its derivative _xd
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V2 ¼ 1
2k

tan ke2x
� �þ l

2K
tan Ke2v
� �

; k ¼ p

2D2
ex

; K ¼ p

2D2
ev

ð66Þ

for the position and velocity constrained BLF approach.
The control signal is given by:

i ¼ AT
1n1 þ ex þ kvev ð67Þ

i ¼ AT
1n1 þ ex 1þ tan2 ke2x

� �� �þ kvev ð68Þ

i ¼ AT
1n1 þ ex

1þ tan2 ke2x
� �

1þ tan2 Ke2v
� � þ kvev ð69Þ

for the discussed strategies respectively, where ev ¼ _xd þ kxex � v. The main dif-
ference between the approaches (67–69) lies in the coefficient of ex. The ‘gain’ of ex

equals KQLF ¼ 1; Kx ¼ 1þ tan2 ke2x
� �

and Kxv ¼ 1þ tan2 ke2xð Þ
1þ tan2 Ke2vð Þ respectively. The

gains are plotted in Fig. 3.
If the position tracking error is the only constrained variable, the control effort

increases illimitably if the error approaches the constraint boundary. If both errors
are restricted, the current increase is moderated if the velocity error is large.

In Fig. 4 the state trajectories of the tracking error system under all discussed
control strategies are compared for the same control gains kx; kv. The trajectories are
plotted on the background of constant-level curves of the Lyapunov function. The
plots illustrate how the barrier Lyapunov function acts to preserve the constraints.

Figure 5 demonstrates the time history under QLF and BLF control starting with
the same initial conditions exð0Þ ¼ �0:018; evð0Þ ¼ �0:04, lying inside the con-
straints exj j\0:02; evj j\0:05. It is visible that even in the non-adaptive case the
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Fig. 3 The ‘gain’ of ex for BLF strategies
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QLF-based control does not guarantee that the position tracking error will remain
inside the predefined bounds. Therefore the BLF approaches will be investigated
for the adaptive case.

8.2 BLF-Based Adaptive Control with Position Constraints

The command (67) is presented under initial conditions x(0) = −0.019 [m] and
vð0Þ ¼ �0:09 [m/s], so exð0Þ ¼ 0:019; Eð0Þ ¼ 0:09; ev 0ð Þ ¼ 0:019kx þ 0:09
according to (54). The control (40) and the adaptive law (30) with Γ = diag(1, 10,
1000) were applied with design coefficients kx = 0.1, kv = 1. The influence of the
imposed constraint on the system performance was tested in three cases: Dex ¼
0:04;Dex ¼ 0:03 and Dex ¼ 0:02, close to the initial condition exð0Þ ¼ 0:019
(Fig. 6). The asymptotic stability of all errors is observed. The imposed constraint is
preserved in all cases with a sufficient, save distant between the extremal value and
the barrier.

If the constraint gets tighter more rapid movements near the boundary are
observed and thus the maximal ‘virtual control’ tracking error and the ‘velocity gap’
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Fig. 4 State trajectories of the tracking error: a the QLF design, b position constrained BLF
design and c position and velocity constrained BLF approach
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increase. The maximal current increases significantly, which is not surprising.
Because large oscillations of ev are observed, this system requires a careful tuning
of adaptation gains in (30). Therefore, considering all the above, the application of a
velocity constraint that will contribute to current restriction and will damp the
oscillations is highly recommended.

8.3 BLF-Based Adaptive Control with Position and Velocity
Constraints

The control (47) and the adaptive law (50) were applied with design coefficients
kx = 0.1, kv = 1. For the initial conditions we can select any Dex [ exð0Þ ¼ 0:019
and Dev [ evð0Þ ¼ 0:019kx � �0:09ð Þ ¼ 0:0919: We select Δex = 0.02 [m] and
Δev = 0.2; 0.15; 0.1 [m/s]. As demonstrated in Fig. 7, in all the cases the imposed
bounds are preserved during the transient. Tightening the bound Dev allows to
decrease the ‘velocity gap’ and the maximal current as well.
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8.4 System Performance with Bounded Adaptive Parameters

All systems tested above demonstrate robustness against imperfect reconstruction
of the load. Selection of the adaptive gains Γ in (30) was not difficult and the
maximal values of adaptive parameters were reasonable. In spite of this, the system
performance with a priori constraints imposed on adaptive parameters was tested.
The control strategies (27), (40), (47) were applied with constraints Dex ¼ 0:02 [m]
and Dev = 0.1 [m/s] with appropriate adaptive laws (30), (50). The adaptive loop
coefficients were Γ = diag(1, 10, 1000) as previously, also the design coefficients kv
and kx remained unchanged. Estimated parameters were bounded to be larger than 0
and smaller than 300 % of their exact value. The results are plotted in Figs. 8, 9 and
10. The adaptive parameters’ bounds are respected and the tracking errors are
asymptotically stable for any applied controller. As in the non-adaptive case, the
QLF design does not assure the position tracking error respects the constraint.
The BLF designed system with position constraints demonstrates rapid changes of
velocity near the constraint boundary accompanied by high values of the current.
To sum up, the worse transient of the position error is observed for the
QLF-designed system and the best transient is obtained for the BLF-designed
system with position and velocity constraints.
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9 Real Plant Experiment

The application of the proposed controller design to a real plant allows the checking
of the robustness against several phenomena that were not consider during the
theoretical derivation. The effects of discrete in time controller implementation,
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error of quantization during any digital measurement of an analogous signal,
measurement noise and outliers are present in any real drive. The fast part of the
drive dynamics—the current generation—was neglected during the derivation, but,
most importantly, the load model (3) is idealized. Therefore the BLF design was
tested with a real drive.

The electric linear drive (Fig. 11) system includes: TB2510 linear motor, total
weight: m = 8 kg, long-term force 104 N, current-force coefficient φ = 39 N/A,
1 μm resolution encoder, XTL-230-18 Xenus PWM inverter with built-in current
controller, modular set based on DS1006 dSpace processor card for control and data
acquisition.
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Fig. 9 Control i and estimate of parameter m (the first component of bA1 multiplied by 39)
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by 39)
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The load is mostly the friction and pulling forces from the cables. It is very
difficult to propose a realistic model for such resistance force, hence it will be
described by the simplest possible friction model:

FoðvÞ ¼ ATnðvÞ ¼ S � signðvÞþ b � v ð70Þ

with unknown parameters S; b for static and Coulomb friction respectively. A very
rough guess for these parameters is 5 N and 25Ns/m respectively. The desired
position trajectory is:

xdðtÞ ¼ L�1 1
0:12s2 þ 0:2sþ 1

L 0:3 sin 2tð Þf g
� 

½m�: ð71Þ

The control strategies (27), (40), (47) with appropriate adaptive laws (30), (49)
were applied with the design coefficients kx = 1; kv = 1, constraints Dex = 0.01 [m]
and Dev = 0.05 [m/s]. The initial conditions for the presented plots were exð0Þ ¼
0:008 and evð0Þ ¼ 0:008kx ¼ 0:008. The adaptive loop gains were C = diag(1, 10,
1000). Estimated parameters bA were constrained to be positive and smaller than
300 % of their initial value. The results of experiments are plotted in Figs. 12, 13,
14, 15, 16 and 17.

As is visible in Figs. 12, 13 and 14, the constraints are violated under the QLF
design and respected if the BLF approach is used. If the position tracking constraint
is applied alone, the system requires high control effort (high motor current), while

Fig. 11 Linear drive
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changing the direction of movement near the constraint boundary (see Fig. 15).
Position and velocity constraints applied together assure the best performance. The
resistance force is changing (because of movement of cables mostly), so no steady
state of the entire system is achieved. The adaptive parameters are continuously
trying to fit to the inexact model (70) (Figs. 16, 17) and this is visible in the
oscillations in the tracking errors (Fig. 13). As a matter of fact, the uniform ultimate
boundedness is achieved (see Remark 1) rather than the asymptotic stability.
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10 Conclusions

A systematic motion controller design procedure based on barrier Lyapunov
functions was described. The method ensures the tracking errors remain inside the
predefined constraints in spite of unknown system parameters and along any tra-
jectory starting inside the constraints. Even if preliminary requirements impose the
bounds for the position tracking error only, it is advantageous to constrain the
velocity tracking error as well. This provides a smoother trajectory and allows the
avoidance of rapid movements near the position-constraint boundary, requiring
high values of the control. Proper choice of control system parameters is easier in
the case of coexisting position and velocity constraints.

The experiment with real linear drives demonstrates that the application of the
proposed approach in real servos is possible and all expected features of the control
system are preserved.

The proposed approach may be easily generalized to include inexact models like
in (4) and cover motion control with many degrees of freedom, particularly control
of robotic manipulators.
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Predictive Position Control of a Two-Mass
System with an Induction Motor in a Wide
Range of Speed Changes

Piotr Serkies and Krzysztof Szabat

Abstract In the chapter issues related to the application of the Model Predictive
Control (MPC) to position control of a drive system with an induction motor
(IM) coupled to a load machine through a long shaft are presented. After a short
introduction the mathematical model of IM is demonstrated. Then, the standard
MPC algorithm is described in detail. Next, the proposed MPC-based position
control structure is introduced. Contrary to the classical cascade structure with
independent position and speed control loops, one MPC controller which regulates
those two variables is designed. An additional fuzzy block allowing adaptation of
MPC parameters is used. The tested MPC controller cooperates with DTC-SVM
(direct torque control—space vector modulation) strategy of electromagnetic torque
regulation including operation in the field weakening regions. The theoretical
considerations are supported by a variety of simulation and experimental tests.

Keywords Two-mass system � Torsional vibration � Model predictive control �
Induction motor

Nomenclature

Symbols
us Vector of stator voltage,
is, ir Vectors of stator and rotor currents,
Ψs, Ψr Vectors of stator and rotor flux,
ψs Amplitude of stator flux,
ωr Slip pulsation,
ω1, ω2 Speed of the motor and load,
me, ms, mL Electromagnetic, shaft and load torque,
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fr Resonant frequency of the system,
far Antiresonant frequency of the system,
wnom
s Nominal value of the stator flux,

ωs Synchronous speed,
usmax Supplied voltage,
mmax

e The limitation value of the electromagnetic torque,
mmax

s The limitation value of the shaft torque,
ωmax The limitation value of the speed.

Parameters
TN Reference time constant,
rs, rr Stator and rotor resistance,
xs, xr, xM Reactance of stator, rotor and magnetising,
pb Pair of poles,
T1, T2 Time constant of the motor and load,
Tc Stiffness time constant,
Tx Positioning time constant,
J1, J2 Inertia of the motor and load,
Ωb Base speed of the system,
Mb Nominal electromagnetic torque,
Kc Stiffness time constant,
N The prediction horizon,
Nc Denotes the control action horizon,
Q, R Weighting coefficients matrix, Q = diag(q1,q2,…,qn),
q1…qn Values of the main diagonal of the matrix.

1 Introduction

One of the main aims of modern drive systems is positioning of industrial actuators.
In order to cope with common requirements, such as precision of control, safety,
response time etc., characteristics of the whole system should be taken into con-
sideration during control structure design. The most popular control scheme for an
electrical drive is a cascade control structure with linear PI controllers [1]. The
torque, speed and position controllers can be clearly distinguished in this scheme. In
such a case controllers can be tuned separately, which simplifies the design pro-
cedure. Also the limitation of the state variables is quite simple. Drawbacks of the
cascade structure are as follows. Firstly, it can be used for a system where dynamics
of the inner loop is fast and position loop is slow—which is not always fulfilled in
electrical drives. Secondly, it is relatively slow to changes of reference input or
rejecting disturbances—this hindrance can be partially eliminated by application of
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additional techniques such as a reference generator. Thirdly, the robustness of
cascade scheme is limited [1].

The structure of the torque control loop strictly depends on the type of the
driving motor. For IM the following methodologies can be used: field-oriented
control, direct torque control, predictive control, sliding-mode control and others
[1–5]. The flux control ensures the possibility of faster speed response in some
specific cases (operation in the so-called field weakening region without full load).
If fast and accurate electromagnetic torque control is assured the dynamics of this
loop can be represented by a first-order lag with a small time constant.

The speed control loop includes the following parts: optimized torque control
loop, mechanical part of the drive, speed sensor and speed controller. For the
special drive system with an extended mechanical part including not only a driving
motor but also the characteristic of the shaft and inertia of the load machine
(two-mass system) the classical structure should be modified. Neglecting the shaft
characteristic can lead to torsional vibrations, which substantially deteriorate the
speed/positioning precision. In extreme cases, they can cause a damage of the drive
and immobilize the machine [6–11]. Different techniques can be used to eliminate
torsional vibrations. The most popular approach relies on inserting additional state
variables to the PI speed controller [6]. Usually, the coefficients of this loop (speed)
can be adjusted based on the poles-placement methodology. Among the popular
approaches there is also RRC (resonance ratio control). Instead of the linear con-
troller a more advanced concept can be applied: sliding-mode, fuzzy, forced
dynamic, adaptive-control or other. It should be stressed that all of the above-
mentioned control methodologies require feedbacks from additional variables of the
two-mass system. The difficulty of limitation of internal state variables is a general
drawback of those schemes.

The outer control loop encompasses the position controller, optimized speed
control loop and position sensor. The following papers provide examples of posi-
tion control schemes for the two-mass system: [12–14]. In [14] two control
structures are proposed. One is based on the Forced Dynamic Control methodology
and the second on Sliding-Mode Control. The authors report good dynamics of both
structures, although the SMC ensures a slightly better properties of the drive. As a
disadvantage of those structures lack of direct limitation of the system state vari-
ables can be mentioned. Papers which describe regulators based on the nominal
reference trajectories have appeared in recent years [15]. They require the appli-
cation of digital filters in order to eliminate the torsional vibrations of the shaft.
However, the results of such approach can be effective only for systems with high
frequency oscillations. Otherwise the decrease of the system dynamics can be
expected. These position control structures are of cascade form, so their disad-
vantages are clearly visible. Thus, other solutions are sought after.

The applications of MPC in electrical drives and power electronics can be
divided into two main frameworks: finite set MPC and continuousMPC [16–22]. In
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the first approach only one or two samples ahead are used in the predictive windows
[18, 19, 22]. There are many examples of applying this method to electromagnetic
torque control. Its applications to speed/position control of drive systems are rare.
In the second approach so-called continuous MPC can be distinguished. This
methodology is usually applied to control of speed/position of electrical drives. The
length of the predictive horizon can be even 30 samples, hence sometimes this
approach is also called long-horizon MPC [16, 17]. One of the main advantages of
MPC is the fact that the limitation of the internal state variable can be directly
incorporated in the control algorithm. Also the dynamics of the system depends on
the operation point and it is changeable. In the literature there are examples of
applications of MPC to two-mass systems. In [16] the speed control using MPC is
demonstrated in simulation and experimental studies. Besides, the possibilities of
limitation of the internal state variables are shown. In [23] the CNC tools are
controlled. The application of the MPC to position control of a drive system with an
elastic joint is reported in [17]. Different aspects are investigated, for instance: the
length of the prediction horizon, robustness etc. For experimental realization an
off-line version of the MPC, which requires less computational effort, is selected.

In the presented chapter a control structure based on the long horizon MPC
dedicated for position control of a two mass system with an induction motor is
considered. Contrary to the classical cascade scheme, one MPC controller substi-
tutes for two control loops: speed and position. The on-line MPC algorithm allows
to change the controller parameters during work. The presented position MPC
controller is connected with the field weakening algorithm of the IM motor.
Operation in the field weakening region allows to shorten the response time of the
drive system in some cases. Furthermore, an additional fuzzy system is changing
the MPC parameter on-line which improves the property of control structure.

The application of the MPC approach to control the position of IM, considering
the possibility of the flux weakening operation is the main contribution of the
presented chapter. Furthermore, application aspects of the on-line MPC algorithm
are investigated. A critical review showing the properties of such implementations
is included in the paper.

The chapter is divided into 5 sections. After an introduction the mathematical
model of the drive system and description of the control structure are provided.
Then, in the third section the MPC design methodology is presented in detail. In the
fourth section a brief description of the laboratory stand and the experimental and
simulation results are presented. Finally, the conclusions are formulated.

2 Mathematical Model of the Drive

First, the mathematical model of the induction motor using the space vector in per
unit system (in α-β coordinates) is introduced. The IM is described by the following
equations based on the commonly-used simplifications [1, 24]:
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~us ¼ rs~is þ TN
d
dt

W
!

s

W
!

s ¼ xs~is þ xM~ir

0 ¼ rr~ir þ TN
d
dt

W
!

r � jxrW
!

r

W
!

r ¼ xr~ir þ xM~is
d
dt
x ¼ 3

2
pbxM
T1xr

Im W
!

r �~is
n o� �

:

ð1Þ

The two-mass inertia-shaft-free model is described by the following equations in
per unit values [6]:

d
dtx1 ¼ 1

T1
me � msð Þ

d
dtx2 ¼ 1

T2
ms � mLð Þ

d
dt ms ¼ 1

Tc
x1 � x2ð Þ

d
dt a ¼ 1

Tx
x2

8>>><>>>: : ð2Þ

The above-mentioned time constants T1, T2, Tc and Tx can be determined on the
basis of the nominal values of the drive system [6]:

T1 ¼ XbJ1
Mb

; T2 ¼ XbJ2
Mb

; Tc ¼ Mb

XbKc
: ð3Þ

The resonant and anti-resonant frequency of the system (2) can be calculated
using the following equations:

fr ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T1 þ T2
T1T2Tc

r
; ð4Þ

far ¼ 1
2p

ffiffiffiffiffiffiffiffiffi
1

T2Tc

r
: ð5Þ

The schematic diagram of a two-mass system is shown in Fig. 1.
The value of the resonant frequency depends on the type of the drive and can

vary from a few hertz in a paper machine section, through dozens of hertz in a
rolling-mill drive, and can exceed a few hundred hertz in a modern servo-drive.

2ω Lmem 1ω smsmFig. 1 The ideal diagram of
the two-mass system
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The value of the antiresonant frequency can be even ten times lower than the
resonant one in a dryer, but usually the difference is much smaller (smaller than
two) [6, 25]. The main parameters of the analyzed system are presented in Table 1.

3 Control Structure

3.1 General Structure

The block diagram of the considered control structure is presented in Fig. 2. It
consists of a predictive position controller, Kalman filter which estimates
mechanical variables, optimized torque control loop, fuzzy system, field-weakening
algorithm and electrical drive system. The predictive controller generates a refer-
ence value for the electromagnetic torque controlled in the direct torque control
structure with a space vector modulator. The values of the constraints of the
electromagnetic and shaft torques depend on the current value of the flux.
Additionally, on the basis of the selected state variables the fuzzy system returns the
limitation of the load speed.

The proposed control structure requires information about mechanical state
variables of the system (motor speed, shaft torque) as well as disturbance (load
torque). In a typical drive system only the motor speed is measured, whereas the
rest of the states have to be estimated. There are different methods which can be
used to reconstruct the variables of the system, such as Luenberger observer,
Kalman filter, neural networks or fuzzy systems [26–28]. In this chapter the Kalman
filter is applied according to [17] (the estimated variables are indicated by the dash
sign ^ in Fig. 2).

3.2 Torque Control Structure with Field Weakening
Algorithm

Direct Torque Control with Space Vector Modulation DTC-SVM (Fig. 3), used for
the induction motor drive control, can be classified as a constant flux control
method [1]. In this case stator flux amplitude estimated on the basis on (6) is
stabilized.

Table 1 Mechanical
parameters

T1 [s] T2 [s] Tc [s] fr [Hz] far [Hz]

0.085 0.095 0.0022 16.02 11.01
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bws ¼
xM

xr bwr þ xsris
: ð6Þ

where: the dash sign ^—estimated value, σ = 1–xM
2 /(xsxr).

Rotor flux can be reconstructed using one of the different estimators [1, 29, 30].
Motor torque is usually estimated using (7) defined in the stationary reference
frame:

On-line Predictive 
Position Controller

cΤ
2Τ 1Τ

Torque control 
loop

Field-weakening
and limitation 

Fuzzy 
System Kalman 

Filter

αref

ωmax

mmax
e

mmax
s

mref
e

Fig. 2 The block diagram of the analyzed control structure with MPC position controller

SVM

Stator Flux and 
Electromagnetic 
Torque Estimator

isβ

isα

Fig. 3 Direct torque control
with space vector modulator
structure
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m̂e ¼ ŵsbisa � ŵsaisb: ð7Þ

The principle of the operation of the described control method is based on the
analysis of the induction motor equations written in the coordinate system rotating
with the stator flux vector velocity (ωk = ωΨs, Ψsx = Ψs, Ψsy = 0), i.e.

usx ¼ rsisx þ TN
dws

dt
: ð8Þ

usy ¼ rsisy þxwsws: ð9Þ

The torque Eq. (7) in this coordinate system can be written as follows:

me ¼ wsxisy � wsyisx �!wsx¼ws;wsy¼0;xwswsdecup:
me ¼ 1

rs
wsusy: ð10Þ

A possibility of the stator flux amplitude control using usx component results
from Eq. (8). A factor ωΨsΨsx appears in (9) allows decoupling of the electro-
magnetic torque loop (10) using usy component.

The field-weakening algorithm changes the flux reference value according to:

wref
s ¼

wnom
s if x1 �xs

wnom
s

x1
if x1 [xs

8<: : ð11Þ

In the field-weakening region the maximal available torque of induction motor is
decreasing. For that reason, there is a need to apply adaptation of the limitation of
the electromagnetic torque. In present work a simple limitation algorithm which
includes reduction of system currents and voltages [31, 32] is applied.

mmax
e � 3

2
pb

usmaxws � pbx1w
2
s

rs
: ð12Þ

The limitation value of the shaft torque results from the geometry and material of
the mechanical connection. Usually, it is much bigger than the maximal value of the
electromagnetic torque. However, the ratio of the limitation of the shaft to elec-
tromagnetic torques influences the system property significantly. Better dynamics
can be achieved when the value of this ratio is smaller than one. The optimal value
of limitations of the shaft torque can be set using the following formula:

mmax
s � T2

T1 þ T2
mmax

e ð13Þ
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3.3 Fuzzy Adaptation System

In the control structure a simple mechanism for the system speed limitation can be
implemented in order to improve the quality of the positioning system:

xmax ¼ 1 if aref � a
�� ��� 0:3

1:5 if aref � a
�� ��[ 0:3

(
ð14Þ

This adaptation mechanism operates in the field-weakening region where the
available value of the electromagnetic torque is limited. To ensure the proper
operation of the drive, formula (14) should be active when the estimated value of
the load torque is smaller than available electromagnetic torque of the system.

As an alternative solution to (14), a fuzzy Mamdani-type system is proposed.
The block diagram of fuzzy system is shown in Fig. 4a.

The used fuzzy system has two inputs and is based on fifteen rules. In order to
decrease the computational complexity the singleton defuzzification strategy is
utilised. The position error has the most significant influence on the properties of
the system. Therefore, this input is divided into five trapezoidal-type fuzzy mem-
bership functions (Fig. 4b). The second input is an estimated load torque. The
universe of discourse of this variable is divided into three fuzzy sets. The location
of the output singletons is shown in Fig. 4d. The main goal of the system is to
constrain the speed in the meaner (manner?) to minimise the settling time as well as
overshoot of the position transients. In Fig. 5 the resulting surface of the fuzzy
system is presented.

The application of the fuzzy logic allows to change the limitation value in a
sophisticated non-linear way which improves the performance of the drive.

input mL

input (α ref -α)

S M B

output ωmax 

Σ

S M B

Fuzzy system(a) (b)

(c)
(d)

Fig. 4 Proposed fuzzy system: a block diagram, b, c input membership functions, d output
membership function
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3.4 Predictive Control

In the linear model predictive control, an explicit model of the plant is used to
predict the effect of future actions of the manipulated variables on the process
output. In the recent literature, the following linear discrete-time state-space model
is typically employed:

xðkþ 1Þ ¼ AxðkÞþBuðkÞ
yðkÞ ¼ CxðkÞ ð15Þ

where x(t) 2 ℜn, u(t) 2 ℜm, y(t) 2 ℜp denote the system state, input and output
vectors, respectively. A 2 ℜn×n, B 2 ℜn×m C 2 ℜp×n are matrices describing the
dynamics of the plant, k—is a discrete time constant.

At each time step k, the MPC algorithm solves the following optimization
problem [33]:

min
uT0 ; . . .; u

T
Nc�1

XN
i¼0

yrefkþ i kj QyTkþ i kj þ
XNc�1

i¼0

uTkþ i kj Rukþ i kj

( )
ð16Þ

umin � ukþ i kj � umax i ¼ 0; 1; . . .; Nc�1

xmin � xkþ i kj � xmax i ¼ 0; 1; . . .; N

ymin � ykþ i kj � ymax i ¼ 0; 1; . . .; N

xkþ iþ 1 kj ¼ Axkþ i kj þBukþ i; i� 0;

ykþ i kj ¼ Cxkþ i kj i� 0;

xk kj ¼ xðkÞ;

ð17Þ

Fig. 5 Resulting relationship between load torque, difference of position and limitation of speed
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where Q ≥ 0 and R > 0 are the weighting matrices, N, Nc denote the prediction and
control horizon, respectively, and umin, umax, ymin, and ymax are the input and output
constraints of the system. The following inequality holds in the system Nc ≤ N.

Equations (16) and (17) can be written in the matrix form using quadratic
programming notation (QP) [33]:

J U; yðkÞð Þ ¼ YT eQYþUT eRU ð18Þ

where X and U are the predictive vectors of the state variables and controls:

YðkÞ ¼
y kjkð Þ

..

.

y kþNjkð Þ

264
375; UðkÞ ¼

Du kjkð Þ
..
.

Du kþNu � 1jkð Þ

264
375 ð19Þ

The matrices eQ and eR have the following form:

eQ ¼
Q 0 0

0 . .
.

0
0 0 Q

264
375; eR ¼

R 0 0

0 . .
.

0
0 0 R

24 35 ð20Þ

Finally, the problem of optimal control using quadratic programming is formulated
(QP):

VðxðkÞÞ ¼ x kð ÞTTxðkÞþ min
U

1
2U

THUþ 2xTðkÞFU� �
subject to

GU�WþExðkÞ
ð21Þ

where: U = [u′(k),…,u′(k + Nu + 1)]′ 2 Rs, s = mNu is the control vector (for the
optimization process). Matrices of and H, F, T, eA and eB are defined as follows:

H ¼ eBT eQeBþ eR ð22Þ

F ¼ eAT eQeB ð23Þ

T ¼ eAT eQ eA ð24Þ

eA ¼ CA CA2 � � � CANc � � � CAN
� 	T ð25Þ
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eB ¼

0 � � � 0
CB � � � 0
..
. . .

. ..
.

CANc � � � CB
..
. ..

. ..
.

CAN�1B � � � PN�Nc
i¼0 CAiB

266666664

377777775

T

ð26Þ

The implementation of an MPC controller requires solving (16) and (17) on-line
for a given x0 in a receding horizon fashion. This means that, at time k, only the first
element u0� of the optimal input sequence is applied to the plant and the remaining
future control actions u1�; . . .; uNc�1

� are discarded. At the next time step the whole
procedure is repeated for the new measured or estimated output y(k + 1). Let DU�

be the sequence minimizing (18). The on-line MPC algorithm can be implemented
in a few steps as presented below:

On-line MPC algorithm Consider the optimization problem:

1. At time k, measure (or estimate) the current system output y(k)

2. Solve (18) to obtain DU� ¼ Du�Tk ; . . .;Du�TkþNu

h iT
.

3. Apply u�k ¼ Du�k � u�k�1 to the plant
4. Update k ← k + 1 and return to step 1.

3.5 Design of MPC Strategy for Two-Mass Drive System

The model of the mechanical system described by (2) can be presented in the
following state equation:

d
dt
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ð27Þ

In (27) the vector of reference values yref is specified for the given input:
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yref ¼ 0 0 mL ar½ �T ð28Þ

For the input vector defined as above the MPC algorithm minimizes the dif-
ference between the reference and the motor and load speed as well as the difference
between the shaft and load torque. The specified cost function relies on the limi-
tation of the control signal, which is a reference value of the electromagnetic torque
as well as the selected internal state variables (shaft torque in the considered case).
Finally, bearing in mind the above-mentioned remarks, the cost function can be
represented in its detailed form:

min
mref

e1 ;

mref
e2 ;

mref
e3

PN
p¼1

q1 x1 p kjð Þð Þ2 þ q2 x2 p kjð Þð Þ2

þ q3 ms p kjð Þ � mL p kjð Þð Þ2

þ q4 a p kjð Þ � ar p kjð Þð Þ2

0BB@
1CCAþ PNc�1

p¼0
R mref

e p kjð Þ� �2
8>><>>:

9>>=>>;
mref

e p kjð Þ�� ���mref max
e p ¼ 0; 1; . . .;Nc

ms p kjð Þj j �mmax
s p ¼ 1; . . .;N

x1 p kjð Þj j �xmax p ¼ 1; . . .;N

ð29Þ

where (p|k), are the predicted variables of the drive system at a future time p based
on the k samples.

4 Results

In order to illustrate the operation and advantages of the presented predictive
regulator the laboratory tests were conducted. The influence of the reference
position value and the position time constant on the ability of the operation in the
field-weakening region were analysed. Parameters of the chosen regulator are
shown in Table 2.

A schematic block diagram of the laboratory set-up is shown in Fig. 6. The
set-up is composed of two induction motors with nominal power of 1.1 and 1.5 kW
respectively. The long shaft which connects two motors has the following param-
eters: length of 600 mm and a diameter of 6 mm. In order to change the moment of
inertia of the drive additional flywheels can be installed on both sides. This allows
to increase the moment of inertia from 2 to 4 times of its nominal values. The
driving motor is powered by a voltage inverter with direct access to the switches of
the power module.

Table 2 Parameters of the
proposed regulator

N Nu me
max ωmax q1 q2 q3 q4 r Ts

21 3 1.50 1.5 420 15 5 5 1 2.5

Ts is a sampling period of position controller in ms

Predictive Position Control of a Two-Mass System … 65



The speed of the motor is measured by an incremental encoder with a resolution
of 36,000 pulses per/rotation. The current in each phase is measured by LEM
transducers. Additionally, the inverter is equipped with a system that allows to
measure the voltage in the DC buffer. The control algorithm is implemented using
rapid prototyping system—DS1103 based on the digital signal processor. In order
to ensure optimal performance of the control circuit currents (structure
DTC + SVM) the sampling period is set to 100 μs. The Kalman filter is working
with the sampling time equal to 1 ms while the position controller is implemented
with a step of 2.5 ms.

First a comparative study of the predictive position controller as well as the
classical control structure (described in the appendix) are presented. Two values of
the reference position are selected for the tests: 0.5 and 0.001. First the system with
bigger reference value is tested. The obtained transients are shown in Fig. 7.

As can be concluded from transients presented in Fig. 7 both structures ensure
stable operation of the two-mass system. However, there is no direct possibility to
limit the shaft torque in the classical control structure. Therefore, this variable
reaches the level of 1.2 of its nominal value. Contrary to this, the proposed MPC
structure keeps the value of shaft torque within its set limit (0.75). In this particular
case the rising times of both structures are similar. It should be mentioned that
rising time of speed/position in classical structure depends directly on the limitation
of electromagnetic torque.

Then both structures are tested for the small value of reference position. The
transients of the system are shown in Fig. 8.

As can be seen from the presented transients both systems operate correctly also
for a small value of reference position. The torsional vibrations are not evident in
the transients. However, the responses of the system are different. The settling time
of the position in the classical control structure is evidently bigger than in MPC
structure. It results from constant gains of the control structure. The MPC controller

Voltage inverter 
withmeasureme

nt system

DS 1103 extended 
box

PC +Matlab R209b

DSPACE 
Conector Panel

Drive Motor
Load Motor

Encoder

Fig. 6 The block diagram of the experimental set-up with IM drives
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generates the control signal according to specify the cost function and ensure faster
responses. The dynamics of the system is also visible into transients of electro-
magnetic and shaft torques. In the MPC structure they reach bigger values than in
the classical structure.

The main drawbacks of the classical control structure are as follows: there is no
possibility to limit the internal state variables directly (e.g. shaft torque) and
oscillations in steady state are bigger. Also the classical structure ensures constant
dynamics resulting from the location of the system closed-loop poles. Contrary to
this, the MPC methodology has changeable dynamics.

Then the MPC based control structure is investigated in detail. First the influence
of the speed limitation on the drive performance is investigated. Two following
values of the limitations of the speeds are tested: ωmax = 1, ωmax = 1.5. The lim-
itation value of the shaft torque is set to 0.75 of its nominal value and is constant
during this test. The selected transients of the system are shown in Fig. 9.

As can be seen in Fig. 9, the system with the nominal value of the limitation of
the speed has the biggest rising time of the position without overshoot
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Fig. 9 Transients of the system with different value of the limitation of the speed: shaft torques
(a), load speeds and its limitation value—dotted lines (b), position of the drive (c), flux of the IM
(d)
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(Fig. 9c—red line). The speed and shaft torque are kept within the specified
boundary (Fig. 9b). The flux of the IM is constant in this case (Fig. 9d).

Next, the performance of the system with ωmax = 1.5 is analyzed (indicated by
blue line in Fig. 9). As can be expected, in this case the position has the smallest
rising time. However, the resulting overshoot cannot be accepted in most industrial
applications (Fig. 9c). This property can be eliminated by extending the value of the
prediction horizon, but this will increase the computational requirements of the
algorithm significantly. The shaft torque and speed constrains are fulfilled. The flux
of the IM is decreasing dynamically (Fig. 9d) during the work with the speed over
nominal value.

The overshoot of the position can be eliminated by applying the fuzzy system
ensuring changeable value of the speed limitation. The transients of this system are
indicated by a green line in Fig. 9. This system possesses the shortest settling time.
There is no overshoot in the position of the drive. The flux of the IM is changeable
as presented in Fig. 9d.

In order to show the advantages of the control structure with the fuzzy adaptation
system the subsequent tests are planned. The system with different values of the
load toque is considered, namely with zero, positive and negative load torque. The

1

t [s]

-1
-0.5

0
0.5

1(b)

1

t [s]

-0.5
0

0.5
1

1.5
2(d)

1

0 0.25 0.5 0.75 1.25 1.5

0 0.25 0.5 0.75 1.25 1.5

0 0.25 0.5 0.75 1.25 1.5
t [s]

0

0.5

1
(f)

0 0.25 0.5 0.75 1 1.25 1.5

0 0.25 0.5 0.75 1 1.25 1.5

0 0.25 0.5 0.75 1 1.25 1.5

t [s]

-1

-0.5

0

0.5

1

m
s [

p.
u.

]

t [s]

-0.5
0

0.5
1

1.5
2

2 [p
.u

.]

(c)

m
L
=0 m

L
=-1 m

L
=1

t [s]

0

0.5

1

 [p
.u

.]

m
s [

p.
u.

]
2 [p

.u
.]

 [p
.u

.]

(e)

(a)

Fig. 10 The transients of the system without (a, c, e) and with (b, d, f) fuzzy adaptation for
different value of the load torque: a, b shaft torque; c, d speeds of the system; e, f transients of the
load machine

Predictive Position Control of a Two-Mass System … 69



system without adaptation is also tested as a reference point. The transients of the
system are demonstrated in Fig. 10.

As can be concluded from the transients demonstrated in Fig. 10 both systems
are working correctly. Still, the control structure with the fuzzy block ensures better
dynamics. It has the shortest rising time of the position in all analysed cases. Also
there is no overshoot in the position transients. Contrary to it, the system without
adaptation block cannot ensure zero overshoot for the negative load torque.

Then the computational complexity of the considered on-line algorithm is
investigated. In this case the levels of the speed limitation are set as follows:
ωmax = 0.6, ωmax = 1, and the case where ωmax depends on the fuzzy adaptation
system. The system transients are shown in Fig. 11.

As can be concluded from the presented transients, the drive system is working
correctly. The limitations of the state variables are kept in every case. The flux of
the IM is regulated dynamically in the system with changeable limitation of the
speed (Fig. 11c). As can be expected, this system ensures the shortest settling time
of the speed. The realization time of each control algorithm is presented in Fig. 11e.
The application of the changeable limitation does not increase the computational
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complexity of the algorithm in the analyzed cases. The realization time is even
smaller than in other cases.

5 Conclusions

In the chapter an MPC-based position control structure of the drive system with an
induction motor and a flexible connection is presented. The proposed control
structure allows to operate in the field-weakening region. An additional fuzzy
system is proposed to ensure the optimal value of the limitation of the system state
variables. The following concluding remarks can be formulated on the basis on the
presented tests:

– Contrary to the classical cascade control structure with speed and position
controllers in the proposed MPC algorithm only one controller is applied.

– The MPC allows to limit not only the control signal but also all state variables of
the system. This feature is not directly evident in the classical control structure.

– The torsional vibrations of the two-mass system are suppressed. The limitations
of the system state variables are kept in the control structure with MPC
algorithm.

– The operation in field-weakening region increases the dynamics of the drive in
all considered cases.

– Application of the fuzzy adaptation system enables to regulate the limitation of
the system speed in a non-linear way which further improves the properties of
the drive—the overshoot is eliminated from the load position.

– The computational complexity of the fuzzy system is not significant compared
to MPC algorithm.

The future works will be devoted to the design of an MPC position controller
which directly controls the switches of the inverter.

Acknowledgments This research work is supported by National Science Centre (Poland) under
grant Adaptive fuzzy control of the complex drive system with changeable parameters
UMO-2011/03/B/ST7/02517 (2012–2015).

Appendix

The classical structure consists of the optimized torque control loop and two
additional controllers: a PI speed controller supported by two additional feedbacks
used in order to suppress torsional vibrations effectively [6] and a supervisory
P position controller. The parameters of the PI controller and additional feedbacks
are set with the help of the methodology presented in [6] using the following
equations:
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kx8 ¼ 1
x2

rezT2TC
� 1; kx1 ¼ T1 4n2�k8ð Þ

T2 1þ k8ð Þ
Kx
I ¼ x4

rezT1T2TC Kx
P ¼ 4nx3

rezT1T2TC
: ð30Þ

The gain of the position controller is set according to the following equation:

KPP ¼ Ta
2T0x

ð31Þ

where: T0ω—equivalent time constant of the speed control loop.
The block diagram of the considered control structure is shown in Fig. 12.
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Selected Methods for a Robust Control
of Direct Drive with a Multi-mass
Mechanical Load

Stefan Brock, Dominik Łuczak, Tomasz Pajchrowski
and Krzysztof Zawirski

Abstract Mechanical vibrations represent one of the key issues in the development
of direct drives with a complex mechanical structure, i.e., with non-stiff connections
between motor and driven mechanisms and with variable moments of inertia.
A solution for motion control in relation to a direct drive, with highly dynamic
performance, coupled with multi-mass mechanical load is proposed in the chapter.
Due to high resonance frequencies that are difficult to be actively damped by the
control system, an original solution is proposed, which is based on damping the
highest resonance frequencies with a specially selected and tuned filter, leaving the
damping of the lowest frequencies to the control system. In the first part of this
chapter, the identification method is presented, along with robust notch filters,
which are tuned for the whole range of parameter variability. Due to variable
moment of inertia, two robust control methods are proposed in the second and third
parts of this chapter: one is based on an adaptive neural speed controller, while the
other is based on a terminal sliding mode control (SMC). The online learning neural
speed controller is based on the resilient back propagation (RPROP) algorithm.
A modified terminal sliding control law is proposed for a system with delays and
unmodelled dynamics. The advantages of both solutions are verified on the basis of
experiment investigations.
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1 Introduction

The direct drive is a mechanical solution, in which an electric motor is connected
with the operating machine without any mechanical gear. A special construction of
the motor is required, which enables the drive system operation with a low rota-
tional speed of about 100 rpm, in general, and often even less. The increase in
industrial requirements, which can be observed over many years, has required the
application of more and more precise solutions, especially in the industrial drives of
robots and technological machines, e.g., paper machines, rolling machines or other
servo drives. The lack of mechanical gear offers numerous advantages, e.g., an
elimination of backlashes introduced by the gear, which improves the static accu-
racy of the operation and dynamic properties of the drive, as well as increases drive
system efficiency (an elimination of losses in the gear) and reliability (a smaller
amount of mechanical elements). The aforementioned advantages in direct drives
require the application of proper regulation algorithms in the control system.

Mechanical systems with reduced rigidity are characterized by undesired
vibrations, which are associated with mechanical resonance phenomena. These
unwanted oscillations represent one of the major problems within the control of
mechanical systems with limited stiffness [1, 2]. The degradation of parts’
parameters and breakdowns, as well as machine and equipment faults, may be
caused by the occurrence of oscillations. The elimination of vibration in the system
may significantly extend the lifespan of the mechanical system, resulting in an
avoidance of the problems associated with accidents and damage. One of the ways
of eliminating vibrations is the application of a properly tuned digital filter in the
control system, whose role is to prevent the excitation of oscillations [3]. The
proper selection of the structure of digital filters allows for minimizing the influence
of the limited stiffness in the mechanical system, such that the dynamic and static
properties of the drive remain excellent. The task of properly avoiding vibration is
particularly challenging for systems with variable parameters, where the oscillation
frequency is also variable. In these situations, it is necessary to identify the
parameters of the operating machine.

In the direct drive, the moment of inertia in an operating machine is many times
higher than the moment of inertia in the motor itself; therefore, large changes in the
moment of inertia in the machine can have a significant influence on operating
conditions in the drive system. Robustness and adaptability to parameter variation
and load disturbances in a highly dynamic and accurate trajectory tracking system
are prerequisites for fulfilment of the application requirements.

Methods of computational intelligence, artificial neural networks (ANNs) in
particular, are utilized in the implementation of adaptive control structures.

Different concepts of the adaptive neural controller are presented. Both offline
learning, based on data from simulations, and online learning during system
operation are used. Recently, controllers with online learned neural networks have
especially been the focus of many studies [4, 5].
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One of the methods to achieve robustness is sliding mode control (SMC) [6, 7].
However, SMC creates some problems in practical applications due to chattering
effects, such as high frequency oscillation of the motor torque, additional
mechanical stresses and noise during an operation [8, 9]. An interesting solution is
terminal SMC, ensuring a finite duration of transient processes [10]. Unfortunately,
such an approach cannot be directly used in the real drive system [11].

This chapter is divided into six sections. In Sect. 2, an example of a direct drive,
with emphasis upon the general structure the control system, is presented. The study
in Sect. 3 shows that the application of a digital signals analysis to the frequency
domain allows for the correct identification of the frequency of vibrations in the
drive systems, which contain a complex mechanical structure for various parame-
ters of the machine. As a result of the single identification procedure, the amplitude
of frequency response is obtained for the mechanical part of the drive for the
selected moment of inertia in the machine. In Sect. 4, an improved solution of the
neural speed controller and proposed ANN structure are discussed. The modified
RPROP algorithm of the online ANN training is presented. The theoretical analysis
is validated by the experiment results. The modified algorithm of a terminal sliding
mode controller is discussed in Sect. 5. The modifications of the sliding surface and
the control laws, which allow the implementation in a real system, are presented.
Proper operation of the controller is tested by a simulation exercise. Section 6
contains the conclusions summarizing the presented studies.

2 Laboratory Stand

The structure of the laboratory stand is presented in Fig. 1. The system consists of
three main parts: a motor with a load construction, a pulse-width modulation
(PWM) converter and a control algorithm, which is implemented in a digital signal
processor (DSP). The data of the investigated drive are presented in the appendix.
The set of metal plates fixed to the arm, which are mounted on the motor shaft,
enables change to the moment of inertia. The disc brake, with four adjustable brake
pads, is fixed to the motor shaft. This adjustable brake may be used to model dry
friction, typically for cutting processes [12].

The sampling time of the control algorithm, which runs in the floating point
DSP, is set to 100 ls. An incremental optical encoder provides information about
the rotor position. Drive speed is calculated by the differentiation of the rotor
position with respect to time. It is very important to filter the speed signal ade-
quately in order to exclude the mechanical resonance amplification. A digital
biquadratic multi-band filter is designed and tested [3].

Field-oriented control of currents along the d-axis and q-axis is performed by
applying a robust proportional-integral control algorithm. The closed current con-
trol loop is much faster than mechanical dynamics.
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3 Filter Tuned to Several System Frequency Responses

3.1 Model of an Electrical Drive Control System

A block diagram of the drive with the control system is presented in Fig. 2. The
structure of the control system consists of a cascade connection between the current
controller and the speed controller. The mechanism is driven by a low-speed
permanent-magnet synchronous motor (PMSM) (up to 2.5 rev/s), which is designed
to operate with no mechanical gear. The motor is powered by a PWM transistor
inverter. A typical vector control structure for the PMSM is assumed, with
appropriate transformations of phase currents from a three-phase A-B-C coordinate
frame to a d-q system, with inverse transformation of the reference voltages.
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According to the most common control strategy for a PMSM, the reference current
along the d-axis is equal to zero ðirefd ¼ 0Þ, while the q-axis reference current ðirefq Þ is
fed by the speed controller. The operating machine is presented as a multi-mass
system with flexible connections. Such a system is characterized by many
mechanical resonance frequencies, which negatively affect the quality of regulation,
or may lead to an unstable operation of the system. The high mechanical resonance
frequency signal components are transmitted by the control system. Therefore, the
application of an appropriately tuned anti-resonance filter allows for attenuating the
selected frequency components [3]. As a result, the feedback signal is filtered (xf,r)
and does not excite the system into oscillation. The filter is tuned after an identi-
fication procedure of the system. The sampling time is equal to ss = 100 ls. The
position sensor (512,000 pulses/rev) is installed on the motor shaft. Due to the lack
of direct measurement, the speed signal is substituted with a differentiated and
digitally filtered measurement signal from the shaft rotation angle. In the control
system, an Analog Devices’ SHARC signal processor is utilized, equipped with a
motion coprocessor and an appropriate set of 14-bit digital-analogue converters.
A low-pass measurement filter with a cut-off frequency equal to 100 Hz and
damping at 40 dB/dec is utilized only for the measurements’ registration.

The current control loop may be depicted as a first-order inertial element with
time constant scur = 0.3 ms, combined with transport delay ssam = 0.2 ms. The
torque constant is equal to kT = 17.5 Nm/A. The end of the bandpass of the
current/torque control system is approximately equal to 530 Hz. Therefore, iden-
tification of the system is performed in the range of 50–500 Hz.

3.2 Model of the Mechanical Part

The mechanical part of the drive can be described by an MIMO system in the form
of state space equations [2] or an equivalent matrix of transfer functions (Fig. 3)
[13]. State space representation can be derived from the knowledge of the system’s
exact mechanical construction and equations of motion. When the mechanical
system is complex and hard to describe by equations of motion, the use of transfer
functions can be sufficient for the synthesis of the control system.

It is assumed that the poles are equal for each of the transfer functions. If the
poles of the transfer functions H1,1(s), H1,2(s), H2,1(s) and H2,2(s) are the same, then

1,1( )H s

1,2 ( )H s
2,1( )H s

2,2 ( )H s

MωMT

LT

Lω

Fig. 3 MIMO scheme of the
mechanical part with a
transfer function description
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the resonance frequencies are also identical. From the point of view of the
anti-resonance filter synthesis, information about the parameters of one of four
transfer functions is sufficient for proper filter synthesis. Transfer function H1,1(s) is
chosen due to the availability of measurement signals (motor torque and motor
speed), allowing identification of its parameters.

For example, let us consider the two-mass system presented in Fig. 4. This
example justifies the poles’ equality in the four remaining transfer functions. The
system is described by motion equations in matrix notation

JM 0
0 JL

� �
€hM
€hL

� �
þ b �b

�b b

� �
_hM
_hL

� �
þ k �k

�k k

� �
hM
hL

� �
¼ TM

TL

� �
; ð3:1Þ

where the torsional torque equal to Ts = k(hM − hL) is assumed, while k is the
elasticity constant, hM and hL are the respective positions on the motor and load
side, and b is the damping constant. The general mathematical notation of the
system in the state space is presented by:

_x(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
; ð3:2Þ

where x is the state variables vector, u is the input vector, y is the output vector, A is
the state matrix, B is the input matrix, C is the output matrix and D is the feed-
forward matrix.

For the described case, the following state variables are assumed to be xM ¼
_hM ;xL ¼ _hL; Ts; as a result, the description in the state space assumes the formula
(D is the zero matrix):

_xM

_xL

_TS

264
375

|fflfflffl{zfflfflffl}
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� b
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JM

� 1
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� �
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ð3:3Þ

The derivatives of subsequent state variables are defined by the formula:
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MJ LJFig. 4 Kinematic elastic and
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_xM ¼ TM�bðxM�xLÞ�TS
JM

_xL ¼ TS þ bðxM�xLÞ�TL
JL

_TS ¼ kðxM � xLÞ

8><>: : ð3:4Þ

It is possible to pass from the MIMO system, as defined in the state space, to the
system description by using the transfer function matrix, with the application of the
relation H(s) = C(sI − A)−1B + D. Interconnections between subsequent inputs
and outputs of the system are presented in Fig. 3. Taking into account formula (3.3)
and the conversion relationship, the following transfer function matrix is obtained:

H(s) = C(sI � A)�1BþD ¼
L xMf g
L TMf g

L xMf g
L TLf g

L xLf g
L TMf g

L xLf g
L TLf g

24 35 ¼ H1;1ðsÞ H1;2ðsÞ
H2;1ðsÞ H2;2ðsÞ

� �

¼
JLs2 þ bsþ k

sððJM þ JLÞkþðJM þ JLÞbsþ JMJLs2Þ
kþ bs

sððJM þ JLÞkþðJM þ JLÞbsþ JMJLs2Þ
kþ bs

sððJM þ JLÞkþðJM þ JLÞbsþ JMJLs2Þ
JMs2 þ bsþ k

sððJM þ JLÞkþðJM þ JLÞbsþ JMJLs2Þ

24 35:
ð3:5Þ

The denominator is identical in each of the four functions. The transfer function
matrix (3.5) is then transformed to:

HðsÞ ¼
1

ðJM þ JLÞs
s2 þ 2farxarsþx2

ar
s2 þ 2frxrsþx2

r

x2
r

x2
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� 1

ðJM þ JLÞs
2farxarsþx2

ar
s2 þ 2frxrsþx2

r

x2
r

x2
ar

1
ðJM þ JLÞs

2farxarsþx2
ar

s2 þ 2frxrsþx2
r

x2
r

x2
ar
� 1

ðJM þ JLÞs
R�1s2 þ 2farxarsþx2
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s2 þ 2frxrsþx2

r

x2
r

x2
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24 35 ð3:6Þ

using the relations:

xr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JM þ JL
JMJL

k;
q

xar ¼
ffiffiffiffiffiffi
k
JL
;

q
fr ¼ JM þ JL

JMJL
b

2xr
; far ¼ b

2JLxar
;

R ¼ JL=JM

8><>: ð3:7Þ

where xr and xar are respectively angular resonance and anti-resonance frequen-
cies, fr and far are respectively the damping coefficient for resonance and
anti-resonance frequencies, and R is the inertia ratio. Formula (3.6) allows for
proper synthesis of the anti-resonance filter.

3.3 Synthesis of a Fixed Anti-resonance Filter Based
on the Identification of the Mechanical Part of Drive

The identification of H1,1(s) is performed due to the measurement accessibility of
the motor torque (proportional to the reference current along the q-axis) and motor
speed (sensor on the motor side). Generally, all identification methods are divided
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into two main groups of identification algorithms: parametric [14] and
non-parametric. The selection of model structure and fitting algorithm is required
for the application of the parametric approach. However, a parametric model is not
necessary for the proper tuning of the digital anti-resonance filter used in the control
system shown in Fig. 2. Therefore, non-parametric identification in the frequency
domain is applied. The system is identified in open loop. Additionally, the dynamic
of the current closed loop is neglected because it has no influence on resonance
frequency components in the range of identification frequencies. The reference
current along the q-axis is used as the excitation input using a chirp signal. A chirp
signal is a cosine wave with linear frequency modulation. The frequency is linearly
changed from fmin to fmax in the time equal to sinc (see the top of Fig. 5).

Therefore, this signal allows for the excitation of resonance components in the
required range of frequencies. Excitation and response signals in the time and
frequency domain is shown in Fig. 5. The frequency amplitude response of drive
Gident is calculated on the basis of a discrete Fourier transform of the input and
output signal. The number of filter sections and their parameters is determined after
the identification procedure, which is equal to the number of frequencies recognized
as resonant. The location of the filter in the control system is presented in Fig. 2.
The filter is marked as an anti-resonant filter, whose input is, in this particular case,
xd, while the output is xf,r. In this case, both the structure and parameters of the

Fig. 5 Drive response to the excitation with a chirp signal: time response (top) and frequency
response (bottom)
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filter are determined by human intervention on the basis of data obtained during the
identification procedure.

Separate identification is performed for three configurations of load machine.
Each modification of the mechanical part of the drive results in a change of system
frequency response. The amplitude frequency response family of the drive in dif-
ferent cases is shown in Fig. 6. Therefore, for each case, a separate anti-resonance
filter is required. Instead of preparing three filters, only one fixed anti-resonance
filter is prepared (Fig. 7) for the whole family of frequency responses. The filter
consists of four sections: (1) a low-pass filter approximation of inverse Chebyshev
parameters [15]: ap = 3 dB, az = 3.8 dB, fp = 76 Hz, fz = 80.88 Hz, f0 = fz; (2) a
notch filter [15]: fz = 200 Hz, fwidth = 180 Hz; (3) another notch filter: fz = 280 Hz,
fwidth = 200 Hz; and (4) another low pass filter: ap = 3 dB, az = 20 dB,
fp = 200 Hz, fz = 200 Hz, f0 = 400 Hz.

Fig. 6 Frequency response family: gain (top) and magnitude (bottom)

Fig. 7 Frequency response of the fixed anti-resonance filter tuned on the basis of the frequency
response family of the drive
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4 Online Trained Neural Speed Controller

4.1 Structure and Training Algorithm

The changes in the moment of inertia influence the parameters of the mechanical
resonance frequencies, which essentially complicates their damping. In such cases,
the adaptive controllers, based on ANNs that are trained online, can be good
solutions. In order to solve this issue an anti-resonance filter with fixed, properly
tuned frequency characteristics is proposed and an adaptive neural controller is
applied. Such an approach provides a compromise effect of higher frequency tor-
sional vibration damping at changing values of these frequencies. The neural
controller structure is shown in Fig. 8. The following signals have been chosen as
network inputs: the reference speed value, the present and previous samples of
filtered speed signals, and the current value of the control error. These input signals
are delivered to the three-neuron hidden layer with a non-linear activation function.
The output signal irefq is computed by one output neuron with a linear activation
function.

Besides the selection of the ANN structure, there are two different issues during
neural controller synthesis: the determination of the network error signal and the
training rule. For the ANN speed controller, the network error value is related to the
speed control error according to the following formula [5]:

E ¼ 1
2

xref ;f � xf ;r
� �2¼ 1

2
e2: ð4:1Þ

Due to the assumed “online” training mode of the ANN, the selection of an
appropriately fast and efficient training method becomes an important issue. The
chosen method is the RPROP algorithm, described in [16]. Its basic advantage, in
comparison to the widely applied error backpropagation method, is the fact that,
instead of the accurate value of the error function gradient, only its sign is required.
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The value of weight wij of the connection between i-th neuron, in a given layer, and
j-th neuron, in the preceding layer, is modified in each step of the ANN training,
according to equation [16]:

DwijðkÞ ¼ �gijðkÞ � sgn
@EðwðkÞÞ

@wij

� 	
¼ �gijðkÞ � sgn SijðkÞ

� �
: ð4:2Þ

In the RPROP method, for each weight coefficient, corresponding training fac-
tors ηij is defined. The training factors are also updated in every algorithm step:

gijðkÞ ¼
minða � gijðk � 1Þ; gmaxÞ if SijðkÞ � Sijðk � 1Þ[ 0
maxðb � gijðk � 1Þ; gminÞ if SijðkÞ � Sijðk � 1Þ\0
gijðk � 1Þ other cases

8<: : ð4:3Þ

An analysis of the results of many simulations and experimental tests for dif-
ferent conditions of the controller and the drive system operation leads to the
conclusion that formula (4.3), in the original RPROP algorithm, should be rede-
fined. A stable online training process, under conditions of measured real feedback
signals with some disturbances, is obtained when a tolerant band DS is used instead
of a zero value, under the conditions of the training factors’ update (4.4) [5].

gijðkÞ ¼
minða � gijðk � 1Þ; gmaxÞ if SijðkÞ � Sijðk � 1Þ[DS
maxðb � gijðk � 1Þ; gminÞ if SijðkÞ � Sijðk � 1Þ\� DS
gijðk � 1Þ if �DS� SijðkÞ � Sijðk � 1Þ�DS

8<: : ð4:4Þ

One of the RPROP algorithm advantages is eliminated by the modification
resulting from the introduction of a “tolerant band” into formula (4.4), since the
value of the error function gradient is required when considering the non-zero value
of DS, which is present in the inequalities. This modification implies the substi-
tution of the comparator, described by Eq. (4.3), with a comparator with hysteresis,
according to (4.4), where the hysteresis width is the value of DS.

In such a comparator, it is necessary to determine not only the sign of the error
function gradient, but also to calculate its value. Fortunately, the value of DS is
selected empirically on the basis of tests, which allows the use if roughly estimated
gradient values in (4.4) only. In [17], a modified and improved ANN training
algorithm is applied, assuring the improvement of the control properties. For this
purpose, the formula’s error backpropagation method is utilized.

In order to avoid neural network overtraining, a particularly small limit value of
the error ex(k) should be assumed so that the network weights are not modified
when |ek(k)| < ex(k) (when the training process is stopped). The training is con-
tinued when |ek(k)| > ex(k). This modified training rule is defined as:
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DwijðkÞ ¼ �gijðkÞ � sgn SijðkÞ
� �

if ekðkÞj j[ exðkÞ
0 if ekðkÞj j � exðkÞ



: ð4:5Þ

4.2 Experiment Results

Efficiency of the applied fixed filter may be evaluated by comparison of step
response waveforms in the speed control system with and without an anti-resonance
filter, as presented in Figs. 9 and 10. Unacceptable oscillations in the rotational
speed, leading to stability loss, are displayed by the system without a filter (Fig. 9).
These oscillations are eliminated by the introduction of an anti-resonance filter,
which can be observed in the waveform in Fig. 10. Nevertheless, a small pulsation
in the motor speed is still observed after a step change in load signal iq. The process
of controller adaptation, i.e., the ANN training process, which, after two periods of
reference, changes to provide a successful effect, is well-depicted in Fig. 10.

The basic goal of the adaptive neural speed controller application is obtaining
good and invariable control properties despite changes in the mechanism moment
of inertia. This property may be noticed by an analysis of waveforms in the

ω

iq=2A

0.1rps

Fig. 9 Reference and
measured (x) rotational speed
and current (iq) of the speed
control system during the step
response without an
anti-resonance filter

ω

0.1rps

iq=2A

Fig. 10 Reference and
measured (x) rotational speed
and current (iq) of speed
control system during the step
response with an
anti-resonance filter
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reference speed, measured speed and q-axis current during controller responses,
which lead to a step change in the reference speed and load torque step changes, as
presented in Figs. 11 and 12. The experimental waveforms are registered for the
largest (Fig. 11) and the smallest (Fig. 12) value in the moment of inertia,
demonstrating almost identical properties, which are confirmed by the quality
indexes collected in Table 1. These quality indexes should be read as follows:
response time (10–90 %), settling time (5 %), and settling time after a step change
in load (5 %). The speed signal during the reference speed step change increases
rapidly, while the reference value is achieved with no overshot from either value of
inertia; whereas, after load torque step changes, the small dynamic error in speed
control is quickly removed, as are the extreme values in the moment of inertia. The
application of this controller is fully substantiated by the obtained results.

ω

ω ref

0.05rps

iq=2A

Fig. 11 Reference (xref) and
measured (x) rotational speed
and current (iq) of the speed
control system during the step
response and step change of
the load torque for the largest
value in the moment of inertia
(Jmax)

iq=2A

0.05rpsω

ω ref

Fig. 12 Reference (xref) and
measured (x) rotational speed
and current (iq) of the speed
control system during the step
response and step change of
the load torque for the
smallest value in the moment
of inertia (Jmin)

Table 1 Quality indexes for the neural network controller

Quality index Unit Jmin Jmax

Response time (10–90 %) ms 56.4 59.5

Settling time (5 %) ms 97.4 94.2

Settling time after step change of load (5 %) ms 109.3 68.4
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5 Terminal SMC of a Direct Drive with a Multi-mass
Mechanical Load

5.1 Concept of the Terminal SMC

Let us assume that a second order system, described by Eq. (5.1), is considered:

dx1
dt

¼ x2

dx2
dt

¼ f ðxÞþ bðxÞ � uþ dðx; tÞ;
ð5:1Þ

where x = [x1 x2]
T is the system state vector and u is the scalar control input.

Functions f(x), b(x) are smooth and known, while component d(x, t) represent
uncertainties and disturbances, thereby satisfying:

dðx; tÞj j �D: ð5:2Þ

In the case of the classical SMC, the control signal switching surface is defined
as:

r ¼ x2 þ k � x1 ¼ 0; ð5:3Þ

where k > 0 defines the decay rate of generalized error r.
The control task is to bring the state vector to the origin. If the initial value of the

state vector is x(0) = [x1(0) 0]
T, then, in the sliding mode, the system will tend to a

steady state, according to the equation:

x1 ¼ x1ð0Þ � e�kt: ð5:4Þ

The system, therefore, tends asymptotically to a steady state with a time constant
of 1/k and reaches it after an infinitely long time.

In [10], a new formula for switching surface is proposed:

r ¼ x2 þ k � xq=p1 ¼ 0; ð5:5Þ

where p and q are positive odd integers, which satisfy the following condition:
q < p. Considering the acceptable range of values of the state variables, Eq. (5.5)
may be written in a modified form:

r ¼ x2 þ k � x1j jq=p � sgnðx1Þ ¼ 0: ð5:6Þ

A sufficient condition of the sliding mode is to ensure that, for the full variation
range for parameters and possible disturbances, the derivative of the Lyapunov
function VðxÞ ¼ 1

2 r
2 satisfies the relationship:
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d
dt
VðxÞ ¼ 1

2
� d
dt
r2 ¼ dr

dt
� r\� g � rj j; ð5:7Þ

where η > 0 is a constant.
The proposed control law is expressed by the formula:

u ¼ �b�1ðxÞ � f ðxÞþ k � q
p
� x1j jqp�1�x2 � sgnðx1Þþ L � sgnðrÞ

� 	
: ð5:8Þ

Let x1 � 0. After substituting control law (5.8) in the equations of object (5.1), the
derivative of the generalized error (5.6) can be written as:

dr
dt

¼ dx2
dt

þ k � q
p
� x

q
p�1
1 � x2

¼ f ðxÞþ bðxÞ � uþ dðx; tÞþ k � q
p
� x

q
p�1
1 � x2

¼ dðx; tÞ � L � sgnðrÞ:

ð5:9Þ

Condition (5.7) is thus fulfilled when the amplitude of the switching part is selected,
such that:

L[ dðx; tÞj j þ g: ð5:10Þ

In the sliding mode, the system will tend to a steady state according to equation:

x2 ¼ �k � xq=p1 : ð5:11Þ

Finite time ts is taken to travel x(0) to origin (0, 0) as follows:

ts ¼ p
k � p� qð Þ � x1ð0Þj j1�q

p: ð5:12Þ

5.2 Elimination of Singularities in the Control Law

In a real control system, it is possible that x2 6¼ 0 and x1 = 0. This condition does
not occur in an ideal sliding mode, described by Eq. (5.6), but can occur in the
phase of reaching the sliding surface or during the sliding motion, which is a result
of discretization errors associated with the measurements of variables. In this case,

the value of the control law component k � qp � x1j jqp�1�x2 tends to infinity. This may

cause oscillations and instability in the control system. To eliminate this singularity,
a modified switching surface is proposed [11]
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r ¼ 1

kp=q
� x2j jp=q�sgnðx2Þþ x1 ¼ 0: ð5:13Þ

During the sliding mode, Eq. (5.13) is equivalent to Eq. (5.6). The modification
used in (5.13), however, allows for the introduction of control law:

u ¼ �b�1ðxÞ � f ðxÞþ k
p
q � q

p
� x2j j2�p

q � sgnðx2Þþ L � sgnðrÞ
� 	

: ð5:14Þ

A similar analysis of the stability of the slidingmode, as in (5.9), leads to the equation:

dr
dt

¼ 1

kp=q
� p
q
� xp=q�1

2 � dx2
dt

þ x2

¼ 1

kp=q
� p
q
� xp=q�1

2 � f ðxÞþ bðxÞ � uþ dðx; tÞð Þþ x2

¼ 1

kp=q
� p
q
� xp=q�1

2 � dðx; tÞ � L � sgnðrÞð Þ:

ð5:15Þ

When q < p < 2q and L is selected in accordance with formula (5.10), condition
(5.15) is satisfied. Control law (5.14) eliminates the singularity that occurs in
control law (5.8), thereby offering the same sliding trajectory.

5.3 Modification of the Sliding Surface

The sliding surface described by Eqs. (5.6) or (5.13) does not limit the scope of the
state variables. However, in practical drive applications, it is necessary, for
example, to limit the speed by which the actuator system accelerates. Therefore, it is
proposed to modify the sliding surface according to the relationship:

r ¼ x2 þ xmax
2 � sgnðx1Þ if k � x1j jq=p � xmax

2
1

kp=q
� x2j jp=q�sgnðx2Þþ x1 if k � x1j jq=p\xmax

2

(
: ð5:16Þ

The fulfilment of the condition for sliding mode r ¼ 0 on the sliding surface, as
defined by Eq. (5.16), provides the motion with speed �xmax

2 away from the origin.
The switching point is determined at the intersection of characteristics. When
moving at constant speed xmax

2 � sgnðx1Þ, control law (5.14) is reduced to the fol-
lowing formula:

u ¼ �b�1ðxÞ � f ðxÞþ L � sgnðrÞð Þ: ð5:17Þ

In the control systems of the electric drive, it is necessary to take into account the
delay introduced by the blocks of discrete control algorithms, whose delay is caused
by the filtering of measurement signals, with an equivalent delay in the force or
torque closed-loop control. This delay in the control loop limits the allowable gain.
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For the sliding motion along the surface, as defined by Eq. (5.6), the speed gain can
be determined according to the following formula:

@x2
@x1

¼ �k � q
p
� x1j jq=p

x1j j : ð5:18Þ

For x1 values close to zero, expression (5.18) tends to infinity. In a closed control
loop with delays, such a large speed gain leads to vibrations. Therefore, it is
proposed to limit the velocity gain for small values of x1. The modified sliding
surface, therefore, has the following formula:

r ¼
x2 þ xmax

2 � sgnðx1Þ if xmax
2 �min kl � x1j j; k � x1j jq=p

� �
1

kp=q
� x2j jp=q�sgnðx2Þþ x1 if k � x1j jq=p\min kl � x1j j; xmax

2

� �
x2 þ kl � x1 if k � x1j j �min kl � x1j jq=p; xmax

2

� �
8>>><>>>: : ð5:19Þ

The value of the slope of the linear part of sliding surface kl is chosen in order to
eliminate vibration for small values of variable x1. In this interval, the control law
has the formula:

u ¼ �b�1 xÞ � ðf ðxÞþ kl � x2 þ L � sgnðrÞð Þ: ð5:20Þ

Figure 13 presents the components of the sliding surface described by
Eq. (5.19). The top part of Fig. 13 illustrates the surfaces for the range of motion in
the drive from 25 rad to 0, while the bottom shows the zoom in the vicinity of the
origin.

Fig. 13 Components of the
sliding surface: non-linear
surface (solid line), speed
limit (dotted line) and
rectilinear final part (grey
line)
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5.4 Elimination of Chattering in the Control Signal

The control law described by Eqs. (5.14, 5.17, 5.20) comprises the component,
which is dependent on the sign of generalized error r. During the sliding motion,
this component switches with a infinitely high frequency, ensuring the movement of
the state vector object along the sliding surface. In any real system, the frequency of
these switches is limited by the delays that occur in objects, which may lead to the
loss of the possibility to keep the state vector at the given surface [18]. The
application of a fast alternating control signal also stimulates unmodelled vibration
modes of the object, which is disadvantageous from the viewpoint of motion
accuracy and durability of the device. When implementing the sliding mode con-
trol, the discontinuous control law is often replaced by a continuous approximation.
For example, a saturation function is defined according to the following equation:

satðrÞ ¼
r
U if rj j �U

sgnðrÞ if rj j[U



ð5:21Þ

Function sat() defines the band of width U on both switching surfaces sides,
wherein the discrete component control law is replaced by the component pro-
portional to the generalized error. The studies presented in [18] do not show any
significant advantages, which are suggested in the literature on non-linear
approximation function sgn() in comparison to function sat(). It should be noted
that, when replacing sgn() with function sat(), a finite gain is introduced into the
control system. From the point of view of stability, it is important that the cumu-
lative gain in the closed-loop control is defined by the width of band approximation
U and sliding surface slope kl [18].

Conditions for switching between different segments of the sliding surface (5.19)
and corresponding control laws (5.14, 5.17, 5.20) provide a bumpless change in the
structure of the control system, but only if there is a perfect sliding motion when the
state vector is on thedefined sliding surface.However, replacing relay function sgn() in
the control law with continuous approximation sat() causes the state vector to move at
distance 0� d�U from the sliding surface. In this case, the switching control struc-
tures involves large step change in the control signal, which is undesirable in practice.
Therefore, a partial reduction of this effect, by dynamically changing the width of the
approximation of the maximum value from Umax to minimum Umin is proposed.

The maximum value of width U is taken when changing the sliding surface
(5.19), after which it is exponentially reduced, according to Eq. (5.22), to the
minimum value, thereby guaranteeing the proper elimination of chattering in the
control signal:

U ¼ Umin þ Umax � Umin� � � e�t=TU ð5:22Þ

The rate of change in width approximation, determined by TU, is selected
experimentally.
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5.5 Simulation Tests

Identified parameters of the laboratory stand were used for the synthesis of the
simulation model of the drive. This model takes into account the following phe-
nomena: the discrete character of the speed and position controllers, the equivalent
model of a torque control loop, which includes delay and inertia, the complex
multi-mass structure of the mechanical load, and the quantized measurement of the
angular position of the motor shaft. The speed, calculated on the basis of a discrete
measurement position, was subjected to digital filtering to eliminate the influence of
the mechanical load resonances.

To verify the appropriateness of the presented theoretical analysis, a set of
simulation tests was carried out. A sliding mode position controller for direct drive
was designed. Position h and drive speed x were assumed as state vectors of the
object, as described by Eq. (5.23)

dh
dt

¼ x

dx
dt

¼ � k̂f
Ĵ
� xþ kT

Ĵ
� irefq þ d;

ð5:23Þ

where the estimated moment in system inertia Ĵ is the geometric mean of the
variation range of the moment of inertia in the drive:

Ĵ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jmax:Jmin

p
ð5:24Þ

and k̂f is the estimated viscous friction coefficient, equal to half of the maximum
coefficient of friction in the drive. Component d describes the influence of load
torque, as well as the equivalent effect of the variability moment of inertia and
friction in the assumed range. The method of determining D variability of com-
ponent d is presented in [12]. The control signal is the reference current in q-axis
irefq , which is proportional to torque command T ref

m .
All tests were carried out using the same scenario: a step change in position from

the specified initial value 8 � p radians to zero. Speed limitation during the drive
operation was assumed as equal to �10 rad/s.

In the first stage of the study, the case of the smallest moment of inertia was
analysed. Due to the largest gain in the object, this case determined the range of the
stable operation of the drive. Control law was implemented according to Eq. (5.8).
Saturation function sat() was applied and the selected sliding surface was described
in a similar way to formula (5.16). The test results are shown in Fig. 14.

Given that, in the real implementation of the sliding mode controller, there are
cases in which the measured position is equal to zero, while the speed is non-zero,
control law (5.8) introduces the control signals of a large amplitude and high
switching frequency. This status is unacceptable in practice. It should be noted that
increasing the width of function sat() leads to a deterioration in the quality of

Selected Methods for a Robust Control of Direct Drive … 93



tracking the sliding surface, while chattering occurs during the standstill of the
drive.

In the second stage of the research, modified control law (5.14) was applied,
which eliminated the mathematical singularity points. Satisfactory results were
obtained for this case, whose waveforms are shown in Fig. 15. However, closer
analysis revealed the appearance of oscillations around the origin. They were
caused by a velocity gain that was too high near the location of the error, which was
equal to zero. Due to the delays in the object, such a gain led to a loss of stability. In
a direct drive system with a complex, multi-mass mechanical structure, such
oscillations of the torque command may lead to the excitation of high frequency
vibrations, which will adversely affect the quality of control and stability of the
mechanism. Therefore, it is advised to eliminate them. In the third stage of the
study, modified sliding surface (5.19) was applied, along with appropriately
switching the control law in the different phases of motion (5.14, 5.17, 5.20). The
test results for the lowest assumed inertia drive are shown in Fig. 16.

For such designed control systems, there are no vibrations in the reference
current, while the settling time is only slightly longer in relation to the basic
terminal sliding motion.

Fig. 14 Base terminal SMC

Fig. 15 Non-singular
terminal SMC
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In the second part of the simulation study, the robustness of the designed control
system was tested. Tests were carried out for the unbalanced load and the maximum
moment of inertia.

Unbalanced load carried the gravity load torque in the case of medium inertia.
The test results are given in Fig. 17. The system behaved properly, while the speed
and position waveforms were similar to those in the case of low inertia, as shown in
Fig. 16. The apparent difference only occurred during the phase of constant speed
movement, since function sat() was applied to the motion control law instead of the
function of sgn(), meaning that the state vector did not exactly slip on the set sliding
surface.

The last presented tests were made for the case of the maximum moment of
inertia; the waveforms are shown in Fig. 18.

For comparison, aggregated phase trajectories of all tests are plotted in Fig. 19.
Significant differences only appeared in the phase of acceleration, which was not
covered by a sliding motion. The motion phase with constant speed deviations were
visible due to a gravity torque in the case of medium inertia.

The braking phase is clearly visible: the trajectory was initially non-linear, then
rectilinear in the final part. In the course of the motion phase with constant speed, it

Fig. 16 Non-singular
terminal SMC with a
rectilinear final part

Fig. 17 Medium inertia and
high-load torque case
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can be seen that the deviation from the set speed decreased. This was the result of
modifying the applied width of linear function sat() according to Eq. (5.22).

6 Conclusions

As a result of the proposed synthesis of a fixed anti-resonance filter, a family of
frequency characteristics was gathered for a range of possible changes in the
moment of inertia. Further analysis of the characteristics family allowed for the
definition of a set of common resonant frequencies and their changes for different
operation parameters of the drive. In the final stage, a filter with a fixed structure
and fixed parameters was derived, taking into account all identified mechanical
resonance frequencies.

Fig. 18 Maximum inertia
case

Fig. 19 Aggregated phase
trajectories for minimum
inertia (grey line), medium
inertia (dotted line) and
maximum inertia (solid line)
cases
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The advantages of the proposed concept of a neural speed controller trained
online, which are automatic tuning and the ability to adapt to the variable param-
eters of the object, have been confirmed. It transpired that the controller was not
only tuned to the changes of the object parameters, but also influenced by the
reference signal or load torque during all transient processes, in order to minimize
the speed control error. The pointed modifications of the original RPROP training
algorithm are essential for the operation of a proper system. The proposed original
modifications may demonstrate its usefulness in different ANN applications as well.
Very good static and dynamic properties of the speed controller may be success-
fully implemented using the presented ANN in industrial drive systems.

The chapter presents the implementation of a modified terminal sliding mode
control method, which is applied to a direct drive. Given the conditions for the
stable operation of the control system of an object with delays, it was necessary to
apply a continuous approximation of a discontinuous component control law, while
replacing the non-linear sliding surface of the rectilinear segment of constant slope
in the vicinity of the zero position error.

The presented conclusions are based on the critical evaluation of the terminal
sliding control method and its application in drives with a complex mechanical
structure. From the scope of the sliding control methods, better properties can be
found, for example, with a variable sliding surface method [6] and a method with a
reference model [18]. However, it is noted that, in the scope of the terminal sliding
control, further work should be published that is focused, for example, on elimi-
nating the chattering without the need for a continuous approximation of discon-
tinuous functions in the control law [7].

The useful properties of the presented methods have allowed for the consider-
ation of their implementation in industrial drives.

Appendix

Data of investigated drive

Parameters of PMSM Unit Value

Minimum moment of inertia
Maximum moment of inertia
Torque constant
Rated load torque
Rated value of speed
Rated current in q axis
Rated voltage

kg m2

kg m2

Nm/A
Nm
rev/s
A
V

0.75
5.83
17.5
50
2.41
2.85
310
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Part II
Electric Drives and Fault-Tolerant Control



Fault-Diagnosis
and Fault-Tolerant-Control in Industrial
Processes and Electrical Drives

Teresa Orłowska-Kowalska, Czesław T. Kowalski
and Mateusz Dybkowski

Abstract This chapter presents a discussion of general methods applied in
fault-diagnosis and fault-tolerant control systems. First the data-driven methods and
model-based schemes are shortly addressed. Next the main fault-detection and
fault-diagnosis methods for controlled plants are characterized. In the following part
of the chapter fault-tolerant-control methods, using passive and active concepts, are
described and evaluated. At the end, the above methods are discussed from the
point of view of electric drives. The main faults occurring in AC motor drives are
listed and characterized. Some issues related to fault-tolerant-control of electrical
drives are illustrated and discussed.

Keywords Fault diagnosis � Fault-tolerant-control � Industrial process � Electrical
drives

1 Introduction

The performance of machines and equipment of technological systems degrades as
a result of aging and wear, which decreases performance reliability and increases
the potential for different faults. Actuator faults reduce the performance of control
systems and may even cause a complete breakdown of the system. Erroneous
sensor readings are the reason for operating points that are far from the optimal
ones. Wear reduces the efficiency and quality of a production line. In many fault
situations, the system operation has to be stopped to avoid damage to machinery
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and humans. As a consequence, the detection and the handling of faults play an
increasing role in modern technology, where many highly automated components
interact in a complex way such that a fault in a single component may cause the
malfunction of the whole system. Due to the simultaneously increasing economic
demands and the requirements of the system safety and reliability, the correct
diagnosis or prognosis of abnormal condition plays an important role in the
maintenance of industrial systems. Early detection and diagnosis of process faults
while the plant is still operating in a controllable region can help avoid abnormal
event progression and reduce productivity loss. Thus recently the process moni-
toring and diagnostic methods have been receiving considerably increasing
attention.

Two types of process monitoring and fault diagnosis methods have been
developed during the past several decades, namely data-driven methods [1] and
model-based schemes [2, 3].

In the data-driven approach the necessary process information can be extracted
directly from huge amounts of the recorded process data. Thus the multivariate
statistical process monitoring methods, which utilize input and output information
of the process, are very popular nowadays in process monitoring and fault diag-
nosis, particularly principal component analysis and partial least squares [1, 4].

On the contrary, the model-based schemes require a priori physical and math-
ematical knowledge of the process. After the development of the process model
based on the physical principles, the well-established model-based techniques can
be successfully applied. Due to various operational requirements and constraints of
particular industrial processes, the design of model-based process monitoring and
fault diagnosis systems has been a remarkable research topic during the past several
decades. Methods of modern systems theory show the systematic use of mathe-
matical process and signal models, identification and estimation methods and
methods of computational intelligence. With these methods it is possible to develop
advanced tools of fault detection and diagnosis. The goals of these methods are, for
example:

– early detection of small faults with abrupt or incipient behavior;
– diagnosis of faults in actuators, processes, components and sensors; fault

detection in closed loops;
– supervision of processes in transient states;
– process condition-based maintenance and repair;
– deep quality control of assembled products in manufacturing;
– teleservices like remote fault detection and diagnosis;
– basis for fault management;
– basis for fault-tolerant and reconfigurable systems.

Based on the physical and mathematical knowledge of different industrial pro-
cesses, the model-based techniques have been successfully applied on plenty of
processes for automatic control systems, industrial electronics, etc. [3, 5, 6]. Thanks
to well established model-based fault diagnosis techniques, numerous approaches
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with successful industrial applications have been also developed in last two decades
in power electronics and AC motor drives [7–10].

2 Fault Detection and Fault Diagnosis Methods

2.1 General Ideas

Damage preventing can be realized using different actions, like: protection,
equipment redundancy or analytical redundancy and technical diagnosis methods.
The protection systems belong to classical methods of automatic supervision and
monitoring of industrial processes. They consist in limit (or threshold) checking of
some important variables. The alarms raised due to limit values crossing cause an
automatic action of protection systems. In many cases this is sufficient to prevent
larger failures or damages. This method works well in steady state of the process or
if the monitored variables does not depend on the operating point. However, faults
are detected rather late and a detailed fault diagnosis is mostly not possible with this
simple method. The advantage of the classical limit-value-based supervision
methods is their simplicity and reliability for steady-state operation. However, these
methods are effective only for a rather large sudden fault or a long-lasting gradually
increasing fault [6]. The general view of such system is illustrated in Fig. 1.

The reliability of the industrial processes can be also obtained using the
equipment redundancy which, however, raises significant costs and requires
extension of control, measuring and supervising equipment. Such solutions are
applied only in critical industrial processes or installations. The other method of
system reliability increasing is application of analytic redundancy, which is based
on an additional diagnostic information obtained (calculated) using plants’ math-
ematical models and methods of control theory, signal processing and mathematical
modeling.

SWITCH TO 
SAFE STATE

PROTECTION
LEVEL

MONITORING
LEVEL

CONTROL
+ PROCESS

LEVEL

SUPERVISORY 
LEVEL

SIGNAL 
EVALUATIONALARMOPERATOR

CONTROL 
SYSTEM OBJECT

PROTECTION 
SYSTEM

SIGNALS 
MEASUREMENTS

[U, Y]

X U Y

FAULT

[X, U]

Fig. 1 A classical automatic supervision and monitoring system [6]
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As it is seen from Fig. 2, analytical redundancy methods can be divided into
different categories, depending on the method of obtaining information on the state
variables [5, 6]:

– methods based on expert (heuristic) knowledge,
– methods based on mathematical models,
– methods based on data analysis.

Fault management and damage preventing can be realized nowadays using
advanced methods of automatic supervision and technical diagnostics, e.g. fault
detection and fault diagnosis methods, which use modern systems theory methods,
control theory, mathematical models and signal models of the processes, identifi-
cation, estimation methods, computational intelligence and informatics. Technical
diagnostics is nowadays widely developed in different research centers and consists
in technical state recognition of the objects (equipment, machinery, processes)
based on actually accessible information [3, 5, 6].

The main tasks of the diagnostics are [5]:

– diagnosis, e.g. actions designed to specify the actual technical conditions of the
object;

– genesis, e.g. recognition of previous (past) states of the object (seeking for
failure reason);

– prognosis (prediction) of future states of the object (elaboration of failure pre-
dicted development).

According to [6], three stages of object technical state testing can be determined:

– fault detection, e.g. detection of the failure in the controlled plant and time of the
detection;

– fault isolation, e.g. determination of the type, location and time of the failure;
– fault identification, e.g. determination of the fault size and its evolution in time.

EQUIPMENT
REDUNDANCY

EXPERT KNOWLEDGE-
BASED METHODS

SIGNAL-MODELS-BASED
METHODS

ARTIFICIAL
INTELLIGENCE-

BASED METHODS

MULTIDIMENSIONAL
STATISTICAL METHODS

BAYESIAN
NETWORK-BASED

METHODS

STATE ESTIMATION

LUENBERGER
OBSERVER / KALMAN 

FILTER

COMPARATIVE RELATIONS 
OF VARIABLES

ANALYTICAL
REDUNDANCY

MATHEMATICAL-
MODELS -BASED

METHODS
DETECTION AND ISOLATION 

OF FAULTED  OBJECT

Fig. 2 General classification of fault detection and isolation methods [6]
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All these advanced methods of fault detection and diagnosis, used to detect the
already incipient faults and to diagnose their origins are also called condition
monitoring. Monitoring of the system operation is realized in real-time and consists
in diagnostic signals (process variables) acquisition and processing as well as
recognition of abnormal behavior of the system (alarm signaling). Condition
monitoring is realized on-line by a computer-based diagnosis system. If the mon-
itoring is extended to the whole object (process) operation and includes actions
designed to assure a proper state of the object after fault occurrence, such func-
tionality is called supervision. In Fig. 3 a general scheme of the system realizing
supervision, fault detection and diagnostics is presented. This system enables the
performance of the following tasks:

– early detection of incipient or abrupt faults,
– diagnosis of faults in the processes or process parts and their manipulating

devices (actuators) and measurement equipment (sensors),
– detection of faults in closed-loops of the control systems,
– supervision of processes in transient states.

Such a condition monitoring and supervision system has three levels of action:

– monitoring of the object operation (set of alarms),
– protection of the plant in critical states (automatic protection system),
– fault diagnosis.

In Fig. 3 additional types of action, called fault management, are presented, they
can be activated by the supervision system depending on the fault kind, e.g.
stopping of the object, change of operation mode, reconfiguration of the structure,
maintenance or repair [6].
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Fig. 3 The general scheme of the supervising, fault detection and diagnosis system [6]
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2.2 Basic Fault Detection Methods

Fault detection and fault diagnosis, in general, are based on diagnostic signals
measured by sensors or on process variables and states observed by a human
operator. The automatic processing of measured signals requires analytical
knowledge, while the evaluation of observed variables needs human expert
knowledge, which is called heuristic knowledge [3, 5, 6].

Analytical knowledge consists of different methods, from simple rules defining
limit values of measured signals to complex methods of signal analysis, such as:
spectral analysis, filtration, state and parameter estimation, mathematical models,
etc.

Heuristic knowledge includes human observation and inspection, heuristic
specific values in the form of noises, vibration, colors, smells, temperature, wear
and tear, etc. Also the process history (e.g. previous failures), experience with
maintenance and repair operations, statistical data achieved from similar processes
or objects, constitutes additional sources of heuristic information.

Thus signals and variables measured and observed together with analytical and
heuristic knowledge enable the isolation of fault symptoms and next the proper fault
diagnosis. This diagnosis process is illustrated in Fig. 4.

Taking into account the way of generating symptoms, two main fault detection
methods can be distinguished:

– process-model-based fault detection methods (comparative methods);
– signal-model-based fault detection methods (direct methods).

Process-model-based methods, called sometimes comparative methods, are
based on dependencies between different measurable signals, e.g. on mathematical
models of the process which operates in parallel with the diagnosed object. The
basic structure of the process-model-based fault-detection system is illustrated in
Fig. 5 [6].

Based on the measured input signals U and output signals Y, the detection

methods generate residuals r, parameter estimates bH or state estimate bx, which are
called features. By comparison with normal features (nominal values), changes of
features are detected, leading to analytical symptoms s. In the simplest solution, the
diagnostic signal is calculated as a difference between output signals measured in
the object and those obtained from the model (residuum r). It the object operates
normally (“healthy” object), this value oscillates around zero. For a faulted object
this value is much greater, which confirms the fault. However, the best results are
obtained for dynamic process models and diagnostic signals generated based on
state or parameter estimation methods, which could contain fault symptoms.

Different mathematical models can be applied in process-mode-based methods,
such as: state estimators or observers, Kalman filters, parity equations [2, 3, 5, 6].
Comparative methods are closely connected with redundancy methods, and because
mathematical models have an analytical form, this type of redundancy is called
analytical redundancy. When residuum is obtained by comparison of the measured
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signals with those obtained from neural or fuzzy models, which are qualitative or
qualitative-quantitative models, the informatics redundancy is used, which is con-
sidered as a special type of analytical redundancy [2, 3, 6].

Process-model-based fault diagnosis methods are very sensitive to the adequacy
of the used models and to measurement noises. Under on-line implementation they
also require high computing power. Complexity of different objects, such as
electrical machines, drives for tools machinery and industrial robots, etc., the need
for knowledge of many parameters, difficulty in identification, are the reason for
serious problems with the credibility of analytical models. Inaccurate models would
provide false diagnostic information and patterns, which would result in false
alarms generation.
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Repair history
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Fig. 4 The main idea of the diagnostic process

Fault-Diagnosis and Fault-Tolerant-Control … 107



Signal-model-based fault detection methods rely on the analysis and inspection
of selected physical variables which are characteristic for a given object and thus
are sometimes called direct methods. In the simplest solutions the limits of credi-
bility or limit values (thresholds) are checked. In other solutions more advanced
signal analysis methods, such as: Fourier analysis, correlation analysis, spectral
analysis, stochastic parameter analysis, wavelet analysis, HOS analysis are applied,
depending on the type of the analyzed signals (periodic, stochastic, non-stationary)
[6, 7, 11, 12]. The general scheme of the diagnostic procedure conducted with
signal-model-based fault detection methods is presented in Fig. 6.
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Fig. 5 The general scheme of process-model-based fault detection system [6]
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The above methods are relatively simple, as they do not need a mathematical
model of the process. However, their drawbacks result from limited diagnostic
information concluded in single signals and from ambiguity of signal parameters’
change (e.g. for nonstationary signals), which significantly makes difficult to
determine the relations between faults and their symptoms.

Therefore nowadays one can observe a growing interest in application of arti-
ficial intelligence methods (neural networks, fuzzy logic and neuro-fuzzy networks)
is observed in fault monitoring and diagnosis [13–15]. These methods enable
replacement of analytical models by qualitative or qualitative-quantitative models in
the diagnosis of technological processes, however in case of such objects like
machines and different equipment they are an interesting tool in diagnostic infor-
mation processing.

3 Fault-Tolerant-Control Systems

About 20 years ago, together with the Fault Detection and Diagnosis
(FDD) methods, also the Fault Tolerant Control (FTC) was developed [5, 16–18].
The FTC aims to ensure the continuous system functionality, even after fault
occurrence. FTC systems possess the ability to detect component failures auto-
matically, using suitable FDD methods. They are capable of maintaining overall
system stability and acceptable performance as long as the controlled system can be
safely stopped for maintenance or repair. In other words, a closed-loop control
system which can tolerate component malfunctions, while maintaining desirable
performance and stability properties is said to be a Fault Tolerant Control System
(FTCS) [5, 16, 18]. The general scheme of the FTC system is presented in Fig. 7.

The FDD system constitutes a part of the FTC system (Fig. 7) and is responsible
for providing the supervision system with information about the location and
severity of any fault. The supervision system can take a suitable action and can
reconfigure the sensor set and/or actuators to isolate the faults, and tune or adapt the
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Fig. 7 The general scheme of FTC system with supervision subsystem
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controller to accommodate the fault effects [5, 16, 18], according to the possibilities
and strategies listed in the scheme shown in Fig. 8.

As it was said in the previous section, the hardware (equipment) redundancy, is
attractive from the viewpoint of full system functionality after fault occurrence, but
it raises significant costs and requires duplication of control, measuring and even
actuator equipment. Such solutions are applied only in critical industrial processes
or installations.

FTC systems based on software (analytic) redundancy are generally divided into
two classes: passive and active. Passive FTCs are based on robust controller design
techniques and aim at designing a single, robust controller that makes the
closed-loop system insensitive to unexpected faults. Under faulty conditions a
process continues operation with the same structure and parameters of the controller
[16–18]. The general scheme of passive FTC is presented in Fig. 9.

  PASSIVE STRATEGIES

 - lack of the fault localization 
    and detection

STRATEGIES OF FTC SYSTEMS

SORTWARE REDUNDANCY

- full functionality is not guaranteed
- system is partly robust to chosen failures
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Fig. 8 A classification of the fault tolerant control strategies
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This approach does not require on-line faults detection and is therefore com-
putationally more attractive. The controller design for passive FTC is based on
advanced control techniques, such as: adaptive theory, predictive control concepts
or artificial intelligence methods.

The applicability of passive FTC is very limited due to its serious disadvantages
[17]:

– a very selective subset of possible faults can be considered in the design of a
passive FTC system; usually those faults that do not have a significant effect on
the system operation of the system can be treated in this way, while only under
such condition the controller robustness to faults can be achieved;

– an increased robustness to certain faults can be achieved at the expense of
decreased nominal performance of the system. Since faults happen rather rarely,
it is not reasonable to significantly degrade the fault-free performance of the
system only to achieve some insensitivity to a restricted class of faults.

Still, passive FTCs have some advantages too. One of them is the fact that a
fixed controller has relatively reasonable hardware and software requirements.
Another advantage is lower complexity compared to active FTC systems [5, 17,
18].

In contrast to passive methods, the active FTC systems are based on controller
reconfiguration or selection of a few predesigned controllers. This technique
requires a fault detection and diagnosis (FDD) system that realizes the task of
detecting and localizing the faults if they occur in the system. The structure of an
active FTC system with a FDD unit is presented in Fig. 10.

The FDD part uses input-output measurement from the system to detect and
localize the faults. The estimated faults are subsequently passed to a reconfiguration
mechanism that changes the parameters and/or the structure of the controller in
order to achieve an acceptable post-fault system performance. Active FTC systems
use dedicated detectors or special state or parameter observers [5, 16–18] to identify
failure condition. The choice of the proper topology and fault tolerant control
algorithm depends on the system requirements and used components.
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Designing such a system is a complicated and complex issue because of the need
to ensure its stable operation after a component failure, while maintaining full or
partial functionality at the required performance level of the whole process. To
ensure the proper work of complex systems, it is necessary to take into account the
diagnostic techniques, which within a reasonable period of time will allow to detect
a failure and to ensure appropriate reaction of the control structure.

Depending on the way the post-fault controller is formed, active FTC methods
are further subdivided into projection-based methods and on-line redesign methods
[17]. In the projection based methods, the post-fault controller is selected from a set
of the off-line predesigned controllers. Each controller from the set is designed for a
particular failure situation and is switched on by the reconfiguration mechanism
when the corresponding fault pattern has been diagnosed by the FDD system. Thus,
in this solution only a limited class of the system faults can be taken into account.
On the contrary, the on-line redesign methods require the on-line computation of
the controller parameters, which can be treated as a reconfigurable control, or
recalculation of both the structure and the parameters of the controller, which is
called as a restructurable control. Comparing the obtainable post-fault system
performances, the on-line redesign methods are superior to the passive methods and
the off-line projection-based methods. However, computationally they are the most
complicated and expensive methods, as they often require on-line optimization.

One of the most important issues when designing active FTC systems is the
integration between the FDD part and the FTC part. Most approaches are based on
an independent design of these two parts, with the assumption that the other one is
perfect. It means that many FDD algorithms do not consider the closed-loop
operation of the system and, vice versa, many FTC methods assume that fault
estimates realized by the FDD scheme are perfect. In practice such assumptions do
not guarantee proper post-fault performance or even can lead to instability of the
system. For making the integration of FDD and FTC parts possible, one should first
investigate what information from the FDD is needed by the FTC, as well as what
information can actually be provided by the FDD scheme. Imprecise information
from the FDD that is incorrectly interpreted by the FTC scheme might lead to a
complete loss of the system stability. This last issue is especially important in
high-dynamic systems, like drives, robots, aircrafts etc. [5, 16–18].

4 Fault Classification in Electrical Drives

Vector controlled AC motor drives are now widely used in industrial applications
for speed and torque regulation due to their high performance [19]. In such systems
AC motors are supplied from voltage-source inverters with pulse width modulation
(PWM) or space vector modulation (SVM). These inverters mostly use power
switches based on the insulated-gate bipolar transistors (IGBTs), due to their
well-known advantages, such as high efficiency, high switching frequency and
relatively short-circuit current handling ability. The modern AC motor drives,
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operating in closed-loop speed or position system, are equipped with advanced
digital control systems. In Fig. 11, the schematic diagram of such a modern elec-
trical drive is presented, where besides chosen sensors of electrical and mechanical
variables, state estimators or state observers were introduced, they illustrate the
software redundancy in the system. So according to the previous sections, this drive
can be analyzed as a type of FTC system.

Inverter-fed AC motors are sensitive to different faults occurring at the static
converter, at the motor itself and at the control system stage. All these faults lead to
the interruption of the drive system operation and unprogrammed maintenance
brakes. Unplanned drive stops could lead to high financial losses, so the devel-
opment of reliable monitoring and fast fault detection methods as well as
fault-tolerant control strategies applied in the drive system are a current demand of
the industry [13, 19].

Electrical drive systems are subject to different faults whose consequences sig-
nificantly depend on the fault location [13, 20]. In Fig. 12 basic faults occurring in
the drive system are listed and illustrated.

Among various types of failures in electric motor drive applications, power
converter faults make up about 80 % [21, 22]. There are many kinds of faults in
power converters such as a power semiconductor device (21 %), solder (13 %),
DC-link capacitor (30 %), printed circuit boards (PCB) (26 %), sensor, etc. [21].
Thus power device modules failures compose 34 % of power converter faults. All
these faults result in a drive performance deterioration or even an unplanned
stoppage of the drive system.

The power device faults can be divided into two cases: short-circuit faults and
open-switch faults. A short-circuit fault can occur due to several reasons, such as
the wrong gate voltage, overvoltage, avalanche stress, or temperature overshoot.
Short-circuit faults are difficult to handle because of an abnormal over-current
which can cause serious damage to other parts is produced within a very short time.
In addition, the period between the fault initiation and failure is very short.
Therefore, most diagnostic methods of a short-circuit fault are based on hardware
circuits which use high integrated transistor drivers turning off an affected transistor
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Fig. 11 The schematic diagram of the modern electrical drive robust to sensor faults
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before its permanent damage. Indeed, a drive performance is significantly reduced
after turning off the switch, but a high current does not flow through a converter and
therefore further rapidly progressive inverter faults can be avoided.

An open-switch fault occurs due to the lifting of a bonding wire caused by
thermal cycling. An extremely high collector current may also cause open-switch
faults. The open-switch fault leads to a current distortion. It can cause secondary
problems in other components through induced noise and vibrations. The
open-switch fault does not cause serious damages, compared to short-circuit faults,
but it does degrade the performance of overall converter systems. This type of
switch failure should be detected and compensated, as it causes big stator current
values and high transients in electromagnetic torque which could damage the drive
[21, 23]. Therefore, the diagnostic methods of power device faults are needed to
improve the reliability of the converter system. Hence, fault-tolerant control
(FTC) techniques, which combine transistor fault diagnostic methods, hardware
redundancy and post-fault control algorithms that allow simultaneous electric drive
operation, are developed, recently [23–26].

The most frequently used approaches are based on the analysis of easily
accessible signals, like current or voltage, thus the methods of an open-circuit fault
detection can be classified as current- or voltage-based ones [28, 30, 32]. In
accordance with these techniques, a fault diagnosis is carried out in order to conduct
a remedial action, which is normally based on a power converter circuits recon-
figuration as well as changes in a main drive control algorithm. Correct failure

Fig. 12 Faults classification in the voltage-fed AC motor drive
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detection and its localization, robustness against false alarms and the fast failure
diagnosis allow to perform an appropriate remedial action that brings back a partial
or full drive functionality. A detailed survey of methods that are dedicated to
transistor failures diagnosis has been presented in many works [23–26].

The second group of damages, which occur in electric drive, are AC/DC rectifier
semiconductor faults and a DC bus link failures. The problems connected with the
faults of AC/DC rectifier are similar to those in DC/AC voltage inverters, so the
methods of detection are similar. However, there are only few works that deal with
power switch fault diagnosis in the AC/DC rectifiers [27]. Moreover, most of the
fault diagnostic methods, which are known form literature, are not validated in the
vector-controlled sensorless control structures.

In most power converter applications, the electrolytic capacitors are predomi-
nantly used in DC-links because of their low cost. However, they have some
undesirable properties such as sensitivity to temperature, frequency and low relia-
bility resulting in their finite lifetime and high failure rate due to a wear-out
degradation failure. In [21] a brief overview of the condition monitoring methods
for electrolytic capacitors is given, such as: on-line estimation of equivalent series
resistance method or off-line method based on capacitor model.

Among different failures of drive systems, electrical and mechanical faults of AC
motors constitute a significant part [20]. Electrical faults are connected with the
stator windings of the induction motor and permanent-magnet motors, and with
rotor squirrel-cage of the induction motor (broken rotor bars or rings). The stator
winding failures occur due to insulation stresses, inter-turn short circuits or even
short-circuits of phase windings. In the case of PMSM rotor faults are connected
mainly with deterioration of permanent magnets performance or their mechanical
displacements or vibrations. Mechanical faults in the electrical motors are con-
nected with the quality of mechanical connection between the driving motor and a
load machine. It could be: rotor eccentricity, misalignment or bearings, clutch or
gear failures. The statistical research realized by different research centers show that
bearings faults are close to 40 % of all IM faults, while stator winding faults
constitutes about 38 % and rotor faults—about 10 %.

The faults detection of AC motors rely on the analysis of two easily measured
signals: phase current and mechanical vibrations [7, 28–32]. They can be prepro-
cessed to obtain other diagnostic signals, such as: magnitude of the stator current
space vector, estimated electromagnetic torque, transient active or reactive power,
internal variables in closed-loop control structures [28, 30, 31]. The extension of the
diagnostic signals number enables more accurate fault isolation, using different
signal analysis methods, such as: Fast Fourier Transform (FFT), Short Time Fourier
Transform (STFT), wavelet analysis, Higher Order Transforms (HOTs), etc. [7, 28,
32]. The fault diagnostics and fault differentiation based on extracted fault symp-
toms is done using different methods, such as: multidimensional statistical methods,
state estimators and observers, artificial intelligence methods (see Fig. 2) [13–15,
29, 33].

Fault-Diagnosis and Fault-Tolerant-Control … 115



The last source of failures in drive systems are sensors faults. In the electrical
drive systems the current and voltage sensors are necessary for the proper work of
the control algorithms [19]. Those sensors are very sensitive to various damages [5,
34]. A drive system and estimation techniques can work stably without information
from a stator voltage sensor, but cannot work properly without signals from stator
current sensors [19, 34, 35]. This signal is used to the non-measurable state variable
reconstruction (like stator or rotor fluxes in AC motor drives) and in the internal
current control loops. Similarly, the measurement of the rotor speed is required for
external speed or position control loops in adjustable drive systems. The speed is
measured using mechanical sensors (mainly encoders), which are also very sensi-
tive to the actual drive and environment conditions and can be destroyed. The
topology of the drive must be changed if the speed sensor is broken [10, 34–36]. In
most cases a speed sensorless operation, which requires suitable speed estimators or
observers, is applied [10, 36, 37].

In the case of electrical drives monitoring, the fast fault detection and isolation is
very important, as different failures, described above, usually cause high current
asymmetry and overshoots as well as electromagnetic torque oscillations. Thus not
only localization but also compensation of the failure should be realized immedi-
ately. It is illustrated in Fig. 13.

The electromagnetic time constants of the drive system are much smaller than
the mechanical time constant, thus phase motor currents are generally used as
diagnostic signals. Based on [6, 38] it can be stated, that the process of isolating the
damaged element of the drive system, (t1 ÷ t2) is generally the longest of the three
shown in Fig. 12. It results mainly from the need to take into account the phe-
nomena of commutation in the electric circuits of the drive. Isolation of the faulted
circuit at the wrong time can result not only in lengthening the time of the assumed
functionality of the drive, but, moreover, the destruction of other elements of the
system [38]. The time dedicated to fault localization (t1 ÷ t2) should not exceed one
stator current period in case of power converter failures. Similarly the fault com-
pensation time interval (t2 ÷ t3) should not take more than two stator current
periods. In the time t3 the drive operates with some functionality according to the
assumed post-fault control strategy.
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Fig. 13 The sequence of actions in FTC drives

116 T. Orłowska-Kowalska et al.



Modern control strategies of the drive systems, like adaptive, predictive or
sliding-mode control algorithms should ensure the reliable and safe operation in
case of occurrence of the motor or even the power converter failures. However,
usually under semiconductor faults the reorganization of the internal structure of the
power converter and its control (modulation method). Faults of the sensors can have
different effects in the complex drive system, however, their occurrence makes it
necessary to amend the topology of the drive control structure completely. Thus,
drive systems with the described functionalities, resulting from FTC concepts,
recently are called safe systems or fault-tolerant drives (systems robust to failures)
[6, 9, 10, 26, 35, 36, 38].

As it was said in the previous section, the goal of the fault-tolerant system is the
continued stable operation of the drive (while maintaining its full or partial func-
tionality) or its safe stoppage, depending on the failure type or guaranteed safety
level. Depending on the solution chosen for the FTC of the adjustable electrical
drive, different strategies can be distinguished, according those listed in Fig. 9. Due
to the nature of adjustable drive systems, one should choose such a method of the
failure compensation which maintains the basic characteristics of the functionality
of the drive. Usually, the use of the software redundancy does not preserve the
previous functionality of the drive. Software tools allow to specify the type, extent
and location of the damage. Therefore, in most cases, because of the advantages of
knowledge on the fault location, the active strategies of FTC are applied in drive
systems. To restore functionality of the faulted drive is necessary to use the
dynamic hardware redundancy.

To implement the above FTC strategies in electrical drives it is necessary to
apply certain mathematical methods, like algorithmic ones (e.g. advanced analysis
methods of diagnostic signals, state and parameter estimators and observers) or
artificial intelligence methods (neural networks, fuzzy logic, neuro-fuzzy network
etc.). For example, when the drive operates in the vector control structure with a
speed sensor, in the event of its failure, the fault-tolerant structure should switch to
the new control strategy based on the speed estimator or observer. Further, in the
case of more than one current sensor failure, the vector controlled structure should
be switched to the scalar control strategy (as lack of the current signals destroys the
current control loops and simultaneously makes impossible the estimation of
internal state variables of the AC motor). Obviously, changing the control strategy
of the AC motor from vector to scalar control will result in a deterioration of the
drive operation but guarantees the operation stability and security of users as well as
the technological process.

Therefore, nowadays the advanced adjustable drive systems should be equipped
with diagnostic features to prevent damages and sudden switch-offs of complex
industrial installations. Thus, the incipient fault detection of all basic components of
the modern converter-fed recently has become one of the basic requirements which
will be addressed in the following chapters of this monograph.

Fault-Diagnosis and Fault-Tolerant-Control … 117



5 Summary

Recently the rapid development of research in the diagnosis of industrial processes
is observed, which is undoubtedly a consequence of the increasing interest in
industrial applications of diagnostic systems. It results from potentially large eco-
nomic benefits that can bring the implementation of such systems and the emer-
gence of new solutions, industrial automation systems, enabling the use of
advanced control and diagnostic techniques. Also in the field of electric drive
systems issues of monitoring and fault diagnosis starts include not only the
so-called critical high-power drives but also drives of low and medium power. This
mainly concerns the converter-fed drives, with advanced control strategies.

In this chapter a discussion of the main faults occurred in AC motor drives and
solutions of fault-tolerant control problems is presented from the viewpoint of
general theory of fault diagnosis, fault detection and fault compensation methods
developed for industrial processes applications.
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IGBT Open-Circuit Fault Diagnostic
Methods for SVM-VSI Vector-Controlled
Induction Motor Drives

Piotr Sobański and Teresa Orłowska-Kowalska

Abstract In this chapter a two-level three-phase voltage inverter fed induction
motor drive is considered and a discussion of IGBTs open-circuit faults diagnostic
methods based on voltage and flux vector hodographs analysis is presented. These
techniques have been validated for the drives with Direct Torque Control and Direct
Rotor Field Oriented Control strategies. Additionally, a speed of the diagnosis has
been considered and the post-fault strategy has been addressed.

Keywords Induction motor drives � Vector control � Transistor faults � Fault
detection

1 Introduction

Faults of power electronics in electrical motor drives can significantly disturb a
control process, resulting in drive functionality decrease. There are many kinds of
faults in power converters such as: defects of a power semiconductor device,
DC-link capacitor, printed circuit board (PCB), solder, sensor, etc. All these faults,
which can lead to the interruption of the drive system operation and
un-programmed maintenance brakes. Unplanned drive stops could lead to high
financial losses, so the development of reliable monitoring and fast fault detection
methods as well as fault-tolerant control strategies is a current demand of the
industry. Therefore, diagnostic procedures and new control techniques, that allow a
fault detection and localization as well as simultaneous electric drive operation after
fault occurrences are developed recently. These techniques are known as
fault-tolerant control methods, and integrate failures diagnosis algorithms and
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hardware or software redundancy that allows correct drive operation under its faulty
condition. The effectiveness of fault detection and its localization techniques,
robustness against false alarms as well as fast diagnosis have an important influence
on applicability of an appropriate remedial action. Semiconductor and soldering
failures in power device modules compose 34 % of power converter failures [1].

The power device fault can be divided into two cases: a short-circuit fault and an
open-switch fault. A short-circuit fault can occur due to several reasons, such as the
wrong gate voltage, overvoltage, avalanche stress, or temperature overshoot. The
short-circuit faults are difficult to handle because an abnormal over-current which
can cause serious damage to other parts is produced within a very short time. In
addition, the period between the fault initiation and failure is very short. Therefore,
most diagnostic methods of a short-circuit fault are based on hardware circuits.

An open-switch fault occurs due to lifting a bonding wire caused by thermal
cycling. An extremely high collector current may also cause open-switch faults.
The open-switch fault leads to a current distortion. It can cause secondary problems
in other components through induced noise and vibrations. The open-switch fault
does not cause serious damages, compared to short-circuit faults, but does degrade
the performance of overall converter systems. Therefore, diagnostic methods of
power device faults are needed to improve the reliability of the converter system.

This chapter deals with selected open-circuit IGBT fault diagnostic methods that
are dedicated for three-phase two-level voltage-inverter-fed vector controlled
induction motor drive systems. The presented techniques are based on transient
analysis of stator voltage and stator flux space vector hodographs in a stationary
reference frame and do not require application of extra sensors. The diagnostic
algorithm is based on software solutions and ensures to detect and localize single
and multiple IGBT failures in a time shorter than one period of a stator current
fundamental harmonic, regardless a drive operation point. The presented schemes
of the diagnostic systems can be easily applicable in the vector-controlled electric
drives that use voltage space vector modulation (SVM) algorithms. To maintain
high drive performance for a post-fault action, a reconfigurable inverter topology is
applied. The selected experimental results are presented in this chapter.

2 A Short Overview of IGBT Diagnostic Methods

Due to the demand for the drive manufacturing cost reduction, a vast majority of the
detection methods for the transistor open-circuit failures are designed so that their
implementation does not require an additional hardware. The idea of the fault
detection relies on calculation and standardization of errors between the reference
and estimated or measured variables [2–7]. As a consequence of the switch
open-circuit failures inverter voltages are incorrectly estimated which results in a
wrong flux [7] and stator currents calculation [4]. In the case of these methods,
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diagnostic variables are achieved calculating the average values of the errors.
Further, they are compared with a “fault threshold” whose overstepping indicates
the transistor defect. The faulted transistors are localized analyzing signs of the
diagnostic variables.

A vast majority of the diagnostic techniques that concern the transistor
open-circuit failures is based on the analysis of the estimated or measured variables
in the stationary coordinate system α–β [8–16]. For this purpose, in most cases, the
stator phase currents are processed, namely the Park’s transformation is used to
obtain the current vector amplitude and phase. Further, the faulty transistor is
identified by taking information about the position of the current vector in α–β
system at the instant of immediately when the current vector stops its rotational
movement [14]. To eliminate the load dependence, this approach has been
improved by using stator or rotor flux signals for the faults diagnosis [16]. In
accordance with the direct field oriented control or the direct torque control methods
the flux is stabilized at a constant value and therefore as opposed to the faulty mode
under the healthy drive operations its amplitude is not affected.

3 Analysis of IGBT Faults Influence on the Drive System
Operation

Considering the three-phase two level voltage inverter, whose a circuit topology is
presented in Fig. 1a, output voltages uAN, uCN, uCN are produced using eight
switching configurations, as shown in Fig. 2. A vector representation of the inverter
voltages are presented in Fig. 1b.

Single transistor open-circuit failures cause unidirectional voltage in one of the
inverter phases resulting in significant electromagnetic torque ripples because of the
currents distortions. These deformations are characteristic for the faults of particular
transistor. This fact is visible comparing current vector hodographs with a healthy
and faulted drive. In steady states, under the healthy motor drive operations, the
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Fig. 1 Three-phase voltage source inverter: circuit topology (a) and voltage space vectors (b)
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hodographs have a circular shape, whereas for the single open-circuit failure is
semicircular, as shown in Fig. 3.

As a result of the fault, the drive performance is decreased. Compared to the healthy
vectors U0, …, U7, the faulted ones U0F, …, U7F are different in respect of their
amplitudes and phases, as shown in Fig. 4 [17]. For instance, T1 open-circuit failure
results in themagnitude ofU2F andU6F reducing to ð1= ffiffiffi
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is shifted by an angle±π/6, respectively. Additionally, the amplitude ofU1F is equal
to zero and that is the reason why the α component of the inverter reference voltage
vector Uref increases. Hence, this vector is located for a longer time in the first sector
SN = 1 in α–β system. Further, the flux of the machine depends on the stator voltage
and it cannot be controlled in the case when the faulty states of the inverter vectors are
applied because of voltage malfunctions. As a result, the amplitude of the stator or
rotor flux vector decreases in some part of the α–β system, which is shown in Fig. 5.
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The specific behavior of the reference voltage as well as flux vector is used for the
transistor open-circuit diagnosis.

In order to formulate the transistor failure diagnostic algorithms, the sectors of
the α–β system are defined according to the following formula (1):

SNU;w ¼ E
cU;w

p=3

� �
: ð1Þ

where SNU,ψ means a number of the sector containing the reference voltage or
estimated flux vector, which position in the α–β system is defined by an angle γU,ψ.
A function E(x) returns an integer value of x.

4 Description of Chosen Diagnostic Methods
of Open-Circuit IGBT Faults in VSI-Fed Induction
Motor Drive

4.1 A Method Based on the Analysis of Stator Voltage
Vector Transient

In accordance with the first transistor open-circuit fault diagnostic method (M1) the
presence time tM of the reference voltage vector in the sectors of the α–β plane is
calculated [8] as follows:
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tMnorm ¼ tM
ax�1 ; ð2Þ

where tMnorm means the normalized diagnostic signal, ωm is an angular speed of the
motor, Ttimer is a period of the timer block used in a diagnostic system, which a
block diagram is presented in Fig. 6, a = 1/Ttimer.

The fault diagnostic system consists of the timer that is activated when the
reference voltage vector moves to another sector on the α–β plane, so the value of
the SNU changes. Next, the value of timer output signal tM is proportional to a
duration when the reference voltage vector is located in each sector. In order to
normalize the diagnostic variable a division of tM by the signal proportional to the
drive speed is applied resulting in tMnorm which is approximately equal to 1 during
the drive healthy operation. Transistor faults are detected when the signal |tMnorm|
achieves a fault threshold TTF = 1.15. For the faulted switch localization the rule
base taking into account direction of the motor rotation is used, in accordance with
Table 1. The output signals of comparators k1 and k2 carry the information about
the rotation direction or speed sign as well as the fault threshold exceeding,
respectively. For example, if the transistor fault occurs under motor operation with
the positive speed (k1 = 1), the diagnostic signal |tMnorm| value is greater than 1.15
(k2 = 1) and the reference voltage vector is located in the first sector of the α–β
plane (SNU = 1), then the fault of T1 switch is detected. Similarly, if the drive
operates with the negative direction (k1 = 0) and the fault threshold is observed
(k2 = 1) when the reference voltage vector is described in the sixth sector
(SNU = 6) of the stationary reference frame, the failure of T1 is established.

4.2 A Method Based on the Analysis of Stator Flux Vector
Transient

In accordance with the widely used vector control algorithms, namely DRFOC or
DTC, an amplitude of the rotor or stator flux is regulated so that it has an
approximately constant value which is equal to the reference one. However, under

TIMER

fx
NORMALIZATION

0
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tM

tMnorm
ABS

TRIG

RULE
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(Table 1)
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ωm

TF
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Fig. 6 Schematic diagram of the switch fault diagnostic system for the method M1
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the inverter faulty condition, in the period of the flux rotational movement in the
α–β system, the absolute value of the estimated flux vector decreases below the
nominal value ψref when the reference inverter voltages cannot be obtained. This
behavior is used to formulate the second transistor open-circuit fault diagnostic
method (M2). In accordance with this method, the local minimums of the rotor or
stator flux amplitude are monitored. If the flux amplitude is less than the fault
threshold value ψthr in the case when the local minimum is observed, the infor-
mation about the position of the flux vector, that is defined by the angle γψ in the
α–β system, allows to detect the faulty switch [16, 17].

The algorithm simplification follows from the definition of the flux vector
location, using partition of the α–β plane into six sectors SNψ. The rule base of the
fault diagnostic system, whose block diagram is shown in Fig. 7, is presented in
Table 2. For example, if a value of the local minimum of the flux amplitude is less
than the fault threshold ψthr, that means k1 = 1, the angular drive speed is positive
(k2 = 1) and SNψ = 1, then the fault of T1 is detected (d = 1).

Table 1 Open-switch fault
symptoms patterns for the first
diagnosis technique M1

k1 k2 SNU Faulted transistor

1 1 1 T1

0 1 6

1 1 2 T2

0 1 1

1 1 3 T3

0 1 2

1 1 4 T4

0 1 3

1 1 5 T5

0 1 4

1 1 6 T6

0 1 5

DETECTION OF ψ 
LOCAL MINIMUM

ψ thr

ψ  

ψ

ωm

TRANSISTOR
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DIAGNOSTIC
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Fig. 7 Block diagram of the
transistor failures diagnostic
system for the method M2
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5 A Descriptive Analysis of Selected Diagnostic Methods
of Open-Circuit IGBT Faults in VSI-Fed Induction
Motor Drive

5.1 A Short Description of the Testing Methodology
and the Laboratory Set-up

The analyzed transistor open-circuit fault diagnostic methods have been tested by
experimental research, whose selected results are presented in this section. First, the
robustness of these algorithms against the occurrence of false alarms during normal
motor drive operations was proved. For this purpose, plenty of various tests under
constant reference motor speed values and rapid load changes were carried out.
Additionally, a similar research taking into account the drive performance under
changeable motor speed as well as load variations was done. All these tests resulted
in the fault threshold definition for each considered transistor open-circuit fault
diagnostic algorithms. In order to prove the effectiveness of the diagnostic tech-
niques the transistor defects were emulated during the constant reference motor
speed. Next, the research was extended into the analysis of the diagnostic methods
correctness under transistor faults occurring during the linear motor speed changes.
Finally, the speed of the faults diagnosis was compared for each method, consid-
ering a failure instance referred to the phase of the current. In all figures, magenta
dashed, vertical lines mark the instance of the single switch open-circuit faults and
the moment of the faulted transistor detection is marked as a blue dotted line. For
the rating diagnosis speed of the proposed algorithms a variable tD was defined as a
part of the stator current period Ti which is measured before the transistor defect

Table 2 Transistor open-circuit fault symptoms patterns for the second diagnosis method M2

k1 k2 Sector SNψ in which the local minimum of ψ is observed Faulty switch

1 1 1 T1

1 0 6

1 1 2 T2

1 0 1

1 1 3 T3

1 0 2

1 1 4 T4

1 0 3

1 1 5 T5

1 0 4

1 1 6 T6

1 0 5
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emulation. Additionally, the speed n of the drive, phase currents isA,B,C and selected
diagnostic variables, are presented in the figures with the respective analyzed
method. In the case of M1, time-domain waveforms of the signal |tMnorm| and the
variable SNU, which denotes the sector number, that described the position of the
reference voltage vector in the stationary coordinate system, is shown.
Supplementary, transients of the rotor ψr or stator ψs flux absolute value and the
flux vector position that is described by the sector number SNψ are presented.

The research was conducted using a laboratory set-up (see Fig. 8) built of
2.2 kW induction machine connected by a stiff shaft to the DC motor which was
used as a load machine controlled by changing armature current. Nominal
parameters of the induction motor are shown in Appendix 1, Table 3. The drive
control as well as diagnostic algorithm were implemented using the dSPACE
DS1103 rapid prototyping system with the sampling period Ts = 100 μs. The phase
currents and DC-link voltage measurements were made using LA 55-P and LV
25-P transducers, respectively. An incremental encoder (36,000 imp./rev.) was used
for speed measurements. The switch open-circuit failures were emulated removing
command transistor gate signals.

Fig. 8 Experimental set-up: a schematic diagram (a), a photo of the induction motor drive (b) DC
motor supplier (c) the fiber-optic modules of the inverter (d)
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5.2 Method Robustness Against the False Alarms

In Fig. 9 chosen experimental results that demonstrate the diagnostic methods
robustness against the false alarms are presented. For this purpose, the drives were
tested under various speed conditions and rapid load changes. These tests resulted
in the determination of the transistor fault thresholds: TTF = 1.15 for the M1 method
(for both control structures: DRFOC and DTC), and ψsthr = 0.86 and ψrthr = 0.95
for the M2 method, for DRFOC and DTC strategies respectively. It means, that the
values of the diagnostic variables do not exceed these thresholds during healthy
drive operations. The main advantage of this approach is that it does not require any
knowledge about diagnostic signals corresponding to the faulty inverter mode.
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Fig. 9 Experimental results regarding the fault threshold adjusted to the time-domain waveforms
of the speed n (a, f), stator currents isA,B,C (b, f), electromagnetic torque me (c, g), diagnostic
variables related to the 1st method |tMnorm| (d, h) and the absolute value of the stator ψs or rotor ψr

flux of the machine (e, i) for the DTC-SVM and DRFOC
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5.3 Verification of the Transistor Open-Circuit Fault
Diagnostic Methods

In Fig. 10a–e the experimental results related to the transistor T3 open-circuit
failure, which occurred during the constant reference drive speed nref = 720 rpm
and the load mL = 7.2 Nm in the DTC-SVM controlled drive, are shown (Fig. 10a).
At the instant of t = 0.046 s the fault was simulated and shortly after that, at time
t = 0.50 s, the diagnostic signal, which corresponds to the method M1 crossed the
fault threshold TTF (Fig. 10c). At the same time, the reference voltage vector was
located in the 3rd sector of the α–β plane, so the faulted switch was recognized
correctly (Fig. 10e). The fault resulting in the stator flux disturbances, which were
processed. Shortly after that, the local minimum of the time-domain waveform of
the flux was observed when the estimated stator flux was in the 3rd sector of the
stationary system (Fig. 10d, e). Taking into consideration the previously formulated
diagnostic rules of the M2 method, the fault of T3 was detected. Similar results
were obtained for the fault of transistor T6 in the drive with DRFOC (Fig. 10f–j).
As can be seen, the diagnostic rules were fulfilled for the both diagnostic methods,
the transistor T6 fault was detected, namely the method M1 gave the information
about the fault at t = 0.047 s but the method M2 at the instant of t = 0.053 s. In the
case of both electric drives (with DTC and DRFOC), the fault localization time was
shorter than one period Ti of the current fundamental (Fig. 10b, g).

The presented results correspond to the drive operation with the constant speed
and semi-loaded motor. Next results are obtained during the drive performance with
the full load and the motor speed that was linearly changed, namely increased or
decreased. It is reasonable to verify both diagnostic methods because they are based
on the signals whose frequency is changing depending on the reference speed of the
motor. First, the faults were simulated for the fully-loaded motor. The chosen
results are presented in Figs. 11 and 12. These results correspond to the fault of T3
(Figs. 11 and 12f–j) and T6 (Fig. 12a–e). Due to the diagnostic signal normaliza-
tion the method M1 is effective even when faults occur during the reference speed is
changed. For the healthy motor drive operation the signal |tMnorm| is approximately
equal to one, despite the fact that the voltage frequency increases. The flux error
does not depend significantly on the motor speed or load, therefore the diagnostic
signal normalization is not necessary. The following examples proved that the
diagnostic method M2 gives correct results for the drive with DTC or DRFOC as
well.

Figure 13 shows experimental results that have been achieved under the fault of
the transistor T6 and no-loaded motor drive operations. Alike as in the previously
presented cases, the method based on reference voltage vector analysis is charac-
terized by faster transistor failure diagnosis than the flux-based techniques.
Furthermore, both algorithms allows to localize the faulted transistor in the time
shorter than one current fundamental period which allows to change the control
algorithm sufficiently fast to compensate the negative fault influence on the drive
performance without interruption of the motor operation.
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Figure 14 presents summarized results of the test which shows the relationship
between the failure instant, defined by the phase angle γi of the current isA, and the
speed of the T1 open-circuit fault diagnosis. This research was conducted under
constant reference speed nref = 720 rpm and the load mL = 7.2 Nm. These condi-
tions correspond to a half of the nominal values. The achieved results showed that
the speed of the transistor fault diagnosis tD depends on the fault instant described
by γi. It is clear that depending on rotational speed direction of the reference voltage
or flux vector the diagnosis speed increases after these vectors leave the sector of
the α–β plane which is crucial for the failure diagnosis. When the vectors move in
this sectors the time tD decreases. Due to the phase shift between the voltage or flux
and the current vector, in the case of T1 fault, the fastest fault diagnosis is observed
around the angle γi = π/3.
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Fig. 10 Experimental results regarding the fault of transistor in the inverter phase B with the
time-domain waveforms of the speed n (a, f), stator currents isA,B,C (b, f), diagnostic variables
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The achieved results proved that for the both fault monitoring techniques the
diagnostic time is shorter than one period of the current fundamental harmonic.
Additionally, the first method (M1) is faster than the second one (M2) in every case.

6 Post-fault Control of the Drive System

The transistor open-circuit fault diagnostic methods are applied in the fault-tolerant
control systems in order to carry out the remedial action, which brings back partial
or full motor drive functionality. For this purpose, the redundant converter
topologies, the survey of which was presented in [18], are developed. As a matter of
fact, only full hardware redundancy, such as using an additional converter leg,
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Fig. 11 Experimental results regarding the fault of transistors in the inverter phase B with the
time-domain waveforms of the speed n, which is linearly increased (a, f), stator currents isA,B,C (b,
g), diagnostic variables related to the 1st method |tMnorm| (c, h), and the absolute value of the stator
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guarantees maintaining high drive performance. Nevertheless, in view of their high
manufacturing cost, these solutions are recommended for use in safety-critical drive
applications.

Another approach is based on four-switch three-phase inverter topologies. In
accordance with this, a phase of the machine that is connected to the faulty inverter
leg, is connected to a DC bus mid-point [19–23] or is separated from the inverter
and the neutral point of the motor is connected to the mid-point of the capacitor
input filter of the inverter [24–26]. The main drawback of the second solution is the
requirement of access to a motor neutral point, that is not assured in most motor
drives applications. Furthermore, a long post-fault drive operation has to be avoided
because the current in the healthy phases significantly increases. In accordance with
the first solution, a maximum speed of the drive, that operates with the nominal
torque, is limited to a half of the nominal value. Additionally, flying capacitors
problem occurs and must be considered in the voltage modulation strategy [12–14].
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Fig. 12 Experimental results regarding the fault of transistors in the inverter phase B with the
time-domain waveforms of the speed n, which is linearly decreased (a, f), stator currents isA,B,C (b,
g), diagnostic variables related to the 1st method |tMnorm| (c, h), and the absolute value of the stator
ψs or rotor ψr flux of the machine (d, i) and position of the reference voltage SNU or flux SNψ
vector in the α–β system (e, j) for the DTC-SVM and DRFOC-SVM
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A choice of the inverter topology for the post-fault operation should be justified by
a required safety level of the motor drive applications and its acceptable manu-
facturing cost.

7 Summary

This chapter presents two simple transistor open-circuit fault diagnostic methods
which have been applied in DTC-SVM as well as DRFOC-SVM induction motor
drive systems. The concept of the fault diagnostic techniques consists in the
analysis of the vector hodographs of easy assessable signals, so the additional
hardware installation is not required for the methods implementation. The main
advantage of the proposed schemes of diagnosis result from the accurate diagnostic
signals selection which guaranties the methods load independence of the load. Both
methods ensure the correct transistor open-circuit fault diagnosis in a time shorter
than one period of the stator current fundamental harmonic regardless of the drive
operation point. The great merit of the methods is their full robustness against false
alarms and a simple hardware implementation. The presented techniques can be
realized using microprocessor systems in the fault-tolerant motor drive systems.

Acknowledgment This work was supported by the National Science Centre Poland, under
project 2013/09/B/ST7/04199 (2014–2017).

Appendix 1

See Table 3.

Table 3 Rated data of the
tested induction motor

Quantity Symbol Value

Power PN 2.2 kW

Torque mN 14.6 Nm

Speed nN 1440 rpm

Voltage uN 400 V

Current iN 4.5 A
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Speed and Current Sensor
Fault-Tolerant-Control of the Induction
Motor Drive

Mateusz Dybkowski, Kamil Klimkowski
and Teresa Orłowska-Kowalska

Abstract In this chapter a rotor speed and stator current sensors faults detection
systems for a vector controlled induction motor drive are described and tested.
Different active algorithms are discussed, their advantages and disadvantages are
demonstrated from the drive safety point of view. Another problem, presented in
this chapter, is focused on the fault detection time. Simulation results show that the
proposed detection systems can be used in fault tolerant control algorithms. The
simulation studies are confirmed through a variety of experimental tests.

Keywords Induction motor drives � Speed sensor fault � Current sensor fault �
Fault detection � Fault-tolerant-control

1 Introduction

For the proper work of the modern vector controlled induction motor drive system
the mechanical and electrical variables sensors are necessary [1]. Some signals,
used in the internal control structure of the drive system (such as stator and/or rotor
flux, electromagnetic torque, rotor speed) can be estimated by different simulators
[1], observers [2], Kalman Filters or neural networks [3, 4]. Those estimation
systems and control algorithms cannot work stably when the sensors are broken.
The advanced vector control structures of Induction Motor (IM) drives should be
equipped with diagnostic features to prevent damages and sudden switch-offs of
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complex industrial installations. Thus the incipient fault detection has recently
become one of the basic requirements for modern IM drive systems [1, 4].

During last few years, fault-tolerant control systems (FTC) [1] became a very
active research field for many research groups [4, 5]. The FTC aims to ensure the
continuous system functionality, even after fault occurrence. Therefore, the FTC
should be able to detect and identify faults and to cancel their effects or to attenuate
them to an acceptable level.

In this chapter the rotor speed and stator current sensors faults detection systems
for vector controlled induction motor drive system are described and tested.
Different active algorithms are discussed, their advantages and disadvantages are
demonstrated from the safety point of view. Another problem, presented in this
chapter, is focused on the fault detection time. Selected simulation and experimental
results have been presented in this work.

2 A Short Review of Existing Diagnostic Methods
of Sensor Faults in Induction Motor Drives

The fault tolerant control (FTC) has attracted lot of attention during the last
20 years in most industrial applications, such as: flight control, electric machines,
power plants, computer networks and refineries. One of the most researched areas
concerns fault diagnosis in induction motor drives. The main source of failure in
these systems may be due to the machine, converter or faulty operation of mea-
surement sensors. Studies show that proper and stable operation of the drive
strongly relies on the efficiency of the measurement sensors. Measurements can be
corrupted not only due to total sensor failure but also due to connection problems or
some hardware or software malfunction [3, 6]. In vector-controlled drives, speed,
current and voltage sensors are required to provide high performance and system
efficiency. Therefore, sensor fault-tolerant control is an extremely important area of
investigation for IM drives [7].

The proper choice of the fault tolerant control algorithm and topology depends
on the drive system requirements and used components. To ensure the proper work
of complex systems, it is necessary to take account of diagnostic techniques, that
within a reasonable period of time will allow to detect a failure and an appropriate
response of the control structure. There are several methods for sensor FDI (Fig. 1)
that depend on hardware redundancy, analytical redundancy, or both of them [4, 5,
8, 9].

The general idea of methods based on the hardware redundancy, is based on
continuous measurement of the respective state variable using two or more addi-
tional sensors. Any difference in compared readings from the other sensors indi-
cates fault occurrence. These methods, because of their simplicity, are most
commonly used in industrial applications [4, 5]. The main disadvantage of these
solutions, presented in the papers [5, 8] is the high cost of this complex system with
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additional redundant sensors. Hardware redundancy is a very expensive and
cumbersome solution [7]. The use of additional components increases the com-
plexity of the whole system and raises challenges in diagnosis. Also, the use of a
hardware redundancy approach is limited due to cost constraints. Moreover, the
additional components and sensing elements affect the design process of the
mathematical model and introduce uncertainties into the system. In the case of the
rotor speed sensor, the redundancy is not always acceptable because of lack of
sufficient space (usually one sensor per mechanical shaft). A stator current sensor is
very simple in practical implementation and can be mounted in each type of drive.
In the case of voltage measurement there are two basic approaches to the calculation
of the needed voltage of components: usage of one sensor in a DC-link of a
frequency converter and the other solution is based on three (or even two) phase
voltage sensors.

Methods based on the software redundancy do not use additional sensors, but are
based on the relations between the measured and analytically calculated values of
the state variables. The most commonly used fault detection and isolation
(FDI) methods are knowledge-based fault-model methods [8], such as observer
methods [6, 9] or parity space approach [6, 10]. Once the faulty sensor is detected,
the FTC will try to accurately restore the readings from missing sensors using the
remaining healthy sensor outputs. So reconfiguration strategies are generally
developed using the redundancy of system state variables to restore missing data [1,
8, 11–14].

Residuals generated between the estimated and measured system outputs can be
evaluated for fault detection using various methods. In [12], state variable observers
are designed for this purpose and used to identify and isolate the faulty sensor. In
[15], a bank of three rotor flux observers and a switching mechanism are presented

Fig. 1 Fault detection and identification methods [5]
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to identify the faulty sensor [16, 17]. Because three different observers are used in
this method, the proposed solution demands more design efforts and is much more
difficult in real-time implementation. In [9], to isolate all the sensor faults an
adaptive current observer with rotor resistance estimation is used. This method is
not robust to random system noise. In [18], a similar solution is presented and based
on current and flux observer with estimation of stator and rotor resistances using a
single current sensor.

In [3] and [10] an example of space parity approach is presented. The fault
indicator generation is based on outputs of the sensor at the previous sampling
acquisition periods. This approach was modified by [7]. The derived analytic
algorithm is then enhanced against noise measurements [10]. The innovative FDI
algorithm was proposed in [3], a parity space approach is used to identify and
isolate the faulty sensor. The presented algorithm does not require the knowledge of
the system model and is therefore independent of system model complexity.
Reconfiguration of the control system is not possible as no estimation is performed.
In [19], the fault diagnosis and reconfiguration strategy are based on the extended
Kalman filter and a reduced number of adaptive observers. None of these methods
work in the case of multiple sensor failures.

In [20–23], an additional decision block is used, which depending on the
information about sensor faults (current and rotor speed) is able to change the
control topology. In [20] and [23], the control reorganization is carried out by a
fuzzy decision unit which ensures smooth transition from the encoder based to the
sensorless control [7]. In [24], and [25], a neural network/fuzzy logic technique is
used to identify and isolate the faulty sensor. The implementation of such a tech-
nique is difficult and also it cannot be used for non-complex applications. In [26],
fuzzy logic is used to detect the faulty speed sensor. In [27] and [28], fault-tolerant
control is based on maximum-likelihood voting (MLV) that uses the actual speed
and estimated speed (obtained using the Extended Kalman Filter and Luenberger
observer). The main problem connected with software redundancy approach is
strong sensitivity to electric parameters characterizing the induction motor model
variations. Basic difficulties may be caused by e.g. stator and rotor heating, mag-
netic saturation or the skin effect. Therefore, uncertainty and parameter variations
can deteriorate the control algorithm and may accidentally enable the FDI unit in
the healthy state of a drive.

In [12] an FDI unit that employs an adaptive fuzzy scheduling observer is
proposed. Due to the used single observer structure, the proposed solution can
easily be implemented in real-time systems. In [7] a new current and speed sensor
fault detection, isolation, and compensation technique is proposed. A logic-based
detection mechanism in the a–b reference frame is proposed to make the drive fault
tolerant against current sensor failures. The speed sensor fault detection is based on
MRAS type estimation technique. A survey on different types of faults in variable
speed drives is reported in [29].

Despite these existing research efforts, the detection of sensors faults in an
electric motor drives with induction motors remains a challenging problem [30, 31].
There is a strong necessity for continuous development of model and expert
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knowledge based diagnostic system. The increasing requirements of real-time
monitoring systems raise additional difficulties due to the limited computation
power capabilities and memory. Therefore the further research of FTC systems
should consider using less hardware demanding approaches while maintaining
desirable results.

The goal of the presented research is to explore methods that utilize the
embedded analytical algorithms for the detection and isolation of faulted sensors,
even in the presence of failures in the monitored drive system. In order to
accomplish the required level of safety and performance within a sensor network in
induction motor drives, further research of fault identification methods is needed to
overcome the following challenges:

– possibly the quickest or even instant detector response in the occurrence of
faulted scenario,

– simple to implement algorithm,
– certain identification and localization of faulted sensor without mistaken isola-

tion of a properly functioning component,
– identification of other sensors failures even in the case of already determined

presence of failures in the monitored system,
– independent detection algorithm not affecting other diagnostic systems already

installed in a drive (i.e. induction motor, frequency inverter or other measure-
ment sensors FDI units),

– universal approaches which may be used in a wide range of motor drive types.

The main contribution of this chapter is designing and real-time validation of a
different current and speed sensors faults detection systems for a vector controlled
induction motor drive system. Contrary to the commonly used approach in power
electronics and electrical drives, where only one type of the fault is analysed, in the
chapter different faults scenarios are described. The proposed systems guarantee
stable operation of the drive during faulted conditions. Those systems are based on
simple signals from the internal control structure and estimated speed and rotor flux.

3 Analysis and Compensation of the Selected Speed
and Current Sensor Faults in a Vector-Controlled
Induction Motor Drive

3.1 A Short Description of the Analyzed Drive System

In the paper a well-known control structure of the induction motor was applied—
the direct field-oriented control DFOC (Fig. 2). During the measurements an
angular velocity the incremental encoder was used (5000 imp./rev.), the DC bus
voltage and the switching states are observed to obtain the stator voltage compo-
nents. Stator current in the course of unfaulty operation is measured using sensors
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in the phases A and B, the third transducer may be used in a fault-tolerant control
system.

In the rotor speed estimation, the MRASCC estimator is used in a vector control
algorithm and in a diagnostic system. This system was presented in detail in [2].
This estimator is based on two well-known simulators (voltage model and current
model of the rotor flux) transformed to the stator current estimator and to the rotor
flux estimator based on a current model.

In the basis control structure the rotor flux can be calculated from the equation in
[p. u.] system [2]:

d
dt
Wi

r ¼
rr
lr
ðlmis �W i

rÞþ jxmW
i
r

� �
1
TN

ð1Þ

Current estimator used in MRASCC is obtained by the equation:

d
dt
ies ¼ � rrl2m þ l2r rs

rTNxlsl2r
ies þ

1
rTNls

us þ lmrr
rTNlsl2r

Wi
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rTNlslr
Wi

r ð2Þ

where xe
m—estimated rotor angular speed, rs; rr; ls; lr; lm—stator and rotor resis-

tances, stator and rotor leakage inductances, mutual inductance, us; ies ;w
i
r—stator

Fig. 2 A scheme of direct field oriented control structure for an induction motor drive
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voltage, estimated stator current and rotor flux vectors respectively, r ¼ 1� l2m=lslr,
TN ¼ 1=2pfsN .

Both the stator current estimator (2) and the rotor flux model (1) are adjusted by
the estimated rotor speed [2]:

xe
m ¼ KP eisaW

i
rb � eisbW

i
ra

� �
þKI

Z
eisaW

i
rb � eisbW

i
ra

� �
dt; ð3Þ

where eisa;b ¼ isa;b � i esa;b—error between the estimated and measured stator current.
For some sensor faults, it is possible to guarantee the proper operation of the

vector controlled drive. For this purpose, the whole control structure should be
properly designed and adjusted. The control hardware redundancy should be
installed in its structure. Fault accommodation strategies for electric motor drives
can be divided into:

– state variable estimation,
– sensor redundancy,
– control accommodation—topology change.

3.2 The Influence of the Speed Sensor on the DRFOC Drive
System Operation

On the basis of reports, it can be observed that the effects of speed sensor failure, in
vector-controlled induction motor drives, are most visible in the error between
measure and estimated speed and in the estimated electromagnetic torque (or stator
current components) [3, 27, 29]. So monitoring those signals can be useful from the
diagnostic point of view. The speed sensor faults can be obtained by the equation
[3, 4]:

xenc ¼ 1� cð Þxm; ð4Þ

where xenc—measured rotor speed, xm—real rotor speed, c—constant coefficient.
For different values of the coefficient c, the measured rotor speed can be:

• intermittent—partial damage of the speed sensor consisting in a partial failure of
individual pulses from the encoder—�1\c\1;

• intermittent—partial damage of the speed sensor consisting in a cyclic
interruption of specific pulses from the encoder—c ¼ ½0; 1�;

• zero—total failure of the speed sensor—c ¼ 1; xm
m ¼ 0;

• with offset—c ¼ const 2 �1; 1h i;
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The number of pulses of the sensor can be limited as a result of blocking holes in
sensor’s ring and the periodic interruptions of the measurement signal occur due to
the damage of the electronics or connecting cables (Fig. 3).

Drive is started from zero to the nominal speed (at t = 3 s drive is loaded
mo = moN). The speed sensor fault occurred at t = 2 s. It is visible that after the
speed sensor faults in the DFOC algorithm abnormal behaviours of the system are

Fig. 3 A scheme of the simplified structure of the incremental encoder

Fig. 4 Transients of measured and estimated speed, rotor flux hodograph, stator current
components and electromagnetic torque for a total failure of the encoder in a vector control
structure
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observed. In this control algorithm, reference signals are limited [current isy limit is
set to 1.2 in (p. u.)]. For the total failure of the speed sensor, the real and estimated
speeds of the drive are increasing (Fig. 4).

The interruption in the speed control loop caused also the increase of the elec-
tromagnetic torque. For partial loss of individual pulses and for cyclic interruption
of specific pulses of the speed sensor, speed oscillation is visible. In both cases
drives are stable.

After the speed sensor faults, the stator current component isy is not constant.
Oscillations on this variable are visible, the amplitude depends on fault types.
Similar results can be obtained for the DTC-SVM algorithm [30, 31]. In this case,
the symptoms are visible in the electromagnetic torque and stator flux vector
(Figs. 5 and 6).

3.3 Detectors of Speed Sensor Faults in the DRFOC
Structure

In the Fault Tolerant Control systems, abnormal behaviours of sensors must be
detected and the system must be reconfigured [3, 4, 27, 29]. The main problem in

Fig. 5 Transients of measured and estimated speed, rotor flux hodograph, stator current
components and electromagnetic torque for a partial loss of individual pulses of the encoder in a
vector control structure

Speed and Current Sensor Fault-Tolerant-Control … 149



this situation is connected with the proper identification of the broken sensor. In this
chapter the chosen methods of the speed sensor fault detection for DRFOC algo-
rithm are presented. Those methods are based on a signal taken from internal
control loops.

For the Direct Field Oriented Control structure the stator current components (isy
and isy

ref), and the rotor speed (measured and estimated) can be used. In the analysed
detection systems, the estimated value of the rotor speed must be used. Different
techniques can be applied in the reconstruction of this variable [2, 9, 32, 33]. In the
presented systems, the MRAS type flux and speed estimator was used. This esti-
mator was presented in detail in [2].

The rotor speed sensor fault detection algorithm consists of four stages (Fig. 7).
In the first stage the measured and estimated (or reference and estimated) signals are
compared and checked. In the second stage signals are compared with the limits.

If the differences between those signals are bigger than the assumed limit
(chosen arbitrary), a simple logic algorithm (stage 3) can detect the speed sensor
fault, in the following way:

Fig. 6 Transients of measured and estimated speed, rotor flux hodograph, stator current
components and electromagnetic torque for a cyclic interruption of specific pulses from the
encoder in a vector control structure
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IF
xm � xest

m

�� ��� e1DFOC

irefsy � isy
��� ���� e2DFOC

(
THEN xest

m ELSExm; ð5Þ

where e1DFOC ¼ 0:02þ 0:1 � xref
m

�� ��—maximum speed error, e2DFOC ¼ 2:0 � xref
m —

maximum current error.
Limits of e depend on the actual value of the reference speed. This solution

provides stable operation of the detector during induction motor parameter varia-
tions and wrong speed and/or flux estimation.

The final stage (stage 4) of the detector consists in the isolation of the fault by
switching to the speed estimator (MRASCC [2]) when a failure has been confirmed.
When the failure is eliminated, the detector can switch the control back to the sensor
mode if it is necessary. In the real system it is not possible.

The main problem in those algorithms is the correct choice of the maximum
speed error and maximum stator current (or torque) error. It is well known, that all
rotor speed observers are more or less sensitive to the induction motor parameters
variations. In the case of an incorrect identification of those parameters, the rotor
speed can be estimated with a steady state error. The first part of the detector (based
on the speed error) cannot properly detect the speed sensor faults. The second part
of this detector (based on the stator current error) guarantees proper operation for
this situation.

As an alternative method for the rotor speed and stator current sensor faults
detection, artificial intelligence can be used. A detector (for speed sensor faults
detection) presented in Fig. 8 is based on an artificial neural network (NN) with
three hidden layers in the configuration 5-11-4-2-1.

In this case the three hidden layers were used. Other solutions (with 2 hidden
layers) can be proposed, but the numbers of neurons in each layer are much bigger
and computation time is longer in this case. In the proposed systems the neurons
with nonlinear activation functions were used. The hidden layer consists of 17
neurons and the output layer of 1 neuron.

On the output of the NN detector there is the signal connected with failures.
Designed neural networks were trained by the Levenberg-Marquardt algorithm,

Fig. 7 A block diagram of the speed sensor fault detector for DRFOC algorithm
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which is one of the most effective ways of learning used in one-way neural net-
works [24, 34]. It combines the convergence of the Gauss-Newton algorithm near
minimum and the method of gradient descent for the greater distance from the
minimum.

The Levenberg-Marquardt (L-M) algorithm performs compromise learning
strategy between the linear model and gradient method approach in each iteration.
Moving the point of seeking optimum weight is acceptable only if it leads to the
reduction of the error [35].

During the learning process the reference speed was changed in the vector
controlled systems. At first, the drive runs at rated speed, which at appropriate time
points was reduced. During the drive operation a total interruption of the speed
sensor loop occurred [34].

The main advantage of the NN detectors is the detection time. For the rotor
speed sensor fault and stator current faults this time is much shorter than for other,
algorithmic, detectors. The main disadvantage is connected with training procedure
and some complications in real time applications. The analysis of the speed sensor
fault detector based on the NN is presented in the next chapter.

3.4 The Compensation Method of Speed Sensor Faults
in the DRFOC Structure

In this part of the chapter the experimental tests of the drive system chosen during
faulted conditions are presented. It was assumed that two described detectors were

Fig. 8 Block diagrams of the speed sensor fault detectors based on the neural network for the
DFOC algorithm
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used. After fault detection the system was reconfigured to the sensorless mode with
the MRASCC estimator. In Fig. 9 the Fault Tolerant Control structure during the
faulted conditions is presented. The system presented in Fig. 7 is used for fault
detection.

After the speed sensor fault, for t = 3 s, detection mechanism changed the
topology of the drive for the sensorless mode. In all cases a fault is detected after
*0.01 s. In addition, short pulses are noticeable in the waveforms of the measured
speed, but they do not significantly affect the performance of the entire control
system. The results were obtained in the laboratory set-up.

Comparative results of the NN detector and algorithmic detector are presented in
Fig. 10. In the sensorless mode the motor drive was able to operate stably. In the

Fig. 9 Transients of the mechanical and estimated speed for a vector controlled drive with: a total
failure of the speed sensor, b failure of individual pulses of the measurement signal, c cyclic
interruption of specific pulses from the encoder
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Fig. 10 Faulted operations of the FTDFOC algorithm for the total failure of the encoder: a neural
based detector, b algorithmic detector, xm = xmN

Fig. 11 Detection time of the NN and algorithmic detectors for the total failure of the encoder:
a nominal speed value xm = xmN with no load, b nominal speed value xm = xmN and load
mo = moN, c low speed value xm = 0.05 xmN with no load, d low speed value xm = 0.05 xmN and
load mo = moN (simulation results)
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case of the neural detector, the identification of the sensor fault occurred in a much
shorter period of time. During topology change fluctuations on the state variables
are not visible. In Fig. 11 the comparison of detection time for each system, for two
different speed values (xm = xmN and xm = 0.05 xmN) in the occurrence of total
interruption of control loop is presented.

After the sensor fault, the detection mechanism based on neural detector almost
immediately changes the topology of the drive to the sensorless mode or switches
the control structure to the redundant current sensor. The detector based on the
algorithmic method was able to detect failure after 0.0005 s, which is also a very
good result. However, the identification time, in this case, depends on drive
operation conditions. The longest time duration occurred for the low speed value
(xm = 0.05 xmN) with no load and was 0.01 s.

These differences, between the detection time for both algorithms, are very
slight, however, as it was seen at previous transients, even a small discrepancy may
lead to the interference of state variables. Such conditions in FTC drives are
undesirable and should be eliminated or compensated. The computation time for a
neural detector is much longer than for an algorithmic system.

4 An Analysis and Compensation of Current Sensor
Faults in a Vector-Controlled Induction Motor Drive

4.1 The Influence of Current Sensor Faults on the DRFOC
Drive System Operation

In the electrical drive systems the current and voltage sensors are necessary for the
proper work of vector control algorithms [3, 4]. Those sensors are very sensitive
and can be broken [3, 4, 8]. The drive system and estimation techniques can work
stably without information from the stator voltage sensor, but cannot work properly
without signals from stator current sensors [3, 4, 29]. This signal is used for state
variable reconstruction [2, 36] and in the internal control loop. The general scheme
of the closed—loop hall—effect current sensor is presented in Fig. 12.

The current sensor may indicate erroneous measurements due to saturation of the
magnetic core or phase shift signal in the feedback loop. Basic types of damage
current sensor are shown in Table 1.

In Fig. 13 the simulation results for the DRFOC drive system, with a totally
broken current sensor in phase A, are presented. In Figs. 14 and 15 the stator
current transients for the vector controlled induction motor drive system with a gain
error of the current sensor and with noise on the output of the sensor are illustrated.

In those tests the three current sensors were used in a control system. Currents
components isa and isb were calculated from the Eq. (6):
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isa ¼ 2
3

isA � 1
2

isB þ isCð Þ
� �

; isb ¼
ffiffiffi
3

p

3
isB � isCð Þ: ð6Þ

The current sensor was broken for t = 0.5 s. The symptoms of the current sensor
faults are visible on the current transients. The control structure compensates some
behaviours of the drive after faults.

The total failure of the current sensor is most dangerous for the vector controlled
induction motor drive. For the gain and offset error of the current sensor in phase B,
some oscillations on the measure and estimated (by MRASCC estimator [2]) speed
are visible. In both cases the drive is stable and can work with a broken sensor.

4.2 Detectors of Current Sensor Faults in the DRFOC
Structure

An algorithm, based on the same idea as the previous one can be proposed for
current sensor faults detection. The proposed stator current sensor fault detection
system is based on observation of the estimated value of the rotor flux. In addition,
a field oriented control structure uses information about the component isx of stator

Fig. 12 The closed—loop
hall—effect current sensor
scheme

Table 1 Basic types of faults
and the value of the output
current sensor

Type of the fault Current value

Variable gain ims ¼ ð1� cÞia
Phase shift ims ¼ ia þ ioffset
Signal limit ims ¼ isat:
Noise ims ¼ ia þ nðtÞ
Lack of signal ims ¼ 0

Intermittent signal ims ¼ ½0; 1�
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current. Figure 16 presents a block diagram of the detector of a current sensor fault
implemented in the structure of the DRFOC control.

These solutions are based on the analysis of the difference between the reference
value of the rotor flux vector and actual (estimated) flux (for DRFOC).
Additionally, in the DRFOC algorithm the difference between the reference and
actual value of the stator current component in x axis is checked. This relationship
can be written as:

if
Wref

r �West
r

�� ��� e1
irefsx � isx
�� ��� e2



then iA ¼ � iB þ iCð Þ else iA; ð7Þ

where e1; e2—maximum error between rotor flux and stator current.
In stage II the signal is sampled and delayed to avoid accidental failure deter-

mination. The results are compared with the value of the permitted limit. If the
value is bigger than threshold, the system generates a logic pulse indicating the
occurrence of a damage. After fault detection, the system is switched to the addi-
tional sensor. Stator current in phase A is calculated according to Eq. (8):

Fig. 13 Simulation results for the DRFOC drive system with a totally broken current sensor in
phase B, i0B ¼ 0
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Fig. 14 Simulation results for the DRFOC drive system with a gain error of the current sensor
±40 %

Fig. 15 Simulation results for the DRFOC drive system with a broken current sensor—signal
with white noise 2 e−6
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iA ¼ � iB þ iCð Þ; ð8Þ

IF yfault ¼ TRUE AND isa ¼ i0sA THEN Fault isB ELSE Fault isA

As a result, proper operation of the drive is possible in the occurrence of a sensor
fault.

For the current sensor fault detection, a similar idea, based on the NN theory, can
be used. The general scheme of the neural network based detectors for DRFOC is
presented in Fig. 17.

In an NN based detector the three hidden layers were used (as for speed sensor
detection). In the algorithm presented in Fig. 17 the neurons with nonlinear

Fig. 16 A block diagram of a current sensor fault detector for DRFOC

Fig. 17 Block diagrams of the current sensor fault detectors based on a neural network for: DFOC
algorithm
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activation functions were used. The hidden layers consist of 19 neurons and the
output layer of 1 neuron (flag of the current fault). Designed neural networks were
trained by Levenberg-Marquardt algorithm.

4.3 The Compensation Method of Current Sensor Faults
in the DRFOC Structure

In this part of the paper selected experimental results of the detection algorithm of
the stator current sensors for the DRFOC drive are presented. The general scheme
of a complete Fault Tolerant Control system (for a current sensor fault) is presented
in Fig. 18. Components a–b are obtained by measuring the currents in phases A
and B. Thus, it is possible to determine which sensor has failed. If the component of
the stator current a differs from the measuring signal from phase A, it means that
the first sensor has a failure, otherwise the second sensor—phase B—is faulty.

A current sensor fault is detected in approximately *0.01 s after a failure
occurred (Fig. 19). The proposed solution for a fault tolerant system, based on the
redundancy of the stator current measurement, allowed the detection of failures and
thereby enabled further operation of the system and the correct estimation of the
speed.

In Fig. 20 the comparative analysis of the two described detectors is presented.
In Fig. 20a the results for an algorithmic detector are presented, while in Fig. 20b

Fig. 18 A block diagram of
an FTC system with a current
sensor fault detector
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for an NN based detector. In both cases the drive is stable. Faults are detected in a
short period of time. For the NN based detector time detection is shorter, which is
clearly visible on the transients.

5 The Fault Tolerant Control Algorithm with Current
and Speed Sensor Fault Detectors

In this chapter, the selected experimental results of the full Fault Tolerant Control of
the induction motor drive system are presented. It was assumed that algorithms
must be robust to both (speed and current) sensors faults. A general scheme of the
drive systems controlled by the FTDRFOC algorithm is presented in Fig. 22.
Additionally, in the analysed control system, a typical scalar control structure was

Fig. 19 Transients of the mechanical and estimated speed for faulted operation of phase A stator
current sensor: a total failure of the sensor, b with gain error of the current sensor ±40 %

Fig. 20 Faulted operations of the DFOC algorithm for total failure of the current sensor in phase
A: a neural based detector, b algorithmic detector, xm = xmN
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Fig. 21 A scheme of the scalar control algorithm: a open loop structure, b closed loop control
structure

Fig. 22 A scheme of the FT-DFOC algorithm with a diagnostic system
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used as a redundant algorithm. A scheme of this system was presented in Fig. 21. It
is obvious that this structure can be applied in a closed loop (with speed feedback)
or open loop.

The basic structure is always the vector control algorithm. In the case of the
failure of some sensors, control structure topology can be changed to the scalar
control system. The disadvantage of scalar control, presented in Fig. 21, is the lack
of the motor control during dynamical states.

The main advantage of the scalar control algorithms is the fact, that they can
work stably without information from the internal and external signals. This is very
helpful in the safety drives.

Experimental tests were conducted using a laboratory set-up consisting of
1.1 kW induction motor, SVM voltage inverter and an incremental encoder to
measure angular velocity (5000 imp./rev.). The control, detection and speed esti-
mation algorithms were implemented using a Micro Lab Box DS1202 card. The
Fault Tolerant Control (FT-DFOC) drives was tested for the different speeds.

The study involved faults of the speed sensor and the two current sensors during
drive operation. It was assumed (Fig. 23) that after t = 3 s the first current sensor
(in phase A) was broken, after 5 s from the start the second one was destroyed
(phase B). After t = 7 s the rotor speed sensor was broken.

After the first fault detection the system was reconfigured. The redundant current
sensor (in phase C) was used for the stator current components calculation (in the
stationary reference frame). The second fault of the current sensor determined the
change of the control structure. The topology is changed from the vector control
algorithm to the scalar control with the speed control loop. It is obvious that without
information from the current sensors the speed estimation is not possible, so after

Fig. 23 The fault tolerant control system during faulted condition: scenario 1—fault of the current
sensor in phase A, 2—fault of the current sensor in phase B, 3—speed sensor fault (experimental
results, FT-DFOC)
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the speed sensor fault, the control algorithm must be changed to the scalar control
without feedback.

The second scenario, presented in Fig. 24 and analysed in this section, is based
on the assumption that the rotor speed sensor was broken first. Afterwards the
current sensors were faulted (for t = 5 s in phase B and for t = 7 s in phase A).

After the first fault (speed sensor) the topology of the drive is changed to the
speed sensorless drive. For the rotor speed and flux estimation the MRAS [2]
estimator was used (the same as in the diagnostic system). During the topology
changes small oscillations are visible on the measure and estimated state variables.
During this test the drive was loaded. After three seconds from the first fault, the
current sensor was broken.

The detection system detected a failure and an additional sensor was used.
During the current sensor changes abnormal behaviours are not observed. After the
next fault the drive is switched to the scalar control with an open loop.

6 Summary

In the chapter some issues related to the application of the fault tolerant control
system in the vector control structure of the induction motor drive are presented.
The following remarks can be formulated on the basis of the presented study:

– it is possible to detect the rotor speed sensor using signals from the internal
structure;

Fig. 24 The fault tolerant control system during faulted condition: scenario 1—speed sensor fault,
2—fault of the current sensor in phase B and 3—fault of the current sensor in phase A, mo = 0.5
moN (experimental results, FT-DFOC)
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– algorithmic methods are simple in practical implementation but require selection
of threshold coefficients;

– it is possible to use a similar solution for current sensor fault detection, these
methods also depend on the proper choice of special coefficients;

– after detection of the speed sensor fault, the control algorithm could be switched
to the sensorless mode or to the torque control structure (for DTC algorithm);

– two current sensors are necessary to the proper operation of the vector control
system; after two sensor faults, the system must be changed to scalar control
with or without a speed control loop;

– neural networks can be used for the sensor fault detection; the main advantage
of this kind of detectors is the detection time;

– it is possible to detect different types of the selected sensor faults;
– the performance of the system depends on the quality of the state estimators;
– the system works correctly for very small as well as big values of the reference

speed;
– the future works on the topic will be devoted to designing the universal

detection system based on algorithmic or neural systems.
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Stator Faults Monitoring and Detection
in Vector Controlled Induction Motor
Drives—Comparative Study

Marcin Wolkiewicz, Grzegorz Tarchała, Czesław T. Kowalski
and Teresa Orłowska-Kowalska

Abstract This chapter deals with the stator winding faults detection in the
induction motor drives working in the closed speed control loops, with the direct
field oriented control—DFOC or with the direct torque control—DTC. In order to
detect the early stage of stator winding inter-turn short-circuits, the analysis of
characteristic components of the stator currents spectra, as well as the control
signals of the DFOC structure, are used for diagnostic purposes. Experimental
results obtained from a specially prepared induction motor working under vector
control are presented.

Keywords Induction motor drives � Stator faults � Fault diagnosis � Fault
detection

1 Introduction

Modern technological processes are characterized by the application of more and
more complicated equipment, also modern AC drives. The electrical motor together
with the load machine as well as supply and control systems are prone to various
failures, independently of the use of elements and materials characterized by high
reliability. Among other failures, electrical faults of the induction motor (IM),
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which is still the most popular electrical motor in industry, constitute close to 50 %
of all motor faults which can be the reason for IM drives breakdowns.

Stator winding faults are one of the most common and comprise about 37 % of
all failures [1–3]. The stator winding damage begins with unnoticeable inter-turn
short circuit, that eventually spreads over the whole winding, causing the main short
circuit. It leads to an emergency stop of the motor and necessity of its immediate
upgrade or repair, that often generates large costs. Also the rotor bars and
squirrel-cage rings constitute close to 13 % of the IM failures and should be
monitored and detected, as disturbances continued for a long time in technological
process cause big economical loses. For this reason the problem of fast fault
detection and location as well as the problem of technical state evaluation is very
significant in the industrial practice.

Nowadays, widely used vector control methods require the rotor or stator flux
vector magnitude and angle to be precisely known, in order to make the proper state
feedbacks and the transformation between stationary and synchronous reference
frames [4]. When the stator or rotor winding damage occurs, the estimation of the
flux vector is erroneous, due to the unsymmetrical resistance of the motor windings.
As a consequence, the operation of the drive can become unstable when the damage
process is uncontrolled and the proper action is not taken by the control system.
According to the above, it is important to detect the early stage of the motor
winding damage and to protect the drive system from abnormal operation.

2 A Short Review of Diagnostic Methods of Stator
Winding Faults in Induction Motors

The stator winding failures of induction motors occur due to insulation stresses,
inter-turn short circuits or even short-circuits of phase windings. Monitoring of the
stator winding state is conducted at present mainly for medium and high-power
drives and consists in periodical testing of an insulation, winding symmetry and
temperature measurements. Online monitoring is applied only for the motors of
high-importance industrial drives. It should be taken into account that even in the
online monitoring procedures, the sensors’ sensitivity is limited and they do not
detect the stator winding failure at its initial stage.

In Fig. 1 the general classification of the methods applied for stator windings
state monitoring is presented. The methods can be divided into two groups:

• insulation systems monitoring methods, which are used for important large
high-voltage machines;

• signal analysis-based fault detection and diagnostic methods, used in
low-voltage machines.
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Detection of the inter-turn short circuit under the motor operation is a difficult
task and there are not typical industrial solutions, except for off-line and on-line
methods based on the isolation testing, using the partial discharge analysis [2, 5].
However, these methods are out of the scope of this chapter.

In the case of low-voltage machines, the signal analysis-based methods do not
provide information about insulation aging degree; they are used for the detection
of inter-turn short-circuits in their early stage, before they spread out to a catas-
trophic damage [1].

Short circuits are recognized to be one of the most difficult failures to detect
because the detection makes sense only at the initial stage of the damage; the so
called incipient fault detection. Safety systems applied nowadays in industrial
applications, do not react to the short-circuit of several shorted turns in one phase,
since they cause too small quantitative changes in phase currents. Therefore, other
solutions are searched for, based on measurement and digital diagnostic signal
processing. It allows online monitoring of the machine condition and alarm the user
at the initial stage of the damage [1, 2, 6, 7].

Faults monitoring and diagnosis in open-loop control structures with an induc-
tion motor is widely described in scientific literature, both for the net supply [8] and
voltage-source inverter supply [6, 7, 9]. Most of them use the Motor Current
Signature Analysis (MCSA) method [3, 6, 10]. A review of the MCSA techniques
can be found in [3, 9, 11]. Spectral analysis use of instantaneous active and reactive
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Fig. 1 Classification of the stator winding monitoring methods of the induction motors
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power for the damage diagnosis of net and inverter-fed drives is shown in [12]. In
turn, the negative sequence currents analysis for the drives supplied from inverters
and soft-starters is proposed in [6, 13].

The diagnosis of the stator winding inter-turn short circuits in a closed-loop
system is the least explored topic—mainly because the application of the
closed-loop control structure changes the effects of the damages in relation to the
open-loop controlled motors [14]. In the case of the IM stator winding failures,
working under a vector-controlled system, the change of the motor parameters,
caused by this damage, results in operation disturbances of the whole control
structure (e.g. improper value of estimated flux vector) [8, 9, 15]. Uncontrolled
increase in the damage level can result in the instability of the drive system.

In [16] the detection of the short-circuits of IM operating under the classical
Direct Torque Control with a switching table (DTC-ST) is presented. Two diag-
nostic methods are proposed—one of them uses the classical MCSA method, while
the other one is based on the multiple reference frames theory. Detection of the
short-circuits has also been applied in the Field Oriented Control (FOC) structures.
In [14] a detection and localization method, based on the impedance identification
for multiple motor system under the Indirect FOC (IFOC) structure is proposed.
Neural networks use in the diagnostic process for FOC structure is presented in
[17]. In [18] stator resistance estimation, using the Extended Kalman Filter
(EKF) and the Luenberger observer, is applied in the short-circuits diagnosis. The
use of the double fundamental harmonic frequency, 2fs, appearing in the flux
component of the stator current vector, is introduced in [19]. Artificial neural
networks and the extended wavelet analysis for field-oriented control structures can
be found in [20] and [21]. In both publications the basic diagnostic signal comes
from the vibration sensor. Recently the detection method of stator winding
short-circuits of the induction motor operating in the vector control structure was
reported in [22]. A novel detection algorithm was introduced, based on a spectral
analysis of the internal signals from the control structure: controller outputs and
control path decoupling variables. The superiority of the proposed detection
algorithm over the classical Motor Current Signature Analysis method was
described.

Although numerous solutions are presented in the technical literature, the field of
research related to the monitoring of the stator windings failures is still an open
issue, because many known methods are very sensitive to varying loads, machine
manufacturing imperfections, environmental conditions as well as to the asymmetry
in the motor supplying voltages and distortion of the stator voltages and currents
associated with the PWM converter supply. Under certain operating conditions all
these aspects could cause unreliable operation of the system monitoring the con-
dition of the induction motor drive system.

172 M. Wolkiewicz et al.



3 Basic Vector Control Structures of the Induction Motor
Drive

3.1 A Short Description of the Vector Control Structures

Vector control methods are currently commonly known and became a part of
almost all modern industrial inverters. These methods have been described in detail
in many scientific papers, e.g. in [4]. However, this section describes the two
control structures, taken into account in this chapter: Direct Field Oriented Control
and Direct Torque Control with Space Vector Modulation from the point of view of
the diagnostic methods of the faulted stator windings.

Both control methods are similar and therefore their common block diagram is
shown in Fig. 2. Both methods use PI regulators and in both cases the speed
controller is the superior regulator. Its output is the reference isy component of the
stator current in the case of the DFOC, and the reference motor torque me in the
case of the DTC-SVM. Both methods define the reference values of the voltage
components in synchronous frame and these value are then transformed to a sta-
tionary frame. In both methods the Space Vector PWM is used to control the
voltage source inverter, supplying the tested induction motor. The main difference
between the control structures is the type of the reference frame—the DFOC is
oriented with respect to the rotor flux, while the DTC-SVM is oriented with respect
to the stator flux. Therefore, the rotor flux amplitude is stabilized in the case of the
DFOC and its angle is used to make the transformation between the coordinate
frames. The opposite situation takes place in the case of the DTC-SVM—the stator
flux amplitude is kept constant during the operation and the stator flux vector angle
is taken for the transformation.

Both mentioned control structures require the information about non-measurable
IM variables, such as: flux amplitude, its angle and electromagnetic torque. The
type of the applied estimator influences the behavior of the drive system and the
diagnostic algorithms effectiveness during the stator winding faults. In this research,
the classical current-based simulator is used.

3.1.1 Direct Field Oriented Control Structure

Direct Field Oriented Control is a popular control method that allows to obtain very
good dynamics and steady-state operation. It is based on the induction motor
mathematical model expressed in the synchronous frame x-y, rotating with the rotor
flux vector angular velocity (xk = xwr, wrx = wr, wry = 0). In this reference frame,
the stator voltage equations are as follows:

usx ¼ rsisx þ lsr TN
disx
dt

þ lm
lr
TN

dwr

dt
� lsrxwr isy ð1Þ
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usy ¼ rsisy þ lsr TN
disy
dt

þ lm
lr
xwrwr þ lsrxwrisx; ð2Þ

where: usx, usy—stator voltage vector components, isx, isy—stator current vector
components, wr—rotor flux vector amplitude, xwr—rotor flux vector angular
velocity, rs—stator winding resistance, ls = lm + lsr, lr = lm + lrr—stator and rotor
winding inductance, lm—main inductance, lsr, lrr—stator and rotor winding leak-
age inductance, r—total leakage factor, TN = 1/(2pfsN)—nominal time constant,
introduced by the per unit system, fsN—nominal frequency.

The above Eqs. (1)–(2) prove that the current vector components can be con-
trolled using their corresponding voltage components. However, this control is not

(a)

(b)

Fig. 2 Block diagram of vector control structures for induction motor: a common part of the
control methods, b DFOC and DTC-SVM parts of the block diagram
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decoupled. In order to express the control path coupling, Eqs. (1) and (2) can be
expressed in the following form:

isx þ lsr
rs

TN
disx
dt|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

fx

¼ 1
rs
usx � lm

rslr
TN

dwr

dt
þ lsr

rs
xwr isy|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ex

; ð3Þ

isy þ lsr
rs

TN
disy
dt|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

fy

¼ 1
rs
usy � lm

rslr
xwrwr �

lsr
rs

xwrisx|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ey

: ð4Þ

Four signals appear in Eqs. (3) and (4): two control signals fx, fy and two
decoupling signals ex, ey. These four signals will be used in the diagnostic algo-
rithms, presented in next part of the chapter. The decoupling block, and the
decoupling idea is shown in Fig. 2.

This idea for the first control path can be summarized in the following way—if
signal ex is added to the voltage usx in the mathematical model of the motor, its
subtraction in the control structure should make the control paths (f x

ref − ex, rs, 1/rs,
fx + ex) independent. After this modification, the reference value of the fx signal
(taken as the output of the regulator) is equal to its real value and is not influenced
by the ex signal. Second control path is decoupled respectively. More details are
presented in [22].

The decoupled control of the isy component is important since it is used to
control motor torque, according to the expression:

me ¼ lm
lr
wrisy: ð5Þ

In order to control the motor torque precisely, it is necessary to keep the
amplitude of the rotor flux vector on the constant level. It is stabilized at its nominal
value when the speed is lower than its nominal value. In order to control the rotor
flux amplitude, the second component of the stator current isx is used, in accordance
with the following equation:

wr �
lr
lr
TN

dwr

dt
¼ lmisx: ð6Þ

3.1.2 Direct Torque Control with Space Vector Modulation

As was mentioned above, the DTC-SVM algorithm is defined in the synchronous
frame x-y, rotating with stator flux vector (xk = xws, ws = wsx, wsy = 0) [23, 24]. In
this control structure the stator voltage equations become:
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usx ¼ rsisx þ TN
dws

dt
; ð7Þ

usy ¼ rsisy þxwsws; ð8Þ

where: ws—stator flux amplitude, xsw—stator flux velocity.
The motor torque in this coordinate frame is equal to:

me ¼ wsisy: ð9Þ

According to Eq. (7), stator flux amplitude can be controlled with the first
component of the voltage vector usx, and is independent of the second control path.
Therefore, there is no need to define the ex signal. However, the second control path
is coupled and is dependent on the stator flux amplitudes and its velocity changes.
Therefore, this path can be also decoupled. Similarly, according to (4):

isy|{z}
fy

¼ 1
rs
usy � 1

rs
xwsws|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
ey

: ð10Þ

The idea of the decoupling is identical to the methodology given in the previous
chapter. After the decoupling, the torque can be controlled using the usy component
when the stator flux is stabilized (9)–(10). The block diagram, corresponding to the
above description is presented in Fig. 2.

3.2 Experimental Setup Description

The experimental setup is shown in Fig. 3. The mechanical part of the setup
consists of two induction motors (IMs), connected with a stiff shaft. The first
induction motor is a specially prepared version of an industrial machine, allowing to
model the short circuits of inter turns of each stator phase winding independently. It
is possible to make a short circuit of minimum 1 to maximum 8 short turns in each
phase. The rated data of the motor are given in Appendix, in the Table 1. The
second motor is responsible for the load torque generation. Both induction motors,
of nominal power 1.5 kW are supplied with voltage source inverters (VSI).
The VSI that supplies the tested motor is controlled using the fiber optic wires, the
second one uses its own program to generate the load torque and its reference value
is defined using an analog signal.

There are several measurement devices present in the system: three phase cur-
rents transducers, DC-bus voltage sensor and two incremental encoders to measure
the speed of the shaft (one with 36,000 imp./rev. is used in the control structure of
the tested motor; the second one with 5000 imp./rev. is used by the VSI supplying
the load machine).
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The whole control structure is implemented on the rapid prototyping system
dSpace 1103. The program requires the knowledge of the three phase currents,
DC-bus voltage (to calculate stator voltage) and the motor speed. The program
defines the transistor control signals, while the specialized microprocessor based
unit ensures the dead-time and transformation from electrical to fiber optics signals.
The dSpace system defined the desired load torque value as well.

Induction motor Load - induction motor

Measurement card
DAQ NI PXI

LabVIEW

LEM
Transducers

En

dSPACE 1103

Voltage Source 
Inverter

Voltage Source 
Inverter

uDC

ωm

isA, isB, isC

kA, kB, kC

ControlDesk

mo
ref

En

ω m

ex,ey, fx
ref, fy

ref

W1

V1

U1 U2

V2

W2

Fig. 3 Experimental setup
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The diagnostic program is created using the LabView software environment. It
uses three phase currents and the signals from the control structures, obtained from
the dSpace systems: decupling signals and the regulators outputs.

These two systems, from dSpace and National Instruments, are combined
because of the cooperation and previous experience of the authors—it would not be
difficult to create the whole control and diagnostic using only one system or the
industrial available microprocessor.

4 Performance of the Vector Control Structures Under
the Faulty Operation of the Induction Motor Drive

Performance of the vector control methods is shown as a comparative study in
Figs. 4 and 5. The figures show the following steps: start-up of the machine, then
the short circuit of 8 turns in phase A of the machine (after about 4.2 s for the
DFOC and 4.65 s for the DTC-SVM) and finally the nominal load torque appears
(after about 8.7 s for the DFOC and 9 s for the DTC-SVM). Reference values are
disregarded in order to obtain better clarity of the figures—all of the controlled
variables follow their reference values precisely.

The first subfigure (Fig. 4a) shows the speed of the drive—it is stabilized at
0.6 p.u. The speed response is almost the same in the case of both control struc-
tures. After the short circuit appears, the speed decreases slightly and the amplitude
of the oscillations increases. However, this change of the oscillation level is too
small to use it in the diagnostic process. The appearance of the nominal load torque
causes higher fluctuation of the speed and then minor low frequency oscillations—
the oscillations are connected with the operation of the load machine inverter.

The flux amplitude is stabilized on its nominal level (Fig. 4b)—rotor flux in the
case of the DFOC and stator flux in the case of the DTC-SVM. When one of the
fluxes is controlled, the remaining one is estimated closely to its nominal value.
After the short circuit is introduced, quite visible oscillations appear in both con-
trolled and estimated signals. The level of the oscillations is similar for the two
control structures.

Stator currents almost do not change their amplitudes during the short circuit—it
can be seen in Fig. 5c for the DFOC and Fig. 4d for the DTC-SVM. However, they
become unsymmetrical and this phenomenon can be used in order to design the
diagnostic method. After the load torque is generated, the three stator currents grow
to 1 p.u., that means the nominal value.

cFig. 4 Performance of the vector controlled induction motor drives during the stator winding
fault: a speed, b stator and rotor flux amplitudes, c phase currents for the DFOC, d phase currents
for the DTC-SVM, e electromagnetic torque and components of the stator current vector in
synchronous frame
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Figure 4e shows the flux- and torque-components of the stator vector current
in the synchronous frames (different for both control structures). In the case of the
DFOC, the components follow their reference values, while in the case of the
DTC-SVM the signals are calculated, and not utilized in the control structure.
However, they can be still used in the diagnostic process. After the fault emerges,
the oscillations in both components increase while their mean values remain
constant. After the load torque appears, the isx components does not change
significantly. However, the isy and electromagnetic torque change their values a
lot after the load torque appears (nominal torque is equal to 0.67 in per unit
system).

The oscillations of twice the fundamental frequency, that will be used in the
diagnostic algorithm, can be seen mainly in the control and decoupling signals.
They are shown in Fig. 5. The regulators’ outputs, visible in Fig. 5a, change their
mean values in a very similar way for both control structures, especially in the
case of the fx signal. After the short circuit occurs, large oscillations arise, slightly
lower for the DTC-SVM method. The increase of the second harmonic of these
signals can be one of the fault indicators—this will be described in the next
section of the chapter. Similarly, the decoupling signals (Fig. 5b) have the same
transients for both control structures (there is no ex defined in case of the
DTC-SVM).

Once more, the characteristic fluctuations are visible in the decoupling signals.
As a consequence, the oscillations are present in the urefsx and urefsy control signals, as

these signals are calculated directly from the mentioned signals: ex; ey; f refx ; f refy . The
reference voltage vector components are almost identical for both control structures
in the case of the start-up and during the short circuit. However, they differ slightly
when the load torque is generated. This phenomenon is connected with the fact that
the position of the reference frames for the two control structures is the same when
the load torque (slip speed) is equal to zero. The positions (velocities) of the
x-y reference frames are different in the opposite situation.

cFig. 5 Performance of the vector controlled induction motor drives during the stator winding
fault: a outputs of the flux and torque regulators, b decoupling signals, c control signals in
synchronous frame
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5 Analysis of the Stator Winding Fault Diagnostic
Methods in the Vector-Controlled Converter-Fed
Induction Motor Drive

5.1 A Diagnostic Method Based on Stator Currents

In order to monitor the condition of the induction motor winding, the stator phase
currents can be used, as easy-measurable signals. Analysis shown in previous
sections proves that the quantitative changes of the phase currents are practically
invisible in the case of the several shorted turns. Therefore, the symmetrical
components analysis is proposed for the diagnostic purposes. It allows to extract the
frequency component, in which the changes caused by the incorrect operation of the
motor are visible.

The so-called instantaneous values of the symmetrical components are used in
order to extract the fundamental frequency signals. These values are obtained
replacing the complex variable j with the 90° angle displacement in the time
domain. According to this it is possible to filter, for example using the Fast Fourier
Transform (FFT), only the harmonic characteristic for a specific fault. In this case it
is the fundamental frequency fs of the signal, and the fault monitoring consists in the
observation of this characteristic harmonics’ amplitude changes.

In order to monitor changes of the fs amplitude of the stator currents symmetrical
components, a dedicated functional block has been created in the LabView envi-
ronment. This block extracts the characteristic harmonics and monitors changes of
their amplitudes based on the supply frequency. The diagnostic procedure stages,
proposed for the symmetrical components analysis, are presented in Fig. 6.

The spectral analysis of the positive and negative sequence components is
presented in Fig. 7, for no-load operation in case of 0, 3, 5, and 8 shorted turns in
phase A of the motor working under the closed-loop control structures: DFOC
(Fig. 7a, b) and DTC-SVM (Fig. 7b, d), respectively. In the case of the positive
sequence component I1 only the fundamental harmonic of the stator current is
visible—it results from the actual speed of the motor. A short circuit of several turns
in one coil of the motor’s winding does not change the amplitude of the component
in presented frequency range (0–100 Hz). On the other hand, it can be seen that the
fs frequency amplitude of negative sequence component I2 increases significantly
during the fault occurrence. A significant increase is visible especially for the
DFOC control drive. However, in the case of the DTC-SVM structure it is also
possible to extract the characteristic frequency after the short circuit of several
turns.

A comparative study of the positive and negative sequence components is shown
in Fig. 8 for both control structures and xm = xn. In case of the control structures,
the short circuit of several turns does not cause changes of the positive sequence
component I1

(fs) in the whole range of the load torque. An insignificant increase
(during the short circuit of 5 and 8 turns) is visible for the nominal load operation.
On the other hand, the negative sequence amplitude I2

(fs) grows even for 1 or 2
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shorted turns. If this component is monitored, it is possible to detect the initial stage
of the damage. Additionally, the load torque does not influence the I2

(fs) value in the
case of the damage. The intensity of changes of the analysed component is much
larger in case of the DFOC structure. However, it also possible to detect several
turns in the DTC-SVM structure as well.

Figure 9 shows changes of the positive I1
(fs) (Fig. 9a, b) and negative I2

(fs)

(Fig. 9c, d) sequence components for the on-line operation of the drive system.
After the start-up of the motor, the steady-state operation without the load torque is
presented. After about 5–6 s the damage occurs—the short circuit of 8 turns. Large
increase of the I2

(fs) amplitude is visible for both control structures. The component
I1
(fs) is practically constant during the fault. After about 9–10 s the nominal load
torque appears. In this case a rapid change of the positive sequence component can
be seen, while the negative component amplitude I2

(fs) changes are negligible, which
means that this fault symptom is load torque independent.
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5.2 A Diagnostic Method Based on Control Structure
Signals

In order to extend the possibilities of the stator winding damage detection, it is
proposed to use the signals that are available in both control structures. A detailed
analysis is done in this paper for two additional signals—control signal fy and the
stator current vector component isx. The proposed additional signals are analysed
first using the FFT, in order to extract the characteristic symptoms of the stator
winding damage. In the case of the short circuit, some additional harmonics appear
—second harmonic 2fs of the supply voltage, in particular.

Figure 10 shows the consecutive steps of the diagnostic procedure, proposed for
the control structure signals analysis.
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Spectra of the additional signals fx and isx are presented in Fig. 11 for no-load
operation and short circuit of 0, 3, 5 and 8 shorted turns for the drive operating
under the vector control structures: DFOC (Fig. 11a, c) and the DTC-SVM
(Fig. 11b, d), respectively, for xm = xn.
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If the stator winding is undamaged, in the analysed frequency range (0–140 Hz),
only the following harmonics are visible: constant component fdc and the funda-
mental component fs. Short circuit of several turns in one coil of the motor winding
causes the increase of the 2fs amplitude. A significant change can be especially seen
for the DFOC structure. However, in the case of the DTC-SVM it is also possible to
detect even few shorted turns.

Figure 12 shows a comparative study of the proposed diagnostic signals from
the DFOC and DTC-SVM structures. For both control structures, the stator winding
damage causes the increase of the 2fs component. Monitoring this component
allows to detect the initial phase of the damage. Additionally, the load torque has
almost no influence on the amplitudes of the analysed signals. Due to the larger
intensity of the component changes, it is easier to detect the shorted turns in case of
the DFOC.
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Figure 13 shows the experimental test results for on-line operation of the drive
for 8 shorted turns and changing load torque. After the damage occurs, a sudden
increase of the 2fs component amplitude for both diagnostic signals is observed.
Additionally, it can be observed, that the changes of the component are practically
independent of the load torque. Thus, the changes of the 2fs component are large
enough to detect the damage even in case of changing load torque.
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6 Summary

This chapter deals with the inter-turn short-circuit diagnosis of the stator winding of
the vector controlled induction motor. Two diagnostic methods have been analyzed:
the first one based on the instantaneous values of the symmetrical components of
the stator current, and the second one—based on signals available in the DFOC and
DTC-SVM control structures.

On the basis of experimental tests, conducted for the special induction motor that
allows the short-circuits introduction, working under the vector control, it was
shown that it is possible to monitor this damage type even at its initial stage.

Despite the compensating operation of the closed-loop control structure on the
damage symptoms, they are visible in the negative sequence component I2

(fs) of the
stator current. Additionally, the load torque changes do not influence the value in
case of the damage. Similarly, analyzing changes of the mean values of the
amplitudes of the 2fs component of the internal control signals f y

2fs and isx
2fs of

the DFOC and DTC-SVM structures, it can be stated that they significantly react to
the stator winding damage. Additionally, their dependence on speed and load
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torque values is low. Hence, by monitoring of this component it is possible to detect
the initial phase of the stator winding fault at its to detect the early stage.

Practical realization of the stator winding monitoring requires introduction of
some additional algorithms to the control software of the converted-fed induction
motor drives. However, this implementation should not be a problem in the case of
modern processors.
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Appendix

See Table 1.

Table 1 Rated parameters of the tested induction motor

Name Symbol SI units Normalized units [p.u.]

Power PN 1500 [W] 0.621

Torque MN 10.16 [Nm] 0.661

Speed NN 1410 [r/min] 0.94

Stator phase voltage UsN 230 [V] 0.707

Stator current IsN 3.5 [A] 0.707

Frequency fsN 50 [Hz] 1

Stator flux WsN 0.999 [Wb] 0.965

Rotor flux WrN 0.933 [Wb] 0.901

Pole pairs pp 2 [–] [–]

Number of rotor bars Nr 26 [–] [–]

Number of stator turns
in each phase

Ns 312 [–] [–]
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Detection and Compensation of Transistor
and Position Sensors Faults in PM
BLDCM Drives

Marcin Skóra and Czesław T. Kowalski

Abstract During normal operation of a permanent magnet brushless direct current
motor (PM BLDCM) drive some faulty modes can occur as a result of the failures
of the position sensors and transistors of a voltage inverter supplying the motor. In
this chapter the impact of these faults on the PM BLDCM drive system has been
presented. The waveforms and FFT spectra of the stator currents, hodographs of the
stator current space vector in the stationary reference frame following transistor
faults and waveforms of signals determining the actual position of the rotor have
been analysed in the chapter. Simple diagnostic and localization methods to identify
a faulty part of the drive system have been proposed. The post-fault control has
been analysed as well, it enables the drive system to continue its operation despite
the diagnosed faults, because additional hardware circuits are used. This chapter
presents simulation results validated by experimental testes conducted in a labo-
ratory set-up.

Keywords PM BLDC motor � Fault identification � Fault compensation

1 Introduction

Permanent magnet brushless direct current motors (PM BLDCM) are widely used
in industry and in small-power electrical drives (e.g. electric bikes, wheelchairs).
The reason for this are their advantages—low inertia rotors, good cooling and
longer and longer life, resulting from the replacement of a mechanical commutator
with an electronic one. The latter is responsible for appropriate supply of particular
motor bands depending on the position of the rotor angle position. This position can
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be determined in a number of ways—using discrete sensors of rotor position (op-
tical or Hall effect ones), an encoder or sensorless methods. Abnormal operation of
rotor position sensors and the lack of conductivity in the transistors of the supply
system make motor operation impossible. This type of faults is especially incon-
venient in mobile systems because they are stopped as a result. This is why, in
accordance with general research trends newly developed systems are to be fault
tolerant [1]. Hence, fast fault detection and compensation methods are sought after.
In the case of PM BLDC drives, one cannot find numerous literature items devoted
to simultaneous occurrence of both of these problems. Research is usually devoted
to searching for and testing diagnostic methods offering credible and credible fault
symptoms allowing to quickly identify and locate a fault as well as undertake
compensation actions, such as hardware or software reconfiguration, transition to
the sensorless mode or safe drive stoppage.

The consequences of commutation process disorder and transistor faults in the
power electronic controllers as well as the presented detection and identification
methods of faulty elements and fault compensation are discussed below. The
considerations are illustrated with sequences recorded at the laboratory set-up.

2 Short Review of Diagnostic Methods Applied in PM
BLDCM Drives

Detection of selected faults in a PM BLDCM drive can be conducted in a number of
ways, depending on the current drive operation state. Most of the methods
described in the literature focus on detection during drive operation. Another
approach is used in the diagnostic tests conducted before start-up when the motor is
stopped.

Usually detection algorithms are based on the analysis of time waveforms of
phase currents [2] or DC-link current [3]. When the detection speed is not a key
parameter, it is possible to use averaged waveforms from a few current periods [4–
7]. In this case the operation of a detection system is based on an observation that
after the occurrence of various faults a constant component appears in phase cur-
rents waveforms and their amplitude spectrum includes additional even components
and the amplitude odd harmonics grows. Changes occur also near modulation
frequency, in the case of the PWM regulated motors. In the analysis also the density
of energy transferred by the fundamental wave of phase voltage is used [8, 9]. On
the basis of available symptoms decisions can be made using the rule base [3, 6, 8]
or artificial intelligence methods as in [10].

Another approach to overall detection of faults assumes that measurement sig-
nals can be used as input data for appropriately prepared observers [11] or online
identification systems of drive parameters [12–14].

The above presented diagnostic methods belong to the group of methods which
do not use additional sensors and systems, apart from the ones required in an
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non-faulty system. Moreover, these methods are characterised by a uniform way of
proceeding during detections regardless of fault type. However, sometimes it is
worth changing the way of acting so as to detect a specific type of fault in a simple
way. This refers to the faults of rotor position sensors. In an non-faulty drive such
sensors code precisely defined states changing in a specified sequence. Disturbances
in this order allow to detect an anomaly in a simple way [15–17].

During the identification of particular types of faults, one should bear in mind
that symptoms (e.g. phase current waveforms) can be similar in the case of certain
types of faults. Such a situation takes place when a position sensor is permanently
faulty and when two transistors from different phases are faulty. In this case
waveforms are different, e.g. for the reference phase current signals or signals
directly controlling transistors. By contrast when there is no conductivity in both
transistors in one phase the symptoms are similar to disrupted conductivity in one
phase.

The faults considered so far are characterised by sudden occurrence and sig-
nificant waveform changes. Apart from this, an operating drive, and especially a
motor, undergoes exploitation wear. The issues related to e.g. bearing faults,
eccentricity, coil short circuits, demagnetisation of magnets are discussed in sep-
arate publications [18, 19] in which the authors try to detect alarming signals in
drive operation using the spectral analysis, online parameter identification and
change trend setting, etc. It is also assumed that the considered system is properly
made, i.e. the issues of irregular distribution of rotor position sensors, output signal
disturbances of these sensors or the encoder are not considered. More information
can be found in in other publications, e.g. [20, 21].

The diagnostics of the drive system before starting operation (before start-up)
should particularly encompass testing the proper operation of transistors and correct
readings of the rotor position by discrete position sensors. Power stage can be
checked by connection one after another all possible transistor pairs and checking
the current flow. It is a simple method, however, it requires non-faulty current
sensors. The time of such a test and the order of connected pairs must be adjusted to
a particular application, depending if a possible rotor position change is admissible.
Working power transistors and current sensors or voltage comparators allow to
determine the initial rotor position, e.g. using the saturation effect of coil induc-
tiveness [22, 23] to compare it with the position indicated by sensors.

3 Research Object and Laboratory Set-up

3.1 Operation of the PM BLDCM Control System

PM BLDC motors belong to the group of electrically commutated motors which
cannot operate without an appropriate control system. Their topology and principle
of operation have been extensively explained and described in numerous
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publications, e.g. [24], this is why the description in this paper will be limited to
minimum. Simulation and experimental research was conducted in a cascade
control system (Fig. 1) with a PI superior speed control and inferior input currents
controls, with P/PI or hysteresis controller. The transistors of the electronic com-
mutator are switched on depending on the rotor position (coded by sensor signals
HA, HB, HC) and the reference current signal. The shape of the set current is
determined by dependencies (1) and is shown in Fig. 2. Moreover, it is convenient
to use on position signal of the rotor P, in accordance with (2).

sA ¼ HB \HA � HB \HA

sB ¼ HC \HB � HC \HB

sC ¼ HA \HC � HA \HC

ð1Þ

P ¼ 4HA þ 2HB þHC ð2Þ

where sk (k2{A, B, C})—current flow direction (sign) in phase k, Hk—output signal
from the rotor position sensor, treated as a logical value (0/1), P—number coding
the rotor position.

Fig. 1 Schematic diagram of the PM BLDCM control system

Fig. 2 Coding signals waveforms of rotor position (a), reference current shape (b) and transistor
control signals for a positive direction of the rotational speed of motor operation (c)
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3.2 Description of the Laboratory Set-up

At the first stage of the research of faulty states and diagnostic methods, simulations
were conducted in the Matlab/Simulink package using the SimPowerSystems
toolbox. Next the tests were repeated on a real object, a laboratory set-up adjusted
to feed small power PM BLDC motors The laboratory set-up consists of a voltage
inverter made by the authors, measurement systems (phase currents, DC-link
voltage and current), the investigated motor, a loading machine and its control
system as well as a DSP processor. The voltage inverter is used as an electronic
commutator and feeds the coils of the tested motor in a classical (block-type) way
with a PWM voltage control on top transistors or a hysteresis control. The control
system was developed in a signal processor DS1103, dSpace GmbH (PowerPC
processor, 400 MHz and additional DSP TMS320F240 from Texas Instruments to
generate PWM signals), and the control software was developed in the C pro-
gramming language. The ControlDesk environment was used in the user control
panel and for waveforms acquisition from the control system, apart from this an
oscilloscope was used for acquisition of selected signals. The user graphic interface
allows to choose a drive operation mode (operation in cascade, torque or open loop
control systems, power stage test), coupling type and current regulator type (the use
of phase currents or DC-link current, with linear P/PI or hysteresis controller), rotor
position signal sources (embedded Hall effect sensors, external sensorless system,
position reproduction in program), type of simulated faults and activation of defect
compensation methods. Measurement transducers, rotor position sensors and the
control system were galvanically isolated from power stage. The load torque is set
using a separately excited DC machine configured for torque operation.

Drive operation during fault situations is obtained without physical destruction
of elements, by a lack of control transistors or adoption of a constant value of the
rotor position signal, independent of sensor indications.

Fig. 3 Topology of the electronic commutator
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The topology of the voltage converter is presented in Fig. 3 and the experimental
set-up in Fig. 4. The PM BLDC motor (with parameters shown in Table 1) is
equipped with a gearbox reducing speed and an incremental encoder with 500
counts per revolution.

4 Analysis of Transistor Faults Diagnostic Methods
in the PM BLDCM Drive

4.1 Symptoms of Transistor Faults

The lack of conductivity of one or more transistors of the PM BLDC motor drive
with a block feeding scheme results in the occurrence of moments of time during
one current period when the current does not flow through motor coils, hence the
generated electromagnetic torque has zero value and the rotational speed decreases.
At the next rotor position when efficient transistors conduct electric current, the
control system can force maximum currents to compensate for the said speed
decrease, in effect the rotor rotational speed can start to oscillate. Phase currents
deformation can be conveniently observed in the form of the hodograph of the
current space vector in the stationary coordinate system a-b (3) (examples are
shown in Fig. 5) or they can undergo a frequency analysis. An example of analysis
using the FFT is shown in Figs. 6 and 7. The basic frequency occurring in them
related to input currents is defined by the (4), which for n = 0.5 nN = 1500 rpm
makes fs = 100 Hz. It is possible to observe that although in an efficient system
currents are not ideally rectangular (there is a relatively large share of even and
triple multiplicities of the frequency fs), after a fault their amplitude significantly

Fig. 4 The laboratory set-up

Table 1 Parameters of the tested motor PBL 86-118

Parameter Value Parameter Value

Motor rated speed nN = 3000 rpm Rated voltage uDC,N = 48 V

Rated electromagnetic torque teN = 1.1 Nm Rated current iDC,N = 11 A

Speed reduction gearbox ratio i = 30:1 Pole pairs pp = 4
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grows, the constant component appears (an increase for fDC = 0 Hz) and amplitude
increase for PWM frequency. The largest growths are observed in the phases in
which faults occur. More details and explanations can be found in [5, 25]. In each
case characteristic and significant changes in relation to a non-faulty system
operation are visible. Current decays are visible also in the current feeding the
converter [3, 25], which is the basis for one of the simplest detection methods and
will be discussed in the further part of the paper.

qa
qb

� �
¼ 2

3
1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p

=2

� �
qA qB qC½ �T ð3Þ

where qk is any arbitrary variable, in particular current ik in phase k or rotor position
signal Hk.

Fig. 5 Examples of hodographs of the phase current vector for a loaded drive operating at half
rated speed at various operation states: non-faulty system (a), after a fault consisting in lack of
conductivity at transistor T5 (b), simultaneous lack of conductivity of transistors T5 and T6 (c),
damage of the sensor HC—it continues to return the value “0” regardless of the actual rotor
position (d), for a positive direction of the rotational speed (experimental results)

Fig. 6 Examples of the spectral analysis of phase currents in low frequency area: modules of
amplitude spectra of input currents in an non-faulty system (a) and after fault occurrence—no
conductivity at transistor T5 (b)
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fs ¼ pp
n
60

ð4Þ

where fs [Hz] is feed frequency (the first harmonic of phase current), n [rpm]—
rotational speed.

4.2 Transistor Faults Detection

While constructing the detection method one should first determine the symptoms
accompanying the fault and adopt detection thresholds whose exceeding will mean
the occurrence of fault. Additionally, to eliminate false alarms, the occurrences of
exceeding thresholds should be permanent, it cannot result only from interferences.
The method presented below is a modified approach of the one presented in [3].
The idea behind it is continuous controlling whether the sum of the measured phase
currents is larger than a certain part of the reference current. If this condition is not
met throughout a significant percentage of the time when the rotor is a in a given
position (a given sector) it is the first symptom of a fault. When the rotor turns to the
next sector, one should check the relations between the reference and measured
currents one more time. When the information about the previous and current rotor

Fig. 7 Examples of the spectral analysis of phase currents surrounded by the PWM frequency
(description of cases as in Fig. 5)
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position sector and the relation between currents in normal and faulty state is
available, one can determine the number of a faulty transistor.

In the current rotor position P(n) (2) the residuum signal r (5) is compared with
the threshold ith (6). If the relation r < ith is fulfilled by at least time Tfault (7), then
the fault is detected and memorised by attaching tag FD. In the next rotor position P
(n + 1) one should assess is the measured current is still below the value of the
threshold ith, set the level of tag FI appropriately and following this choose the right
case from a table such as Table 2. The reliability and speed of the described method
can be established using two parameters: kf (responsible for calculation time for a
given sector P) and gf (responsible for the level used for comparison). Figure 8
presents the waveforms of two phase currents and the rotational speed after the fault
of transistor T2, and Fig. 9 shows a sample waveform of the described signals
during detector operation.

r ¼ iAj j þ iBj j þ iCj j; ð5Þ

ith ¼ 2gf iref ; ð6Þ

Tfault ¼ kf
2p

ppxm

1
N
; ð7Þ

where ik (k2{A, B, C})—phase currents, ith—switchover threshold, iref—reference
current (the output of the superior speed controller in the cascade control structure),
Tfault—limiting time for fault detection, gf, kf—parameters, N = 6 for a 3-phase

Table 2 The selection of rules allowing to detect and identify faulty transistors

P(n) ! P(n + 1)
xm > 0

FI Faulty transistor
denotation

Detector
output value

FI P(n) ! P(n + 1)
xm < 0

4 ! 6 0 T1 1 1 3 ! 2

1 T2 2 0

6 ! 2 0 T2 2 1 1 ! 3

1 T3 3 0

2 ! 3 0 T3 3 1 5 ! 1

1 T4 4 0

3 ! 1 0 T4 4 1 4 ! 5

1 T5 5 0

1 ! 5 0 T5 5 1 6 ! 4

1 T6 6 0

5 ! 4 0 T6 6 1 2 ! 6

1 T1 1 0

Other cases: unrecognized problems −1

Presence of sensor fault symptoms rotor
position (signal FS = 1)

−2
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motor—number of rotor position sectors per rotation, xm [rad/s]—mechanical
angular speed.

The simplicity of this method is accompanied by some limitations as well. First
of all it can be used in the detection of a single nonconductive transistor. In the case
of a fault of at least two transistors (or a lack of control—the case of the fault of a
rotor position sensor), the result will show only one of them or there will be
information that this case does not match any of the models collected in Table 2.
Another observed limitation of the detector operation is the fact that the motor must
be loaded to some extent, i.e. the reference current must be larger than the idle run
current. The time from fault occurrence to its identification depends on the adopted
parameters kf and gf. However, sometimes detection and identification do not occur
in the first possible rotor position P in which the fault becomes apparent, but in the
subsequent ones. A remedy for this is a slight decrease in the time parameter kf.

4.3 Checking the Transistor Conduction at the Standstill
of the Drive System

Before starting operation transistor switches can be checked by connecting sub-
sequent pairs of transistors to find out in which combinations there is no passage of
current. Due to the low resistance of motor coils, one should use the PWM with a
low filling factor and the test time for each pair should be selected in such a way
that it would not be too long and at the same time it would allow to differentiate
between forced currents and measurement interferences. The indication of

Fig. 8 Waveforms of phase currents (a, b) and the rotational speed of the gearbox shaft (c,
d) after transistor T2 fault in the cascade speed control system, with phase currents PI type
controllers (a, c) or with hysteresis ones (b, d)
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Fig. 9 The operation of the faulty transistors detection method—particular stages (a, b, c, d) for
the current waveform as in Fig. 8a
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nonconductive transistors takes place after the comparison of average current in
each tested pair with the limiting value and relevant rules. The condition of suc-
cessful testing is correct operation of current sensors. The detection of their various
faults exceeds the range of this research and was widely described in e.g. [26, 27].

Assuming the order of connections as shown in Table 3 and acting in accor-
dance with the scheme presented in Fig. 10, one can indicate suspicious transistor
switches on the basis of rules collected in Table 4. A sample programme perfor-
mance is presented in Fig. 11.

After this test the rotor can be turned by a certain angle. If there is short-circuit
type of fault in power stage, then the emergency cut off of the power module should
take place and fuses should blow, as a result this type of fault comes down to
diagnosing such faults as lack of transistor conductivity. Another limitation of such
a test are problems with selecting suspicious switches if physically the lack of
conductivity occurs in more than 2–3 switches. This results from a lack of possi-
bility of the passage of current through motor coils. Another inconvenience is a
possible indication of a non-faulty switch as a faulty one in the case of multiple
faults, e.g. if during a test the current does not flow though transistors T1 and T3 due

Table 3 Pairs of transistors
connected during the test

Pair number Transistor no

PWM ON

1 T1 T6

2 T1 T2

3 T3 T2

4 T3 T4

5 T5 T4

6 T5 T6

Fig. 10 The scheme of the testing method of transistor switch conductivity before activation
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to their faults, then transistor T2 will not conduct current either and hence will be
suspected to be faulty, although it can be working one. The above mentioned
limitations of this method do not seem to be significant because in each case a drive
controller does not allow for further operation and should be repaired or replaced
with working one. One should bear in mind that although a detector indicates
potentially faulty switches, the problem of their lack of conductivity can be caused
by another problem, e.g. no activity of the transistor gate driver.

5 Analysis of Position Sensors Faults Diagnostic Methods
in PM BLDCM Drive

5.1 Symptoms of Position Sensors Faults

The rotor position, necessary for the control system to switch the fed motor phases,
is frequently determined by discrete rotor position sensors which return digital
information (0/1). Thanks to this using only three such sensors in a 3-phase

Table 4 Faulty transistor detection rules for testing power stage before activation, on the basis of
Table TAB (Fig. 10)

Condition which when fulfilled indicates faulty transistor Transistor no

TAB(1) == 0 AND TAB(2) == 0 T1

TAB(2) == 0 AND TAB(3) == 0 T2

TAB(3) == 0 AND TAB(4) == 0 T3

TAB(4) == 0 AND TAB(5) == 0 T4

TAB(5) == 0 AND TAB(6) == 0 T5

TAB(6) == 0 AND TAB(1) == 0 T6

Fig. 11 An example faulty transistor detector performance at the standstill: none of transistors are
faulty (a), simulation of lack of conductivity at transistors T5 and T6 (b)
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PM BLDC motor drive, one can determine the rotor position in increments of up to
60 electrical degrees, i.e. determine in which of the 6 sectors there is the rotor. The
information about the rotor position can be treated as a word consisting of 3 bits
assuming two states. It is important that only 6 out of 8 possible combinations of
words make physical sense. The other two do not have a physical explanation and
do not occur in an efficient drive (these will be different states depending on
whether the sensors are distributed every 60 or 120 electrical degrees).

The sensors can be optical or Hall effect ones, their use slightly increases the cost
of a finished motor and introduces the necessity of connecting additional cables.
Drive performance is influenced by the precision of their location, presence of
interferences in the form of magnetic field disturbances related to the passage of
large, alternating currents round sensors and non-zero width of the hysteresis loop
(Hall effect sensors), impurities (optical sensors) and also interferences influencing
signal wires. Hence it is possible to distinguish accidental changes of signal coding
the rotor position and permanent reading of one of the logical states (high or low),
regardless of their position angle. The reasons for the latter, among others,
encompass no connection or feeding of sensors, mechanical, magnetic or thermal
sensor faults, sensor output damage/exceeding output current in the case of open
collector outputs.

The use of rotor position sensors is not the only hardware solution applied to
determine the rotor position. It is also possible to use absolute or incremental
encoders, resolvers, however, these solutions will be more expensive and difficult to
use in drives with typical parameters. On the other hand, in some types of drives
rotor position sensors are not used, e.g. in PM BLDC high-speed motors in flying
models.

The further part will present considerations related to permanent faults of sensors
distributed every 120 electrical degrees, leading to incorrect indications of the rotor
position. The performance of the rotor position signal (coded as a word) after fault

Fig. 12 Waveforms of signal P coding the rotor position, simulated for a non-faulty system in
comparison with a system with hypothetical phase A sensors faults (HA = 0, HA = 1)
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occurrence is presented in Fig. 12 while Fig. 13a shows the waveforms of input
currents after the HC = 0 fault occurrence.

5.2 Detection of the Position Sensors Faults

The detection of rotor sensor faults can be performed on the basis of two groups of
symptoms. The first group is the direct control of the correctness of signal indi-
cations from sensors (whether either of the two positions of undefined significance
occurs) and the order of these changes—sector changes cannot follow a random
pattern skipping two intermediate positions. These activities do not require large
calculation power and usually are simple to implement. The other group focuses on
the analysis of the results of using incorrect signals in the controlled drive—the
analysis of phase voltages or currents. An advantage of this approach is a uniform
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Fig. 13 The detection method of faulty transistors during the fault of the rotor position sensor
HC = 0: waveforms of phase currents and wrong combination signal FS (a) and detector reaction
result (b)—experimental results
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way of acting in detection of various types of abnormal drive operation on the basis
of the same set of signals.

The further part of the paper discusses the first approach more extensively [15,
28] due to its easy implementation. The basis of the method of detecting a single
fault in the rotor position sensor is the occurrence of the word coding the rotor
position which does not have any physical interpretation. For sensors distributed
every 120 electrical degrees these are the words “000” and “111”. They are the
indicator of abnormalities. They can be detected using a logical function, e.g.
according to (8). The next content of the word depends on the number of sensor
whose signal is faulty and the direction of the rotational speed, hence it is possible
to develop a table of rules for faulty sensor identification [15, 28]. The faulty
element is determined on the basis of the rotational speed direction and the sub-
sequent coding word on the falling slope of the FS signal (Fig. 14). It should be
noted that this method does not need any information about motor parameters to
work, the only necessary information is the rotational speed direction and possibly
another form of the (8) rule for sensors distributed every 60 electrical degrees. The
method can be successfully applied during drive operation and at low rotational
speed it has a relatively long identification time of the element. The rotational speed
direction can be established on the basis of the actual speed determined using an
encoder on the basis of the set speed or rotor position sensors. In the latter case one
should make sure that the direction detection is correct also after a permanent fault
of one of the sensors [28].

Fig. 14 Operation of the fault detector of the rotor position sensor (experiment—a, b)
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FS ¼
\

k2fA;B;Cg
Hk

0@ 1A[
\

k2fA;B;Cg
Hk

0@ 1A ð8Þ

Because faults in both power stage and information from the rotor position have
a significant influence on the phase currents, each detector base on them should
distinguish both fault types to avoid false alarms. For instance, the detector
described in Sect. 4.2 has information about signal FS, hence should such a fault
occur, it shows a special value (assumed value: −2, in accordance with Fig. 13b)
and as a result of detection the procedure of drive reconfiguration is not conducted.

It is possible to consider a justification for fault location because the occurrence
of the FS signal is a sufficient premise to use an alternative way of rotor position
determination. It is also beneficial that all coding signals of the rotor position are of
the same origin to avoid situations in which a signal from a faulty sensor is replaced
by another one, e.g. created by control program (however, without consideration for
the state of the other non-faulty sensors) and then moments of time with the
forbidden coding word (FS = 1) occur again.

6 Post-fault Operation of the Drive System

6.1 Drive Operation After Rotor Position Sensors Fault

A conducted fault detection is the first stage of the operation of a fault tolerant
system [1]. The next stage is the identification of place and damage degree. It is an
important point in situations when similar symptoms occur in various types of
faults. Depending on the type of damaged element one should select a fault com-
pensation method to maintain drive characteristics depending on the requirements
related to operation length and quality after fault occurrence and detection. The best
solution will be such software-hardware topology which will allow to use the drive
without any additional limitations. Technically it is possible, however, it is not
always economically justified, this is why various control algorithms, requiring the
minimum number additional physical systems, are developed.

The identification of a faulty element, whenever possible, should be combined
with the determination of the cause for the fault as this can be crucial for the fault
compensation process. On the other hand limiting the number of additional hard-
ware elements participating in the fault compensation process is important because
each of them can become faulty, stop working and then it will not perform its role.

Another action after the detection and identification of a faulty sensor is software
or hardware reconfiguration to ensure operation resistant to selected faults. The
solutions described in the literature can be divided into the following groups:
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• programmed generation of the missing signal on the basis of two correct signals
and information about the time of transitions between particular states (ZOA
algorithms [29], using FPGA in [16]),

• reproduction of rotor position with sensorless methods (by software) using
available measurements and motor parameters (observers, estimators) [30, 31],

• determination of commutation torques using additional hardware systems (e.g.
comparators) with a possible compensation for the delay time in methods based
on voltage signals or the electromotive force [32],

• use of an incremental or absolute encoder [29].

When selecting a compensation method form the ones mentioned above, one
should pay attention to two issues: the method must be insensitive to the faults of
electronic commutator switching devices and it must allow to start the motor from
the standstill and its operation at low rotational speeds if they are required.

At the beginning, to check the correctness of the concept, the sensorless method
was selected, it determined the rotor position on the basis of filtered interphase
voltages (Fig. 15) and the delay introduced by the filter and the method itself was
compensated in the software. Figure 16 presents an example of drive operation after
detecting abnormalities in the signals coding the rotor position and using an
additional system shown in Fig. 15, in comparison with the operation of drive
devoid of the possibility of fault tolerant operation (Fig. 13a).

It can be observed that the transition to operation in the sensorless system took
place only after completing the detection and identification of the faulty sensor,
however, it is possible to conduct this transition at the moment the FS signal
occurrence (rising slope). Attaching the information about the FS signal occurrence
(a premise for a sensor fault) to the transistor fault detector allows to distinguish
between these two types of faults in a simple way and prevents false alarms as well
as unnecessary transitions to the redundancy system. After a selected time period

Voltage divider and filter Voltage comparators Galvanic isolation (optocouplers)

HC
S

HB
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Fig. 15 The system determining substitute coding signals of the rotor position—the simplest form
based on filtered phase-phase voltages—experimental version
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after the first occurrence of the FS signal it also seems beneficial to check is this
signal still occurs or it only resulted from an accidental interference. Its disap-
pearance then can be used as an opportunity to the determination of rotor position
with sensors. The implementation details of the sensorless system can be found in
[28].

Figure 16 additionally shows the waveform of the output shaft speed (with a
gearbox), estimated on the basis of position sensor states. The correct identification
of the faulty element and its elimination allows to continue using this way of
rotational speed determination.

Another problem to be solved is the start-up procedure which should be changed
after the detection of a faulty sensor. Incorrect indication of the rotor position can
disable correct start-up as a result of the lack of coils feeding or in effect of alternate
coils feeding making the rotor move in opposite directions (rotor vibration between
two neighbouring position sectors). These cases are collated in Fig. 17. A solution
to this would be, e.g. start-up in the sensorless system with an initial phase
rebalancing the rotor to the set position and next feeding coils in an open loop
without coupling until the minimum speed at which the used sensorless method
brings positive results is achieved.
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Fig. 16 Sample operation of the drive system after fault detection in the rotor position sensor
HC = 0 and using substitute rotor position signals: phase currents waveforms (a) and gearbox shaft
speed: referenced, measured and estimated on the basis of HA, HB, HC sensors
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6.2 Drive Operation After Transistors Fault
of the Electronic Commutator

After detecting and locating the fault—lack of conductivity of selected transistors—
the following actions can be taken:

• ignoring the information about a fault: the simplest and least demanding
approach. Depending on the set rotational speed, moments of inertia and drive
duty, the rotor can still rotate, however, periodical disappearances of the elec-
tromagnetic torque lead to vibrations and in consequence faster wear of bear-
ings. Such ay of acting can also have negative impact on the controlled
manufacturing process or the comfort of vehicle use. It is also possible that the
drive will not have sufficient spare power (torque) and as result of the duty, it
will stop working in a predictable way and react to low value set signals. In the
classical control it is also possible that the rotor will remain motionless
regardless of attempts to start the motor from the standstill,

• change of the control algorithm without any hardware change in block com-
mutation in a way which will ensure the generation of the electromagnetic
torque free from periodical disappearances, with the use of the other non-faulty
power commutator transistors. Such approach can also be used in the case of
3-phase motors [33], however, it has the best possible applications in the case of
multiphase motors [14],

• hardware redundancy ensuring appropriate control signal redirection. It is nec-
essary to have additional branch (or branches) in the converter or the whole
converter module, and also additional switches (transistor, thyristor, relay)
which will allow to reconfigure the hardware [34],

• hardware reconfiguration and changes in the control software: literature analysis
indicates that this approach is very frequently used. In this approach the phase
with a faulty element is disconnected and connected to the neutral power supply
point. Such a structure, including its controlling system, was described, e.g. in
[35, 36]. To develop this system it will be necessary to have additional

Fig. 17 Comparison of the transmission shaft rotational speeds for start-up cases: with non-faulty
rotor position sensors (a), successful start-up regardless of a fault HC = 0 (b), unsuccessful start-up
with a fault HC = 0 (c), start-up in the sensorless system d) (with a long rebalancing stage to the set
position, as described in the text)
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power-electronic switching devices and be prepared to situations in which some
methods of sensorless commutation will require a special approach and small
changes necessary to determine the rotor position, e.g. [37]. In this kind of
controlling there is the problem of the occurrence of additional electromagnetic
torque oscillations [38]. Another version of this solution assumes that an
additional convertor branch will be connected to the motor neutral point, which
requires the introduction of the star coils point.

On the basis of the above analysis the topology of the electronic commutator and
the control system (Fig. 18) was proposed, it is a combination of the two presented
approaches. Thanks to such configuration it will be possible to compensate for
faults occurring in two converter branches: using the redundant converter branch
and connecting the motor phase with the neutral power supply point. This solution
requires 9 auxiliary connecting devices with their own control system, an additional
transistor half-bridge, which will increase the costs, dimensions and complexity
level of the whole construction. The selection of additional switches (transistor,
thyristor, relay) will depend on the requirements related to time of connection,
possibilities of modulated operation of the switch and controlling.

The requirement of the power supply system with an introduced central point
can be easy to meet in the case of battery powered drives with an even number of
batteries which simultaneously will ensure high stiffness of the central point
potential.

Now the experimental set-up has slightly limited abilities in comparison with the
one proposed in Fig. 18—it is equipped with a switching relay with KC and KCN

contacts, which allows to study faulty states with reconfiguration of connections in
phase C. The selection of a switch was dictated by the simplicity of making the
control system and its adjustment, apart from this such a systems seems interesting

Fig. 18 The proposed topology of the electronic commutator resistant to faults
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from the scientific point of view. A disadvantage of this system is a relatively long
time activating the used relay.

After the reconfiguration, although the topology of the power supply system is
formally changed, the principle of operation of the PM BLDC motor remains
unchanged. Hence it will still be necessary to appropriately feed coils depending on
the rotor angular position. The difficulty is that the available voltage vectors have
changed, i.e. using four switches one has to force currents in three phases.
Moreover the available voltage vectors can change their length, because during the
operation the equality of voltages UDC1, UDC2 does not always occur on the con-
densers constituting the central point. Another problem in some applications can be
additional oscillations of the electromagnetic torque occurring during commutation
and in some sectors of the rotor position. It should be noted that the phase con-
nected to the neutral point is fed by lower voltage, which results in decreasing the
maximum rotational speed of the motor and limiting the electromagnetic torque.

If work in the reconfigured system is to last longer than the time necessary to
ensure safe completion of the work by a machine/vehicle operator or the additional
electromagnetic torque pulsation is not a critical problem, then it is enough to
continue operation in the previous control system with regard for input currents
regulation using the linear regulator P (PI) or with a hysteresis. Otherwise it is
necessary to conduct a detailed analysis of the feeding conditions in various rotor
positions and to adjust the control system to them [36, 38].

Sample waveforms of input currents during the diagnostic process are presented
in Fig. 19. The use of regulators with a hysteresis allows for a more accurate control
of currents, in particular during faulty states it does not allow to exceed the set
limits by phase currents.

If the detection system finds lack of conductivity of the electronic commutator
transistors in the standstill and there is a need to perform a start-up, then the
controllers feeding system of the top transistors (i.e. T1, T3, T5) can be limitation, it
is built using bootstrap charged capacitors. The reason why is that in a particular
case condensers will be unloaded or they will unload during the first motor feed
stroke before the rotor shifts to the next position allowing recharging. Such a
situation happens when one of the top transistors is connected for a (too) long time.

Fig. 19 Waveforms of phase currents (a) and the rotational speed of the gearbox shaft (b), after
the occurrence and diagnosing the transistor T2 fault and starting system reconfiguration activity
combined with shifting to hysteresis current control

214 M. Skóra and C.T. Kowalski



Then a solution can be increasing the capacity of these capacitors, using an isolated
feeder or programmed limitation of the signal duty cycle in PWM, e.g. up to 99 %,
and in the hysteresis control connecting a different combination of transistors from
time to time. Before the start-up one can prophylactically connect bottom transistors
(at the set-up these are T4 and T6, because T2 was disconnected) to charge bootstrap
condensers.

Sample waveforms registered during the start-up are presented in Fig. 20, in
particular Fig. 20b presents voltage fluctuations of the condensers constituting the
neutral power supply point, in some cases of the UDC1, UDC2 voltage, they even
reach the feeding level, while Fig. 20c shows the process of bootstrap capacitors
charging when t = 0 s.

7 Summary

The use of PM BLDC motor drives in vehicles requires their control and feeding
systems to be highly tolerant to faults. Quick detection, location and compensation
for these faults allows to continue operation or smooth stopping of the vehicle in a
safe place.

The chapter presents selected methods of fault detection on the basis of defined
symptoms. The presented experimental research results showed that it is possible to
efficiently detect the analysed faults and assess the technical condition of the
PM BLDC motor power supply system. Fast identification and location of faults
allows to undertake repairs and fault compensation actions (hardware or software
reconfiguration or shifting to sensorless operation).

Fig. 20 Start-up procedure in the inverter system with reduced topology: measured and estimated
rotational speed of the transmission shaft (a), voltages of condensers constituting the neutral power
supply point (b), input currents waveforms and the coded rotor position (c)
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Part III
Design and Control of Power Converters



Advanced Control Methods of DC/AC
and AC/DC Power Converters—Look-Up
Table and Predictive Algorithms

A. Godlewska, R. Grodzki, P. Falkowski, M. Korzeniewski,
K. Kulikowski and A. Sikorski

Abstract This chapter is devoted to a modern look-up table and predictive control
methods of three phase power electronic converters. The authors consider voltage
source converters in two and three level configurations as well as a two level current
source rectifier. Some of the methods concern DC/AC inverter fed induction and
PMSM motors. The other methods described in this chapter are dedicated to the
control of the AC/DC rectifier working as an Active Front End of an AC/DC/AC
converter. The authors focus on the methods with a non-linear look-up table and
predictive control due to their excellent dynamic properties (limited only by the
physical parameters of controlled systems such as the value of the DC voltage, grid
inductance or AC motor leakage inductance). Moreover, non-linear methods,
especially the predictive ones, provide very good quality of control in steady states,
i.e. lack of active and reactive power steady-state error (AC/DC) or torque error (in
the case of DC/AC converters). Look-up table methods have been taken into
consideration as they also ensure the above advantages in a relatively short cal-
culation time. The selected look-up table and predictive methods are proposed for
both 2-level and 3-level converters. All the described control methods have been
illustrated by simulation results and laboratory tests confirming their characteristics.

Keywords DC/AC converters � AC/DC converters � Multilevel converters �
Predictive control � Power control � Direct torque control
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DTC-SVM Direct torque control with space vector modulation
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FCS-MPC Finite control set model predictive control
FOC Field oriented control
FS PPC Finite set predictive power control
ICS-MPC Infinite control set model predictive control
NPC Converter Neutral point clamped converter
PCi2uc Predictive current and capacitor voltage control
PCi-AD Predictive current control of an AC/DC inverter with active

damping
PWM Pulse width modulation
SVM Space vector modulation
THD Total harmonic distortion
VOC Voltage oriented control
VSR Voltage source rectifier

1 Introduction

AC/DC/AC converters (back-to-back converters) constitute essential power elec-
tronics elements characterized by ever increasing application areas. AC/DC/AC
converters, as a whole, connect induction motors with the grid and are used in
adjustable drive systems and in renewable energy sources where they connect wind
or water turbines to the grid. As separate units, AC/DC and DC/AC converters are
used to connect the grid with other renewable energy sources or AC drives fed by a
DC source, respectively. In recent years a growing interest has been observed in
AC/DC converters connecting DC voltage systems to the grid. This is due to their
advantages such as availability of bidirectional power flow and unity power factor.
AC/DC converters are widely used especially to connect different types of
renewable energy sources, such as photovoltaic cells, fuel cells, wind generators,
etc. to the grid [1–4].

Depending on their applications, AC/DC converters are expected to perform
numerous and specific functions. For renewable energy sources, the main
requirement is to attain practically sinusoidal shape of currents, i.e. low THD values
while, for active filters, the requirement involves capability of high dynamic current
changes. The properties of AC/DC converters either in steady or transient states are
determined by both power circuit components and the control method used.
Principally, there are three groups of strategies used to control converters. They
include: VOC (explanation of abbreviations used in this chapter in Appendix)
methods with linear PI controllers and space vector modulation (SVM or PWM)
[5–7]; DPC methods with linear (PI-VOC) [8] and nonlinear controllers [9] and
finally predictive control methods [10–13].

Linear control methods, i.e. VOC [14, 15], DPC with SVM/PWM [16, 17] are
characterized by good current quality (low THDi for input currents [18–20]) and

222 A. Godlewska et al.



constant switching frequency that makes it possible to apply LCL input filters. LCL
filters, in comparison to L filters, have lower inductance, which makes them cheaper
and smaller in size. Additional filtering capacities increase distortions in transient
states, which, as a result, decreases the rate of current changes.

The control methods based on PWM/SVM modulators require the use of a dead
time correction unit whose complexity has an influence on correction quality.
Moreover, application of SVM/PWM modulators results in slower current changes
after a step change of the current set value. This disadvantage is caused by PI
controllers whose integral part produces delays resulting from the non-zero regu-
lator time constant. The time delays in transient states also result from the fact that
the modulator, during one sampling time Ts, always uses full switching sequence of
three voltage vectors. However, in transient states the use of only one or two vectors
is desirable. Yet, modulation rules impose the use of three-vector pattern, which
lengthens the duration of transient response. The above is the main disadvantage of
linear control methods (with SVM/PWM) in comparison to nonlinear algorithms.
Both nonlinear and predictive control methods are characterized by the use of
exclusively one converter voltage vector during a single sampling period.

Nonlinear controllers make use of direct control of converter transistors (without
SVM/PWM) [21, 22]. Converter states in DPC methods are chosen from a look-up
table based on an instantaneous error between set and real value of the active and
reactive power or the real value of current vector components proportional to these
powers. To achieve satisfactory current pulsations relatively short sampling times
(<25 ls) are required. This, in turn, makes it necessary to apply faster and more
expensive processor controllers. Moreover, nonlinear control is typically charac-
terized by variable switching frequency that, in practice, prevents using LCL input
filters effectively.

Predictive control based on Model Predictive Control (MPC) [11–13, 23] is a
competitive solution to both linear and nonlinear control methods. There are a
number of algorithms that have been known as finite control set model predictive
control (FCS-MPC) [8, 24–26] and infinite control set model predictive control
(ICS-MPC) [27–30]. The FCS-MPC involves calculations of expected current
vector components (proportional to the active and reactive powers) depending on
switched converter transistors and selection of such a configuration that fulfils the
assumed optimization criterion. A limited number of available voltage vectors
makes the control error minimization possible but not reduce it to zero. In order to
improve the quality of input current (power) the authors have proposed modulation
between selected two active and a zero voltage vectors during one sampling period
[31, 32].

In the ICS-MPC method to calculate a set voltage vector uses a mathematical
model and predicted current vector components that are proportional to active and
reactive powers. The applied vector (reproduced by SVM/PWM modulator) ensures
full compensation of the control error [27, 33–35]. However, this indirect current
control causes inaccuracies that are typical of linear control methods. The accuracy
of predictive methods is highly dependent on the model parameters.
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In papers [9, 36] converter voltage vectors are defined in the table and chosen on
the basis of the grid voltage vector angle or on the virtual flux vector. Thereafter, on
the basis of a grid-converter model and predicted active and reactive powers for
chosen voltage vectors in the next sampling step are calculated. The switching times
are calculated on the basis of cost function derivative compared to zero. This
solution enables minimal current (power) pulsations and constant average switching
frequency of transistors. A certain constraint of the method is that the vector table
has been optimized for steady states only, whereas during step change of the
reference current value, the control algorithm does not use optimal (“dynamic”)
vectors, which lengthens the response time during transient states.

The AC/DC converter control methods discussed above have their counterparts
for DC/AC inverter control methods. There are three main groups of strategies used
to control inverters, namely FOC methods with linear PI controllers and space
vector modulation (SVM or PWM) [37]; direct torque and flux control methods
with linear (DTC-SVM) [38–40] and nonlinear controllers (DTC) [41] and also
predictive control methods [42–45]. The FOC method has similar advantages and
disadvantages characteristic of the VOC method for controlling AC/DC converters.
The method of direct flux and torque control with a switching table (DTC-ST)
proposed by Takahashi and Noguchi [41] in 1985 has been used and developed up
to now. In the literature on the subject the following problems are discussed:

• hexagonal flux vector trajectory and distorted stator current at low motor speed,
• motor start-up problems e.g. no possibility of motor “excitation” at the torque

set value equal zero,
• variable switching frequency,
• variable torque ripples.

A characteristic feature of the conventional DTC-ST method is that in the steady
state three vectors are used (two active and zero vectors) just as in the standard
PWM. The only difference lies in the fact that in the standard PWM the switching
processes occur in a determined sequence, while in the DTC-ST method, the
sequence depends on torque and flux errors. As a result, the DTC method should
ensure both the minimization of ripples as well as the switching frequency. These
features are needed to improve the drive’s technical properties by decreasing speed
pulsations/torque ripples and also operating cost by reducing switching frequency
which affects power dissipation and inverter efficiency. The main way to improve
the DTC method involves the torque pulsation decrease keeping the sampling time
Ts and transistor switching frequency unchanged [46, 47]. Constant switching
frequency is useful when passive filters are applied on the inverter output. The
above is carried out in two ways. One method consists in the use of adequate torque
and flux controller structures (using linear controllers) which, in the final stage, take
advantage of space voltage modulation. These algorithms are called DTC-SVM,
due to the fact that the used torque and flux PI controllers, have a longer response
time to the torque step changes, although the complex controller systems [48] bring
their properties closer to the DTC method, which applies the nonlinear controllers.

224 A. Godlewska et al.



The other method involves improving the classical conception of the nonlinear
(hysteresis) torque and flux controllers by an introduction of additional modulation
algorithms at sampling time Ts [49–51]. For this purpose additional triangular
signals modulating the torque and flux errors are used to decrease pulsations
simultaneously increasing the inverter switching frequency. The most advanced
algorithms use different complication levels of predictive controllers [52, 53].
Predictive algorithms require the knowledge of motor parameters that can be best
identified on-line. The algorithms are sensitive to parameter changes. Prediction
includes accurate calculations of controlled parameters (flux and torque) [54] as
well as determination of their values in one or several steps ahead [55–57].

Greater possibilities of solving DTC-ST problems are offered by multi-level
converters, in which a higher number of voltage vectors enable the implementation
of various control algorithms [58].

In steady states and for low current frequencies, the main issue is the low content
of AC/DC/AC current/voltage higher harmonics that arise from the industry stan-
dards and other requirements that must be met. The above applies to both linking
high power renewable energy sources to the grid and the active power filtering
(APF). Typically, in such cases, the converter construction requires the use of high
voltage structures ranging from several to tens of kilovolts. Thus, the use of
multi-level converters is essential [59–61]. Three level NPC converters due to their
relatively low cost, simple structure and uncomplicated DC link voltage balancing
methods [62–64] appear to be the most commonly used [59, 65, 66]. Replacing a
two level converter by its three level equivalent enables us to reduce the du/dt
voltage edges, decrease switching power losses and hence increase their efficiency
[1]. On the other hand, the number of simultaneously conducting semiconductors is
twice as large for three level converters as in the case of two level ones. This leads
to an increase of conducting power losses. Therefore, it is difficult to state which
converters exhibit lower power losses, as they generally depend on the operating
conditions, switching frequency as well as the grid reactor parameters [67, 68].

The use of three level converters with FS PPC methods allow us to increase the
control quality that results from a higher number of available converter voltage
vectors. On the other hand, this solution requires a significantly larger number of
calculations that impose the use of faster and more expensive processors.
A compromise solution, especially for multilevel converters, is the use of nonlinear
look up table methods (nonlinear DPC) [69, 70]. The DPC methods are modelled
on the DTC methods, which are widely used in power drives.

Inverters fed by current source (CSI) are competitive to voltage source inverter
(VSI). Three-phase current source rectifier (AC/DC converter) has many advan-
tages, such as providing sinusoidal grid currents with unity power factor and
enabling feeding energy back to the mains. Moreover, it produces DC output
voltage that can be lower than AC input voltage, in contrast to more common
voltage source rectifier (VSR). This is an important feature that makes it possible to
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eliminate the buck converter or transformer in the case of low voltage load or
variable speed drive. In addition, CSR ensures low electromagnetic interference
(EMI) and offers better power density than VSR, caused by low dv/dt [71].

The advantages mentioned above are the reasons why CSR are becoming more
and more popular in industry. The topology AC/DC current converter includes an
LC filter (L represents grid inductance) on the input side. It can cause oscillations
and enhance higher harmonics of grid currents. Harmonics damping is very com-
plicated, but it is necessary because of the risk of low efficiency. Recent investi-
gations have focused on developing alternative control strategies to improve the
quality of waveforms or improve efficiency and power density.

First control algorithms designed for CSR were based on linear control with
PWM modulators [72]. Obtaining waveforms with low THD became possible by
adding linearization and decoupling [73]. Another solution is active damping that
weakens higher harmonics influence of LC filter [74–77]. Moreover, good per-
formance is provided by the algorithm with Selective Harmonic Elimination (SHE),
which is a different type of modulation [78].

An alternative way of control is nonlinear control. Direct Power Control (DPC),
originally designed for VSR, has been adapted for CSR [79]. The method has been
developed to reduce resonance harmonics in the grid current [80, 81].

Predictive control for CSR is shown in [82] and [83]. Cost function has two
components; the first one is instantaneous reactive power and the other is the error
between load current and its reference. To reduce switching frequency an algorithm
with active damping has been developed [84]. Another solution is based on dif-
ferent cost function [85], where the first component is a grid current error. An
interesting method for a voltage source rectifier with LCL filter is presented in [86].
It provides error minimization for three variables, namely capacitor voltage, grid
current and inverter current.

This chapter is devoted to a modern look-up table and predictive control
methods of three phase AC/DC converters as well as DC/AC converters. Inverters
supply induction (IM) and synchronous PMSM motors.

The introductory section describes advantages and disadvantages of various
current (power) control methods of an AC/DC converter as well as the torque and
flux control methods of a DC/AC converter. The authors focus on the methods with
a non-linear look-up table and predictive control due to their excellent dynamic
properties (limited only by the physical parameters of controlled systems such as
the value of the DC voltage, grid inductance or AC motor leakage inductance).
Moreover, non-linear methods, especially the predictive ones, provide very good
quality of control in steady states, i.e. lack of active and reactive power steady-state
error (AC/DC) or torque error (in the case of DC/AC converters). Look-up table
methods are also taken into consideration due to providing the above advantages in
a relatively short calculation time that results in lower hardware requirements (less
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expensive microprocessors can be used in the control system). The selected look-up
table and predictive methods are proposed for both 2-level and 3-level converters.

Section 2 presents basic mathematical models of voltage source converters (in
both 2-level and 3-level configuration) and a 2-level current source rectifier
cooperating with the grid and AC motors. In addition, there is an explanation of the
dependences describing the direction and rate of current vector change (both the
grid and IM stator current vector) caused by each voltage vector of the converter.
This theory is used in all of the proposed advanced control methods.

Section 3 is concerned with analysis and synthesis of look-up table direct torque
and flux control method of the DC/AC converter fed induction motor as well as the
direct power control method for three level converter cooperating with the grid.
DTC-3L-3A (Direct Torque Control—3 Level 3 Areas) is characterized by a novel
division of the error area into three sectors, which makes it possible to control motor
torque and flux with reduced switching frequency in comparison to the standard
DTC method. The DTC-3L-3A control method has its counterpart for AC/DC
rectifier called DPC-3L-3A (Direct Power Control 3 Level 3 areas). It is also
described in this section. Finally, the section presents the DC-link voltage balancing
algorithm for a 3-level converter.

Section 4 describes selected Model Predictive Control methods for 2-level
AC/DC and DC/AC converters. DPC-3V and DTC-3V belong to ICS-MPC
methods. They are based on current (torque and flux in the case of DTC-3V) error
vector minimization criteria. Analysis of all the possible locations of the current
(torque and flux) error vector in the next control step is the basis for the optimal
voltage vector selection and application time calculation in order to compensate for
the error vector. The converter output voltage vector is reproduced by SVM that
provides all the advantages typical to linear methods, i.e. constant switching fre-
quency, low grid current (torque) ripples. The proposed algorithms minimize the
error vector for each and every state of the system. In transient states, they provide
maximum dynamics comparable to the fastest nonlinear control methods.

In the next part of this section a modern FCS-MPC method of the voltage source
rectifier with input LCL filter is presented. Equations describing voltages and
currents are used to predict the direction and rate of changes of converter current
and capacitor voltage vectors. Predicted values are used to define errors for every
output voltage vector, which allows us to find the minimal value of the cost
function. It results in choosing an optimal voltage vector and error minimization.

The last algorithm discussed in Sect. 4 is dedicated to the current source rectifier.
It is based on the cost function minimization. Basing on the predicted values of the
grid current and the capacitor voltage, the algorithm chooses a proper current
vector. The great advantage of the method is grid current harmonics reduction
combined with a low sample time.

All the described control methods are illustrated by the results of simulation and
laboratory tests confirming their properties.
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2 Basic Theory of 3-Phase Converters Fed AC Motors
and 3-Phase Rectifiers Cooperating with the Grid

2.1 Mathematical Model of 3-Phase Voltage Source
Converter

Figure 1 shows the main VSC circuit.The most commonly used topology of VSC is
the three phase bridge. Each leg of the converter consists of two transistor switches
with freewheeling diodes placed in parallel.

Converter output voltage can be described as a complex space vector. Active
vectors correspond to phase voltage in relation 1/3 and 2/3 to the DC-link voltage
UDC. Zero vectors apply zero voltage at the AC-side of the converter because all
three branches are connected to positive or negative DC-link bus. There are eight
possible combinations of the switches. They can be described by the following
equation:

u ¼
2
3UDCejðn�1Þp3 : for n ¼ 1; 2; 3; 4; 5; 6f g
00000 : for n ¼ 0; 7f g

�
ð2:1Þ

In the three-level structure of VSC (Fig. 1b) one of the three electrical potentials
(+UDC, 0 or −UDC) may appear at each of the phase outputs. Owing to the choice of
three possible states at each of the three independent outputs, the output voltages of
the converter can be determined in 33 = 27 valid combinations. Complex 3-level
voltage vector can be expressed as:

u ¼

2
3UDC � ejðn�21Þp3; for n ¼ 21; 22; . . .; 26f gffiffi
3

p
3 UDC � ejðn�15Þp3; for n ¼ 15; 16; . . .; 20f g
1
3UDC � ejðn�3Þp3; for n ¼ 3; 4; . . .; 14f g
00000; for n ¼ 0; 1; 2f g

8>><>>: ð2:2Þ

Graphic representation of 2-level and 3-level converter output vectors is shown
in Fig. 2.

Fig. 1 Schematic diagrams of 2-level (a) and 3-level (b) VSC
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2.2 Mathematical Model of an AC/DC Converter
Co-operating with the Supply Grid

2.2.1 Model with L Input Filter

A three-phase AC/DC converter circuit co-operating with a 3-phase supply grid is
shown in Fig. 3.

The vector Eq. (2.3) in the stationary ab reference frame gives a clear
description of the configuration in Fig. 3:

Eejxgt ¼ L
d
dt
iab þ uab ð2:3Þ

where

iab grid current vector in ab rotating reference frame,
L grid reactor inductance,
Eejxgt grid voltage vector,
uab converter voltage vector given by (2.1) or (2.2) for 2-level and 3-level

converter respectively.

Fig. 2 Graphic representation of converter voltage vectors in ab reference frame for 2-level
(a) and 3-level (b) converters

Fig. 3 Power configuration of AC/DC converter
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Equation (2.3) can be transformed into an xy reference frame rotating with the
grid voltage pulsation:

exy ¼ L
d
dt
ixy þ jxgLixy þ uabe�jxgt ð2:4Þ

From Eq. (2.4) it is possible to obtain both the vector proportional to the
derivative vectors of the grid current (2.5) and the derivative vector of the grid
current vector (2.6) [87]:

L
d
dt
ixy ¼ dguxxx ¼ exy � jxgLixy � uxy ¼ u� � uxy ð2:5Þ

dgixxx ¼ d
dt
ixy ¼ 1

L
dguxxx ð2:6Þ

where the “xxx” index is the number of the converter voltage vector, for example,
110, 010, etc.

Figure 4 shows a graphical form of Eqs. (2.5) and (2.6). The current derivative
vectors dgixxx describe both the direction and rate of change of the current vector
caused by switching on an appropriate voltage vector of the converter.

Fig. 4 Vectors proportional to vector derivatives of current (a) and their influence on current
vector for 2-level converter (b)
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2.2.2 Model with LCL Input Filter

Figure 5 shows the power configuration of AC/DC converter with the LCL input
filter.

Equation (2.7) in stationary ab reference frame give a clear description of the
configuration from Fig. 5:

eab ¼ L1 d
dt i1ab þ ucab

ucab ¼ L2 d
dt i2ab þ uab

C d
dt ucab ¼ i1ab � i2ab

8<: ð2:7Þ

where

eab grid voltage vector in stationary ab reference frame,
i1ab grid current vector,
i2ab converter current vector,
ucab voltage vector on the capacitors of input LCL filter,
uab converter voltage vector,
L1 input filter inductance connected to the grid,
L2 input filter inductance connected to the converter,
C capacitance of the input filter capacitors.

Equation (2.7) can be transformed into an xy reference frame rotating with grid
voltage pulsation:

exy ¼ L1
d
dt
i1xy þ jxgL1i1xy þ ucxy ð2:8Þ

ucxy ¼ L2
d
dt
i2xy þ jxgL2i2xy þ uxy ð2:9Þ

C
d
dt
ucxy ¼ i1xy � i2xy � jxgCucxy ð2:10Þ

The equivalent circuit of the AC/DC converter with LCL input filter is shown in
Fig. 6.

Fig. 5 Power configuration of AC/DC converter with LCL input filter
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Where u�xy is the set value of the converter voltage vector, u
�
cxy is the set value of

the capacitor voltage vector. The “set value” means the 1st harmonic of uxy and ucxy
respectively, which can be obtained from:

u�xy ¼ u�cxy � jxgL2i�2xy ð2:11Þ

u�cxy ¼ exy � jxgL1i�1xy ð2:12Þ

Graphical form of Eqs. (2.11) and (2.12) is shown in Fig. 7.
Vector d2u is proportional to the derivative of converter current derivative d

dt i2xy
and can be expressed by the following equation:

L2
d
dt
i2xy ¼ u�xy � uxy ¼ d2u ð2:13Þ

where

uxy is the converter voltage vector,
d2u is the vector proportional to the current vector derivative.

Using Eq. (2.13) we can define the converter current derivative vector as:

d2i ¼ d
dt
i2xy ¼ 1

L2
d2u ð2:14Þ

Graphical form of Eq. (2.14) is shown in Fig. 8.

Fig. 6 Equivalent circuit of AC/DC converter with LCL input filter

Fig. 7 Graphical
interpretation of the converter
1st harmonic voltage vector
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2.3 Mathematical Model of a DC/AC Converter Fed
Induction Motor

The induction motor can be described by the following equations in dq reference
frame [88]:

usdq ¼ isdqRs þ d
dt
Wsdq þ jxoWsdq ð2:15Þ

u0rdq ¼ i0rdqRr þ d
dt
W0

rdq þ jðxo � pbxmÞW0
rdq ð2:16Þ

Wsdq ¼ Ls � isdq þ Lm � i0rdq ð2:17Þ

W0
rdq ¼ L0r � i0rdq þ Lm � i0sdq ð2:18Þ

T ¼ pb
3
2

Wsdisq �Wsqisd
� � ð2:19Þ

An induction motor supplied by an inverter (Fig. 9) in dq rotating reference
frame can be described by the following formula (2.20) [88].

(a)

(b)

Fig. 8 Vectors proportional to vector derivatives of converter current and their influence on
current vector (converter with LCL input filter)
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usdq ¼ Rsisdq þ jxoLrsisdq þ Lrs
d
dt
isdq þ em ð2:20Þ

Dependence (2.21) is obtained by the transformation of (2.20). The obtained
voltage vector (Fig. 10a) is proportional to the vector of stator current derivative
(2.22) (Fig. 10b) that determines both the direction and speed of current changes:

Lrs
d
dt
isdq ¼ �(em þRsisdq þ jxoLrsisdq)þ usdq ¼ �u� þ usdq ð2:21Þ

Lrs
d
dt
isdq ¼ duxxx ¼ 1

Lrs
dixxx ð2:22Þ

where

u* stator voltage vector in dq reference frame,
usdq converter voltage vector given by (2.1) or (2.2) for 2-level and 3-level

converter respectively,

Fig. 9 Schematic diagram of an induction machine supplied by an inverter

Fig. 10 Examples of voltage vectors proportional to current derivative vectors duxxx, and
corresponding current derivative vectors dixxx
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is stator current vector,
em vector of electromotive force,
x0 angular speed of stator flux vector,
Rs stator resistance,
Lrs leakage inductance of windings.

2.4 Mathematical Model of a DC/AC Converter Fed
Permanent Magnet Synchronous Machine

The equations used to model PMSM in the stator-flux-oriented rotating reference
frame are as follows [89]:

usdq ¼ Rsis þ dWs

dt
þ jpbxmWs ð2:23Þ

Ws ¼ Lsis þWPM ð2:24Þ

T ¼ 3
2
pbImðW�

s � isÞ ð2:25Þ

where

us and is are stator voltage and current complex vectors,
Ls (Lq = Ld = Ls) is synchronous inductance,
Ws is stator flux vector,
WPM is permanent magnet rotor flux vector,
pb is the number of pole pairs, respectively.

After substituting (2.24) into (2.23), the current vector derivative can be
expressed as:

Ls
dis
dt

¼ �ðRis þ dWPM

dt
þ jpbxmWsÞþ usdq ð2:26Þ

Assuming that the derivative of permanent magnet rotor flux vectorWPM is equal
to zero, we obtain the final Eq. (2.27) describing the derivatives of the PMSM stator
current vector [90]. The derivatives are caused by the inverter voltage vectors.

Ls
dis
dt

¼ �ðRsis þ jpbxmLsis þ esÞþ usdq ð2:27Þ

duxxx ¼ Lsdixxx ¼ Ls
dis
dt

¼ �u� þ usdq ð2:28Þ
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where

duxxx Vector proportional to the stator current derivative vector caused by
voltage vector uxxx,

dixxx Stator current derivative vector caused by voltage vector uxxx,
es = jEs Electromotive force described as jpbxmWPM,
u* Set voltage vector.

Graphical illustration of formula (2.28) is shown in Fig. 11. The derivatives of
current vector dixxx determine the direction and rate of changes of current vector
components and thus the direction and dynamics of torque and flux changes.

2.5 Mathematical Models of 3-Phase 2-Level AC/DC
Current Source Converter

Three-phase two-level AC/DC current source converter has the topology shown in
Fig. 12. It includes LC filter (L represents grid inductance) on the input side. The
main constraint of proper converter control is the fact that at least one top and one
bottom transistor must be closed at any time. There are nine valid states of tran-
sistors, three of them produce zero line currents [72, 73].

Line currents transformed to stationary reference frame ab are represented by
current vector described by Eq. (2.29) and illustrated in Fig. 13.

Fig. 11 Derivatives of current vectors corresponding to the voltage vectors of the 2-level inverter
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iab ¼ 1ffiffiffi
3

p 1 a a2
� � ia

ib
ic

24 35 ¼ IDCejðn
p
3�p

6Þ

0

�
ð2:29Þ

where is

IDCejðn
p
3�p

6Þ Active vectors in states n = 1, 2, …, 6;
0 Zero vectors, achieved by shortcut in one branch of the converter.

Analysis of the converter conducted in synchronous reference frame xy, which is
rotating with angular speed xg = d#g/dt, allow us to define a model of the converter
connected to the grid. Equation (2.30) presents current vectors of the rectifier in xy
frame.

Fig. 12 Current source rectifier topology

Fig. 13 Input current vectors
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idq ¼ IDCejðn
p
3�p

6�xgtÞ

0

�
ð2:30Þ

The filter model is described by Eqs. (2.31) and (2.32).

egxy ¼ ucxy þ jxg Ligxy þ L
d igxy
dt

ð2:31Þ

igxy ¼ ixy þ jxgCucxy þC
ducxy
dt

ð2:32Þ

where

egxy grid voltage vector,
ucxy capacitor voltage vector,
igxy grid current. vector

The reference frame is oriented on the grid voltage vector, which means that
egxy = egx [91]. To achieve unit power factor, the reference y component of the grid
current vector has to be zero igy

* = 0.
In the steady state every derivative equals zero. Analyzing (2.31), the reference

values of capacitor voltage components can be described by Eqs. (2.33) and (2.34)
[92].

u�cx ¼ egx ð2:33Þ

u�cy ¼ �xg Li
�
gx ð2:34Þ

Analyzing (2.32), the reference value of the rectifier current vector can be
described by Eq. (2.35) [85].

i�xy ¼ igxy � jxgCucxy ð2:35Þ

Space vectors of reference values are shown in Fig. 14. It presents the steady
state with a unit power factor.

Fig. 14 Space vectors of reference values. Graphical explanation of u�cxy (a) and i�xy (b) in the
steady state
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The capacitor voltage vector derivative (2.36) taken from (2.32) allows us to find
the relation between the selection of the rectifier current vector and the change in
the capacitor voltage vector [82–84].

ducxy
dt

¼ 1
C

igxy � ixy � jxgCucxy
� � ð2:36Þ

Equations (2.35) and (2.36) make it possible to define variable di which is
proportional to capacitor voltage vector derivative (2.37), and variable dcu which
describes the direction and the speed of the capacitor voltage vector change (2.38).

C
ducxy
dt

¼ di ¼ i�xy � ixy ð2:37Þ

dcu ¼ ducxy
dt

¼ 1
C
di ð2:38Þ

Graphical illustrations for Eqs. (2.37) and (2.38) are given in Fig. 15a, b
respectively.

3 Modern Look-Up Table Methods

The control methods described in this section make use of sector N division. The
sectors divide ab plane into six areas (3.1), (3.3). The boundaries are made of six
half-lines with common initial point that is placed at the origin. The half-lines are
rotated with respect to each other by 60° (Fig. 16).

Fig. 15 Vectors proportional to capacitor voltage vector derivatives (a) and capacitor voltage
vector derivatives (b)
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The sector number in DTC 3L3A method depends on both the angle d and the
flux vector angle uWsab

(3.1). The angle d is defined as the u* vector angle shifted by
–p/2 (3.2).

N ¼

1; for uWsab
þ d

� 	
2 �p=6; p=6Þh

2; for uWsab
þ d

� 	
2 p=6; p=2Þh

3; for uWsab
þ d

� 	
2 p=6; 5p=6Þh

4; for uWsab
þ d

� 	
2 5p=6; pÞ _ �p;�5p=6Þhh

5; for uWsab
þ d

� 	
2 �5p=6;�3p=6Þh

6; for uWsab
þ d

� 	
2 �3p=6;�p=6Þh

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð3:1Þ

d ¼ uu� �
p
2

ð3:2Þ

The sector number in DPC 3L3A method depends on angle uwvab
of the virtual

flux vector, as shown in Eq. (3.3). The virtual flux vector does not have physical
interpretation and has been introduced by analogy to the DTC method. Only the
angle of the virtual flux vector is defined as u* vector angle shifted by –p/2 (3.4).

N ¼

1; for u
wvab

2 �p=6; p=6Þh
2; for uwvab

2 p=6; p=2Þh
3; for uwvab

2 p=2; 5p=6Þh
4; for u

wvab
2 5p=6; pÞ _ �p;�5p=6Þhh

5; for uwvab
2 �5p=6;�3p=6Þh

6; for uwvab
2 �3p=6;�p=6Þh

8>>>>>>>><>>>>>>>>:
ð3:3Þ

Fig. 16 The division of ab
plane into 6 sectors N for
three-level converters
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u
wvab

¼ uu�ab
� p

2
ð3:4Þ

where

uwvab
virtual flux angle.

3.1 DPC-3L3A Method

Due to the fact that the y component of the grid voltage vector is equal zero
(egy = 0), the active and reactive powers are proportional to the x and y grid current
vector components respectively (3.5) [93].

pg ¼ 3
2 egy � igy þ egx � igx
� �

qg ¼ 3
2 egy � igx � egx � igy
� � 





egy¼0
) pg ¼ 3

2 egx � igx
qg ¼ � 3

2 egx � igy
ð3:5Þ

In order to simplify the description, the reference values of the powers are
converted to reference values of current according to Eqs. (3.6).

i�gx ¼ 2
3
p�g
egx

i�gy ¼ � 2
3

q�g
egx

ð3:6Þ

3.1.1 Method Description

It can be shown that the boundaries of the error plane division in the DPC method
are suboptimally defined. In the DPC method the comparators divide the error plane
into six areas (Fig. 16). In accordance with the switching table, converter voltage
vectors uxxx that correspond to current derivative vectors dgixxx are assigned to
individual areas. The error plane division as well as current derivative assignation in
sector N = 1 for DPC method is shown in Fig. 17. If the error vector is located at

-dgi000
-dgi110

-dgi010

-dgi001

-dgi101

P2 -dgi000

Fig. 17 Error plane division
for the DPC method in sector
N = 1
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point P, on the division boundary, the selection of u010 voltage vector will shift the
error vector to point P1 (e1). In contrast, the selection of u000 vector will shift the
error vector to point P2 (e2). Error vectors e1 and e2 have different lengths. This fact
indicates that the boundaries of the error plane division are suboptimally defined.
To determine an optimal division, it is required to establish such borders for which
the impact of two adjacent voltage vectors is equivalent. In other words, the lengths
of both error vectors e1 and e2 should be equal for optimal error plane division
(Fig. 18c).

In order to determine the optimal error plane division in the DPC 3L3A method,
it is assumed that one of the three converter voltage vectors u corresponding to the
shortest current derivative vector (Fig. 18a) should be selected in the steady state.
Also, the new x″y″ coordinate system has been introduced in which the current
derivative vectors dgi have equal lengths and are rotated with respect to each other
by 120° (Fig. 18b). In such a specific reference system the boundary of an optimum
error plane division are constructed with the three half-lines with a common origin
and rotated with respect to each other by 120° (Fig. 18b).

In the DPC 3L3A method, if the error vector is located at point P on the division
boundary (Fig. 18c), the selection of voltage vector u110 will shift the error vector
to point P1 (e1). In contrast, the selection of vector u220 will shift the error vector to

Fig. 18 Optimal error plane distribution in x″y″ reference frame (b) as referred to the arrangement
shown in (a) as well as the equivalent impact of the adjacent converter voltage vectors on the error
vector located on the division border (c)
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point P2 (e2). Both e1 and e2 have equal lengths, which indicates that the boundaries
of the error plane division have been optimally defined. It should be emphasized
that in the DPC 3L3A method the selection of converter voltage vector u is
exclusively based on the error vector angle. This allows us to eliminate inconve-
nient hysteresis comparators in the control system.

Three converter voltage vectors uxxx, which correspond to the shortest current
derivative vectors, always form an equilateral triangle inside which u* voltage
vector is located. For three level converters, each N sector can be divided into four
equilateral triangles (0, I, II, III) (Fig. 19a). The triangles are formed by uxxx vectors
(in a general case by wbx vectors).

Selection of the triangle inside which u* vector is located is based on depen-
dences (3.6) and (3.7). If inequality (3.6) is true, u* vector is located in triangle 0.
Otherwise, the selection is based on usec angle (3.7) (Fig. 19b) according to
Table 1.

Udc

ffiffiffi
3

p

6
[ u�j j � cos uwb4

� d
� � ð3:6Þ

usec ¼ arcsin
u�j j

wb4 � u�j j sin uwb4
� d

� �� �
ð3:7Þ

In the arrangement shown in Fig. 20 the three converter voltage vectors that
correspond to the shortest current derivative vectors dgi are u110, u220 and u120.
They correspond to vectors dgu110, dgu220 and dgu120 respectively (Fig. 20a, b).

Fig. 19 Triangle numbers (a) and angle usec construction (b)

Table 1 Triangle selection table

usec 2 p=6;p=2ið Triangle I

usec 2 �p=6;p=6ið Triangle II

usec 2 �p=2;�p=6h i Triangle III
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Vectors dgu form equilateral triangle ABC with a center point S (Fig. 20b). Point
S is shifted from vectors dguxxx by vector wgu (3.8) (Fig. 24b) that is equal to the
difference between the center of triangle vector sg (3.9) and vector u* (Fig. 20b).

wgu ¼ sg � up ð3:8Þ

sg ¼
1=3ðwb0 þwb1 þwb2Þ; for triangle 0
1=3ðwb1 þwb3 þwb4Þ; for triangle I
1=3ðwb1 þwb2 þwb4Þ; for triangle II
1=3ðwb2 þwb4 þwb5Þ; for triangle III

8>><>>: ð3:9Þ

During one sampling period Ts vectors dgu110, dgu220 and dgu120 exert influence
on the current vector by vectors dgi110�Ts, dgi220�Ts and dgi120 �Ts respectively. They
form equilateral triangle A′B′C′ (Fig. 20c) that is similar to triangle ABC with Ts/
L ratio. In Fig. 20c, in order to simplify the analysis, zero value of current (ig = 0)
has been assumed. Point S′ is shifted from vectors dgi by vector wgi (3.10)
(Fig. 20c) that is proportional to vector wgu with Ts/L ratio.

Fig. 20 Graphical interpretation of x″y″ coordinate system (d); influence of dgi vectors on current
vector (c) and error vector (d) in the arrangement shown in (a) whose main part is expanded (b)
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wgi ¼ Ts
L
wgu ð3:10Þ

Due to the fact that current derivative vectors dgixxx shift error vector eg in the
opposite direction during sampling period Ts vectors dguxxx affect error vector eg by –
dgixxx�Ts (Fig. 20d). In Fig. 20d, in order to simplify the analysis, zero value of error
(eg = 0) has been assumed. Vectors −dgi110�Ts, −dgi220�Ts and −dgi120�Ts also form
equilateral triangle A″B″C″ that is proportional to ABC triangle with −Ts/L ratio. The
center of triangle S″ is shifted to vectors dgixxx by vector −wgi (Fig. 20d). It can be
seen that the origin of the reference frame x″y″ is located in the center of triangle A″B
″C″ (point S″) and is oriented in accordance to point A″ (rotated at angle uwb4

).
Moreover, current derivative vectors in x″y″ coordinate system have the same lengths
(Fig. 20d). The transfer of error vector eg to that reference frame is carried out using
dependence (3.11).

e00g ¼ eg þwgi
� � � e�juwb4 ð3:11Þ

Due to the fact that the division of error plane in x″y″ reference frame are
identical only for triangles 0, I and III (Fig. 21), it is recommended to standardize
the angle of error vector used for the selection of the converter voltage vector. This
can be carried out by performing additional calculations for triangle II (3.12).

ue00g ¼
u e00g
� 	

; for triangles 0, I, III

u �Re e00g
� 	

þ jIm e00g
� 	� 	

; for triangle II

8<: ð3:12Þ

The behavior of DPC 3L3A depends on the converter state (Fig. 22). In steady
states the method is optimized by selecting converter voltage vector uxxx that
decreases the absolute value of the error vector by the use of the shortest current
derivative vectors. That allows us to achieve both low switching frequency and high
accuracy of control. In the steady state the selection of a converter voltage vector is
determined by N sector number, triangle number (3.6), (3.7), (Table 1) as well as
error vector angle ue00g (3.12) according to the vector selection table (Table 2).

Fig. 21 Optimal division of error plane for 0 (a), I (b), II (c), III (d) triangles in sector N = 1
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In transient states the selected voltage vectors decrease both components of the
error vector by the use of the longest current vector derivatives. That enables fast
response to dynamic changes of currents. The transient state in the DPC 3L3A is
chosen in the case when component x of the error vector exceeds exdyn value (3.13)
corresponding to the maximum changes of error in the steady state during one
sampling period. Due to the fact that the current vector in the DPC 3L3A method is
formed by the converter voltage vectors that form an equilateral triangle, exdyn

Fig. 22 Schematic diagram of the DPC 3L3A method

Table 2 Voltage vector selection table for DPC 3L3A method

ue00g Triangle Sector N

N = 1 N = 2 N = 3 N = 4 N = 5 N = 6

�p; �p
3

� �
tr. 0 010 011 001 101 100 110

tr. I 120 021 012 102 201 210

tr. II 010 011 001 101 100 110

tr. III 020 022 002 202 200 220

�p
3;

p
3

� �
tr. 0 000 000 000 000 000 000

tr. I 110 010 011 001 101 100

tr. II 120 021 012 102 201 210

tr. III 010 011 001 101 100 110
p
3; p
� �

tr. 0 110 010 011 001 101 100

tr. I 220 020 022 002 202 200

tr. II 110 010 011 001 101 100

tr. III 120 021 012 102 201 210

246 A. Godlewska et al.



value is defined as a length of the triangle side with the ratio of Ts/L (3.13)
(Fig. 23).

exdyn ¼ dgux max � TsL ¼ 1
3
UDC

Ts
L

ð3:13Þ

In transient states, the sector Ndyn (3.15) is determined on the basis of angle uNdyn

(3.14). In sector Ndyn, straight line y1 = upy crosses the hexagon formed by converter
voltage vectors u either on the left when (egx > 0) (Fig. 24a) or on the right when
(egx < 0) (Fig. 24b). Vector wdyn is calculated according to (3.16) (Fig. 24).

Fig. 23 Maximum value of vector dgux_max proportional to current derivative vector

Fig. 24 Visualization of Ndyn sector, wdyn vector and straight line y2 for the egx error vector
component higher (a) and lower than (b) zero
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uNdyn
¼ uðwdynÞ ¼

arcsin
3�u�y
2�Udc

� 	
þxgt; for egx � 0

pþ arcsin
3�u�y
2�Udc

� 	
þxgt; for egx [ 0

8<: ð3:14Þ

Ndyn ¼

1; foruNdyn
2 0; p=3ið

2; foruNdyn
2 p=3; 2p=3ið

3; foruNdyn
2 2p=3; pið

4; foruNdyn
2 �p;�2p=3ið

5; foruNdyn
2 �2p=3;�p=3ið

6; foruNdyn
2 �p=3; 0ið

8>>>>>><>>>>>>:
ð3:15Þ

wdyn ¼ wdyn d þ jwdyn q ¼
ffiffiffi
3

p

3
Udc � ej Ndyn�1ð Þp3ð Þþ p

6 � e�jxgt ð3:16Þ

The number of voltage vector ndyn (3.18) is calculated on the basis of the sign of
slope adyn (3.17) of straight line y2 (Fig. 24) as well as eg, wdyn and u* vectors.

sgn adyn
� � ¼ �sgn wdyn d

� � � sgn wdyn q
� � ð3:17Þ

ndyn ¼
sgn egx � egy

� �
; for sgn adyn

� � ¼ sgn egx � egy
� �_�

sgn egy
� � 6¼ sgn upy � wdyny

� ��
0; for sgn adyn

� � 6¼ sgn egx � egy
� �^�

sgn egy
� � ¼ sgn upy � wdyny

� ��
8>><>>: ð3:18Þ

Sector Ndyn and vector number ndyn are used in transient states to select the uxxx
converter voltage vector according to Table 3.

3.1.2 Experimental Results

The experimental setup used for the comparison of DPC control methods consists
of both a 3-level AC/DC converter and a DC/AC inverter. However, in order to
carry out the experiments the DC/AC part was disconnected.

The experiments were performed both for two values of active power i.e. 3.5 and
10.5 kW and for two values of reactive power i.e. −2.5 and 10 kvar. The converter
was supplied from 3 � 230 V phase voltage source by a grid reactor whose

Table 3 Voltage vector selection table for DPC-3L-3am method in transient states

ndyn Sector Ndyn

Ndyn = 1 Ndyn = 2 Ndyn = 3 Ndyn = 4 Ndyn = 5 Ndyn = 6

−1 200 220 020 022 002 202

0 210 120 021 012 102 201

1 220 020 022 002 202 200
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inductance was equal to 20 mH. The value of DC link voltage UDC amounted to
650 V. The main part of the control system was composed of ADSP21363—a 32bit
floating point digital signal processor clocked at a frequency of333 MHz made by
Analog Devices. The sampling period Ts of the control system of the AC/DC
converter amounted to 33 µs.

The coefficient values of current ripples in xy rotating reference frame (3.19),
(3.20) as well as THD values were determined for each analyzed case. It is worth
noting that coefficients (3.19) and (3.20) are proportional to active and reactive
power ripples respectively. The results of performed experiments are presented in
Table 4, Figs. 25 and 26.

DIgxRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
To

ZTo
0

ðigx � IgxAV Þ2dt

vuuut ð3:19Þ

DIgyRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
To

ZTo
0

ðigy � IgyAV Þ2dt

vuuut ð3:20Þ

Table 4 Experimental results for DPC 3L3A method

Method P
(kW)

Q
(kvar)

f1T
(kHz)

THD
(%)

DIgxRMS

(A)
DIgyRMS

(A)

DPC
3L3Am

3.5 0 5.33 2.31 0.08 0.08

10.5 0 4.65 1.49 0.15 0.13

0 −2.5 4.38 3.39 0.08 0.09

0 10 4.42 1.32 0.10 0.11

 

Fig. 25 Time courses of phase voltage (ega), phase current (iga) and current vector components
(igx and igy) in the steady state for active and reactive powers amounting to 10.5 kW and 0 kvar
respectively
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where

DIgxRMS, DIgyRMS RMS values of current components in xy rotating reference
frame after subtracting their average values.

In the transient state (Fig. 28) the DPC 3L3A method is able to properly recreate
the y component of the current vector.

It is worth emphasizing here that a supplementary voltage balancing algorithm
described in Sect. 3.3 was implemented in the control system to assure appropriate
voltage balance for the both DC link capacitors (Fig. 28).

The DPC 3L3A look-up table method for a 3-level AC/DC converter cooper-
ating with the 3-phase grid is proposed. The experimental results have shown
excellent performance of the method in both steady and transient states. In the
steady state the DPC 3L3A method is characterized by a close to sinusoidal shape
of current, small values of THD and DIRMS coefficients at a relatively small tran-
sistor switching frequency (Table 4). Additional balancing algorithm ensure the
equality of the DC voltage on both capacitors (the differences are lower than 1 % of
capacitor voltages). Similarly to all look-up table methods, the proposed algorithm
is characterized by short processing time that makes it possible to implement the
control algorithms on cheap standard processors. The algorithms’ processing time
(excluding measurements, etc.) for the DPC 3L3A method amounts to 4.05 ls. In
contrast, for the same setup, the processing time for the predictive control method
described in [94] is as much as 16.39 ls, i.e. over 4 times longer.

Fig. 26 Time courses of current vector components (igx and igy) as well as voltages of both
capacitors (UC1 and UC2) in the transient state for step changes of set x current vector component
(i�gx) from 20 A to −20 A
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3.2 DTC-3L3A Method

Introduction of the DTC 3L3A method is required to perform analysis of the
influence of inverter voltage vector u on torque and flux changes.

Torque derivative d
dt T (3.21) is described by transformation Eq. (2.19).

d
dt
T ¼ pb

3
2
� d
dt
ImðW�

sdq � isdqÞ ¼ pb
3
2
� d
dt

Wsd � isq �Wsq � isd
� 	

ð3:21Þ

Assuming that flux changes are much slower than current changes as well as
component q of the stator flux vector is close to zero (Wsq � 0), Eq. (3.21) can be
simplified to (3.22).

d
dt
T ¼ pb

3
2
�Wsd �

d
dt
isq ð3:22Þ

By taking into account Eq. (2.22), which describe the impact of inverter voltage
vector on stator current changes, the influence of inverter voltage vector on torque
changes dT takes the form of (3.23).

dT ¼ d
dt
T ¼ pb

3
2
�Wsd � dsiq ¼ pb

3
2
�Wsd �

dsuq
Lrs

ð3:23Þ

Flux derivative (3.24) is described by transformation Eq. (2.15) [88].

d
dt
Wsdq ¼ usdq � isdqRs � jxoWsdq ¼ usdq � isdqR� jxoLrsisdq � emdq ð3:24Þ

where
emdq—mutual electromotive force.
Due to the fact that the machine is supplied by the DC/AC inverter, Eq. (3.25)

takes the shape of (3.26) by including dependence (2.22) on voltage vector u*.

d
dt
Wsdq ¼ u � e�jxot � u� ¼ dsu ð3:25Þ

Since dq reference frame is oriented with respect to the mutual flux vector,
which in most cases is shifted to the stator flax vector up to 2°, the impact of
component q of the stator flux derivative vector on stator flux magnitude is
neglected. Hence, for the computational simplicity sake, the omission of component
q in Eq. (3.25) is justifiable. Thus, the influence of converter voltage vector u is
described by dependence (3.26).
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dW ¼ d
dt
Wsd ¼ dsud ð3:26Þ

In order to analyze the behavior of the DTC method, error vector eWM (3.27) is
often introduced [88].

eWT ¼ eW þ jeT ð3:27Þ

where

eWT vector of flux and torque errors,
eW, eT flux and torque errors respectively.

The error vector eWT is composed by two components in different scales and
units. In order to standardize description the both components should have the same
unit. Usually it is done by conversion both components to current unit. However
better results and simplest subsequent calculations can be achieved by expression
both error vector components in the flux unit (Wb). Hence, the torque component of
the eWWT (3.28) error vector is multiplied by scale factor cWT (3.29) that ensure that
both error components are in the same scale and have the same unit.

eWWT ¼ eW þ jcWTeT ð3:28Þ

cWT ¼ dsuq
dT

¼ 2 � Lrs
3 � pb �Wsd

ð3:29Þ

The impact of inverter voltage vectors u on the error derivative vector in flux
scale dWWT (3.31) is described by transformation Eqs. (3.23), (3.26) and (3.29).

dwwT ¼ �dw � jcwTdT ¼ �dsud � jcWT � pb 32 �Wsd �
dsuq
Lrs

¼ �dsud � j
2 � Lrs

3 � pb �Wsd
� pb 32 �Wsd �

dsuq
Lrs

¼ �dsud � jdsuq ¼ �dsu
ð3:30Þ

3.2.1 Method Description

It can be shown that the boundaries of the error plane division in the DTC method
are suboptimally defined. In the DTC method the comparators divide the error plane
into six areas (Fig. 27). In accordance with the switching table, converter voltage
vectors uxxx that correspond to current derivative vectors dwwTxxx are assigned to
individual areas. The error plane division as well as current derivative assignation in
sector N = 1 for DTC method is shown in Fig. 27. If the error vector is located at
point P, on the division boundary, the selection of u000 voltage vector will shift the
error vector to point P1 (e1). In contrast, the selection of u010 vector will shift the
error vector to point P2 (e2). Error vectors e1 and e2 have different lengths. This fact
indicates that the boundaries of the error plane division are suboptimally defined.
To determine an optimal division, it is required to establish such borders for which
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the impact of two adjacent voltage vectors is equivalent. In other words, the lengths
of both error vectors e1 and e2 should be equal for optimal error plane division
(Fig. 28c).

In order to determine the optimal error plane division in the DTC 3L3A method,
it is assumed that one of the three converter voltage vectors u corresponding to the
shortest current derivative vector (Fig. 18a) should be selected in the steady state.
Also, the new d″q″ coordinate system has been introduced in which the current
derivative vectors dwwT have equal lengths and are rotated with respect to each other
by 120° (Fig. 28b). In such a specific reference system the boundary of an optimum
error plane division are constructed with the three half-lines with a common origin
and rotated with respect to each other by 120° (Fig. 28b).

In the DTC 3L3A method, if the error vector is located at point P on the division
boundary (Fig. 28c), the selection of voltage vector u110 will shift the error vector
to point P1 (e1). In contrast, the selection of vector u220 will shift the error vector to
point P2 (e2). Both e1 and e2 have equal lengths, which indicates that the boundaries
of the error plane division have been optimally defined. It should be emphasized
that in the DTC 3L3A method the selection of converter voltage vector u is
exclusively based on the error vector angle. This allows us to eliminate inconve-
nient hysteresis comparators in the control system.

The three converter voltage vectors u, which correspond to the shortest current
derivative vectors, always form an equilateral triangle inside which the u* voltage
vector is located. The triangle is formed by uxxx vectors (in a general case by wbx

vectors Fig. 29a).
Selection of the triangle inside which u* vector is located is based on depen-

dences (3.31) and (3.32). If inequality (3.31) is true, u* vector is located in triangle
0. Otherwise, the selection is based on usec angle (3.32) (Fig. 29b) according to
Table 5.

Fig. 27 Error plane division for the DTC method in sector N = 1
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Udc
ffiffiffi
3

p

6
[ u�j j � cos c� dð Þ ð3:31Þ

Fig. 28 Optimal error plane distribution in d″q″ reference frame (b) as referred to the arrangement
shown in (a) as well as the equivalent impact of the adjacent converter voltage vectors on the error
vector located on the division border (c)

Fig. 29 Triangle numbers (a) and angle usec construction (b)
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usec ¼ arcsin
u�j j

wb4 � u�j j sin c� dð Þ
� �

ð3:32Þ

c ¼ uwb4
� p

2
ð3:33Þ

In the arrangement shown in Fig. 30, the three converter voltage vectors that
correspond to the shortest current derivative vectors dwwTxxx are u110, u220 and u120.
They correspond to vectors dwwT110, dwwT220 and dwwT120 respectively (Fig. 30a).
The dwwTxxx vectors form the equilateral triangle ABC with a center point
S (Fig. 30b).

Table 5 Triangle selection table

usec 2 p=6;p=2ið Triangle I

usec 2 �p=6;p=6ið Triangle II

usec 2 �p=2;�p=6ið Triangle III

Fig. 30 Graphical interpretation of x″y″ coordinate system (c); influence of dwwTxxx vectors on
error vector (c) in the arrangement shown in (a) whose main part is expanded (b)
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Point S is shifted from dwwTxxx vectors by vector wsu (3.34) (Fig. 30b) that is
equal to the difference between the center of triangle vector ss (3.35) and vector u*

(Fig. 30b).

wsu ¼ ss � u� ð3:34Þ

ss ¼ ssj j � ej/ss ¼ 1=3ðwb0 þwb1 þwb2Þ ¼ 1=3ðwb1 þwb2Þ ð3:35Þ

During one sampling period Ts vectors dwwT110, dwwT220 and dwwT120 exert
influence on the error vector by vectors dwwT110�Ts, dwwT220�Ts and dwwT120�Ts
respectively. They form equilateral triangle A″B″C″ (Fig. 19c) that is similar to
triangle ABC with Ts ratio. In Fig. 30c, in order to simplify the analysis, zero value
of error (ewwT = 0) has been assumed. The center of triangle S″ is shifted to dwwTxxx
vectors by vector wwwT (Fig. 30c) (3.36).

wwwT ¼ Tswsu ð3:36Þ

It can be seen that the origin of the reference frame d″q″ is located in the center
of triangle A″B″C″ (point S″) and is rotated at angle c (3.33). Moreover, the vectors
dwwTxxx in d″q″ coordinate system have the same lengths (Fig. 30c). The transfer of
error vector ewwT to that reference frame is carried out using dependence (3.38).

e00wwT ¼ e00wwT


 

 � ejue00wwT ¼ ewwT � wwwT

� � � e�jc ð3:37Þ

Due to the fact that the division of error plane in d″q″ reference frame are
identical only for triangles 0, I and III (Fig. 31), it is recommended to standardize
the angle of error vector used for the selection of the converter voltage vector. This
can be carried out by performing additional calculations for triangle II (3.38).

ue00WWM
¼ uðe00WWMÞ; for triangles 0; I; III

u Reðe00WWMÞ � jImðe00WWMÞ
� �

; for triangle II

�
ð3:38Þ

The behavior of DTC 3L3A depends on the converter state. In steady states the
method is optimized by selecting converter voltage vector uxxx that decreases the
absolute value of the error vector by the use of the shortest error derivative vectors.

Fig. 31 Optimal division of error plane for 0 (a), I (b), II (c), III (d) triangles in sector N = 1
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That allows us to achieve both low switching frequency and high accuracy of
control. In the steady state selection of a converter voltage vector is determined by
N sector number, triangle number (3.31), (3.32), (Table 5) as well as error vector
angle ue00g (3.38) according to the vector selection table (Table 6) (Fig. 32).

In transient states the selected voltage vectors decrease both components of the
error vector by the use of the longest error vector derivatives. That enables fast
response to dynamic changes of torque. The transient state in the DTC 3L3A is
chosen in the case when the component q of the error vector exceeds eqdyn value
(3.39) corresponding to the maximum changes of error in the steady state during

Table 6 Voltage vector selection table for DTC 3L3A method

ue00g Sector N

Triangle N = 1 N = 2 N = 3 N = 4 N = 5 N = 6
p
2;

7p
6

� �
tr. 0 010 011 001 101 100 110

tr. I 120 021 012 102 201 210

tr. II 010 011 001 101 100 110

tr. III 020 022 002 202 200 220

�5p
6 ;

p
6

� �
tr. 0 000 000 000 000 000 000

tr. I 110 010 011 001 101 100

tr. II 120 021 012 102 201 210

tr. III 010 011 001 101 100 110

�p
6;

p
2

� �
tr. 0 110 010 011 001 101 100

tr. I 220 020 022 002 202 200

tr. II 110 010 011 001 101 100

tr. III 120 021 012 102 201 210

Fig. 32 Schematic diagram of the DTC 3L3A method
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one sampling period. Due to the fact that the error vector in the DTC 3L3A method
is formed by the converter voltage vectors that form an equilateral triangle, eqdyn
value is defined as a length of the triangle side with the ratio of Ts (3.39) (Fig. 33).

ewwTq dyn ¼ dsuq max � Ts ¼ 1
3
UDC � Ts ð3:39Þ

In transient states, the sector Ndyn (3.41) is determined on the basis of angle
uNdyn (3.40). In sector Ndyn, straight line y1 = u�d crosses the hexagon formed by
converter voltage vectors u either on the top when (eT > 0) (Fig. 34a) or on the
bottom when (eT < 0) (Fig. 34b). Vector wdyn is calculated according to (3.42)
(Fig. 34).

Fig. 33 Maximum value of vector dsuq_max proportional to current derivative vector

Fig. 34 Visualization of Ndyn sector, wdyn vector and straight line y2 for the eT error vector
component higher (a) and lower (b) than zero
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uNdyn
¼

arccos 3�u�d
2�Udc

� 	
þx0t ; dla eT � 0

� arccos 3�u�d
2�Udc

� 	
þx0t ; dla eT\0

8<: ð3:40Þ

Ndyn ¼

1; for uNdyn
2 0; p=3ið

2; for uNdyn
2 p=3; 2p=3ið

3; for uNdyn
2 2p=3; pið

4; for uNdyn
2 �p;�2p=3ið

5; for uNdyn
2 �2p=3;�p=3ið

6; for uNdyn
2 �p=3; 0ið

8>>>>>><>>>>>>:
ð3:41Þ

wdyn ¼ wdyn d þ jwdyn q ¼
ffiffiffi
3

p

3
Udc � ej Ndyn�1ð Þp3ð Þþ p

6 � e�jxgt ð3:42Þ

The number of voltage vector ndyn (3.44) is calculated on the basis of the sign of
slope adyn (3.43) of straight line y2 (Fig. 34) as well as eT, wdyn and u* vectors.

sgn adyn
� � ¼ �sgn wdyn d

� � � sgn wdyn q
� � ð3:43Þ

ndyn ¼ �sgn eW � eMð Þ; for sgn adyn
� � ¼ sgn eW � eMð Þ _ sgn adyn

� � 6¼ sgn u�d � wdynd
� �

0; for sgn adyn
� � 6¼ sgn eW � eMð Þ ^ sgn adyn

� � ¼ sgn u�d � wdynd
� ��

ð3:44Þ

Sector Ndyn and vector number ndyn are used in transient states to select the
u converter voltage vector according to Table 7.

3.2.2 Experimental Results

The investigations were performed for two values of load i.e. 10 and −7 N m, and
for three set values of angular speed i.e. 10, 20 and 150 rad/s. The motor used in the
investigations had the following nominal values: Pn = 4 kW, Un = 400 V,
fn = 50 Hz, In = 8.3 A, xn = 150 rad/s, cosun = 0.82. The sampling time of the
control DC/AC converter amounted to 33 µs.

Table 7 Voltage vector selection table for DTC3L3A method in transient states

ndyn Sector Ndyn

Ndyn = 1 Ndyn = 2 Ndyn = 3 Ndyn = 4 Ndyn = 5 Ndyn = 6

−1 200 220 020 022 002 202

0 210 120 021 012 102 201

1 220 020 022 002 202 200
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The basis for comparing the DTC 3L3A and DTC [41] methods were both the
coefficient described by dependence (3.45) [88] as well as THD value. The results
of the experiments are presented in Table 8, Figs. 35 and 36.

TðpulsÞRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
To

ZTo
0

ðT � TAV Þ2dt

vuuut ð3:45Þ

Table 8 Experiment results for DPC and DPC 3L3A methods

Method xm (rad/s) M (N m) f1T (kHz) THD (%) DTRMS (N m)

DTC 10 10 1.90 36.4 0.83

DTC 3L 3A 2.38 4.1 0.49

DTC 150 10 6.72 13.5 0.93

DTC 3L 3A 4.22 4.4 0.59

DTC 20 −7 1.98 11.5 0.97

DTC 3L 3A 2.01 7.3 0.53

DTC 150 −7 7.68 10.8 0.96

DTC 3L 3A 4.27 5.2 0.59

Fig. 35 Time courses of torque (T-scale 1:1), stator phase current (isu-scale 1:1) and stator phase
flux (Wsu-scale 10:1) for 10 rad/s angular speed and 10 N m load for DTC3L3A and DTC
methods
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where

T(plus)RMS RMS value of all of torque harmonics for constant torque set value,
T0 period of phase current,
T instantaneous value of electromagnetic torque,
TAV mean value of electromagnetic torque.

The investigation results have shown that the DTC 3L3A method is character-
ized by very good performance. The switching frequencies in almost the whole
range of control are low, which means that they have very good efficiency.
According to Table 8 the DTC 3L3A method shows low values of phase current
distortions and torque ripples. The flux and current for DTC 3L3A method has
almost a perfect sinusoidal shape (Fig. 35).

The DTC 3L3A method, in contrast to DTC method, makes it possible to
generate nominal flux for a set zero angular speed with very good accuracy. As can
be seen in Fig. 36 the real value of flux almost fully covers its set value. The above
is desirable in order to achieve better performance at startup. As in the case shown
in Fig. 36 when torque is not set until flux has achieved its nominal value by linear
increase, large ripples of current during startup are eliminated.

Fig. 36 Time courses of set and real stator flux absolute values (W*, |W|-scale 5:1), phase current
(isu-scale 1:10) and torque (T-scale 1:3) during startup for DTC 3L3A and DTC methods
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3.3 Control Strategy of the DC-Link Voltage Balance
in the Three-Level NPC DC/AC Inverter

Of all multilevel topologies, the three-phase three-level Neutral-Point-Clamped
(NPC) DC/AC inverter is the most widely used and investigated. However, the
neutral-point voltage-balancing problem, which is characteristic of the three-level
NPC topology, limits the development and application of three-level NPC inverter
[95–98]. In order to ensure proper operation of the inverter, it is essential to solve
the balancing problem. In many cases, without NP voltage balancing control, the
harmonic components greatly increase, or even, in some instances, DC-link
capacitors and switching devices can be damaged.

The easiest solution that allows proper operation of the inverters the application
presented in Fig. 37., i.e. the use of two independent three-pulse rectifiers and a
connection point “0” in the DC-link of the neutral point N supply network.

The DC-link connection shown in Fig. 37 provides independent charging of
capacitors CH and CL. This solution ensures proper balancing of DC-link capacitor
voltages without the need to use additional control algorithms or systems. On the
other hand, the solution requires the use of the grid neutral point “N”, which is not
always available. Additionally, it can cause a number of problems, such as an
increase of DC-link voltage ripples. Figures 38 and 39 show the differences during
the drive start-up for two power supply systems: four-wire (neutral point “N” of
supply network wired to point “0” in the DC-link) (Fig. 38a) and 3-wire supply
system (Fig. 39a). In both cases, induction motor (IM) is controlled using the
standard DTC method without DC-link voltage balancing algorithms.

Fig. 37 Schematic diagram of three-level inverter supplied by two three-pulse rectifiers with grid
neutral point “N” connected to “0” point of the DC-link
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The above measurements of voltages in the DC circuit were carried out at
reduced power grid voltage level (110 V) due to the voltage restrictions of
capacitors. As follows from the above measurements, the control method without
an additional balancing algorithm is not possible to use. The voltage levels on the
capacitors depend mainly on the capacitor current directions. Thus selecting an
appropriate sequence and type of inverter voltage vectors can directly affect
capacitor voltage level control.

A three-level NPC inverter has 27 available switching states that correspond to
19 inverter voltage vectors. The vectors can be divided depending on their mag-
nitude into four groups: “large/long”, “medium”, “small/short” and “zero” vectors.
Zero vectors (000, 111 and 222) connect all the outputs of the inverter to the same
DC-link voltage level, and therefore do not produce any current in the DC-link
capacitors. As a result they do not affect neutral-point potential. The small voltage
vector includes 12 switching states. Six of them make the current flow through the

(a)

(b)

Fig. 38 Schematic diagram of three-phase, four-wire power supply system (a) as well as time
courses of capacitor voltages—UCL, UCH (50 V/div) and stator current isu (4 A/div)

(a)
(b)

Fig. 39 Schematic diagram of three-phase, three-wire power supply system (a) as well as time
courses of capacitor voltages—UCL, UCH (50 V/div) and stator current isu (4 A/div) (b)
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lower capacitor (CL), as illustrated in Fig. 39. The current flow can either charge or
discharge capacitor CL depending on the directions of currents i0 and iL. The other
six states of the small voltage vectors make the current flow through the upper
capacitor (CH) and influences its voltage value. All these twelve vectors signifi-
cantly affect the voltage balance of DC-link capacitors. In the case of the large
vectors, the neutral-point does not participate in energy transmission since the
current flows through both upper and lower capacitors. Therefore, large vectors
have no impact on the voltage balance.

The medium voltage vectors have six switching states. When a load is powered
by medium vector voltage (Fig. 40), capacitor voltage changes can be analyzed
basing on the direction of current i0. When current i0 flows through node “0” and
there is a constant value of the DC-link voltage in one sample period TP, as shown
in (Fig. 40), we have a discharge of capacitor CH, which, in turn, causes an increase
of capacitor voltage CL.

For a case in which current i0 flows to a three-phase load, it causes voltage
discharge on capacitor CL, and at the same time, charges capacitor CH. Assuming
that the sum of the instantaneous values of three-phase load is equal to zero:

iU þ iV þ iW ¼ 0 ð3:46Þ

Basing on Fig. 40, it can be stated that:

iH � i0 � iL ¼ 0 ) i0 ¼ iH � iL ð3:47Þ

Current values of “iH” and “iL” can be determined from the sum of the currents
of each phase of the upper and lower connections of three-level inverter (Fig. 41):

iH ¼ iHU þ iHV þ iHW ð3:48Þ

Fig. 40 Schematic diagram
illustrating the flow of the
inverter and capacitor current
for a medium voltage vector
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iL ¼ iLU þ iLV þ iLW ð3:49Þ

Specific currents for each phase can be calculated knowing the configurations of
switch states and the current value of each analyzed phase of the three-phase load.

For example, current values iLU and iHU are calculated as:

iHU ¼ ðK1U � K2UÞ � iU ð3:50Þ

iLU ¼ �ðK3U � K4UÞ � iU ð3:51Þ

Knowing that switching states K3X and K4X are always opposed to the states of
switches K1X and K2X, Eq. (3.51) can be written as:

iLU ¼ �ðK1U � K2UÞ � iU ð3:52Þ

where the switching states Kxxx for each phase can take the values 0 or 1.
Substituting (3.50)–(3.52) into Eqs. 3.48 and 3.49, we obtain the following

current dependencies in the upper and lower arm of the bridge:

iH ¼ ðK1U � K2UÞ � iU þðK1V � K2V Þ � iV þðK1W � K2W Þ � iW ð3:53Þ

iL ¼ �ðK1U � K2UÞ � iU � ðK1V � K2VÞ � iV � ðK1W � K2WÞ � iW ð3:54Þ

Current value i0 can be calculated from currents iH and iL using Eq. 3.47. The
knowledge of current value i0 is required for proper operation of the balancing
algorithm and division of voltage on the capacitors in the DC-link.

Fig. 41 Illustration of
current directions in
three-phase, three-level
inverter
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The correctness of the presented dependencies was verified by measurements on
a real laboratory stand with at three-level DC/AC inverter (Figs. 42, 43 and 44).
The waveforms were recorded in the inverter without connection to the neutral
point using the DTC method divided into 12 sectors [99]. In the method both “small
positive” and “small negative” vectors were used.

3.3.1 Operational Principle of Balanced Voltage Division Algorithm

Based on the calculated current and actual voltage values (UCH and UCL), an
algorithm was created to provide balanced voltage division on the capacitors.
Analyzing the input data, the algorithm replaces switch configurations of one “small

Fig. 42 Calculated current waveforms iH, i0 and iL (CH1-CH3) and actual current iH (Ch-4) in
real capacitor CH of the inverter (scale: 5 A/div)

Fig. 43 Calculated current waveforms iH, i0 and iL (CH1-CH3) and actual current i0 (Ch-4) in the
wire connected with middle point “0” of capacitors (scale: 5 A/div)
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vector” into another “small vector”. For example, it replaces an equivalent switch
from vector u100 into its counterpart in u211. In the control system, the replacements
performed by the algorithm provide independent control of voltages in the DC and
have no effect on the changes in the controlled torque and flux. For proper operation
of the voltage balancing algorithm, it is required that the control system uses “small
vectors” during normal operation. The necessary input signals are actual load values
of the phase currents, the voltage on the capacitors in the DC-link and actual
switching states of the control system.

Based on the calculated values of currents iH, i0 and iL and also voltage values on
the capacitors, it is possible to formulate instructions for the proper operation of the
algorithm. There are four cases determining the final choice of the appropriate
configuration of switches specifying the vector type: “small positive” or “small
negative”. The drawings shown on Figs. 45 and 46 illustrate the dependencies used
in the conditional statements of the algorithm.

Fig. 44 Calculated current waveforms iH, i0 and iL (CH1-CH3) and actual current iL (Ch-4) in real
capacitor CL of the inverter (scale: 5 A/div)

Fig. 45 Distribution of iH, i0, iL currents and UCH, UCL voltages during motor operation. For
“small negative” vectors (a) and “small positive” vectors (b) with the recommended change load
connection with fulfilled dependencies on voltage and current values
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For motor operation, i.e. when energy flows from DC-link to the load, as shown
in Fig. 45, two cases are considered. In each of these cases, depending on the
presented conditions, there is a replacement of equivalent small voltage vectors.

Figure 45a illustrates the case where the control system “decided” to use a
“small negative” vector while UCL voltage is less than UCH and i0 < 0 and iL > 0. It
follows from the relations that for the small negative vector selected by the control
system, the value of voltage UCL will further decrease. In this case, the algorithm of
balanced voltage division just before choosing the voltage vector changes the
configuration of switches selected earlier by the control method. This vector
replacement from a “small negative” into “small positive” results in current dis-
tributions, i.e. reduction of voltage UCH, and increase of voltage UCL. as shown in
Fig. 45b. Similarly, the operation of the algorithm can be analyzed during the
recovery of energy from the load to the DC-link circuit (Fig. 46), where switching
between equivalent vectors results in a steady voltage increase on both capacitors.

Cyclic switching between “small vectors” of two-type switch the satisfied
conditions, as in Figs. 45 and 46, makes it possible to maintain equal distribution of
voltages on the capacitors in the DC-link circuit. The above algorithm works well in
static and dynamic states, as well as during the return of power to the DC-link
circuit. The main advantage of the algorithm is its ability to be applied to each
control method with nonlinear controllers, where switch configurations in every Ts
step of the control system are known. It is impossible to apply this algorithm for the
PWM modulator control systems, in which explicit configuration of switches is not
specified.

This algorithm analyzes the operating states of the inverter for “small” vectors
only. If the control system chooses another type of voltage vector, the algorithm
will not modify the switch configuration.

Figure 47 shows the waveforms during start-up and recurrence of the drive
system in the DTC method control with the balanced algorithm of voltage division
in DC-link. Both the operating statuses of steady and dynamic states as well of UCH

and UCL voltage waveforms practically overlap.

Fig. 46 Distribution of iH, i0, iL currents and UCH, UCL voltages during regenerative load for
“small negative” (a) and “small positive” vectors (b) including the recommended changes with the
fulfilled dependencies on voltage and current values
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4 Predictive Control Methods

4.1 Constant Switching Frequency DPC-3V Method

The new predictive DPC-3V method is based on the analysis of the influence of the
selected converter voltage vector on complex current error vector eixy. Vector eixy,
expressed in the rotating xy reference frame, is defined as follow:

eixy ¼ eix þ jeiy ð4:1Þ

In order to illustrate the impact of the choice of the selected voltage vector of the
converter on the current error, it is necessary to define the error vector in the next
sampling step eixy(k+1). Assuming that the set current vector remains unchanged

Fig. 47 Waveforms of voltages on the capacitors in the DC-link (50 V/div) and their difference
UCH − UCL (10 V/div) during start-up (a) and recurrence at a speed of ±70 rad/s (b)
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during a short period of time Ts, the error vector after Ts time is expressed by the
following dependence:

eixyðkþ 1Þ ¼ i�xy � ixyðkþ 1Þ ð4:2Þ

where ixy
* —set grid current vector, ixy(k+1)—grid current vector in the next sampling

step defined as:

ixyðkþ 1Þ ¼ ixyðkÞ þ Tsdgixxx ð4:3Þ

Taking into account (4.2) and (4.3), the predicted location of the current error
vector in the successive sampling step can be rewritten as:

eixyðkþ 1Þ ¼ i�xy � ðixyðkÞ þ TsdgixxxÞ ¼ en � Tsdgixxx ð4:4Þ

Equation (4.4) shows that the error vector changes are determined by the vector
opposite to grid current derivative vector dgixxx. In order to simplify and increase the
clarity of further analysis, the vector determining the changes of the error vector is
defined and expressed as follows:

dexxx ¼ �Tsdgixxx ð4:5Þ

Taking (4.5) into account (4.4) can be shaped as:

eixyðkþ 1Þ ¼ eixyðkÞ þ dexxx ð4:6Þ

In both the standard nonlinear DPC-d and FCS-MPC methods only one voltage
vector of the converter is used during one sampling step. As a result, possibilities of
minimizing the current error are limited. This situation is shown in Fig. 48a.

The error vector after Ts sampling time can be moved in the steady state to one of
the three points defined by appropriate vectors dexxx (4.6). The length of these

Fig. 48 Possibilities of error vector minimization using one (a) and three (b) voltage vectors of
the converter during sampling time Ts
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vectors depends on the value of sampling time Ts. As a result, in order to keep the
required quality of current control, a short sampling time (below 25 ls) is needed,
which may require the use of a more expensive microprocessor of higher perfor-
mance. Another significant disadvantage of DPC table-based methods is variable
switching frequency of the converter’s transistors.

Figure 48b shows the possibilities of error vector minimization when three
voltage vectors generating the shortest current derivatives (similar to the
PWM-based methods) are selected during a single sample period. In this case, the
predicted error vector eixy(k+1) can be placed at any point lying inside an equilateral
triangle defined by direction vectors dexxx. It can be seen from Fig. 48b that, if the
origin of the reference frame is situated inside the triangle, it is possible to achieve
full compensation of the error vector components.

The situation shown in Fig. 48b relates to only one of the six sectors. In a
general case, such a triangle can be created for each of the two adjacent active
voltage vectors and zero vector. If we take this into account, full possibilities of
error vector control provided by a two-level converter can be shown in Fig. 49. The
current error vector during sampling period Ts can be directed to any point lying
inside the hexagon.

The main goals of the DPC-3V algorithm are to:

– choose appropriate voltage vectors,
– calculate voltage vector application times.

Fig. 49 Full possibilities of
error vector control in one
sampling period provided by
two-level converter
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4.1.1 Voltage Vectors Selection

Choice of voltage vectors is dependent on the position of S point relative to the
hexagon from Fig. 49. There are six areas corresponding to six equilateral triangles.
For each of them three voltage vectors (two active and “zero” vector) and the sector
number N are assigned. To select appropriate voltage vectors we need to determine
in which of these areas S point (the origin of the xy reference frame related to
current error) is located.

The idea of voltage vector selection is shown in Fig. 50.
To choose the converter voltage vectors we should determine the equations of

three straight lines (y10, y20 and y30) containing vertexes and the center of the
hexagon. Knowing de110, de010 and de011 (4.5) and the error vector, we can calculate
the coordinates of P10, P20, P30 and P″0″ points, and hence obtain the straight line
equations in a general form Ax + By + C = 0. After that coefficients wxx are
calculated from (4.7):

wxx ¼ Axxxp þBxxyp þCxx ð4:7Þ

where: Axx, Bxx and Cxx are the coefficients of straight line y10, y20 and y30 equa-
tions respectively, xp and yp are coordinates of S point (in this case, S is the origin
of the reference frame, so its coordinates are equal to zero).

Fig. 50 Graphic illustration of voltage vector choice
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Knowing the signs of wxx coefficients, we can choose from Table 9 sector
number N and voltage vectors that provide error vector minimization.

4.1.2 Calculation of the Voltage Vectors Application Times

Basing on the equations of straight lines containing triangle sides, we should check
if the origin of the reference frame lies inside the triangle (Fig. 51). If it does, then
the whole procedure can be reduced to the calculation of relative switching-on
times (a110, a010 and a″0″) of the chosen converter voltage vectors fulfilling the
following equation:

eixyðkþ 1Þ ¼ eixyðkÞ þ a110de110 þ a010de010 þ a00000de00000 ¼ 0 ð4:8Þ

The values of the switching-on times of the chosen vectors are described as
follows:

t110 ¼ a110 � Ts; t010 ¼ a010 � Ts; t00000 ¼ a00000 � Ts ð4:9Þ

A graphical illustration of (4.8) is shown in Fig. 51. In this case (in the steady
state, sector N = 1) zero vector (u111 or u000) is used for time t″0″, vector u010 is

Table 9 Voltage vectors
used in corresponding
sectors N

w10 w20 w30 Sector N Used voltage vectors

+ – – 1 u110, u010, u″0″
+ + – 2 u010, u011, u″0″
+ + + 3 u011, u001, u″0″
– + + 4 u001, u101, u″0″
– – + 5 u101, u100, u″0″
– – – 6 u100, u110, u″0″

Fig. 51 Compensation
concept of grid current error
vector eiy(k) (steady state)
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used for t010 and finally vector u110 is used for t110. The sum of the three time
periods must be equal to sampling period Ts.

t110 þ t010 þ t00000 ¼ Ts ð4:10Þ

As can be seen from Fig. 51, after Ts sampling period, the current error vector is
equal to zero, which means that the errors of both current components have been
accurately compensated for. Analyzing Fig. 51, it can be theoretically proved by
making use of the trigonometric dependences in an equilateral triangle that
switching-on times of each voltage vector of the converter are clearly determined by
individual lengths of dxxx i.e. the distance of the origin of the reference frame from
the straight lines containing triangle sides. These dependences are presented as
follows:

a110 ¼ d110
h

; a010 ¼ d010
h

; a00000 ¼ d00000

h
ð4:11Þ

where h is the height of an equilateral triangle and its value is defined as:

h ¼
ffiffiffi
3

p

2
uab
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¼ 1
L

ffiffiffi
3

p

2
2UDC

3
¼

ffiffiffi
3

p
UDC

3L
ð4:12Þ

Making use of (4.11), the converter output spatial vector is calculated and
reproduced using the SVM technique.

Fig. 52 Compensation concept of grid current error vector in transient states, for the origin of the
reference frame lying outside the hexagon
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Such an approach to grid converter control will ensure minimization of the
current error vector, and thus reduce both the grid current pulsation and harmonics
content.

In transient states the origin of the reference frame can be located outside the
hexagon presented in Fig. 49, as shown in Fig. 52.

This time, a full compensation of error vector components in a single sampling
period Ts is impossible, but even then the control algorithm should be able to
minimize the error vector.

In the proposed DPC-3V method one of the active vectors (assigned to sector
N from Table 9) remains switched on all the time Ts to ensure the fastest system
response to dynamically changing values of the set grid current.

The choice of an appropriate vector is determined by the shortest distance of the
reference frame origin from the straight lines containing active vectors used in the
given sector N. For the presented case (N = 4):

dmin ¼ minðd001; d101Þ ð4:13Þ

Two options are possible:

(a) if dmin ¼ d001, then t001 ¼ Ts, t101 ¼ 0, t00000 ¼ 0
(b) if dmin ¼ d001, then t001 ¼ 0, t101 ¼ Ts, t00000 ¼ 0

The final schematic diagram of the discussed control method is shown in
Fig. 53.

The new DPC-3V algorithm minimizes the error vector of the grid current for
each and every state of the system. In the steady state the control system uses the

Fig. 53 Control structure of the DPC-3V
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SVM modulation that provides all the advantages typical of linear methods, i.e.
constant switching frequency, low grid current ripples. Moreover, it has no limi-
tations arising from the use of linear controllers. In transient states, the proposed
solution provides maximum dynamics, comparable to the fastest nonlinear control
methods.

4.1.3 Experimental Results

The laboratory tests were performed on the set–up consisting of an AC/DC con-
verter (6 kW of rated power), AC-side choke and digital control system with
Analog Devices ADSP–21262 DSP processor. The converter was loaded by
resistance. The parameters of the tested model are summarized in Table 10.

Sampling period Ts for DPC-d is set to 200 ls. Figure 54 shows phase current
iL1, voltage eL1 and x and y axis components of current vector ixy during a steady
state operation. The set values of xy current vector components are equal to 9 and 0
A for x and y axis component respectively. It can be seen that the proposed
predictive DPC-3V method provides a sinusoidal current despite of the distorted
grid voltage.

The behavior of the presented control method in transient states (during a step
change of the reference value of current component ix from 9 to 3 A) has been also

Table 10 Main data of
laboratory setup

Symbol Quantity Value

eL-L Grid voltage L-L 400 V

UDC DC-link voltage 700 V

L Input filter inductance 50 mH

PN Converter rated power 6 kW

Fig. 54 Steady state operations using DPC-3V: grid phase voltage (100 V/div) and current
(5 A/div) (a) and x- and y-axis current vector components (b)
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investigated and shown in Fig. 55. The test was carried out with an open DC-link
voltage control loop. Current response time in the DPC-3V method is comparable
to the fastest nonlinear methods (such as DPC or VOC with nonlinear hysteresis
current controllers). This is due to the fact that each of these control methods
identifies a dynamic state during which voltage vectors giving the longest current
derivatives are selected. This means that the transient response should be as fast as
possible.

Fig. 55 Transient state operations with the DPC-3V method. a, b Components ix and iy (5 A/div)
of the current vector and their reference values (ix

* and iy
*) during the step changes of ix

*. (c) Grid
phase voltage (100 V/div) and current (5 A/div) during the step changes of ix

*
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4.2 Constant Switching Frequency Predictive DTC-3V
Method

The DTC-3V control algorithm ensures both the elimination of disadvantages of the
standard DTC and very good dynamic properties of DTC, which are the major
advantages of nonlinear control methods. The proposed method is based on torque
and flux error vector minimization criteria. The control algorithm selects three
voltage vectors per sampling time. The goal of the predictive control is to calculate
optimal vector application times in order to minimize the torque and flux error vector.

In practice, this modulation is performed by using an inverter that supports the
SVM, which minimizes torque ripple by keeping constant switching frequency.

4.2.1 Torque and Flux Error Vector Minimization Strategy

Flux eW and torque eT control errors are the components of complex error vector
eWT. This vector should be standardized proportionally to a common reference
frame related to current:

eiWT ¼ eiW þ jeiT ¼ cWeW þ jcTeT ð4:14Þ

After standardization of the error vector, the analysis of the influence of the
changes of current vector components on error vector eiWT can be made.

Coefficients cT and cW are defined as follows [90]:

cT ¼ iqN
TN

; cW ¼ 1
Ls

ð4:15Þ

where

TN nominal torque,
iqN nominal q-axis stator current.

The predicted error vector in the next sampling period can be written as [90]:

eiWTðkþ 1Þ ¼ eiWTðkÞ þ Tsð�dixxxÞ ¼ eiWTðkÞ þ Tsdexxx ð4:16Þ

It can be seen that Eq. (4.16) is similar to (4.6). By using this dependence we can
predict the values of the torque and flux errors in the next control step (k + 1).

4.2.2 Voltage Vector Selection

The idea of voltage vector selection is the same as in DPC-3V method (described in
Sect. 4.1) and is shown in Fig. 56.
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To choose the converter voltage vectors we should determine the equations of
three straight lines (y10, y20 and y30) containing vertexes and the center of the
hexagon. Knowing de110, de010 and de011 (2.28) and the error vector, we can cal-
culate the coordinates of P10, P20, P30 and P″0″ points, and hence obtain the straight
line equations in a general form Ax + By + C = 0. After that coefficients wxx are
calculated from (4.17):

wxx ¼ Axxxp þBxxyp þCxx ð4:17Þ

where Axx, Bxx and Cxx are the coefficients of straight line y10, y20 and y30 equations
respectively, xp and yp are coordinates of S point (in this case, S is the origin of the
reference frame, so its coordinates are equal to zero).

Knowing the signs of wxx coefficients, we can choose from Table 11 sector
number N and voltage vectors that provide error vector minimization.

Fig. 56 Graphic illustration
of voltage vector choice in
DTC-3V method

Table 11 Voltage vectors
used in corresponding
sectors N

w10 w20 w30 Sector N Used voltage
vectors us1, us2,us″0″

+ – – 1 u110, u010, u″0″
+ + – 2 u010, u011, u″0″
+ + + 3 u011, u001, u″0″
– + + 4 u001, u101, u″0″
– – + 5 u101, u100, u″0″
– – – 6 u100, u110, u″0″
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4.2.3 Calculation of the Voltage Vectors Application Times

Basing on the equations of straight lines containing triangle sides, we should check
if the origin of the reference frame lies inside the triangle (Fig. 56). If it does, then
the whole procedure can be reduced to the calculation of relative switching-on
times (a110, a010 and a″0″) of the chosen converter voltage vectors fulfilling the
following equation:

eiWMðkþ 1Þ ¼ eiWMðkÞ þ a110de110 þ a010de010 þ a00000de00000 ¼ 0 ð4:18Þ

The values of the switching-on times of the chosen vectors are described as
follows:

t110 ¼ a110 � Ts; t010 ¼ a010 � Ts; t00000 ¼ a00000 � Ts ð4:19Þ

A graphical illustration of (4.18) is shown in Fig. 57 [102]. In this case (in the
steady state, sector N = 1) zero vector (u111 or u000) is used for time t″0″, vector u010
is used for t010 and finally vector u110 is used for t110. The sum of the three time
periods must be equal to sampling period Ts.

t110 þ t010 þ t00000 ¼ Ts ð4:20Þ

As can be seen from Fig. 57, after Ts sampling period, the torque and flux error
vector is equal to zero, which means that the torque and flux errors have been
accurately compensated for. Analyzing Fig. 57, it can be theoretically proved by
making use of the trigonometric dependences in an equilateral triangle that
switching-on times of each voltage vector of the converter are clearly determined by
individual lengths of dxxx i.e. the distance of the origin of the reference frame from
the straight lines containing triangle sides. These dependences are presented as
follows:

Fig. 57 Compensation
concept of torque and flux
error vector minimization
(steady state)
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a110 ¼ d110
h

; a010 ¼ d010
h

; a00000 ¼ d00000

h
ð4:21Þ

where: h is the height of an equilateral triangle and its value is defined as:

h ¼
ffiffiffi
3

p

2
Usab



 

 Ts
Ls

¼
ffiffiffi
3

p

2
2UDC

3
Ts
Ls

¼
ffiffiffi
3

p
UDC

3Ls
Ts ð4:22Þ

Making use of (4.21), the converter output spatial vector is calculated and
reproduced using the SVM technique.

Such an approach to torque and flux control will ensure minimization of the
torque and flux error vector, and thus reduce both the torque ripples and harmonics
content in stator current of the PMSM.

In transient states the origin of the reference frame can be located outside the
hexagon presented in Fig. 56, as shown in Fig. 58.

This time, a full compensation of error vector components in a single sampling
period Ts is impossible, but even then the control algorithm should be able to
minimize the error vector.

In the proposed DTC-3V method one of the active vectors (assigned to sector
N from Table 11) remains switched on all the time Ts to ensure the fastest system
response to dynamically changing values of the set torque and flux.

The choice of an appropriate vector is determined by the shortest distance of the
reference frame origin from the straight lines containing active vectors used in the
given sector N. For the presented case (N = 4):

Fig. 58 Compensation
concept of grid current error
vector in transient states, for
the origin of the reference
frame lying outside the
hexagon
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dmin ¼ minðd001; d101Þ ð4:23Þ

Two options are possible:

(a) if dmin ¼ d101, then t001 ¼ Ts, t101 ¼ 0, t00000 ¼ 0
(b) if dmin ¼ d001, then t001 ¼ 0, t101 ¼ Ts, t00000 ¼ 0

The final schematic diagram of the discussed control method is shown in
Fig. 59.

4.2.4 Experimental Results

The effectiveness of the proposed control strategy is experimentally tested with a
four-pole 2.8-kW PMSM drive, which is characterized by the nominal parameters:
TN = 36 Nm, nN = 750 rpm, UDC = 350 V, RS = 1.35 X, Ls = 0.01325 H,
WPM = 0.56 Wb.

The control algorithm is programmed in the ADSP-21262 32-bit floating point
SHARC DSP. A three phase inverter of IGBT’s is used to feed the PM synchronous
machine. Hall-effect sensors (LEM LA-55P and LV-25P) are used for current and
voltage measurements, respectively. It should be noted that all current waveforms in
the figures below show the real currents (not the sampled ones) measured by current
probe connected to the scope. The sampling time is equal to Ts = 200 ls.

Fig. 59 Control structure of the DTC-3V
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Fig. 60 Steady state operations using DTC-3V: stator current isU (Ch4—2 A/div), stator fluxWSU

(Ch1—1 Wb/div), set torque T* (Ch2—6.67 Nm/div) and torque T (6.67 Nm/div) at angular speed
equal to xm = 15 rad/s (a) and xm = 50 rad/s (b)

Fig. 61 Transient state operations with the DTC-3V method (speed reversal ±50 rad/s): isU—
5 A/div, WsU—1 Wb/div, |Ws|—0.2 Wb/div, M*, M—13.33 N m/div, xm—50 rad/s/div
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Figure 60a, b show the motor torque, flux and phase current obtained with a
rotor angular velocity of 15 and 50 rad/s respectively. It can be seen, especially at
low motor speeds, that the proposed predictive strategy brings small current and
torque ripples, and the phase current shows a good sinusoidal waveform. The
DTC-3V exhibits a very good steady state performance that is needed for servo
drives with synchronous motors.

Figure 61 shows the transient state of the system during motor speed reversal
from 50 to −50 rad/s. Torque response time in the DTC-3V method is comparable
to the fastest nonlinear methods (such as DTC or FOC method with nonlinear
hysteresis current controllers). This is due to the fact that each of these control
methods identifies a dynamic state during which voltage vectors giving the longest
current derivatives are selected. This means that the transient response should be as
fast as possible.

Laboratory tests have shown that the new predictive DTC-3V strategy ensures
the torque ripple minimization and constant switching frequency. With this pro-
posed control scheme, it is possible to obtain a similar dynamic performance as with
the conventional nonlinear methods (such as the DTC). Instead of torque and flux
comparators and a standard switching table a new, specific vector modulation is
used. This approach allows us to combine the dynamic performance of DTC
method with the advantages of the methods based on space vector modulation such
as constant switching frequency and low torque ripples.

4.3 Finite Control Set Model Predictive Control—
FCS-MPC

The main purpose of the coupling circuit in AC/DC converter connected to the grid
is high harmonic suppression of the switching frequency and low attenuation in the
band related to the basic harmonic of a grid current. These requirements are met by

Fig. 62 Grid phase voltage eL1 (Ch1, 100 V/div) and grid phase current i1L1 (Ch3, 4A/div),
THDi = 18.3 %
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the LCL circuit, whose attenuation in the passband is 20 dB/dec and in the stop-
band of 60 dB/dec. An important drawback of the LCL circuit is the presence of a
filter resonance frequency fr (4.24). This defect hinders the direct application of the
algorithms used in the case of an L filter for an LCL circuit.

fr ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1 þ L2
L1L2C

r
ð4:24Þ

Figures 62 and 63 present the results of laboratory tests of AC/DC converter
predictive current control based on the L model [9, 45]. The tests were carried out
using an LCL filter. Figure 62 shows the course of the grid current i1L1 (marked in
red) with a high content of harmonics of the filter resonant frequency fr. The THDi

factor is very high and amounts to 18.3 %. Figure 63 also shows that the voltage on
capacitors ucL1 is distorted. The algorithm correctly reproduces current i2 applied
from the side of the converter, however, it has no impact on the grid current i1 and
capacitor voltage uc.

These results confirm that the prediction algorithms FCS-MPC in cooperation
with the LCL filter require appropriate modifications. The following section pre-
sents some predictive control algorithms that enable a cooperation with an LCL
coupling circuit.

4.3.1 Predictive Current Control of an AC/DC Inverter with Active
Damping—PCi-AD

An active damping method is used to damp higher harmonics (related to the res-
onant frequency fr) of the filtering capacitors voltage. This is executed by emulating
the damping resistance connected in parallel (or in series) to the LCL filter
capacitors. Most of the known algorithms of this type are based on a change in the
modulation index [100]. Due to the absence of the modulator the above is not

Fig. 63 Grid phase voltage eL1 (Ch1, 200 V/div) and capacitor phase voltage ucL1 (Ch2,
100 V/div)
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possible for the FCS-MPC methods. For this purpose, the active damping algorithm
[101] designed for the DPC method was adapted and developed.

A schematic diagram of the PCi-AD method is shown in Fig. 64. Voltages ucL1,
ucL2, ucL3 of the LCL filter capacitors are transformed into the rotating coordinate
system xy and filtered in low-pass filter. Next, subtracting the filter output signal
from the voltage ucxy provides higher harmonic voltage ucdxy of the capacitors.
Resonant harmonic current icdxy, which should be suppressed, is calculated
according to the equation:

i
cdxy

¼ kducdxy ð4:25Þ

where

kd is damping factor.

Reference values of converter current vector i�2xy are calculated according to the
following formula:

i�2x ¼ kpeUDC þ ki

Z
eUDCdtþ icdx ð4:26Þ

i�2y ¼ icdy � xCucx ð4:27Þ

where

�xgCucx current compensating reactive power of capacitors.

Prediction is the process of choosing the best of all possible control states. This
is performed by online minimizing of the specific cost function J. It means that at

Fig. 64 Control structure of the PCi-AD
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each step kTs the impact of all converter voltage vectors uxy on converter current
vector i2xy (proportional to the active and reactive power) is examined.

Prediction process starts with the measurement of currents and voltages (step
kTs). Current vector derivative (2.14) in the digital implementation takes the form:

d2i � Di2xyðkþ 1Þ=Ts ð4:28Þ

Using Eqs. (4.28) and (2.14), (as shown in Fig. 8) the predicted change of
converter current Di2xyðkþ 1Þ which occur at time (k + 1) can be determined by:

Di2xyðkþ 1Þ ¼ 1
L2

u�xyðkþ 1Þ � uxyðkþ 1Þ
� 	

Ts ð4:29Þ

For sufficiently small sampling times Ts, it can be assumed that:

i�2xyðkþ 1Þ � i�2xyðkÞ ð4:30Þ

u�xyðkþ 1Þ � u�xyðkÞ ð4:31Þ

The next step is to calculate the value of the current vector in the next sampling
step (k + 1)Ts.

i2xyðkþ 1Þ ¼ i2xyðkÞþDi2xyðkþ 1Þ ð4:32Þ

Predicted current error in next sample time (k + 1)Ts is calculated using the
following equation:

ei2xyðkþ 1Þ ¼ i�2xyðkÞ � i2xyðkþ 1Þ ð4:33Þ

The last step of the algorithm is to calculate the cost function J and choose the
best inverter voltage vector uxyðkþ 1Þ.

J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ei2xðkþ 1Þ2 þ ei2yðkþ 1Þ2

q
ð4:34Þ

The cost function determines the properties of the predictive controller. The
purpose of the cost index is to minimize the length of the current vector error. The
voltage vector whose current prediction is closest to the expected reference current
is applied to the load at the next sampling (k + 1)Ts period. In other words, the
selected vector will be the one that minimizes the quality (cost) function.

The implementation of the active damping algorithm, as shown above, reduces
the value of capacitor voltage harmonics ucxy, which is advantageous for the
reduction of grid current distortions.

Advanced Control Methods of DC/AC and AC/DC … 287



4.3.2 Predictive Current and Capacitor Voltage Control—PCi2uc

The PCi2uc method represents a completely new approach to control of AC/DC
converters with an LCL filter. The method uses basic advantages of the MPC
methods, i.e. multivariable control tasks and elimination of the cascade control
structure. A schematic diagram of the method is shown in Fig. 65. Prediction
process starts with the measurement of currents and voltages (step k). Then, based
on reference value of grid current vector i�1xy (proportional to the active and reactive
power), reference capacitor voltage vector u�cxy is calculated:

u�cx ¼ egx þxgL1i�1y ð4:35Þ

u�cy ¼ egy � xgL1i
�
1x ð4:36Þ

Next, reference components of inverter current vector i�2xy are calculated:

i�2x ¼ i�1x þxgCu
�
cy ð4:37Þ

i�2y ¼ i�1y � xgCu
�
cx ð4:38Þ

In the following step the predicted converter current vector is obtained from
formula:

Di2xyðkþ 1Þ ¼ 1
L2

u�xyðkþ 1Þ � uxyðkþ 1Þ
� 	

Ts ð4:39Þ

i2xyðkþ 1Þ ¼ i2xyðkÞþDi2xyðkþ 1Þ ð4:40Þ

Fig. 65 Control structure of the PCi2uc
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Knowing that Di1xyðkþ 1Þ 	 Di2xyðkþ 1Þ, we can assume that the grid current
change during sampling time is close to zero Di1xy � 0.

By using the previously calculated change of converter current Di2xyðkþ 1Þ, the
capacitor voltage vector in the next step can be obtained from the following
equations:

Ducxyðkþ 1Þ ¼ i1xyðkÞ � jxgCu�cxyðkþ 1Þ � i2xyðkÞþ 0:5Di2xyðkþ 1Þ� �
C

Ts ð4:41Þ

ucxyðkþ 1Þ ¼ ucxyðkÞþDucxyðkþ 1Þ ð4:42Þ

Equation (4.41) is obtained from Eq. (2.10) assuming linear change of the
current vector i2xy in time Ts.

The expected errors of controlled variables are calculated from:

ei2xyðkþ 1Þ ¼ i�2xyðkÞ � i2xyðkþ 1Þ ð4:43Þ

eucxyðkþ 1Þ ¼ u�cxyðkÞ � ucxyðkþ 1Þ ð4:44Þ

In the last stage of the prediction, optimal inverter voltage vector uxyðkþ 1Þ is
selected on the basis of extended cost function J. The calculations are repeated for
all of the inverter voltage vectors.

J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2i2x þ e2i2y

� 	
þw2

uc e2ucx þ e2ucy

� 	r
ð4:45Þ

The PCi2uc method does not have a separate block of active damping. Expanded
cost function J, which consists of a component connected with capacitor voltage
vector ucxy, allows the suppression of higher harmonics associated with the resonant
frequency of the LCL filter The value of the weighting factor wuc determines the
level of unwanted harmonics suppression.

4.3.3 Experimental Results

The experimental evaluation was performed on a 2-level inverter with the control
system implemented on digital signal processor ADSP 21369. The drive signals for
the IGBTs were generated by FPGA . Tests were carried out under the following
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conditions: UDC = 650 V, L1 = 1.8 mH, L2 = 3.4 mH, C = 20 µF,
EL1 = EL2 = EL3 = 230 V, P = 3.1 kW, Q = 0 var.

Figure 66 shows grid voltage eL1 and grid current i1L1 for the PCi-AD method.
The THDi of grid current i1L1 is 8.5 %. An effect of the active damping control loop
is reduction of the harmonic currents allocated in the LCL filter resonance band.
However, the reduction of these harmonic currents causes an increase in the
low-order harmonics (5th, 7th, 11th) in grid current. Similar behaviour is presented
in paper [101]. The solution uses an active harmonic rejection controller.

Fig. 66 Experimental results for the PCi-AD. Grid phase voltage eL1 (Ch1, 100 V/div) and grid
phase current i1L1 (Ch3, 4A/div), THDi = 8.5 %

Fig. 67 Experimental results for the PCi2uc. Grid phase voltage eL1 (Ch1, 100 V/div) and grid
phase current i1L1 (Ch3, 4 A/div), THDi = 4.6 %

290 A. Godlewska et al.



Figure 67 shows grid voltage eL1 and grid current i1L1 of the PCi2uc method. The
grid current THDi is lower and amounts to 4.6 %. A low-order harmonics (5th, 7th,
11th) have a much smaller values than in the PCi-AD method. Extension of the cost
function J makes it possible for one predictive controller to regulate the grid current
and suppress harmonic resonance without adding the additional harmonics.

As shown in Fig. 68, there is practically no harmonics associated with the
resonant frequency of the LCL filter in the capacitor voltage uCL1. This voltage is
similar to grid voltage eL1.

4.4 Predictive Control of 2-Level Current Source Rectifier

The presented method selects the best rectifier current vector in order to control the
grid current and provide unit power factor. This strategy requires a predictive model
of the circuit that is described in the next subsection. The subsequent subsection
contains simulation results of the control system.

4.4.1 Predictive Control Strategy

Grid current behavior is described by derivative calculated from (2.31) [82–84].

d igxy
dt

¼ 1
L

egxy � ucxy � jxg Ligxy
� � ð4:46Þ

In each sample time Ts the predicted current change can be calculated from
Eq. (4.47).

Fig. 68 Experimental results with the PCi2uc. Grid phase voltage eL1 (Ch1, 200 V/div) and
capacitor phase voltage ucL1 (Ch2, 100 V/div)
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Digxy kþ 1ð Þ ¼ d
dt
igxy Ts ¼ Digx kþ 1ð Þþ jDigy kþ 1ð Þ ð4:47Þ

The expected value of the grid current vector is given by (4.48).

igxy kþ 1ð Þ ¼ igxy kð ÞþDigxy kþ 1ð Þ ð4:48Þ

Analyzing (4.46), the value of the current vector depends on the capacitor
voltage vector. In order to control the current prediction of the capacitor voltage
vector is needed. Equation (4.49) allows us to describe voltage behavior.

ducxy
dt

¼ 1
C

igxy � ixy � jxgCucxy
� � ð4:49Þ

The predicted value of the capacitor voltage vector is given by (4.50).

ucxy kþ 1ð Þ ¼ ucxy kð Þþ Ducxy kþ 1ð Þ ð4:50Þ

Predicted values are compared to the reference values. The reference value of the
grid current vector has only component x while, in order to minimize reactive
power, component y equals zero (igy

* = 0). The reference values of capacitor voltage
components are described by (2.33) and (2.34).

Cost function is calculated by using Eq. (4.51) [86].

J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wixe2ix þwiye2iy þwuxe2ux þwuye2uy

q
ð4:51Þ

where errors are defined as:

eix ¼ i�gx � igx kþ 1ð Þ ð4:52Þ

eiy ¼ i�gy � igy kþ 1ð Þ ð4:53Þ

eux ¼ u�cx � ucx kþ 1ð Þ ð4:54Þ

euy ¼ u�cy � ucy kþ 1ð Þ ð4:55Þ

and wix, wiy, wux, wuy are weighting factors.
Weighting factors decide whether priority is given to those states which mini-

mize the error in the filter voltage or those which improve the grid currents.
Basically, they are adjusted empirically to provide unit power factor and eliminate
noticeable deviations of the grid current with respect to the reference.

The control algorithm works as follows: at each sampling time, for all possible
switching states the predicted values of the filter voltage and grid currents are
calculated and then used to calculate cost function J. Next, the switching state with
the minimum value of J is applied to the converter.
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Complete control scheme is shown in Fig. 69.

4.4.2 Simulation Results

In order to validate the proposed method, simulations have been carried out using
MATLAB/Simulink. The algorithm operates with a sample time of Ts = 50 µs.
Output current has value IDC = 15 A. The results present steady and transient states
for various filter parameters and power flow directions.

Figure 70 presents steady and transient operation for L = 2.5 mH and C = 50
µF. The rectifier starts at 0 s and in the first 0.065 s a value i�gx = 7 A is applied.
A step change of i�gx is given at time 0.065 s, where reference value increases to 12
A. Figure 71 shows FFT analysis of the grid current in steady state, Figs. 72 and 73
show transient states in details.

Fig. 69 Proposed predictive control scheme

Fig. 70 Source voltage, grid
phase current and rectifier
current in steady and transient
states. Step change of the grid
current applied in 0.065 s
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As shown in Fig. 70, the system has a good static performance. The grid current
is in phase with the respective source voltage (Fig. 70) and has low distortions
(Fig. 71).

The rectifier starts with some oscillations caused by the filter. However, their
amplitude decreases quickly, which can be seen in Fig. 72. The method allows us to

Fig. 71 FFT analysis of the
grid current for: i�gx = 7 A
(a) and i�gx = 12 A (b)

Fig. 72 Grid phase current
and rectifier current at start-up

Fig. 73 Grid phase current
and rectifier current during
step change of reference
current i�gx
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obtain fast and stable response to the step change of the reference current i�gx, as in
Fig. 73.

The same experiment was performed for different L and C values whose reso-
nant frequency is approximately 10 times higher than the grid frequency. To obtain
precise estimation of the filter behavior the sampling frequency was significantly
higher than the resonance frequency. In every case unit power factor was obtained.
Table 12 shows a comparison of steady state results and presents THD for each
reference grid current and filter parameters.

The results given in the Table 12 allow us to conclude that the inductance has a
major impact on the THD value. Resonant frequency is the same for the values in
the second and the third row of the table and distortions of the grid current are much
lower in the third case. Thus, in the case of low grid inductance, better performance
is obtained after adding external inductance.

The proposed method has been tested for feeding energy back to the grid. For
this reason, a step change of i�gx is given at time 0.065 s. The reference value
changes from −7 to 7 A. The results are shown in Fig. 74. Concluding, predictive
control provides feeding the grid without reactive power and with low distorted
current.

4.4.3 Conclusion

The predictive control strategy, presented in this paper, works effectively, which
has been confirmed by the results. Sample time used in the simulations is long

Table 12 THD for different
currents and filter values

Filter parameters THD value (%)

L (mH) C (µF) For i�gx = 7 A For i�gx = 12 A

1.5 60 4.36 6.09

1.5 83 4.8 5.49

2.5 50 3.13 3.03

2.5 60 3 2.78

Fig. 74 Source voltage, grid
phase current and rectifier
current in steady and transient
state. Step change of the grid
current applied in 0.065 s
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enough to perform calculations and sufficiently short to predict voltage and current
values. Additionally, filtering capacitances and inductances are quite low. In spite
of that, FFT analysis indicates very good phase current regulation supported with
higher harmonics amplitude lower than 1.5 % of the fundamental (Fig. 71). This
result is obtained regardless of the small differences between inductance and
capacitance values in the circuit, and inductance and capacitance used by algorithm.
Moreover, unit power factor is obtained independently of the reference values and
filter values. Furthermore, dynamic response is fast and stable, which can be
important for certain types of load, such as the active filter.

5 Conclusions

This chapter is devoted to a modern look-up table and predictive control methods of
three phase power electronic converters. The authors discuss voltage source con-
verters in two and three level configurations as well as a two level current source
rectifier. Some of the methods deal with DC/AC inverter fed induction and PMSM
motors. The other methods presented in the chapter are dedicated to the control of
the AC/DC rectifier working as an Active Front End of an AC/DC/AC converter.

The authors focus on the methods with a non-linear look-up table and predictive
control due to their excellent dynamic properties (limited only by the physical
parameters of controlled systems such as the value of the DC voltage, grid
inductance or AC motor leakage inductance). Moreover, non-linear methods,
especially the predictive ones, provide very good quality of control in steady states,
i.e. lack of active and reactive power steady-state error (AC/DC) or torque error (in
the case of DC/AC converters). Look-up table methods are taken into consideration
as they also ensure the above mentioned advantages in a relatively short calculation
time that results in lower hardware requirements (e.g. less expensive micropro-
cessors can be used in the control system). The selected look-up table and pre-
dictive methods are proposed for both 2-level and 3-level converters.

Section 3 of the chapter is preoccupied with both DTC-3L-3A and DPC-3L-3A
methods. These methods are characterized by a novel division of the error area into
three sectors, which makes it possible to control motor torque and flux (grid cur-
rents in the case of DPC-3L-3A) with reduced switching frequency in comparison
to the standard DTC and DPC methods. The experimental results have shown
excellent performance of the methods in both steady and transient states. In the
steady state the DPC 3L3A method is characterized by a close to sinusoidal shape
of current, small value of THD coefficient at a relatively small transistor switching
frequency. The DTC 3L3A method shows low values of phase current distortions
and torque ripples. The flux and current for the DTC 3L3A method has almost a
perfect sinusoidal shape. Similarly to all look-up table methods, the proposed
algorithms are characterized by short processing time that makes it possible to
implement the control algorithms on cheap standard processors. Owing to the
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above, the look-up table methods can be an interesting alternative for predictive
control.

Section 4 describes selected Model Predictive Control methods for 2-level
AC/DC and DC/AC converters. DPC-3V and DTC-3V belong to ICS-MPC
methods. They are based on current (torque and flux in the case of DTC-3V) error
vector minimization criteria.

The new algorithms minimize the error vector of the grid current (torque and flux
errors in the case of DTC-3V) for each and every state of the system. In the steady
state the control system uses the SVM modulation that provides all the advantages
typical of linear methods, i.e. constant switching frequency, low grid current (tor-
que) ripples. Moreover, they have no limitations arising from the use of linear
controllers. In transient states, the proposed solution provides maximum dynamics,
comparable to the fastest nonlinear control methods.

The subsequent part of Sect. 4 presents a modern FCS-MPC method of the
voltage source rectifier with an input LCL filter. To predict the direction and rate of
changes of converter current and capacitor voltage vectors, equations describing
voltages and currents have been introduced. The predicted values are used to define
errors for every output voltage vector, which allows us to find the minimal value of
the cost function. All this results in choosing an optimal voltage vector and error
minimization.

The last algorithm discussed in Sect. 4 is dedicated to the current source rectifier.
It is based on cost function minimization. Basing on the predicted values of the grid
current and the capacitor voltage, the algorithm chooses a proper current vector.
The great advantage of the method is grid current harmonics reduction combined
with a low sample time.

All the described control methods have been illustrated by the results of simu-
lation and laboratory tests confirming their characteristics.
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Active Power Filter Based on a Dual
Converter Topology

Michał Gwóźdź

Abstract This chapter presents a concept for a shunt active power filter (APF) that
is able to more accurately map its input current in a reference signal, when com-
pared to a typical filter solution. This can be achieved by interconnecting two
separate converters, such that one of the converters corrects a total output current
towards a reference signal. The output power of the auxiliary converter is much
lower than power of the main converter, while its frequency response is extended.
Thanks to the continuous manner of the operation of the auxiliary converter, among
other items, pulse modulation components in the filter input current and the total
harmonic distortion (THD) is minimized. These benefits are paid for by a relatively
small increase in the system’s complexity and cost. This converter concept has been
named “dual converter topology” (DCT). In this chapter, APF basics are presented,
along with the results of simulation experiments and potential practical arrange-
ments of the active filter.

Keywords Active power filter � Converter control � Converter topology � PWM

1 Introduction

Non-linearity of receivers, limited frequency response of power electronics con-
verters and the wide-band nature of signal sampling and pulse width modulation
processes are reasons behind inaccurate mapping of a converter’s output current in
a reference signal. To achieve accurate mapping, both advanced solutions in
hardware and substantial modification of their control algorithms are necessary.

The subject of this chapter is a shunt active power filter with a modified
topology. The voltage controlled current source (VCCS), a fundamental component
of such a filter, is based on two converters connected in parallel. The advantage of
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this arrangement is the potential for accurate mapping of the VCCS output current
in the reference signal. This proposed converter architecture has been called
“dual-converter topology” (DCT).

Systems of interconnected, cooperating converters are already widely used in
practical systems, e.g. [1–11], related to electric drives, converters for renewable
energy sources and UPS systems. This is particularly true of systems using two
converters connected in parallel, where the output power of one is a fraction of the
power of the other. This idea is also presented in many studies, e.g. [3, 7, 10–12].

A feature common to some of these solutions is that the auxiliary converter
(ACN) is activated only during the transient states of the output current of the main
converter (MCN). Usually, the role of the ACN depends on maximization of the
system’s dynamics, i.e., extension of its frequency response. As a consequence, the
total system output current is better mapped in a reference signal. Unfortunately,
system control algorithms, especially in relation to ACNs, are often defined
informally. As a result, system potentials are not fully utilized. The DCT conception
involves the cooperative work of two converters, connected in parallel, where the
ACN operates continuously, rather than only in transient system states.
Additionally, the rules of the system’s operation are formally defined. Unlike many
other conceptions of this kind, particular attention has been paid to the minimization
of pulse-width modulation (PWM) carrier component in the (active power filter)
APF output current.

In addition to the APF solution discussed in this chapter, the main expected areas
for application of the proposed VCCS solution are:

– FACTS
– Current modulators
– Automated Test Equipment (ATE)
– Special purpose power electronics equipment, especially for magnetotherapy

[13].

This study presents the first stage of work on the layout of the APF, which
includes, among other items, principles of operation of the VCCS based on the
DCT and discussion of the APF simulation experiment.

The following text is divided into three sections. The first deals with the structure
and principles of the DCT operation. The second section presents the APF simu-
lation model research. Finally, in the third part, conclusions are presented.

2 A Power Electronics Current Source Based on the DCT

Much work has been dedicated to the improvement of power quality, so only a brief
outline of the APF system is necessary here for the reader’s convenience. In Fig. 1,
a block diagram of a typical shunt APF is shown. The VCCS, a fundamental
component of the APF, is an electrical system working in a closed feedback
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loop. Many factors (e.g., the limited frequency response of the system and the
operation of a pulse modulator) lead to the receiver current often being poorly
mapped in the reference signal (uref ). Particularly, this happens when the value of
the PWM carrier frequency is low, which is enforced by the demands of maxi-
mization of converter efficiency.

The VCCS consists of the control module (the output current regulator i.e. the
REG block), the power electronics inverter (INV) and the passive filter (the L
inductor) at its output. The APF input current iS is related to the error signal
uerr ¼ uref � rCTiS, where rCT is the gain factor of the current transducer (CT), and
rCT = const. In such a system, the value of an error signal is relatively large. Taking
into account a linear model of APF, the general aim of the VCCS is to fulfil the
following theoretical formula:

iS ¼ 1
rCT

uref � uerrð Þ �!
8

�1\t\1
uerr !0jj 1

rCT
uref ð1Þ

Fulfilling the Eq. (1) obtains the “ideal case” of APF operation, possible only in
theory. In real systems, even modest minimization of the error signal is a difficult
task.

The simplified form of the VCCS, based on the proposed DCT concept, is
presented in Fig. 2a. The MCN is supplemented with the ACN. The MCN is the
high power converter, but its frequency response is limited. The ACN is the low
power converter, but its frequency response is significantly extended by comparison
with the MCN. In the simplified form, the ACN is equipped with a transconduc-
tance amplifier. This amplifier is preceded by a limiter block (LIM), which clips the
ACN control signal, i.e., uerr. This imposes a maximal value on the ACN output
current (iout;A). Thus, a relationship between the output power of the ACN and the
MCN is established.

In the small-signal model of the system (shown in Fig. 2b), the DELAY block is
implemented. This block introduces a s time delay to reflect delays that occur in real
systems due to, for example, a limited signal-sampling period, time required for
signal processing and a non-zero period for PWM carrier signals.

The general formula of the VCCS is then modified as follows:

Fig. 1 Block diagram of a
typical single-phase shunt
APF
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iCS tð Þ ¼ iout tð Þþ iout;A tð Þ; ð2Þ

and, in relation to the linear model of the system:

iCS tð Þ ¼ iout tð Þþ iout;A tð Þ ¼ iout tð Þþ uerr tð Þ � gA tð Þ
¼ iout tð Þþ uref tð Þ � rCTiout tð Þ½ � � gA tð Þ; ð3Þ

where gA tð Þ is the pulse response of the transconductance amplifier.
Assuming the transfer function of the transconductance amplifier has the 0-order

form, i.e., gA tð Þ ¼ g0;Ad tð Þ, the general equation to describe the model’s operation
can be stated as follows:

iCS tð Þ ¼ iout tð Þþ uref tð Þ � rCTiout tð Þ½ � � gA tð Þ
¼ iout tð Þþ gA;0uref tð Þ � d tð Þ � gA;0rCTiout tð Þ � d tð Þ
¼ gA;0uref tð Þþ 1� gA;0rCT

� �
iout tð ÞgA;0rCT ¼ 1

¼ gA;0uref tð Þ : uerr tð Þj j � �ALIM;ALIMh i

ð4Þ

where �ALIM are the values of the signal clipping levels in the LIM block.

Fig. 2 Block diagram of the VCCS based on the simplified DCT form (a) and its small-signal
model (b)

306 M. Gwóźdź



The Eq. (4) indicates that a load current can match a reference signal regardless
of the degree of mapping in the reference signal of the MCN output current (iout).
Under such conditions, the magnitude of the ACN control signal (uerr) is not limited
by the LIM block.

Figure 3 offers block diagrams of possible practical arrangements of the VCCS
based on the DCT and its linear model. This model has been used for system
stability analysis based on the Nyquist criterion.

For general cases, the structures of both converters are very similar. However,
the parameter values of these systems significantly diverge. For example, to obtain
a sufficient frequency response, the PWM carrier frequency in the ACN must be
much higher than that in the MCN. Therefore, in the execution module (INV) of the
MCN, standard IGBT devices are used, whereas, in the ACN, MOSFET devices are
used. In a real system, both converters would be powered from the same DC rails.
Thus, the rated voltage of power electronics devices utilized there will be similar,
while these devices will differ in their nominal output current values (and, also, their
cut-off frequencies). This DCT-based system allows for the avoidance of a specific
phenomenon that usually occurs in multi-channel (interleaved) converters—that of

Fig. 3 Block diagram of the VCCS based on the DCT as a real system (a) and its linear model (b)
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an unbalanced current flow in particular converter channels, e.g., [6, 14, 15]. This is
due to the fact that, in the DCT, output current paths are controlled independently. It
is therefore expected that such undesirable interaction between converters will be
negligible.

VCCS is a SISO and LTI type model. Thus, it can be expressed in a frequency
domain with the following equation:

ICS ¼ UREF
1
rCT

e�jxs

jx L
k0rCT

þ e�jxs

þUerr
1

rCTA

e�jxsA

jx LA
kA;0rCTA

þ e�jxsA
: uerr tð Þ � �AL;ALh ijj

ð5Þ

where sA is the time delay introduced in the linear model of ACN.
Maximal gain values in the controller blocks (k0, kA;0) are limited by a system

stability condition. Assuming the REG block is a P (proportional) type, these values
are determined using the following formulas [16]:

k0;max\
p
2

L
rCTs

ð6Þ

kA;0;max\
p
2

LA
rCTAsA

ð7Þ

In light of Eqs. (6) and (7), the Eq. (5) now takes the following form:

ICS ¼ Uref
1
rCT

1
jx 2

p se
jxs þ 1

þUerr
1

rCTA

1

jx 2
p
s
p e

jxs
p þ 1

: uerr tð Þ � �AL;ALh i; p ¼ s
sA

��������
ð8Þ

Equation (8) expresses the best system for mapping the VCCS output current in
the reference signal, given certain operation conditions. Thus, for the system to
operate effectively, the following conditions should obtain: p � 1 (i.e., fc;A � fc,
where fc and fc;A are PWM carrier frequencies in the MCN and the ACN respec-
tively), and LA 	 L.

By fulfilling Eq. (8) the VCCS frequency response is approximately p-times
extended, as compared to that of the MCN. Thus, a dominant effect on the quality
of the VCCS output current (in the sense of minimizing the uerr magnitude) is set by
both the fc;A value and the uerr signal clipping level.

According to the operation of a typical APF, many studies assume that the
reference signal is the sinusoidal one, and that this amplitude is equal to Uref .
Additionally, it is assumed that the gains of both current transducers are equivalent,
i.e., rCT ¼ rCTA ¼ r.
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The quality of the VCCS output current can be evaluated on the following basis:
THD, total control error (denoted by etot), control error related to the first harmonics
of this current (denoted by e1) and the relationship between the PWM component
magnitude,IS;PWM, in this current and the amplitude of its fundamental harmonics,
IS;1 (denoted by a). These dependencies are defined by the following formulas:

etot ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uref � r iout þ iout;A

� �2���
urefj j2 100 %

vuut
; ð9Þ

e1 ¼ Uref � rIS;1
Uref

���� ����100 %; ð10Þ

a ¼ IS;PWM

IS;1
100 %: ð11Þ

3 Simulation Studies

To verify these theoretical assumptions, the simulation model of the 3-phase APF,
based on the DCT with the use of the OrCAD/PSpice toolbox, was investigated.
The block scheme of this simulation is shown in Fig. 4.

Fig. 4 Simplified block scheme of the APF as a base for its simulation model (single-phase is
shown alone for clarity)
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Ready-to-use models of power electronics devices, available in the
OrCAD/Pspice toolbox, were modified to better approximate real devices. One
potential practical arrangement of the VCCS suggested that the IPM/IGBT could be
used in the main converter. The L1 series 1200 V [17] family of IPMs manufac-
tured by MITSUBISHI ELECTRIC seems to have been a good choice. For the
auxiliary converter, it was determined that a recent device manufactured by CREE,
CCS050M12CM2, and a 1200 V SiC MOSFET module [18] could be utilized.
Models of these devices were thus used in the APF simulation model.

The basic electrical parameters of the model were as follows:

– Power grid voltage: 3 × 400 V/50 Hz
– Rated load power: PL;n = 36 kW
– PWM carrier frequency: fc = 5 kHz and fc;A = 100 kHz
– Current regulator gain factor in the CM block: k0 = 30
– Main converter output inductance: L = 2 mH
– Maximal magnitude of the MCN output current (iout): 80 A.

Three different types of APF load were considered:

1. A thyristor-based voltage regulator with a firing angle equal to 90 el. deg., with
resistors at the output.

2. A voltage regulator with a resistor and an inductor connected in series at its
output.

3. A six-pulse rectifier with a large capacitor in the DC link (CDC = 330 μF). So as
to limit input current pulses caused by the capacitor, an inductor was placed at
the output of the rectifier (LL = 330 μF). The value of the resistor in the rectifier
DC link was as follows: RL = 9 Ω.

In the case of load No. 1, the diL tð Þ
dt value was extremely high, which particularly

imposed on the requirements of the APF operation. Additional investigations of the
APF were performed as a result. These were designed to determine the values of etot
and a versus PACN

PMCN
and LA. The values of the gain factors (k0, kA;0) were set very

close to the maximal ones for L and LA in the given case.
In Fig. 5 graphs of both functions are presented. The “single converter topology”

(SCT) was the base of the VCCS structure in this case; neither the ACN nor MCN
are present in such system.

The solid lines labelled “SCT-MCN” show the function value for the SCT-based
VCCS. The “SCT-ACN” line refers to the case in which the main converter was
turned off, adopting the auxiliary role (its output power was enlarged accordingly).
The curves of etot (Fig. 5a) point to an LA value in the range 250–1000 μH as the
optimal value for minimization of the etot control error, while, for minimization of a
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(Fig. 5b), a value of LA = 250 μH is the best choice. Taking both criteria into
account, just this value of LA was applied in the simulation model. Hence,
respecting (7), it was assumed that kA;0 = 70. Respecting Fig. 5, the rated output
power of ACN in the simulation model was set at 25 % of MCN. This value
seemed to be a good compromise between the effectiveness of the filter operation
and the economic elements of all system implementation. In the following figures,
selected signals in the APF simulation model are presented. A single-phase is
shown alone for clarity (Figs. 6, 7 and 8).

In Table 1, selected parameters of the load current and the filter input current are
presented for the above-mentioned three load types. Both the DCT and the SCT
were considered as bases of the VCCS.

These results show a (significantly) more efficient operation of the APF based on
the DCT, as compared to the SCT. Depending on the load type, the following
relationships obtained:

– THD of the APF input current was reduced 1.6–3.0 times for the SCT and 2.0–
4.6 times for the DCT.

– etot for the DCT was reduced 1.6–2.1 times as compared to the SCT.
– e1 for the DCT was reduced 1.7–2.7 times as compared to the SCT.

Fig. 5 Graphs of etot (a) and a (b) versus PACN
PMCN

and LA

Active Power Filter Based on a Dual Converter Topology 311



Fig. 6 Waveforms in the simulation model of APF for the load No. 1: a receiver current (iL;1),
reference voltage (uref ), APF input current (iS;1) and VCCS output current (iout) while the SCT was
used; b receiver current, reference voltage, APF input current and reference signal for ACN (uref;A)
while the DCT was used
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Fig. 7 Waveforms in the simulation model of APF for the load No 2. while the SCT was used
(a) and for the DCT (b)

Active Power Filter Based on a Dual Converter Topology 313



Fig. 8 Waveforms in the simulation model of APF for the load No 3. while the SCT was used
(a) and for the DCT (b)

Table 1 The APF simulation model study results

No. of load THD of iL;1 [%] THD of iS;1 [%] etot [%] e1 [%]

SCT DCT SCT DCT SCT DCT

1 29.4 17.8 14.8 38.8 24.8 26.2 12.8

2 23.6 8.7 5.1 23.9 11.5 16.0 5.9

3 44.3 14.6 11.8 31.3 20.2 22.6 13.1
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4 Conclusions

The power electronics controlled current source, based on the proposed
dual-converter topology, is characterized by a much better mapping of its output
current in a reference signal, as compared to a typical converter solution. Thanks to
the continuous manner of the operation of the auxiliary converter, the pulse width
modulation components in this current can also be minimized to the point of
practical elimination. Therefore, it is expected that energy transmission loss can be
reduced. These benefits are paid for by a relatively small increase in the system’s
complexity and cost. Shunt power active filters seem to constitute a good example
of DCT implementation.

In the author’s opinion, there are many potential applications in power elec-
tronics equipment for the presented solution of the power electronics system. Thus,
this solution will be further developed towards solutions based on the multi-channel
(interleaved) converters topology. Finally, a laboratory model of the APF is
expected.
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AC/DC/AC Converter with Power
Electronics Current Modulator Used
in DC Circuit for Renewable Energy
Systems

Michał Krystkowiak and Adam Gulczyński

Abstract In this chapter, the elaborated structures of the main circuit and control
system of a power electronics AC/DC/AC converter, working as a coupling
between the energy grid and a water turbine with an electric machine, are described.
In aiming to ensure the high efficiency of this system, input and output converters
with sinusoidal current were implemented. The input AC/DC converter is based on
a diode rectifier with a power electronics current modulator in the DC circuit, while
the output circuit is based on a transistor inverter. This solution is dedicated to high
power systems. The chapter also presents an MPPT algorithm, which is elaborated
and used to control the DC/DC converter. The chosen simulation and experimental
results of the research is analysed.

Keywords Renewable energy � Rectifier � Current modulator � Pulse trans-
former � Inverter

1 Introduction

This article presents high voltage power and control structures of a developed
power electronic AC/DC/AC converter, acting as a coupling between the AC power
grid and a renewable energy source (RES). In the presented case, this RES is a
hydro generator with a permanent magnet synchronous generator (PMSG). The
block scheme of this converter is shown in Fig. 1. The system consists of the
following blocks:
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• REC + CM—rectifier with current modulator
• DC/DC—boost converter
• GTI—grid tied inverter

The solution’s ability to correct the waveform of the input (generator) current of
diode rectifiers toward a sinusoidal waveform is described.

Additionally, the implemented Maximum Power Point Tracking (MPPT) algo-
rithm, which allows for the achievement of the maximum efficiency of the entire
system, is presented.

Furthermore, it is explained how, in order to deliver high-quality energy
parameters to the grid, a transistor inverter with a sinusoidal output current was
applied.

2 Rectifier with Current Modulator

The circuit for the rectifier stage with the current modulator is shown in Fig. 2. This
solution corrects the waveform of the input (generator) current and depends on
current modulation in the output DC circuits of the diode rectifiers in parallel
connection [1–3]. These converters are built with two six-pulse diode rectifiers
(REC1 and REC2), which are supplied by two three-phase transformers with a
star-star and star-delta connection. In this way, we achieve a phase shift of about 30
degrees for the voltage sources for each diode rectifier. Additionally, the current
modulator (CM) must be placed in the DC output circuit. The CM is a kind of
power electronics current source, which is connected to the main output circuit of
the rectifiers via a wide-band pulse transformer (PT). With the aid of this trans-
former, the current of the modulator is added to, or subtracted from, the output
currents of each diode rectifier. In this way, we can change the shape of the input
currents of these two rectifiers and the resultant source current of all converters. The
structure and control circuit of this converter is shown in Fig. 3. The generator of
the triangular reference signal (TG) is placed following the block, FI, which is

Fig. 1 Structure and control circuit of the current modulator
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Fig. 2 Circuit of the rectifier stage with a current modulator

Fig. 3 Structure and control circuit of the current modulator
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responsible for the correct detection frequency of the synchronous generator output
voltage. The amplitude of the triangular reference signal is equal to one. The
reference signal for the power electronics current modulator is calculated by mul-
tiplying the output signal of the TG block by the mean value of the output current of
the diode rectifier. The G block represents the scale factor, which depends on the
transformation ratio. The CT blocks are responsible for currents measurements,
while the M and PID blocks represent the PWM modulator and the PID regulator,
respectively.

In aiming to achieve an almost sinusoidal current for the generator, the modu-
lator must generate a triangular signal with a frequency equal to six times that of the
voltage generator frequency (in this case 300 Hz). The signal generated by the
current modulator contains higher harmonics, so the transformer PT should obtain a
wide pass band. This magnetic element should also assure the smallest losses of
energy and symmetry of both windings of the secondary side. These requirements
render this transformer close to the ideal [4].

The control system of the presented current source (current modulator) deter-
mines the effectiveness of the energy transformation as well as the waveform shape
(and quality) of the source current.

The current modulator is built using an IGBT full bridge inverter with a passive
serial inductive filter at the output. This converter is connected to the DC output
circuits of each diode rectifier via a wide-band pulse transformer [3, 4].

3 Boost Converter

Due to the required minimum value of the DC bus voltage, which should, in this
case, be greater than the amplitude of the grid’s voltage, the high voltage power part
of the DC/DC converter is based on a BOOST converter (Fig. 4) [4].

Fig. 4 Schematic diagram of
the DC/DC BOOST converter
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The purpose of the DC/DC BOOST converter is to increase input voltage and to
supply the capacitor group with a mediation DC/DC circuit, from which a grid
inverter is powered. In order to achieve the highest possible efficiency of use of
energy resources, the MPPT algorithm was elaborated and implemented in the
control system of the BOOST converter [5–7]. This block diagram is presented in
Fig. 5.

In the developed algorithm, the two main loops were separated. The first loop is
responsible for modifying the duty ratio, PWM, which activates a key, T, of the
BOOST converter power section (Fig. 4). This process takes place at certain
marked intervals, PWM TIME, and depends on the second loop, which determines
the direction of changes in the duty ratio by a constant value defined as ΔPWM.

The task of the second algorithm’s loop is to search for the maximum power that
can be achieved at a certain working point of the system. Depending on the result of
comparing the output power (Pout) for the current operating at the source point with
a predetermined maximum value, the control system determines the direction of
changes in the duty cycle and looks for a new maximum power. This comparison is
performed in a period defined as MPPT TIME.

Fig. 5 Structure and control circuit of the current modulator

AC/DC/AC Converter with Power Electronics Current Modulator … 321



4 Grid Tied Inverter

The grid inverter (a transistor rectifier operating in inverter mode) is directly
responsible for the transfer of energy to the grid and is based on a transistor
H-bridge with an inductive output filter. A schematic diagram of this system is
presented in Fig. 6 [8].

The system transfers energy from the capacitor battery of the mediation circuit
(rechargeable via the BOOST inverter) to the grid, while simultaneously ensuring
that it is as close as possible to a sinusoidal signal grid current and that it lacks
reactive power generation. It should be noted that the correct operation of this
circuit is possible only if the value of the instantaneous voltage in the mediation
circuit is greater than the amplitude of the grid voltage. Based on the definition of
the active current [9], the grid inverter’s control circuit, operating in the current
tracking controller, was developed to enable it to adjust and stabilize the voltage on
the capacitors of the DC mediation circuit. It should be noted that this function does
not comply, in the described case, to a control system of the BOOST converter, and
realizes only the MPPT algorithm.

Fig. 6 Schematic diagram of the grid inverter
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5 Simulation and Experimental Results

During simulations and experimental research, the effectiveness of the converter
was tested. A selection of these results is presented below. Figures 7 and 8 show the
output current of the generator. The shape of the generator current was close to
sinusoidal (THD = 2.4 %).

Fig. 7 Simulation results—the waveform of the diode rectifier generator current with current
modulation

Fig. 8 Experimental results—the waveform and harmonic spectrum of the diode rectifier
generator current with current modulation (THD = 2.4 %)
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Good mapping of the current modulator within the reference signal was achieved
(Figs. 9, 10 and 11).

Fig. 9 Simulation results—the output and reference signals of the current modulator

Fig. 10 Experimental results—the output and reference signals of the current modulator
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6 Summary

In this chapter, the elaborated structures of the main circuit and control circuit of a
power electronics AC/DC/AC system, acting as a coupling between the AC power
grid and a renewable energy source (a water turbine with a PMSG generator), were
described. The implemented solutions used to obtain the highest possible efficiency
of the whole system were presented. In pursuit of this aim, the input and output
converters with sinusoidal currents were used and the elaborated MPPT algorithm
(to control the BOOST converter) was implemented.

In the proposed solution, the current modulator in a DC output circuit of two
six-pulse rectifiers was utilized. As a result, the output current of the generator was
almost sinusoidal, which increased the efficiency of the machine. This rectifier
solution is very useful for cases of large power loads, as the power of the current
modulator is approximately 2–3 % of the total DC load power.
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Power Electronics Inverter
with a Modified Sigma-Delta Modulator
and an Output Stage Based on GaN
E-HEMTs

Michał Gwóźdź and Dominik Matecki

Abstract The chapter presents a conception of a power electronics inverter based
on a modified sigma-delta modulator (SDM) being used in the inverter’s control
block. The proposed modulator includes a comparator with dynamic hysteresis
instead of a latched comparator, which is typically used in single-bit SDMs. Thanks
to this feature, the resolution of the SDM output bit stream is, theoretically,
unlimited. As a result, the value of the THD of an inverter output voltage (current)
is much lower than that of a typical SDM solution. This benefit is not offset by an
increase in the system’s complexity. Moreover, the control system is simpler than in
the case of a conventional inverter. Due to the very high frequency of an SDM
output bit stream, in a power stage of the inverter, the gallium-nitride (GaN)-based
E-HEMTs (Enhancement mode High Speed Mobility Transistors) are implemented.
However, in the case of a lower value of an inverter output power, an Si-based
device is still the proper choice. In the chapter, the inverter control circuit basics,
the results of simulation experiments and a possible practical arrangement of this
one as a voltage-controlled voltage source (VCVS) are presented.

Keywords Converter control � Gallium nitride transistor � PWM � Sigma-delta
modulator

1 Introduction

Delta modulation was first invented at the ITT Laboratories in France by E.M.
Deloraine, S. Van Mierlo and B. Derjavitch in 1946. The principle was rediscov-
ered, several years later, at the Phillips Laboratories in Holland, whose engineers

M. Gwóźdź (&) � D. Matecki
Institute of Control and Information Engineering,
Poznan University of Technology, Poznan, Poland
e-mail: michal.gwozdz@put.poznan.pl

D. Matecki
e-mail: dominik.matecki@put.poznan.pl

© Springer International Publishing Switzerland 2017
J. Kabziński (ed.), Advanced Control of Electrical Drives
and Power Electronic Converters, Studies in Systems,
Decision and Control 75, DOI 10.1007/978-3-319-45735-2_13

327



published the first extensive studies of both the single-bit and multi-bit concepts.
Basically, this technique is used in precision analogue-to-digital converters
(ADC) [1–4] for measurement and audio purposes. Following this substantial
application area are (audio) amplifiers working in pulse mode, e.g., class-D ones
[5]. Nowadays many variants of this type of amplifier designs are recognized and
carefully analysed [6–9]. Generally, they use PDM or PWM in a power stage. The
interesting solution of a control circuit has been utilized in a class-T amplifier [10].
This class of amplifiers is particularly characterized by the high quality of an output
signal. A valuable review of control strategies and topologies of power electronics
converters, for a wide range of applications, has been done in the work [11].

In the paper, the SDM is used to direct the control of an output stage of a power
electronics voltage-controlled voltage source (VCVS). The basic premise of the
proposed SDM conception is obtainment of the precise mapping of a VCVS output
voltage in an input signal. Besides this, the structure of the control system is simple,
i.e., mostly an analogue one (no “purely” digital components are used in the SDM),
and easily implemented in power electronics equipment where high efficiency is
necessary. The proposed SDM has been called the dynamic hysteresis sigma-delta
modulator (DHSDM). The paper presents the initial stage of work on the system
layout.

The following text is divided into four sections. The first one deals with the
structure and the rule or work of DHSDM. The second one shows the simulation
model research for the VCVS. The third part presents the practical arrangements of
the output stage of the VCVS. In the last part, conclusions are presented.

2 Dynamic Hysteresis Sigma-Delta Modulator Basics

Sigma-delta modulators’ principles have been the subject of many works.
Therefore, only a brief overview of the typical SDM is given here for the reader’s
convenience. The basic single-bit SDM architecture is shown in Fig. 1. The inte-
grator operates on the error signal uERR ¼ uIN � uDAC and the latched comparator
produces the output bit stream, whose maximum frequency is equal to the fre-
quency of the sampling clock (fS).

The basic oversampling sigma-delta modulator increases the overall SNR at low
frequencies by shaping the quantization noise such that most of it occurs outside the
bandwidth of interest. The digital filter (not shown in the figure) then removes the
noise from the bandwidth of interest, and the decimator reduces the output data rate
back to the Nyquist rate.

Considering the kind of modulation, the SDM output signal is pulse-duration
modulated—Fig. 2. A duration of a single bit is equal to a period of the sampling
clock TS ¼ 1=fS. This one-determines a time resolution, thereby a pass-band, of an
SDM (ADC). If an SDM is a part of an ADC architecture, achieving even a high
value of a sampling clock is not a technical and technological problem nowadays
[12, 13]. Moreover, only multi-bit SDMs are usually implemented in ADC
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architectures, which allows the increase of an ADC resolution at lower sampling
frequencies. This situation rapidly changes if a modulator is used in a structure of a
(high-power) class-D amplifier or other power electronics converter. The reason for
this limitation is simply the switching time of actual power semiconductor devices.
As a result, a THD (SINAD) and other parameters of the amplifier are often
unsatisfactory. A solution to this problem can be using a modulator with a
pulse-width rather than a pulse-duration modulated by an output signal. There are a
number of possible variants of an SDM with such a feature, which have been
carefully analysed. One of them was finally selected for further investigations—
Fig. 3.

The proposed modulator is similar to a typical single-bit SDM; however, no
latched comparator is used in their structure. Instead of this, a comparator with

Fig. 1 Diagram of a basic
single-bit SDM with the
latched comparator [3]

Fig. 2 Signal waveforms in an SDM with the latched comparator
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dynamic hysteresis (DHC) has been implemented. The DHC is the subcircuit
shown in the shaded box. The particular feature of the proposed SDM solution is
that it does not use a sampling signal. It generates the PWM’s similar signal with
the “carrier” frequency, which value depends on the time constant of the com-
parator: sCM ¼ RCMCCM. A “carrier” frequency value also varies with an SDM
input signal magnitude. Thanks to the structure of the SDM being mostly analogue
(the SDM is a continuous time circuit), the duration of its output signal can be,
theoretically, arbitrarily small. Thus, its time resolution tends to infinity.

The sigma-delta modulator is very difficult to analyse in the time domain
because of the apparent randomness of the single-bit data output—the system is
both non-linear and time variant. Usually, more or less simplified models of the
SDM in a frequency domain are in use, e.g., [1, 2, 4]. These models are also used
for a system stability analysis.

By means of heuristic methods, Eq. (1) has been formulated. This specifies the
value of the PWM “carrier” frequency of the SDM output signal. However, the
equation is valid for small values of the modulation index only, and expresses a
maximum value of fC:

fC ¼ 1
5sCM

¼ 1
TC

: ð1Þ

The modulation index m has been determined similarly, as in the case of a
“normal” PWM:

m ¼ uINj j
uSDMj j : ð2Þ

If sI is too small, the system stability can be an issue [1, 2, 14]. The simplified
small-signal model of an SDM for the calculation of boundary values of system
parameters—for preventing the system stability—is shown in Fig. 4. The model is
based on the work [14].

Fig. 3 Diagram of a
single-bit SDM with the
dynamic hysteresis
comparator
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The transfer function of this model is given by the following equation:

TSDMðjxÞ ¼ e�jxTC

jxsI + e�jxTC
: ð3Þ

Taking into account (3), for system stability assurance (using the Nyquist cri-
terion), the value of sI can be calculated as:

sI [ 2TC: ð4Þ

By fulfilling the Eq. (4), the integrator is also prevented from entering its output
in a saturation state.

The following waveforms in a DHSDM simulation model have been obtained
with the aid of the OrCAD/PSPICE toolbox. The model has used only “ideal”
components (amplifiers, switches, passive components, etc.), i.e., it does not con-
tain any parasitic elements. Basic model parameters were as follows: sI ¼ 2 us;
sCM ¼ 200 ns and uIN is the sinusoidal signal with a fundamental frequency equal
to 20 kHz. The modulation index was m = 0.9. Selected waveforms in the DHSDM
simulation model are shown in Fig. 5.

In the following figure, the spectrum of the DHSDM output signal is shown
while the value of the modulation index varies in the range 0.1–1.0 (Fig. 6).

The frequency of the DHSDM switching pattern is spread spectrum in nature;
however, while the amplitude of the input signal decreases, this spectrum focuses

Fig. 4 Small-signal model of
the SDM for system stability
analysis

Fig. 5 Waveforms in the DHSDM simulation model: modulator input signal, modulator output
signal and signal at the output of the integrator
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more and more on the value given by Eq. (1). The spread-spectrum techniques are
often applied to distribute the emissions over a wider frequency range [11, 15]. For
actual simulation model parameters, the maximal SDM switching frequency is
equal to 1 MHz.

3 Simulation Experiments

In the following figure, the block scheme of a VCVS using the DHC (or the latched
comparator) in the SDM is presented. This version has a single-ended structure, i.e.,
input and output signals are referenced to a common system ground (Fig. 7).

Fig. 6 Spectrum of the DHSDM output signal while the modulation index is in the range 0.1–1.0

Fig. 7 Block scheme of the
VCVS simulation model
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The amplifier consists of the following elements: an SDM, a power stage
(PS) and a second-order low-pass filter (LPF) being loaded by the resistor. The filter
is necessary for minimizing the carrier components in the output signal.

Further simulation experiments have also been conducted in an OrCAD envi-
ronment. In the version of the SDM with a latched comparator, the sampling clock
frequency was fS = 1 MHz. Output filter parameters were as follows: L = 60 uH,
C = 1 uF, m = 0.5 and the frequency of the input signal (the sinusoidal one) was
equal to 1 kHz. The value of the resistor at the output of LPF was set as 4 Ω. In
Fig. 8, selected waveforms in the simulation model of VCVS are shown, and in
Fig. 9, the spectrum of the load voltage is presented.

Investigation results indicate the huge difference in the quality of the VCVS
output voltage in favour of the structure DHSDM. The THD of the load voltage
(with respect to its 20 harmonics) was equal to 1.5 %, while the latched comparator
was used and 0.05 % was the value for the DHSDM.

The following experiments were performed with the VCVS simulation model,
based on models of real devices. The diagram of this one is shown in Fig. 10. The
most valid functionality elements for the model were AD8042—the 160 MHz

Fig. 8 Waveforms of the input signal and the load voltage in the VCVS simulation model whit
using a the SDM with a latched comparator and b the DHSDM
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Fig. 9 Spectrum of the load voltage with using a the SDM with a latched comparator and b the
DHSDM

Fig. 10 Arrangement of the VCVS for laboratory tests
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Rail-to-Rail dual operational amplifier (Analog Devices) used in the design of the
integrator and comparator, and GS66508P—the 650V/90 A gallium nitride tran-
sistor (E-HEMT) [16] (GaN Systems)—used in the power stage of the model.
The CTB in Fig. 10 is the control block, while PS is the power stage of the VCCS.

The model parameters were as follows: sI = 2 us, maximum switching fre-
quency of the SDM—fC = 2 MHz, dead time for the half-bridge in the power stage
—10 ns (dead time was generated in the dedicated DTG block), LLPF = 10 uH,
CLPF = 1 uF, m = 0.1–0.95 and the frequency of the input signal (the sinusoidal
one)—20 kHz. The voltages of the inverter’s DC rails: ±100 V. The value of the
resistor at the output of LPF was set at 2 Ω, making the inverter’s nominal output
power equal to 2 kW.

In Fig. 11, selected waveforms in the simulation model of the VCVS are shown,
while in Fig. 12, both the THD of the load voltage and the inverter efficiency versus
a modulation index are presented.

Fig. 11 Waveforms in the VCVS simulation model: modulator input signal, integrator output
signal, voltage at the output of the inverter and load voltage

Fig. 12 Calculated curves of the inverter efficiency and THD of the load voltage versus a
modulation index
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The maximum inverter’s efficiency is equal to 98 %. In the modulation index
range of 0.3–0.95, the efficiency curve is very flat, which means that the inverter is
highly efficient in the wide range of the output power, i.e., 10–90 % of the nominal
one. In the mentioned modulation index range, the THD of the load voltage is lower
than 0.3 %. Additional tests—for wide frequency varieties of the input signal—
have also been conducted. While this frequency has been lower than 1 kHz, the
THD has not exceeded 0.05 %—in a very wide range of m. It points at the high
ability of the proposed DHSDM to shape the inverter’s output signal.

4 A Practical Arrangement of the VCVS

For checking theoretical assumptions as well as simulation studies, the laboratory
model of the VCVS with DHSDM and GaN transistors was arranged. The diagram
of the model output stage is shown in Fig. 13. This diagram does not include a
power-supply block.

The main components used in the design are the same as in the VCVS simu-
lation model. For the coupling of the power stage with the control block, isolated
precise gate drivers ADuM3123 (Analog Devices) were applied. They obtain both
precise timing characteristics of isolator and driver propagation delay (64 ns max.),
and a high common-mode transient immunity—over 25 kV/µs. The expected slope
time of the inverter’s output voltage is approximately 10 ns. The assumed rated
output power of the inverter is equal to 2 kW.

Fig. 13 Diagram of the VCVS power stage for laboratory tests
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The laboratory model uses arrangements that, to a certain extent, allow recon-
figuration of its structure, as well as chosen power stage properties.

5 Conclusions

Theoretical and simulation studies of the SDM using the dynamic hysteresis
comparator have shown crucial advantages of this one when compared to an SDM
with a latched comparator. They are characterized by, among other items, theo-
retically unlimited time resolution of the modulator output signal, as well as sim-
plicity of the SDM—no digital circuitry is implemented in the SDM’s structure (as
a consequence, perturbations that usually pass from digital tracks to analogue signal
paths are limited). Due to the frequency of the output signal being spread across the
spectrum, an inverter, in some cases, is able meet the EMC requirements more
easily. The VCVS using the DHSDM provides very good mapping of an output
voltage in an input signal; however, it requires confirmation by laboratory tests.
Further improvement of the VCVS’s features is expected, while this version will be
arranged in the fully differential manner.

It seems that the proposed sigma-delta modulator may also find applications in
the control circuits of other power electronic equipment, such as active filters,
tunable high-power reference current generators and power electronics equipment
for renewable energy sources.
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FC + TCR-Type Symmetrical Follow-Up
Compensator of the Fundamental
Harmonic Reactive Power—Analysis
and Experiment

Malgorzata Latka

Abstract The chapter presents results of analyses, simulations, and experiments
concerning a FC + TCR-type symmetrical follow-up compensator of the funda-
mental harmonic reactive power in which a three-phase bridge rectifier with two
additional thyristors (6T + 2T) was used as the adjustable inductive component.
The research pertain to the three-phase 6T + 2T bridge rectifier circuit with the
neutral wire led out, where selection and application of the appropriate developed
thyristor controlling algorithm (introduction of an additional control angle δ)
enables current flow outside supply source phases in those instants of time when
output voltages of the star rectifiers have instantaneous negative values. The effect
of minimization of rms and the reactive power component of the fundamental
harmonic of source currents consists in a reduction of reactive load introduced by
6T + 2T bridge rectifier with respect to 6T bridge with the possibility to control it
by choosing an appropriate value of angle δ. To obtain a lower content of har-
monics in the power grid current, it has been proposed to couple a 5th and 3rd
harmonics filter on the converter. Such a converter, equipped with filters with
output terminated with a reactor and stabilizing the direct current value at different
values of angle δ, can be used as a FC + TCR-type symmetrical follow-up com-
pensator of reactive power. Regulation of reactive power in such a circuit is
instantaneous. The paper ends with a presentation of applications developed in
LabVIEW programming environment to visualize the principle of operation, take
measurements, and results of laboratory research carried out with the compensator.
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1 Introduction

Compensation of reactive power in an electric power supply system is an issue of
key importance as the reactive power is the cause of, among other things, voltage
losses and drops as well as power and energy losses in the system, and first of all,
limits the transmission capacity of power supply lines. To compensate
slowly-varying receivers, capacitors and/or impedance coils are typically used in
the framework of the so-called classic compensation methods. Compensation of
fast-varying (turbulent) receivers, such as arc furnaces, electric arc and discharge
welding machines, winding engines in mining industry, electric traction etc.,
requires the use of the so-called follow-up compensators capable to react quickly
enough to reactive power changes caused by such receivers. New methods of
reactive power compensation and harmonics filtering are still been developed, as
are confirmed by the selected literature [1–3].

One type of the so-called symmetrical follow-up compensators of the funda-
mental harmonic reactive power is the reactive power compensator of FC + TCR
(Fixed Capacitor + Thyristor Controlled Reactor) type, comprised of a battery of
fixed capacitors with properly selected serial reactors and an adjusted induction
component of TCR type. Several topologies FC + TCR-type symmetrical
follow-up compensator of the fundamental harmonic reactive power have been
reported in the literature [4–6].

The present chapter presents results of analyses, simulations, and experiments
concerning a FC + TCR-type symmetrical follow-up compensator of the funda-
mental harmonic reactive power in which, as the adjusted induction element, a
three-phase thyristor bridge rectifier with two additional thyristors 6T + 2T was
used. Further, the algorithm developed to control a such modified power electronic
circuit, which in its classic version (6T bridge) is regarded as a circuit contributing
to an increase of reactive power in the system, will be discussed in detail. By
upgrading its structure to a 6T + 2T circuit and implementing a specifically
developed algorithm, it becomes possible to use it as a component of devices
reducing reactive power in electric power supply systems contributing this way to
an improvement of electric power quality.

Figure 1 shows a block diagram of a FC + TCR-type symmetrical follow-up
reactive power compensator illustrating the principle of compensation. As an
adjusted inductive element, three-phase 6T + 2T bridge rectifier was used which it
controlled according to specified algorithm, whereas as a capacitive element with
constant power, passive LC filter was used to eliminate higher harmonics.

Such a compensator is realized by connecting in parallel a filter of higher har-
monics with constant capacitive reactive power QF determined in the design
development stage and a 6T + 2T bridge rectifier loaded with reactor Ld func-
tioning at a constant average value of load current Id stabilized in a closed control
system, taking up from the supply line an amount of controlled inductive reactive
power denoted as QL. Then, the compensator supplies to the power supply line a
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resultant reactive power Qk which is the difference between the inductive reactive
power and the capacitive reactive power:

Qk ¼ �QF þQL: ð1Þ

Among the merits of a compensating circuit of that type, one should mention the
possibility to introduce automated, steady, and immediate control of reactive power
output to the supply grid.

2 Thyristor Bridge Rectifier with Two Additional
Thyristors (6T + 2T) as an Adjustable Component
of an Inductive-Type Compensator

Each modification of either the topology of or the method used to control a rectifier
circuit results in a change of its properties and opens a possibility of new appli-
cations. Nowadays any change in topology poses neither a technical nor economical
problem, and progress in microprocessor technology allows for the realization in
practice almost any thyristor controlling algorithm, no matter how complex. This
stimulates development of new ideas concerning changes in structure and control
algorithms of known and widely used rectifying circuits and new fields for their
application.

An example of a modification of the classical bridge rectifier 6T, in scope of
both structure and control algorithm, is a three-phase thyristor bridge rectifier with
two additional thyristors 6T + 2T with reduced and controlled reactive load.
Figure 2 shows a diagram of the resulting 6T + 2T circuit, while Fig. 3 explains the
proposed control algorithm in an example of a single pulse of rectified voltage.

The way in which a single output voltage pulse is originated together with the
conduction cycle length for individual thyristor T1 is shown for the main thyristors

Fig. 1 A block diagram of
FC + TCR type compensator
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firing delay angle α = π/2, at continuous and constant load current Id (Ld → ∞)
and with commutation in the circuit neglected (Lk = 0).

Additional thyristors Tk and Ta added to a 6T circuit in the way shown in Fig. 2
can be fired in instants when output voltages of corresponding star rectifiers are
instantaneously negative. Such conditions exist when the main thyristors are fired

Fig. 2 Schematic diagram of a three-phase thyristor bridge rectifier with two additional auxiliary
thyristors 6T + 2T

Fig. 3 Illustration of an occurrence of a single cathode star output voltage pulse in a 6T + 2T
circuit together with conduction cycle length of an individual thyristor T1 for the main thyristors
firing delay angle α = π/2, arbitrary angle δ, Ld → ∞, and Lk = 0
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with an appropriate thyristor firing delay angle α, i.e. α > π/6 and at the same time
α ≤ π/2, with maintained rectifying mode of operation of the circuit at continuous
load current. For angles 0° ≤ α ≤ π/6, the 6T + 2T circuit behaves as a classic 6T
bridge rectifier, as auxiliary thyristors cannot participate in conduction of load
current, whereas for angles α > π/2, at continuous load current, it is absolutely
necessary to block pulses firing additional thyristors, as operation of the 6T + 2T
circuit in inverter mode is no longer possible. [7–10].

While in a classical 6T bridge rectifier (with Lk = 0 and Ld → ∞), each of the
six thyristors conducts for a period of time corresponding to angle 2π/3 and each
thyristor is fired at angle α, an angle δ is introduced in the proposed control
algorithm, the value of which has an effect on the instant of time on which the
additional thyristor is fired. Firing the additional thyristor results, on one hand, in
narrowing of the main thyristor conduction cycle, and on the other, taking angle δ
into account in firing main thyristors by adding it to angle α results in narrowing of
the main thyristor conduction cycle respectively on the other side, to the conduction
cycle length equaling in total 2π/3 − 2δ. Each of the additional thyristors conducts
the receiver current for a 2δ-long time interval, 3 times per full cycle.

It is possible to fire the additional thyristor Tk once the condition 5π/
6 + α − δ ≥ π is met and at the same time α > π/6, as at that particular time, the
instantaneous value of the load current conducting phase is negative. Algebraic
transformation of the conditions leads to the following relationships:

d� a� p
6

and
p
6
\a\

p
2
; ð2Þ

which determine the dependence of angle δ on angle α presented in Fig. 4. Angle δ
may assume values from the shaded area.

A complete diagram of conduction cycles (functions of state) for all thyristors in
the 6T + 2T circuit at continuous load current and the commutation effect
neglected, for α = π/2 and selected values of δ is presented in Fig. 5.

As a result of introducing additional thyristors and application of the proposed
algorithm to control thyristors in the 6T + 2T circuit with the thyristors’ firing time

Fig. 4 A plot of angle δ
versus angle α
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depending on the value of angle α and additionally on value of angle δ introduced
for the purpose of making changes in the control algorithm, the load current flow
occurs outside the supply source phases which results in narrowing the source
phase current pulses and thus reduces their rms as well as values of reactive power
of the fundamental harmonic.

The effect of minimizing of the values of currents flowing through the powers
supply grid is a reduction of the reactive load introduced by 6T + 2T bridge rectifier
with respect to classic 6T bridge circuit, with an option of controlling it by means of
proper selection of angles α and δ determining thyristor firing times. Reactive
power of the 6T + 2T bridge rectifier for the fundamental harmonic (phase shift
reactive power) can be expressed as:

Q1 ¼
ffiffiffi
3

p
UpI1 sin u ¼ Ud0Id

2ffiffiffi
3

p sin
p
3
� d

� �
sin a; ð3Þ

(a) (b)

Fig. 5 Waveforms of rectified voltage ud, star rectifier output voltages udk and uda, firing pulses
iG, and thyristor conduction cycles in 6T + 2T circuit for a α ≈ π/2 and δ = π/12, b α ≈ π/2 and
δ = π/4
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where Q1 is the fundamental harmonic reactive power; Up—rms value of the
supplying source’s inter-phase voltage; I1—rms of source phase current funda-

mental harmonic; Id—receiver current average value; Qd0 ¼ 3
ffiffi
2

p
p Up—average out-

put voltage of 6T-type three-phase thyristor bridge rectifier at α = 0.
Some algebra leads to:

Q1

Ud0Id
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ffiffiffi
3

p Ud

Ud0
� Ud

Ud0

� �2
s

; ð4Þ

Ud ¼ Ud0
2ffiffiffi
3

p cos a� d
2

� �
� sin p

3
� d
2

� �
; ð5Þ

Ud is the average voltage value of rectified receiver.
Based on (4) and (5), a plot was drawn showing the relative value of 6T + 2T

rectifier fundamental harmonic reactive power as a function of the relative average
value of the rectified voltage for the two extreme values of angle δ = 0 and
δ = δmax = π/3. For angles from the interval 0 < δ < π/3, the obtainable reactive
power values are depicted in Fig. 6 by shading the corresponding area.

By modifying both the structure of and the control algorithm for the classic
bridge rectifier 6T, it is possible to upgrade it to a one-way controlled three-phase
6T + 2T bridge rectifier with reduced and adjustable reactive load. This creates the
possibility to use the circuit as a fast-reacting inductive element in a symmetrical
follow-up reactive power compensator.

Fig. 6 Relative value of
reactive power vs. relative
value of output voltage for
6T + 2T circuit
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3 The Commutation Effect in the 6T + 2T Bridge Rectifier
Circuit and Its Impact on the Control Algorithm,
Restrictions and Control Interval of the Reactive
Load Introduced by 6T + 2T Circuit

In an analysis of the 6T + 2T bridge rectifier presented earlier in this chapter,
certain simplifying assumptions were adopted allowing up to pass over the com-
mutation effect.

However, due to the occurrence of commutation reactance Xk, the relationships
and waveforms shown in Figs. 3, 4, 5 and 6 take the form shown in Figs. 7, 8, 9

Fig. 7 Waveform of a single continuously repeated output voltage pulse together with
commutation points marked for cathode star in 6T + 2T circuit when Xk ≠ 0

Fig. 8 Graphical
interpretation of δ versus α
relationship and limits for
both angles resulting from
commutation effect
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and 10, respectively. The form of a single, periodically repeated output voltage
pulse, with the commutation processes taken into account and with marked com-
mutation angles for the cathode star in three-phase 6T + 2T bridge rectifier, is
shown in Fig. 7. The dashed area shows the change of a single pulse shape with
respect to the circuit with instantaneous commutation, whereas two types of
commutation occur in the 6T + 2T rectifier circuit:

• commutation of the load current from 6T + 2T rectifier’s main thyristor onto an
additional thyristor—commutation angle μ1,

• commutation of the load current from an additional thyristor onto the main
thyristor—commutation angle μ2.

(a) (b)

Fig. 9 Schematic diagrams and waveforms of output voltage ud, star rectifier output voltages udk
and uda, and firing pulses iG collated with conduction cycles of thyristors in 6T + 2T circuit for
a arbitrary angle α and angles δ < π/3 with commutation processes taken into account; b arbitrary
angle α and angles δ > π/3 with commutation processes taken into account
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Within one full working cycle equaling the period of voltage supplying 6T + 2T
bridge rectifier, twelve commutations occur, six for each of the stars. Each com-
mutation is followed by the conduction state of an individual switch which means
that the rectifier’s circuit operates in a total of 24 of different configurations.

Taking the commutation effect into account it is also necessary to impose a
restriction on the thyristor firing delay angle α and angle δ following from the
necessity to maintain the rectifying nature of the circuit’s operation so that Ud ≥ 0.
Ranges of changes for angles α and δ, after taking into account the commutation
effect in the 6T + 2T circuit, are as follows:

• angle α change range: p
6 � a� p

2 � l2
2 ;

• angle δ change range: 0� d� p
3 � l2

2 ;

under condition δ ≤ α − π/6, the same as for the circuit in which the commu-
tation effect is neglected. Graphically, the angle ranges are depicted in Fig. 8 by
hatching the corresponding area from Fig. 4, whereas additionally, the area below
line δmin corresponding to the complex commutation occurring in the circuit is
dashed with double diagonal lines. The type of commutation (simple or complex)
has no effect on the operation of the 6T + 2T circuit.

Figure 9a, b show two example diagrams of the 6T + 2T circuit with configu-
rations arising in the course of commutation for a specific angle α and two different
angles δ and example voltage and current waveforms, as well as the method of
controlling main thyristors T1, T2, T3, T4, T5, T6 and additional thyristors Tk and
Ta in the discussed 6T + 2T bridge rectifier and full diagram of conduction cycles
for all thyristors, for a determined angle α and two different angles δ with com-
mutation between the thyristors taken into account. The change with respect to the
6T + 2T circuit without commutation consists in different lengths of individual
thyristors’ conduction cycles. Each of the main thyristors conduct for a period of
time corresponding to angle 2π/3 − 2δ + μ1, while each of the additional thyristors
—for interval 2δ + μ2 three times per one working cycle.

The circle diagram of the 6T + 2T bridge rectifier fundamental harmonic power
with the commutation effect not taken into account presented above in Fig. 6, after
analysis carried out with commutation in the circuit taken into account, has been
supplemented with corresponding curves and shown in Fig. 10. Dashed lines
represent the relationships describing the relative value of the reactive power as a
function of the relative value of the voltage rectified in the 6T + 2T circuit with
commutation neglected, whereas solid lines represent the corresponding relation-
ships for 6T + 2T with the effect taken into account. The shaded area in Fig. 10
represents the reactive power change range possible to obtain in the 6T + 2T circuit
without taking into account the commutation effect, whereas the additionally
dashed portion of the shaded area depicts the region of possible reactive power
changes in the circuit with commutation taken into account.

The commutation processes result in different restrictions and different intervals
available for regulation of reactive load (of inductive nature) introduced by the
6T + 2T rectifier, which is possible within a range narrower than this following
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from simplified analysis, the a fact to be unconditionally taken into account in the
design of the actual circuit.

4 Passive Filter of Current Higher Harmonics
as a Non-adjustable Element of a Symmetrical
Capacitive Compensator

It follows from the analysis of the properties of the three-phase 6T + 2T bridge
rectifier carrying a continuous and constant load current that reduction of the
reactive power introduced by the proposed circuit occurs at the expense of a slight
increase in the content of the higher harmonics in phase currents of the source
supplying the 6T + 2T rectifier. Amplitudes of individual grid current harmonics in
the 6T + 2T rectifier have values larger than those in classic 6T bridge rectifier and
additionally, harmonics which are absent in the 6T rectifier, i.e. the 3rd harmonic
and its odd multiples, arise in this current. The 3rd harmonic and its odd multiples
occur also in current iN of the 6T + 2T circuit’s neutral wire.

That means there is the necessity to filter out these harmonics by means of
passive LC filters. This is typically accomplished by connecting a serial LC circuit
parallel resonance frequency which is close to that of the unwanted harmonic in
parallel with the load generating such a harmonic [11].

To eliminate and suppress harmonics in source phase currents and enable sup-
plying the 6T + 2T rectifier from the transformer’s secondary windings without
access to the neutral point, the analyzed 6T + 2T rectifier was fitted not only with a
passive filter of 5th harmonics used typically in case of the 6T rectifier, but an

Fig. 10 Relative reactive
power vs. relative value of
rectified voltage for 6T + 2T
bridge circuit with the
commutation taken into
account and neglected
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additional reactor was connected between the star point of the 5th harmonic filter
and the common point of additional thyristors tuning the filter to the 3rd harmonic.
The 6T + 2T bridge rectifier with a 3rd and 5th harmonics filter coupled on does
not require connection with the neutral wire and at the same time relieves the
voltage source (the rectifier’s transformer) from the 5th harmonic as well as the 3rd
harmonic with all its multiples of the order 3(2n + 1).

Moreover, the permanent battery of capacitors being a component of the filter
plays the role of the element of compensator with constant value of capacitive
reactive power, whereas the reactive power of the higher harmonics filter is larger
than the power of the directly connected battery of capacitors in the filter.

Parameters of the filter are selected in the circuit design stage based on fore-
casted or measured maximum amplitude of the current higher harmonics in the
filter’s load and with the maximum value of inductive reactive power generated by
the inductive element taken into account [11].

Parameters of the 3rd and 5th harmonics filter coupled on to the 6T + 2T circuit
were determine based on relationships:

XL3 ¼ m25 � m23
3m23 m25 � 1

� � U2
P

Q1F
; ð6Þ

XL5 ¼ 1
m25 � 1

U2
p

Q1F
; ð7Þ

XC5 ¼ m25
m25 � 1

U2
p

Q1F
; ð8Þ

where Q1F—filter passive power for the fundamental harmonic, ν3, ν5—relative
free-running frequency for 3rd and 5th harmonic, respectively [11].

5 Symmetrical Follow-Up Compensator
of the Fundamental Harmonic Reactive Power

A diagram of a closed current regulation system for the 6T + 2T bridge rectifier
with passive 3rd and 5th harmonics filter coupled on it, operating as a symmetrical
follow-up compensator of fundamental harmonic reactive power is presented in
Fig. 11.

The 6T + 2T rectifier, supplied from transformer Dy, is loaded with reactor Ld
with very small resistance which forces operation of the circuit at the thyristor firing
angle α ≈ π/2, or Ud ≈ 0. The control system comprises a current regulator the role
of which is to stabilize receiver current on a predetermined average value, and
generators of gate pulses used to fire the rectifier’s thyristors according to proposed
algorithm under the control of the pulse synchronization and delay system.
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Capacitance of the battery of capacitors in the filter was selected so as to com-
pensate the maximum value of reactive power introduced contributed by the
6T + 2T circuit (occurring at α ≈ π/2 and δ = 0). The reactive power supplied by
the 6T + 2T circuit with passive filter to the power supply line can be regulated and
its nature changed from inductive to capacitive by changing the values of angle δ in
the range from zero to δmax. Compensation circuit of that type enables automated,
steady, and immediate control of reactive power.

On the schema of circuit diagram of Fig. 11, a simulation model of the circuit
was developed and a 6T + 2T bridge rectifier testing setup was designed and
constructed together with a control system realized with use of microprocessor
technology.

The system for controlling the current-stabilizing thyristor rectifier comprises:
a current regulator, the purpose of which is to stabilize output (receiver) current at
the predefined value, and generators of gate pulses firing thyristors in the rectifier
according to the determined algorithm under the control of a pulse synchronization
and delay system. In the discussed control system, for technical reasons, two
separate single-circuit microcomputers were assigned the above-mentioned func-
tions of current regulator and pulse generator. Such a division of tasks is advan-
tageous also because while the pulse generation algorithm is invariable, the

Fig. 11 A diagram of a closed current regulation system for 6T + 2T bridge rectifier with passive
3rd and 5th harmonics filter loaded with a reactor, with stabilization of the reactor’s current,
operating as a reactive power compensator
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regulator controlling algorithm may be subject to changes; in this case, the change
will involve replacement of the program in one microcomputer only. The current
regulator determines angle α based on the measured output current value, prede-
termined value of the current, and predetermined value of angle δ (as a parameter).
Both angles, α and δ, are set on current regulator outputs. Based on these values, the
pulse generator produces pulses firing individual thyristors according to the
developed algorithm.

Selected results of the measurements, collated with simulation results, as well as
oscillograms of voltage and current waveforms in the laboratory 6T + 2T circuit
with 3rd and 5th harmonics filter are presented in Figs. 12 and 13.

The experimental portion of the study was carried out by means of the measuring
instruments allowing to enabling the correct measurement of distorted waveforms:
YOKOGAWA WT1600 power meter and a computer-based measuring system
developed in the LabVIEW environment. The use of a computer-based measuring
system comprised of a PC-class computer, PCI-6023E measuring card by National
Instruments, and LabVIEW software, allowed us to take the measurements auto-
matically and to analyze, visualize, and archive the obtained results.

The following parameters were adopted for the model of the 6T + 2T rectifier
with 3rd and 5th harmonics filter (used in both simulations and measuring system):

Uf = 133 V C5 = 331 μF Ld = 20 mH

Lk ≈ 735 μH L5 = 1.275 mH Rd = 60 mΩ

L3 = 0.788 mH Id = 20 A

Fig. 12 A comparison of active and reactive power values obtained from simulations and
measurements in the 6T + 2T circuit with a passive filter operating as FC + TCR compensator
(line symulation results, dot results of measurements)
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The graph in Fig. 12 contains plots representing the change of the fundamental
harmonic reactive power relative value as a function of angle δ. The lines represent
the results of simulation and are collated with the results of measurements (dots)

(a)

(b)

Fig. 13 Example of oscillograms of voltage and current waveforms recorded in the laboratory
6T + 2T circuit with 3rd and 5th harmonics filter for angle δ = π/2 operating as FC + TCR
compensator
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taken on the actual 6T + 2T circuit provided with a filter. The obtained results
confirm the possibility to control reactive power in the analyzed 6T + 2T circuit
with filter, with the possibility to change the nature of reactive power—from
inductive for small angles δ to capacitive with increasing values of the angle. On the
other hand, Fig. 13 shows oscillograms of voltage and current waveforms recorded
for selected angle δ = π/2 in the measuring system for 6T + 2T with a filter of
harmonics.

Results from the performed simulations and measurements taken on the labo-
ratory 6T + 2T circuit with the 3rd and 5th harmonics filter confirmed the possi-
bility of using the circuit as a FC + TCR-type symmetrical follow-up compensator
of the fundamental harmonic reactive power.

6 Visualization of Selected Measurement Results
in the 6T + 2T Circuit with a Passive Filter

The LabVIEW integrated programming environment allows one to design and
construct the so-called virtual instruments which accomplish the typical tasks for
control-measurement systems used to test power electronic circuits. Equipping
a laboratory setup with such virtual instrument offers the possibility to observe and
control the operation of an actual power electronic circuit and take measurements of
selected quantities. Properly designed windows of the program function as oscil-
loscopes and meters allowing to observe results of measurements of different
quantities taken at selected points at the same time. The so-called virtual instru-
ments developed in LabVIEW for the purpose of laboratory examination of the
analyzed FC + TCR represent reflections of actual measuring instruments allowing
to acquire, analyze, archive, and interactively present the results of experiments.

The laboratory setup has been designed and constructed comprehensively, which
means that in the LabVIEW environment, apart from the laboratory 6T + 2T
converter circuit with control and measurement instrumentation, an application has
also been developed for the purpose of visualization of the principle of operation of
both the 6T + 2T rectifier and the compensator based on it.

Selected measurement results visualized in the LabVIEW environment are
shown in Fig. 14, with selected measuring points marked on the schematic diagram
of the FC + TCR compensator measuring circuit. The program controls, in the form
of windows of the virtual oscilloscope positioned at appropriate points, allow to
keep track of several selected waveforms at the same time.

In view of the wide range of executed measurement tasks, the obtained results
have been sorted and grouped on separate fields of the program’s tabs whose labels
describe the type of results presented on them. Figures 15, 16, 17 and 18 show
example tabs with controls used to visualize voltage and current waveforms,
numerical fields showing average and rms values, selected operating parameters,
and the spectrum of harmonics. These example tabs include: input waveforms,
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Fig. 14 LabVIEW visualization of the closed measuring setup for the 6T + 2T bridge rectifier
with passive 3rd and 5th harmonics filter stabilizing receiver current, operating as a symmetrical
follow-up FC + TCR-type reactive power compensator

Fig. 15 Results of measurements obtained with the use of LabVIEW program in the laboratory
6T + 2T circuit with 3rd and 5th harmonics filter—waveforms of converter current (left panel) and
source current (transformer’s secondary side, left panel) in phase A related to the transformer’s
secondary side phase voltage together with spectra of harmonics of these currents

FC + TCR-Type Symmetrical Follow-Up Compensator … 355



Fig. 16 Results of measurements obtained with the use of LabVIEW program in the laboratory
6T + 2T circuit with 3rd and 5th harmonics filter—voltage and current waveforms and values on
the receiver side in the 6T + 2T circuit

Fig. 17 Table summarizing the results of measurements and widows with THD characteristics of
6T + 2T converter current (upper panel) and source current (lower panel) as functions of angle δ
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output waveforms, passive filter (the tab shows the effect of connecting a passive
filter to the circuit), selected characteristics, and the presentation of the selected
operating point against selected characteristics.

Features selected for presentation (Fig. 15) include waveforms of: iA, the con-
verter current in phase A, and iSA, phase A current of the source (transformer’s
secondary side), both related to phase voltage on the transformer secondary side uA,
together with the spectra of harmonics contained in the currents. Collation of the
harmonic contents illustrates the function of the passive filter employed in the
6T + 2T circuit. Application of passive filters in the 6T + 2T circuit reduces the
content of harmonics in the source current supplying the analyzed rectifier as can be
seen by comparing the spectra of harmonics before and after integration of the filter.
Adding the 3rd and 5th harmonics filter not only eliminated the 5th harmonic and
the 3rd harmonic with its odd multiples, but also contributed to a significant
decrease of other harmonics rms values. The waveform of the source current iSA
reflects its capacitive nature and lends credence to the plausibility of using 6T + 2T
with a passive filter as a symmetrical follow-up reactive power compensator.

Figure 16 presents selected voltage and current waveforms and values on the
receiver side of the 6T + 2T circuit.

Figure 17 shows a tab allowing to get on-line plots of characteristics in the
course of taking the measurements. The measuring program offers also the option of
presenting the measured values against the results obtained from theoretical anal-
ysis. Figure 18 shows the control characteristic and the plot of relative reactive
power vs. relative output voltage for the 6T + 2T circuit, obtained from theoretical

Fig. 18 Presentation of the current operating point against characteristics obtained from
theoretical analysis—the control characteristic and relative reactive power versus relative output
voltage for the 6T + 2T circuit
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analysis of the examined circuit. On the background of the curves determined this
way, it is possible to mark the current circuit’s operating point established on the
grounds of on-line acquired measurement results.

7 Reactive Power Compensation System

Industrial systems operate numerous devices characterized with high and variable
reactive load which makes it necessary to compensate the reactive power in a
sufficiently flexible and effective manner. Connecting a FC + TCR-type symmet-
rical follow-up reactive power compensator based on the 6T + 2T bridge rectifier in
parallel to variable load(s) of an inductive nature offers the possibility to develop
a compensation system, the structure of which is presented in Fig. 19.

The objective of a compensator with a 6T + 2T rectifier is to generate an
appropriate quantity of capacitive reactive power depending on both angle α and
angle δ in such a way that the reactive power balance of the grid current funda-
mental harmonic at a selected point equals a preset value (allowing to the main-
tenance of required reactive power value).

In the presented compensating circuit, the regulation process occurs as follows:
from the preset reactor current value, the measured value of the current is sub-
tracted, and the obtained difference, as an error signal, is used by the PI controller to
the determine value of angle α. Similarly, based on the measured value of the grid
current reactive component at a determined point, the value of angle δ resulting
from the current demand for capacitive reactive power is established. Based on the

Fig. 19 Structure of the fundamental harmonic reactive power compensation circuit with the use
of a symmetrical follow-up reactive power compensator based on the 6T + 2T bridge rectifier
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values of angles α and δ obtained from the controllers, the pulse generator produces
pulse firing all the thyristors according to an adopted algorithm. A compensation
circuit of that type enables automated and immediate control of reactive power.

8 Conclusions

By supplementing a 6T circuit with two additional thyristors as shown in Fig. 2 and
controlling properly all the thyristors in the 6T + 2T circuit created this way, it
becomes possible to control the reactive power related to the fundamental harmonic
by means of the proper selection of values for angles α and δ. Such modification of
classic the bridge rectifier 6T leads to realization of a controlled three-phase bridge
rectifier with reduced and controlled inductive reactive load.

The 3rd and 5th harmonics filter in 6T + 2T circuit, apart from removing these
high-frequency current components and eliminating the neutral wire, plays also the
role of a capacitive compensator with constant capacitive reactive power value and
together with the circuit (with controlled inductive reactive power) and thus allows
enabling a symmetrical follow-up compensator of the fundamental harmonic
reactive power of FC + TCR type.

The results obtained from the theoretical analysis and simulations, and above all,
from the measurements taken in the laboratory setup, confirm fully the possibility of
modifying the classic thyristor rectifier, in scope of both its structure and the
method of controlling thyristors in the circuit, for the purpose of reducing the
reactive power related to the source current fundamental harmonic. Laboratory tests
performed in a closed regulation system with stabilization of the receiver current of
the 6T + 2T rectifier with a filter coupled on it and output terminated with a reactor,
confirmed also the possibility of using it as a symmetrical follow-up compensator of
the fundamental harmonic reactive power.
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Switched Capacitor-Based Power
Electronic Converter—Optimization
of High Frequency Resonant Circuit
Components

Zbigniew Waradzyn, Robert Stala, Andrzej Mondzik
and Stanisław Piróg

Abstract This chapter presents issues of optimization of the resonant circuit
components’ volume in a switched-capacitor voltage multiplier (SCVM).
The SCVM is derived from chip-scale technology but can effectively operate as a
power electronic converter in a zero current switching mode when the recharging of
switched capacitors occurs in a resonant circuit supported by an inductance.
Selection of the passive LC components is not strictly determined, and depends on
the optimization strategy according to the volume, efficiency or cost of the con-
verter. Optimization of the volume of LC components is limited by the energy
transfer ability via switched capacitors, thus by the rated power of the converter and
switching frequency. Depending on the LC values, the converter operates in some
specific states that determine the efficiency of the converter and voltage stress on
semiconductor switches and diodes. This chapter presents analysis of the converter
parameters and operation in the cases of optimization of the resonant circuit
components’ values. The analytical discussion is also supported by the simulation
and experimental results. All the results are provided for the SCVM but can be
useful for a variety of switched-capacitor resonant power converters.
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1 Introduction

The switched-capacitor (SC) converter concept can be attractive for a power
electronic converter application [1]. The SC power converters can be especially
suitable for high voltage gain systems, or the concepts with limited inductive
components. Contrary to chip-scale SC circuits, in various concepts of SC power
converters the recharging of capacitors is achieved in resonant circuits [1–16]. In
this way, the converter operates in the zero current switching (ZCS) mode, which
increases its efficiency. Furthermore, inrush currents are limited by oscillatory
circuit utilization.

The issues of the components’ selection and optimization of the converter, as
well as high efficiency design, remain current problems related to SC power con-
verters. They are addressed as major problems of research [1–6] and are related to
the concept of the operation of particular topologies [7–17]. The switched-capacitor
voltage multiplier (SCVM) [7] is a topology that can be configured as a high
voltage gain DC-DC converter using different semiconductor technologies and
using different ways of optimizing resonant circuits. Application of suitable
switches is determined by voltage ratings in the converter and current stresses. It
can be proven that the SCVM can effectively operate as a high frequency
Mosfet-based DC-DC [4, 5, 18], but also as a high power and high voltage con-
verter supported by thyristors [14, 15, 17]. The application of suitable LC param-
eters of SC converter’s resonant circuit is determined by the optimization criteria,
because it affects the rated power, efficiency, cost, realization technology and
stresses on switches. On the other hand, the range of resonant circuit components
can be limited, e.g., by feasible switching frequency, available space or the tech-
nology of chokes’ implementation [16]. It is very important that the results achieved
for SCVM can be utilized for the optimization of other ZCS SC converters.

The second section of this chapter introduces the ZCS operation of SCVM,
where the resonant operation of the converter and stresses on semiconductor
devices are analysed. The resonant circuit optimization problems are also discussed
in detail in this section. Experimental results are presented in the following section,
to verify the analytical discussion.

2 The Power Electronic Mosfet-Based Switched-Capacitor
DC-DC Voltage Multiplier—Configuration and Analysis
of Operation

2.1 The Analysed Concept of SCVM

Figure 1 presents a power electronic ZCS voltage multiplier composed of n cells
(three cells in this case), where each cell contains two switches, a single diode, an
inductance and a capacitor. From the basic concept of the operation of the SCVM it
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follows that this is a constant ratio boost type converter. The capacitors of the cells
are charged from the source in the charging mode, and then discharged in a series
connection with the output capacitor. The converter utilizes the switched capacitor
concept, in which the capacitors are recharged in parallel and series connections.
The topology is adapted to the conversion of power; thus, it must operate with high
efficiency. To achieve high efficiency of the power converter, the recharging circuits
should have an oscillatory character with an adequate inductance, as well as the
quality factor.

The converter that operates with rated power has a determined average value of
currents, to which power losses in the diodes are proportional. On the other hand,
the converter can effectively operate in a wide range of the capacitance of the
switched capacitors Cn, with their partial or full discharge, achieving constant
voltage gain. When the minimization possibility of the LC parameters is analysed,
the problem of decreasing efficiency can arise.

In the high frequency design, it is assumed that the inductance achieved as PCB
air or planar in each switching cell is sufficient for fair ZCS operation. The analysis
and operation of the converter differs in such cases from the topology with a central
input choke, as presented in [17] for high power designs.

The simplified analysis presented in this section has been carried out by
neglecting all parasitic resistances and voltage drops across the power electronic
devices, as well as assuming ideal power electronic switches and a constant value of
Uout. In addition, the value of the converter power is assumed.

The capacitor in each cell is charged during time interval TSI (Fig. 2b) by the
current:

iSIðtÞ ¼ Uin � UCmin

qI
sinxSIt ¼ ISIm sinxSIt; ð1Þ

where:
Uin supply voltage,
UCmin minimum voltage across capacitors C = C1 = ��� = Cn,
ρ1 characteristic impedance of the series LC circuit,
ωSI angular resonant frequency of the series LC circuit,

Fig. 1 The power electronic
Mosfet-based SCVM with
shared inductances in
switching cells
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ISIm charging current amplitude.

The charging of the capacitors requires the following time interval:

TSI ¼ p
xSI

¼ p
ffiffiffiffiffiffiffiffiffiffi
LSIC

p
; ð2Þ

where LSI is the overall inductance in each cell capacitor charging circuit.
The voltages across the cell capacitors in time interval TSI are given by the

following equation:

uCSIðtÞ ¼ Uin � ðUin � UCminÞ cosxSIt ð3Þ

and achieve their maximum value at t = TSI:

UCmax ¼ uCSIðTSIÞ ¼ 2Uin � UCmin: ð4Þ

The output capacitor is charged and all the cell capacitors are discharged during
the time interval TSII in the circuit (Fig. 2c) by the current:

iSIIðtÞ ¼ �Uin � Uout þ nUCmax

qII
sin xSIIt ¼ �ISIIm sin xSIIt; ð5Þ

Fig. 2 Stages of operation of the SCVM: a input current iin, voltage across switched capacitors
uC, and the definition of time intervals in the switching cycle TS, b charging the capacitors in cells
in time interval TSI—path of current, c charging the output capacitor in the time interval TSII
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where n is number of cells (n = 3 in Fig. 1) and:

qII ¼ xSIILSII ¼
ffiffiffiffiffiffiffiffiffiffi
nLSII
C

r
; xSII ¼

ffiffiffiffiffiffiffiffiffiffiffi
n

LSIIC

r
: ð6Þ

LSII is the overall inductance of the oscillatory circuit in the interval TSII:

TSII ¼ p
xSII

¼ p

ffiffiffiffiffiffiffiffiffiffiffi
LSIIC
n

r
: ð7Þ

The voltages across the cell capacitors in TSII are given by:

uCSIIðtÞ ¼ Uout � Uin

n
þ UCmax � Uout � Uin

n

� �
cos xSIIt ð8Þ

and achieve their minimum value at t = TSII:

UCmin ¼ uCSIIðTSIIÞ ¼ 2
Uout � Uin

n
� UCmax: ð9Þ

From (4) and (9), it can be deduced that the converter has a constant voltage gain
with the theoretical value:

Uout ¼ ðnþ 1ÞUin: ð10Þ

The voltage gain of the SCVM does not depend on the capacitance of the
switched capacitors as long as the circuit is not overloaded.

In [17] it is proven that, in a high efficiency design, the relation of time intervals
TM to TS (Fig. 2a) should be minimized, and this can be one of the key points for
the proper selection of active and passive components.

2.2 Semiconductor Switch Technology and Parameters
of the SCVM

All of the conventional switches, as well as WBG-types, can be used for SCVM
converters. The selection of switches is determined by the input and output voltage
as well as the output power. In the literature, Mosfet-based SC converters are
reported for high frequency operations with voltage and current stresses in the range
of Mosfet switches (<600 V). Application of SiC switches makes it possible to
increase voltage stresses in high-frequency designs. For a larger voltage stress, an
IGBT-based converter can be proposed. However, in the resonant SCVM, the
turning off control is not demanded; thus, thyristors become an interesting alter-
native solution for a high voltage and high power SCVM. In [17] the
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thyristor-based SCVM concept and results are demonstrated, and in [14] the SC
step-down converter is presented. Application of fast turn-off thyristors makes it
possible to minimize the relation TM/TS. However, in a high power design with
sufficiently large capacitors, long periods of resonant oscillation (TSI and TSII
intervals) can be achieved to obtain high efficiency using SCR thyristors. The
advantages of the thyristor-based SCVM are its high current and voltage ratings,
reliability and also simple gate circuits and self turn-off, which protects the switches
against hard turn-off by improper control signal management.

The voltage stresses for thyristors in the SCVM are reported in detail in [17].
The case of unidirectional switches is very complicated, because positive as well as
negative voltages can occur on thyristors. In the Mosfet-based SCVM (Fig. 1), it is
important that the voltage stress on switches depends on the input voltage, but it is
also a function of a switch placement (the stress on switches can differ).

The voltage stress on switches responsible for discharging (S2, S4, …) (Fig. 1) is
always equal to Uin because they are connected to the input voltage via the charging
diodes (D1, D2, …) and charging switches (S1, S3, …). For the analysis of voltage
stresses on the charging switches (S1, S3, …) the average capacitor’s voltage
(UCavg = Uin) is taken into account, because each capacitor has series-connected
resonant inductance. The voltages on S1,3, … switches can then be calculated from
the sum of the voltages in loops when S2,4, … are turned on and capacitors are
charged.

The estimated voltage stresses on switches (Table 1) will be further confirmed by
experimental results (Figs. 10 and 11).

It is very important that in the case, in which each capacitor is connected in a
series with a resonant inductance, as in Fig. 1, voltage stresses on switches do not
depend on the voltage ripple on switched capacitor.

2.3 Resonant Circuit Components of SCVM

The issue of selection of the SCVM parameters presented in this section involves
the problems of selection of the semiconductor switches, switched capacitors and
the design of resonant inductances.

The voltage uC across cell capacitors varies between UCmin (9) and UCmax (4).
UCmin is equal to:

UCmin ¼ Uin � PinTS
2Cðnþ 1ÞUin

: ð11Þ

The limit of the power of the SCVM is determined by the ability of the charge
transfer by the recharging of the switched capacitors. Thus, the power of the
converter is related to the switched capacitances, switching frequency, number of
the cells and the input voltage:
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Pin � 2ðnþ 1ÞU2
infSC: ð12Þ

From (12) it follows that the switched capacitor’s value determines the limit of
the converter’s power under the fixed switching frequency and the input voltage.
For fixed n, Pin, Uin and fS, this value should meet the condition:

C� Pin

2ðnþ 1ÞU2
infS

: ð13Þ

Full discharge operation (minimum voltage across the cell capacitors UCmin = 0)
occurs at:

C ¼ Pin

2ðnþ 1ÞU2
infS

¼ 1
2ReqfS

; ð14Þ

where

Req ¼ ðnþ 1ÞU2
in

Pin
¼ U2

out

ðnþ 1ÞPin
: ð15Þ

is an equivalent resistance, introduced to minimize the number of parameters.
A design of the SCVM can be accomplished with minimization of the switched

capacitances to the limit described by (13), because the voltage gain of the con-
verter is not affected in this range. This is one of the natural optimization steps;
however, it may not be favourable from an efficiency standpoint, as well as
problems of the filtering of the input current and selection of components.

The following specific converter operating states are discussed below:

• operation with full discharge of the switched capacitors at non-interrupted input
current,

• operation with full discharge of the switched capacitors at interrupted input
current,

• operation with partial discharge of the switched capacitors at non-interrupted
input current.

2.3.1 Operation with Full Discharge of the Switched Capacitors
in the Case of Non-interrupted Input Current

This is a theoretical case, where TMI and TMII equal zero (the input current is
non-interrupted) and the currents have a minimum rms value (Fig. 3). Assuming
TS = TSmin = TSI + TSII in (11), and taking (2) and (7) into account, UCmin can be
expressed by the formula:
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UCmin ¼ Uin �
pPin

ffiffiffiffiffiffi
LSI

p þ
ffiffiffiffiffi
LSII
n

q� �
2

ffiffiffiffi
C

p ðnþ 1ÞUin
: ð16Þ

At the rated power, the converter with the minimized capacitors Cmin will
operate with full recharging, which means that UCmin = 0. Hence:

Cmin ¼
pPin

ffiffiffiffiffiffi
LSI

p þ
ffiffiffiffiffi
LSII
n

q� �
2ðnþ 1ÞU2

in

264
375
2

¼
p

ffiffiffiffiffiffi
LSI

p þ
ffiffiffiffiffi
LSII
n

q� �
2Req

264
375
2

: ð17Þ

The value of the minimal capacitance Cmin of the switched capacitors, aside from
depending on the power of the converter, the input voltage and the number of the
cells, is also dependent on the values of the inductances. Assuming LSI = LSII/
n (Fig. 1), the formula (17) becomes the following:

Cmin ¼ pPin

ðnþ 1ÞU2
in

� �2
L ¼ p2

R2
eq
L: ð18Þ

Operation with non-interrupted input current, which is assumed here, requires
the frequency:

fS ¼ fSmax ¼ 1
TSI þ TSII

¼ 1
2p

ffiffiffiffiffiffiffiffiffiffi
LSIC

p ; ð19Þ

which, taking (18) in account, can be expressed in the form:

fSmax ¼ Req

2p2L
: ð20Þ

Capacitance Cmin (18) and frequency fSmax (20) as functions of L for three values
of Req are shown in Fig. 4. Req = 48 corresponds, e.g., to n = 3, Uin = 50 V,
Pin = 208.3 W. The results obtained show that the frequency in the range of

Fig. 3 Input current iin and
voltage across the switched
capacitors uC in the case of
their full discharge and
non-interrupted input current
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megahertz has to be implemented in this converter, which for many reasons may
not be applicable in practice.

A criterion for optimizing the volume of the capacitors can lead to selecting
capacitances that assure full discharging of the switched capacitors in a switching
cycle for the rated power. In addition, it is advantageous to operate the converter
with near-zero time intervals TMI and TMII to minimize conduction losses. This kind
of operation implies strict dependencies between the operating frequency, the
capacitances of the switched capacitors and the power, input voltage and inductances
of the converter (18), (20). However, for an inductiveless design, this requires low
values of switched capacitors capacitances and very high switching frequencies.

It is assumed in the analysis that the currents are half-sine waves. This
assumption can be made if the quality factors QI and QII of charging and dis-
charging series RLC circuits are high enough, e.g., higher than 2.5.

QI ¼ 1
rSI

ffiffiffiffiffiffiffiffiffi
L

Cmin

r
¼ Req

prSI
ð21Þ

For the Req parameters from Fig. 4 and resistance of each charging circuit
rSI = 100 mΩ, the quality factor QI is equal to 101.9, 152.8 and 305.6, respectively.
Additionally, if resistance of discharging circuit in each cell rSII = rSI then QII = QI,
and the currents will be almost ideally sinusoidal.

In conclusion, the analysis results shown in Fig. 4 prove that the converter
optimization criterion assuming minimizing the switched capacitors’ volume may
not be the right one in the case of inductiveless design (small stray inductances or
PCB-type ones). The reason is that assuring high efficiency requires, in this case,
using high switching frequencies, which may not be applicable in practice. It is also
very important that for higher rated power (lower Req in Fig. 4), the switched
capacitances rise, which decreases the frequency of oscillations.

Fig. 4 Dependencies for operation with full discharge of the switched capacitors in the case of
non-interrupted input current (TS = TSI + TSII): aminimum cell capacitance Cmin (18), bmaximum
switching frequency fSmax (20) versus L = LSI = LSII/n for three values of Req

Switched Capacitor-Based Power Electronic Converter … 369



In the case of using larger values of inductance, e.g., of the order of micro-
henries, lower frequencies are required and the discussed operating state of the
converter is acceptable. This is discussed briefly later in the chapter (Fig. 9).

2.3.2 Operation with Full Discharge of the Switched Capacitors
in the Case of Interrupted Input Current

Full discharge can take place at maximum recharging frequency fSmax (20) as
described above but also at lower frequencies with higher values of capacitors. To
achieve this, the switching period TS has to be increased by introducing time
intervals TMI and TMII between current pulses (Fig. 5). At the same time, the
capacitances of the switched capacitors have to be increased to fulfil Eq. (14),
which will also affect the half periods TSI and TSII. In this case fS is equal to:

fS ¼ 1=TS ¼ 1=ðTSI þ TMI þ TSII þ TMIIÞ; ð22Þ

where TMI and TMII are higher than zero.
An advantage of this kind of operation is a possibility of operation with much

lower frequencies than fSmax (20), (Fig. 4b). A drawback are higher amplitudes of
the current pulses and lower efficiency [17].

2.3.3 Operation with Partial Discharge of the Switched Capacitors
in the Case of Non-interrupted Input Current

If the switched capacitors of SCVM have higher capacitances than is required for
operation with full discharging (14), the SCVM operates with partial discharge of
the switched capacitors and the desired voltage gain; however, the resonant circuits
as well as the efficiency should be analysed in this case. This analysis is limited to
the case when the converter operates with non-interrupted currents at soft switching
(Fig. 6) with frequency given by (19), and with inductances LSI = LSII/n = L.

Then, the value of the cell capacitances C meets the condition:

Fig. 5 Input current iin and
voltage across the switched
capacitors uC in the case of
their full discharge and
interrupted input current
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C ¼ 1
4p2f 2SL

: ð23Þ

At lower values of C there would be time intervals with zero current (the input
current would be interrupted) whilst in case of higher values of C, hard switching
would occur.

Capacitance C (23) as a function of L for various values of fS at fixed n, Uin and
Pin [fixed Req (15)] is shown in Fig. 7a.

The normalized value of the initial voltage across the switched capacitors equals
(11), (23):

UCminw ¼ UCmin

Uin
¼ 1� 2p2fS

Req
L: ð24Þ

Fig. 6 Input current iin and
voltage across the switched
capacitors uC in the case of
their partial discharge and
non-interrupted input current

Fig. 7 Dependencies for operation with partial discharge of the switched capacitors in the case of
non-interrupted input current (TS = TSI + TSII): a capacitance C according to (23), b minimum
normalized voltage UCminw (24) versus L = LSI = LSII/n for various values of fS at Req = 48 Ω
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It can be seen from Fig. 7a that for the used frequencies, the capacitances C are
much higher than Cmin in Fig. 4a. The capacitors discharge is insignificant and
UCmin decreases linearly with an increase of frequency fS and inductance
L (Fig. 7b).

2.3.4 Quality Factor of Resonant Circuits and Inductor Volume
Optimization

The quality factors QI and QII can be presented in the form:

QI ¼ qI
rSI

¼ 2pfSLSI
rSI

; QII ¼ qII
nrSII

¼ 2pfSLSII
nrSII

: ð25Þ

Figure 8 presents QI as function of LSI = L for various values of fS at set values
of n, Uin and Pin (Req = 48 Ω). The quality factor QI (25) is proportional to the
inductance L and switching frequency fS. It results from Fig. 8 that for very small
values of L and low frequencies, the quality factor QI can even be less than 0.5,
which means that the currents do not reach zero (the circuit is not oscillatory) and
the ZCS operation is not possible. For higher values of L the circuit becomes
oscillatory and the higher the value of L, the less distorted are the currents. For
example, for L = 100 nH and rSI = 100 mΩ, the quality factor QI = 0.94 at
150 kHz and QI = 0.31 at 50 kHz. In the former case, the current waveforms will
be significantly distorted from sine waves while hard switching would occur in the
latter case. However, at L = 0.7 μH and the same value of rSI, the quality factor QI

equals 6.58 and 2.17, respectively.
Hence, the current waveforms will be near sine waves for L = 0.7 μH and

fS = 150 kHz. On the assumption that LSII = nLSI and rSII = rSI, the quality factors
QI and QII (25) have equal values.

Fig. 8 Quality factor QI (25)
versus inductance L = LSI for
various values of fS at
Req = 48 Ω, rSI = 100 mΩ
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In conclusion, to achieve operation with feasible frequencies, the capacitors
should be higher than the minimum value resulting from (13), but too high
capacitances, required at very low inductances, will make oscillations impossible,
due to a quality factor that is too low Q (<0, 5). The converter operation is still
possible but its efficiency can decrease.

2.3.5 Limits of the Resonant Inductance

When the switched capacitor is fully recharged, an increase of the resonant
inductance can be correct for the minimization of time intervals TMI and TMII.
Further increase of the inductance (beyond the ZCS limit) requires the decrease of
the switching frequency. In such a case, the power transfer rate falls and the
designed capacitance should be increased to maintain the rated power of the con-
verter. These relationships are presented in Fig. 9 based on (18) and (20). From this
analysis, it follows that an increase in the inductance may not be favourable.

3 Experimental Results

Experimental measurements make it possible to justify the operation of the SCVM
and to analyse the parameters of signals for particular instances of design. The
experimental results were achieved for two-stage control presented in Figs. 10 and
11, in the setup described in Table 2 (a 3-cell SCVM with PCB air chokes in each
SC cell).

The general operation of the SCVM is confirmed by the experimental wave-
forms presented in Fig. 10 as well as in Fig. 11. These results make it possible to
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Fig. 9 Capacitance C of the
switched capacitors and
switching frequency fS versus
resonant inductance L under
the non-interrupted operation
with full discharge of the
capacitors. Input voltage is
50 V, number of cells is 3,
power of load is 500 W

Table 1 Estimated values of voltage stresses on switches in the SCVM configured with inductors
in cells for n = 3

Switch Sout/Dout S2,4,6 S1 S2 S3
Voltage stress Uout-Uin Uin Uin 2Uin 3Uin
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Fig. 10 Waveforms and voltage stresses of tested 3-cell SCVM. Experimental results for
fS = 115.7 kHz, Pout = 200 W with C1,2,3 = 470 nF. UCmax = 59 V, Iinmax = 24 A; a 1 current of
a switched capacitor, 2 input current, 4 voltage on a switched capacitor, b voltage on the odd
switches: 1 uS1, 2 uS3, 3 uS5, c voltage on the even switches: 1 uS2, 2 uS4, 3 uS6
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Fig. 11 Waveforms and voltage stresses of tested 3-cell SCVM. Experimental results for
fS = 115.7 kHz, Pout = 200 W with C1,2,3 = 1470 nF. UCmax = 53 V, Iinmax = 14 A; a 1 current
of a switched capacitor, 2 input current, 4 voltage on a switched capacitor, b voltage on the odd
switches: 1 uS1, 2 uS3, 3 uS5, c voltage on the even switches: 1 uS2, 2 uS4, 3 uS6
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compare the operation for two cases of resonant circuit design with different res-
onant capacitors. For a 200 W load, the switched capacitance can be decreased to
the value at which a full discharge occurs. However, for the achieved PCB air
choke and feasible switching frequency, the dead time intervals (TMI and TMII) are
sizable and can largely decrease the efficiency, as can be observed in Fig. 10, in
which deeper discharge of switched capacitors occurs. For the switched capaci-
tances designed to be larger than the optimal capacitors, the maximum capacitor’s
voltage and current stress, as well as the dead times (TMI, TMII), decrease. This may
increase efficiency [17] and the cost of the converter can be lower. Further over-
sizing of capacitors will cause a decrease of the quality factor.

From the experimental results of particular cases (for C = 470 and
C = 1470 nF), the voltage stresses on switches remain approximately on the same
level (Figs. 10 and 11). The results confirm the analytical estimation (Table 1).

4 Conclusions

Selection of the components of the SCVM and optimization of the converter is a
very important and complex issue (which is highlighted in the chapter) in the
following aspects:

– the SCVM can be configured using various switches such as Mosfet for high
frequency design, but also thyristors, as reported in the literature, for high
voltage and high power designs.

– in the selected topology, where resonant inductors are implemented in each cell
connected in a series with a switched capacitor, voltage stresses on switches are
not increased by voltage ripples on capacitors.

– selection of the switched capacitors is a very complex issue. An optimization of
the volume of the capacitors can lead to capacitances that assure full discharging

Table 2 The laboratory 3-cell Mosfet-based SCVM converter and the parameters of tests

Transistors SIR872ADP
The 3-cell converter

Diodes VB60170G—in cells
DPG30C300PC—as Dout

Switched capacitors 470, 1470 nF

Output capacitor Cout = 118.3 μF

Inductors L = 0.7 μH air PCB

Power under the tests Pout < 200 W

Input voltage Uin = 50 V

Output voltage Uout_theoretical = 200 V
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of the switched capacitors in a switching cycle for the rated power. However,
such optimization can stand in opposition to the efficiency demands. The most
favourable idea would be to operate the converter at the full discharging of the
switched capacitors and with near-zero time intervals between the current pulses
of the switched capacitors that are charging and discharging. This kind of
operation implies a strict dependence between the operating frequency, the
capacitances of the switched capacitors and the inductances of the converter. For
an inductiveless design, this requires low values of switched capacitors capac-
itances, and very high switching frequencies (which may not be applicable in
practice). The converter can also be operated at full discharge of the switched
capacitors and interrupted input current; however, this requires lower frequen-
cies and higher values of the capacitors. The disadvantages of this kind of
operation are higher conduction losses, but switching losses are lower due to a
lower switching frequency.

– it is also possible to operate the converter with near-zero time intervals between
current pulses of the switched capacitors charging and discharging, and a partial
discharge of the switched capacitors. This minimizes conduction losses and
switching losses can also be low, due to the possibility of operating the con-
verter at lower frequencies. However, the SCVM converter is not optimized
from the capacitance value’s standpoint, as it operates at a lower power than its
rated power.

– a quality factor should also be analysed for selected RLC parameters of the
resonant circuits in the SCVM, in order to determine the character of the
circuits.
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