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Editorial

The 3rd International Congress on Energy Efficiency and Energy Related Materials
(ENEFM2015) provided all scientists the opportunity to meet, present their work,
discuss and mutually interact in order to enhance and promote their research work.

This volume, published by Springer, includes selected papers presented at this
Congress, held in Oludeniz, Turkey, October 19–23, 2015.

On behalf of organizing committee we would like to thank all the participants,
plenary and invited speakers for their valuable contribution.

We would also like to thank AIGTUR for their support in the organization of the
Congress as well as the publishers for the quality of this edition.

Gebze, Turkey Ahmet Yavuz Oral
Zehra Banu Bahsi Oral
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Urban DC Microgrids for Advanced Local
Energy Management with Smart Grid
Communication

Manuela Sechilariu

Abstract This paper presents an urban DC microgrid aiming an optimal energy
management and taking into account messages from the smart grid. Concerning
ancillary services, a microgrid controller is proposed to interact with the smart grid;
it provides voltage control, power balancing, load shedding, and takes into account
the system imposed constraints. Experimental results prove the technical feasibility
of the urban DC microgrid. The study limits concern mainly the forecasting
uncertainties and the real-time optimization.

Keywords Microgrid � Power optimization � Energy management � Smart grid

1 Introduction

The distributed energy generation shows a very rapid growth and reveals an
increasing complexity for grid’s managers due mainly to prosumer sites, i.e. pro-
ducer and consumer sites.

The intermittent nature of renewable energy sources, e.g. photovoltaic
(PV) generator, remains an issue for their integration into the public grid resulting
in: fluctuations of voltage and/or frequency, harmonic pollution, difficulty for load
management. This leads to new methods for power balancing between production
and consumption [1].

Urban areas have great potential for intensive development of PV sources. To
increase their integration level and obtain a robust power grid, the smart grid could
solve problems of peak consumption, optimal energy management, and demand
response. The smart grid is being designed primarily to exchange information on
grid needs and availability, help balancing power, avoid undesirable injection, and
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perform peak shaving [2]. Concerning ancillary services (power grid technical
regulations), for a better decentralization of the production, microgrids play an
important role. A microgrid includes a multi-source system consisting of renewable
and traditional energy sources, storage systems, and adjustable loads. A microgrid
controller interacts with the smart grid; it provides voltage control, power balanc-
ing, load sharing or load shedding, and takes into account the constraints of the
public grid provided by smart grid communication [1, 2].

In this context, at urban scale, the proposed system is a building-integrated DC
microgrid, which provides a solution for the self-supply of buildings, electric
vehicles, and grid-interaction control [3–5]. The microgrid controller is designed
and developed like an intelligent energy management system that optimizes power
transfer, adapts to conditions imposed by the public grid through the smart grid bus
communication, and takes into account the various constraints in order to minimize
the energy consumption from the public grid and to make full use of local pro-
duction [6]. The interface between the smart grid and the proposed microgrid offers
strategies which ensure, at the same time, local power balancing, local power flow
optimization and response to grid issues such as peak shaving and avoiding
undesired injections. The microgrid is proposed with DC bus link for an efficiently
integration of other renewable sources and storage, for absence of phase synchro-
nization, and because only the voltage must be stabilized. In addition, considering
the DC bus and a DC load directly connected, the overall performance is improved
by removing multiple energy conversions [5]. Indeed, a DC network building
distribution may use the existing cables with the same power transfer as in AC
distribution [7]. The DC bus can supply directly many building appliances (light-
ing, ventilation, electronic office equipment) as well as an electric vehicle.

The main scientific issue is the difficulty of global optimization due to the risk of
mismatch between production/consumption predictions and real time operating
conditions, on the one hand, and the need to take into account the constraints
imposed by the public grid, on the other hand.

This paper presents the urban DC microgrid in Sect. 2 and the power manage-
ment and optimization following the proposed microgrid controller in Sect. 3.
A grid-connected DC microgrid, for which experimental results are given, is
described in Sect. 4. Conclusions and furthers works are given in Sect. 5.

2 Urban DC Microgrid

The concept of smart grid appears and leads to microgrids for prosumer sites in
order to reduce losses and peak energy demand, and also to play a role in local
regulation, through the data communication. In urban areas, at the local level, the
microgrid may be integrated to the building prosumer and connected to public grid
by an adapted controller. At urban scale there are several building-integrated
microgrids and parts of traditional public grid, all connected to the grid by a point of
common coupling [2]. Intelligent switches are used to allow connection and
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islanding. Furthermore, a communication network is added, i.e. communication
bus, whose routers are dedicated to direct messages following energy management
priorities or special areas. Some dedicated controller interfaces generate and receive
messages. The urban DC microgrid developed below is building-integrated and
connected to the smart grid as described above.

3 Power Management and Optimization

The microgrid controller must provide the interface between the public grid and the
loads (e.g. buildings, electric vehicles), aiming an optimal power management.

Figure 1 illustrates the power management interface principle based on the main
data which have to be exchanged between the microgrid and the public grid. Thus,
the microgrid controller must take into account information about the public grid
availability and dynamic pricing, inform the smart grid on injection intentions and
power demand, meet the demand of the end-user with respect to all physical and
technical constraints, and operate with the best energy cost for the public grid and
for the end-user. To meet these objectives as well as other actions described in
Fig. 1 (forecasting, smart metering, monitoring…) a specific interface associated
with the urban microgrid was designed as proposed thereafter.

The developed microgrid controller presented in Fig. 2 is a multilayer and
multiscale design able to provide flexibility with respect to the necessary algorithms
[6]. There are four functional layers whose response times range from days to less
than a second. Human-machine interface allows taking into account the end-user
options as predefined operating mode, or building critical loads, or load shedding
limit, or other specific criteria. Prediction layer takes into account the end-user
option, several forecast data (building operating mode, grid time-of-use, and
weather), and aims to calculate two powers related to: renewable energy production
prediction and energy demand prediction. These two powers are given as inputs for
the energy management layer which is the most important intelligent layer. The
energy costs optimization is calculated in this layer and is mainly based on the
previously calculated predictions and the system constraints such as dynamic
pricing, peak consumption, public grid vulnerabilities, and storage capacity. The

Fig. 1 Power management interface principle
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optimization is solved by mixed integer linear programming and the solver could be
CPLEX [8]. The obtained results are the optimal power evolution of each source for
which the total cost is the minimum for the considered time duration. These powers
cannot easily be implemented in real-time control. The solution is to translate the
power flows into a single interface parameter for power balancing control, which is
the predictive control parameter, one of the outputs of this layer. The second output
concerns the predictions to be transmitted to smart grid (injection and supply). The
predictive control parameter is applied in the operational layer, which algorithm
controls the power balancing in the microgrid system.

The algorithm provides real-time references of the system powers and the
coefficient of possible load shedding.

For urban microgrids several operating strategies are developed based on sources
that make up the microgrid (PV sources and wind turbine, storage, public grid
connection, micro-turbine or bio-diesel generator) and loads (buildings electric
loads and electric vehicles charging stations). Figure 3 presents the main possible
strategies. Renewable energies supply the building and charge the electric vehicles.
The renewable excess energy could be stored and/or injected into the grid. The grid,
if available, is used only as back-up for the building and the electric vehicles. The
micro-turbine operates only if the grid is not available. The electric vehicles, if
required for stringent situations, can supply the building and/or provide energy to
the grid. The messages received from the smart grid command the microgrid
operating mode aiming compliance the actual availability of the grid.

Fig. 2 Microgrid controller
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4 Building-Integrated DC Microgrid for Grid-Connected
Mode

The DC microgrid given in Fig. 4 consists of physical power system and its con-
troller as presented above. The power system includes a DC load and sources which
are connected on the DC bus through their dedicated converters, while the DC load
demands power directly from the DC bus.

The power balancing control principle and constraints are presented following
the power flow schema shown in Fig. 5 [6]. The proposed strategy is to operate
with the minimum energy cost for the considered period. Within the given limits,
the public grid can supply or absorb energy to or from the microgrid. The same
applies to the storage, charge or discharge operating mode. The DC load can
demand power up to its maximum power, but limited power can be a load shedding
result. For the PV array (PVA), two controls are implemented: a maximum power

Fig. 3 Energy management strategies for urban DC microgrid

Fig. 4 DC microgrid building-integrated for grid-connected mode
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point tracking (MPPT) control to extract the maximum power and a limited control
to extract a limited power to meet power balancing for some stringent situations.
The power balancing shows that the adjustment variables are the public grid and
storage, within their physical and functional limitations. The predictive control
parameter decides the contribution of these two sources, grid and storage. This
control parameter must be the image of the power flow optimized in energy costs.
The energy cost optimization take into account the day-ahead forecasting of the
PVA production as well as the load power demand. Combined with this robust
power balance strategy, the energy cost optimization is formulated as minimization
of the total energy cost with respect to system physical constraints and imposed
limits. To minimize the energy cost, energy tariffs are imposed as follow. The
storage can be used as often as possible; an arbitrary but lowest tariff is given. In
order to avoid the two operations, very penalizing energy tariff is proposed for PVA
power limiting and load shedding. Public grid tariff is suggested to be lower than
the PVA or load shedding tariff. There are two grid tariffs: peak hours and normal
hours. The end-user can accept certain amount of load shedding.

Following the experimental platform given in [5, 6], three tests were done in
2013 for three different meteorological profiles. For each profile, Table 1 presents
the obtained total energy costs for ten hours: C1 as optimum cost following power
predictions, C2 as actual cost (experiment), and C3 as optimum cost for real
conditions calculated after operation. One notes that C2 is close to C3.

Fig. 5 Control principle and constraints following the power flow schema

Table 1 Energy total cost Case Total energy cost (€)

August 21 August 9 July 30

C1 −0.777 −0.149 0.386

C2 0.225 0.929 3.219

C3 −0.247 0.357 2.165
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5 Conclusions

The DC microgrid optimizes energy cost and offers good predictive management. It
is a reconfigurable control, easy to implement, and uncertainties do not affect the
control; however the energy cost becomes suboptimal.
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Proper Orthogonal Decomposition
Applied to a Turbine Stage with In-Situ
Combustion

Dragos Isvoranu, Sterian Danaila, Paul Cizmas
and Constantin Leventiu

Abstract The paper presents a POD analysis of the numerical simulation results
obtained from the numerical simulation of transport phenomena in a one-stage
turbine-combustor (i.e. a turbine stage with in situ combustion). The motivation of
this research is to investigate the new fuel injection concept that consists of a
perforated pipe placed at mid-pitch in the stator row passage and different axial
positions. The main goal of this simulation is to assess the stability of the in situ
combustion with respect to the unsteadiness induced by the rotor-stator interaction.
To identify the sources of instability for this complex flow, the proper orthogonal
decomposition technique is used to analyze the natural patterns and couplings
between various modes of pressure, temperature, velocity and chemical production
rate distributions.

Keywords Turbine combustor � POD � Natural patterns

1 Introduction

This in situ reheat takes place in a turbine-combustor, that is, a turbine where fuel is
injected and combusted, in addition to the combustion that takes place in the main
combustor. For the same power produced, in situ reheat allows the decrease of the
thermal load in the main combustor, therefore reducing the maximum temperature
of the cycle and the temperature variation throughout the combustion process.
Decreasing the combustor temperature reduces the NOx and unburned hydrocarbon
emissions and also diminishes the need for costly combustor materials and thermal
barrier coatings on the combustor liner, enabling a more resource efficient
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manufacturing. A performance cycle analysis for this type of GTE included in [1]
showed that for high speed transportation (above Mach 2.2) the turbine burner has
the best fuel economy. To our best knowledge, besides pioneering works referenced
in [2–4], one of the most interesting publicly released research in this domain dates
back in 2009 and belongs to a group of researchers at University of California at
Irving [5].

2 Proper Orthogonal Decomposition

The Proper Orthogonal Decomposition (POD) is a method that reconstructs a set of
data from its projection on an optimal basis. Besides using an optimal basis for
reconstructing data, POD does not use any prior knowledge of the data set. Because
it is dependent only on the basis of data, POD is also used in natural patterns
analysis of the flow field.

To rebuild the dynamic behavior of a system, POD breaks down data into two
parts: a time dependent part, that generates the amplitude coefficients akðtÞ and a
spatial coordinates dependent part that yields an orthonormal functional basis
wkðxÞ. The reconstructed model reads:

uðx; tÞ ¼
XM
k¼1

akðtÞ � wkðxÞ ð1Þ

where M is the number of data snapshots. The reconstruction dataset error is:

eðx; tÞ ¼ uðx; tÞ �
XM
k¼1

akðtÞ � wkðxÞ ð2Þ

The functional basis on which this set is reconstructed is optimal as the average
of the squared error is minimized for any number m�M of base functions from all
possible sets of orthogonal functions.

In the field of fluid mechanics, two main approaches have been used: the first
one, the classical, continuous POD was promoted by Lumley [6]; the second one, is
based on the so called snapshot approach and originates in the works of Sirovitch
[7].

Herein, the discrete POD-snapshot approach is used. We start form a set of
M snapshots obtained from the numerical simulation of the given model. The
simulation can be performed either with a commercial or in-house code. The
sampling rate must comply with Nyquist-Shannon [8] criterion used for signal
reconstruction. The construction of the correlation matrix is done as follows, either
for a vector valued or scalar valued function. Assuming that the quantity of interest
is denoted by u, first we have to arrange all its values for a certain snapshot in a
vector with dimension N (N could be very large depending on the discretized
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model). Then, for each following snapshot, we proceed identically in order to build
the next N �M matrix:

WC ¼
uðx1; t1Þ uðx1; t2Þ � � � uðx1; tMÞ
uðx2; t1Þ uðx2; t2Þ � � � uðx2; tMÞ

..

. ..
. � � � ..

.

uðxN ; t1Þ uðxN ; t2Þ � � � uðxN ; tMÞ

2
6664

3
7775 ð3Þ

The correlation matrix is then built as CM�M ¼ WT
C �WC. The previous square

matrix is positive definite, hence it yields positive, real eigenvalues kk and the
associated eigenvectors /k that are rearranged in a matrix U from the most energetic
to the least energetic content (eigenvalues in decreasing order). The eigenmodes
with only spatial dependence wk are obtained as:

WN�M ¼ WN�M � UM�Mð Þ � LM�M ð4Þ

where LM�M is a diagonal square matrix with elements 1
� ffiffiffiffiffi

kk
p

arranged in
descending order. The reconstruction of ~uðx; tÞ based on m\M modes follows the
equation:

~uðx; tÞ ¼
Xm
k¼1

ffiffiffiffiffi
kk

p
/kðtÞwkðxÞ ¼

Xm
k¼1

akðtÞwkðxÞ ð5Þ

Considering the flow variables of interest, ROM models (Eq. 5) can be devised
for each one of them.

3 Results

The simulation performed for the turbine combustor [9] offered the requested
snapshots with a sampling rate of 10 snapshots per cycle. Here, a cycle is defined as
the time requested for the rotor to travel a distance equal to the stator pitch length at
mid span. First 41 out of 200 snapshots were analyzed. The configuration space
contains density, absolute pressure, velocity components in stationary frame,
temperature, static entropy, Mach number and the reaction rates for methane and
carbon mono-oxide oxidation. Applying the procedures described by Eqs. (3)–(5)
we obtained the specific eigenspectra. Figure 1 illustrates these spectra for
temperature and methane decomposition reaction.

The most outstanding feature of the eigenspectra for the specified configuration
space is the similarity of the eigenvalue modal distributions among all flow
variables except for the two reaction rates. The “energy” spectrum for the methane
oxidation rate needs at least 20 modes to cover 95 % of the total energy content,
while for the rest of the variables 1 mode is sufficient. Five modes are needed for
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CO oxidation rate. The same observation becomes apparent from the normalized
RMSE of the reconstructed snapshots displayed in Fig. 2.

The normalized error is reduced by more than 50 % for all variables in the
configuration space when incresing the number of modes from 5 to 20. However,
the error is unacceptable for CH4 oxidation rate and still too large for CO oxidation
rate. The natural patterns of the reactive flow are associated with the eigenmodes wk
distributions. It was confirmed that first mode distributions are similar to the first
snapshot variables distributions, excepting the scale. As expected, the reaction rates
and temperature modes are well coupled up until the third mode (Fig. 3) even if the
nodes and antinodes switch places along the rotor-stator interface. Beyond third
mode, these correlations are lost for CH4 reaction rate but remain visible for CO
reaction rate and temperature up to fifth mode.

The next acoustic modes bring new correlations between absolute pressure and
CO reaction rate along the rotor-stator interface which are apparent from Fig. 4.

Fig. 1 Temperature (left) and CH4 oxidation rate (right) eigenspectrum

Fig. 2 Accuracy for the first nine reconstructed snapshots for 5 modes reconstruction; a flow
variables; b reaction rates

14 D. Isvoranu et al.



Fig. 3 Temperature and reaction rates correlations on the second mode

Fig. 4 Acoustic correlations between pressure (a) and CO reaction rate (b)

Fig. 5 Velocity odd-even decoupling in the wake of the injection pipe for modes 7 and 9
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Odd-even decoupling and oscillations are characteristics emerging from higher
acoustic modes for pressure and velocity, especially in the wake of the injection
pipe, as depicted in Figs. 4a and 5.

4 Conclusions

In this study we explored the possibility of using the POD method for obtaining
information on the natural patterns of various transport quantities that define the gas
expansion in a turbine-combustor. The paper presented the methodology proposed
for developing this reduced-order model. The numerical investigation of the energy
spectra showed a large disparity between the numbers of modes needed for
reconstructing flow variables compared to the variables describing the chemical
species. While using the Westbrook-Dryer mechanism [10], the reconstruction of
CH4 oxidation rate required the largest number of modes. To improve the accuracy
of the reduced-order model, we identified the following options: (1) using a higher
frequency for sampling the full-order model (FOM), (2) using smaller time steps in
the FOM/ROM numerical simulations, and (3) revisiting the reaction mechanism
and finding better reaction rate coefficients.
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Strategies of Maximizing the Benefits
of Storage and Diesel Generator
for Standalone Microgrid

Abubakar Abdulkarim, Sobhy M. Abdelkader and D. John Morrow

Abstract This paper proposed methods of maximizing the benefits of storage and
diesel generator connected to a standalone microgrid. The analysis is based on the
effects of site and size factors on the number of times diesel generator starts.
Markov technique has been used for the analysis of the output powers of the WECS
and SECS. The proposed method has been tested by increasing the rated power of
the WECS and SECS by 25, 50, 75 and 100 %. The results have shown a decreased
in the number of times a diesel generator starts by 2, 7, 9 and 9 % for WECS.
Similarly, SECS decreased same by 4, 8, 11, and 13 %. Also, study of wind
generator parameter at different cut-in-speeds levels, including 2, 2.5, 3.5 and 4 m/s
reduced the number of times a diesel generator start by 122, 147, 116 and 134. In
addition, the influences of storage and weather on the availability of system have
also been investigated using Variable Boolean Logic Driven Markov process. In
this case, the results have shown adding storage system; increased the microgrid
availability by 0.058. In the same way, neglecting weather factor overestimate the
system availability by 0.0104. Also, increasing the rated power of the WECS is the
best way of maximizing the BCR of the system.

Keywords Microgrid � Availability � Wind � PV � Diesel generator � Battery
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1 Introduction

Isolated loads and communities are left behind the schemes of things in the area of
energy utilization. Global figure has shown that about 1.5 billion people are known
to have no access to the electricity. Therefore, these people are forced to use fuel for
their daily energy needs and relied on the use of diesel generator.

Adding renewable energy resources such as wind and solar to an existing diesel
generator may affect the characteristics of the systems such as reliability, carbon
emission and the cost of the energy. In some cases due to the variability of the
output powers of the renewable energy resources, there is need to add a storage
system. In this arrangement the diesel generator operates only when the renewable
energy and storage cannot meet the demand. Therefore, the economic benefit of the
system is expected to improve. This necessitated the need to investigate the
strategies that will decrease the number of times a diesel generator start. Adding
storage into the hybrid microgrid system may to affect the availability of the net-
work. In the same way there is need to analyse the improvement in the system
availability. This will be the basis for comparing the availability of operating the
microgrid in the presence and absence of storage system.

2 Output Power of the Renewable Energy System

Renewable energy potential of Belfast, United Kingdom is used in the analysis. The
hourly output power of the wind energy conversion system (WECS) and solar
energy conversion system (SECS) are combined to determine the hourly renewable
output power of the microgrid. It is assumed that modelling this way takes hourly
fluctuations of both WECS and SECS into consideration. WECS output power is a
function of the three wind speed, these results in different design alternatives [1].
The power output of wind energy conversion system is determined using Eq. 1.

P vð Þ ¼
Pr � Vi�Vci

Vr�Vci
Vci\V\Vr

Pr Vr �V\Vco

0 V �Vci or V �Vco

ð1Þ

On the other hand, the output power of the SECS can be determined from
different mathematical models. The model used in the determination of the output
power of the SECS is expressed in Eq. 2.

PSEC ¼ ggAmNPVGt ð2Þ

where, Pr: rated power of WECS, Vi;Vci;Vr and Vco: wind, cut-in, rated and cut-out
speed respectively. Gt is the solar radiation of the operating point (w/m2Þ, gg is the
instantaneous PV generator efficiency, Am is the area of a single module used in the
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analysis (m2Þ and NPV is the number of module. The module efficiency can be
determined based on the mathematical model defined in [1]. The total hourly output
power of the renewable energy side of the proposed system is used to derive the
renewable energy power classes. This includes minimum power (Pmin), maximum
power (Pmax) and the mean power of the system as described in [2]. By modelling
this way, it is possible to determine the transition rates between power classes of the
site.

3 Markovian Model

In order to analyse the hybrid microgrid using Markov process, a Markov model
has been developed. The model is assumed to consist of the output powers of the
two renewable energy resources. It is assumed that each state correspond to a class
with corresponding output power levels of the state. The mathematical expressions
of these variables are described in [2]. Repeating the load demand for a period of
one year shows the need for a storage and diesel generator. These have been added
to the system by proposing an algorithm that is not shown here. However, after
incorporation of the storage and a diesel generator, the influences of these units on
the system response have been observed. The new power profile and table were
obtained. On the other hand, the solution of the model is shown in Table 1. Total
annual energy need by the system is determined using Eq. 3.

ELi ¼ 24 � 365 �
XN
i¼1

PLi � TLi ð3Þ

where, PLi and TLi represents the demand and the duration of each interval.

Table 1 Steady state solution

Power class Steady state probability Duration (h)
Mr.

Frequency
(Event/h)
fr

P0 0.1515 1.6464 0.0920

P1 0.0842 1.3692 0.0615

P2 0.0162 1.2137 0.0134

P3 0.0901 1.1418 0.0789

P4 0.1140 1.1100 0.1027

P5 0.0903 1.0632 0.0849

P6 0.0523 1.0481 0.0499

P7 0.0872 1.0092 0.0864

P8 0.1570 1.0000 0.1570

P9 0.0693 1.0000 0.0693

P10 0.0879 1.0000 0.0879
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4 Economics Benefits of the Storage

It has already been established that the output power of the renewable energy
depends on the failure and repair rate of the WECS and SECS. Therefore, a model
that takes the failure rate and repair rates into considering is proposed. The mod-
ification introduced in this paper is the assumption on the determination of the
failure and repair rates of the system. The proposed procedure determined the
failure and the repair rates using the series parallel theorems of reliability algebra.
Modelling this way enables the use Markov theorem for the determination of the
capacity of the storage system such that it has economic value. The output powers
of the renewable energy sources are represented by the 3–state Markov model [3].
The aim is to determine the storage capacity that could be used for the maximum
net saving. System average return time and capacity Q as a function of firm capacity
is shown in Fig. 1. Similarly, the total annual cost and the system savings as a
function of storage capacity is also presented in Fig. 2. In the same way, the system
BCR and total savings at different storage capacity are related in Fig. 3. The sen-
sitivity analyses of the rated power of the WECS and SECS have shown that BCR
of the proposed systems is more sensitive to the rated power of WECS. In addition,
the results have shown a decreased in the BCR of the system with increased in the
rated power of the WECS and the SECS. Also the system saving is not sensitive to
the rated power of the WECS and SECS.

5 Benefits of Storage on the System Availability

System availability is one of the problems against the utilizations of renewable
energy resources. Therefore, this section proposed another approach to investigate
this factor. The proposed method combined Markov process and Fault tree. This

Fig. 1 Average return time and storage capacity at different firm levels
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approach is called variable Logic Driven Markov Process (BDMP) [4]. BDMP is
proposed because it uses state transition rate instead of state probabilities.
Application of the proposed procedure is tested on a standalone microgrid. It is
initially assumed that the system consists of diesel generator. Therefore the avail-
ability of the system is the availability of the diesel generator. Adding WECS and
SECS to the diesel generator leads to a different availability of the system.
Availability model of the hybrid system is presented in the form of the state space
model shown in Eq. 4. Solution of the model shows that the availability of the
microgrid is 0.9170. Integration of the storage result into a more complex state
space model that is not shown here and the availability of the microgrid is 0.9735.

Fig. 2 Total cost of the
system and savings as a
function of storage capacity

Fig. 3 BCR and annual
savings against storage
capacity
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6 Effects of Size Factors on the Diesel Generator

This section studies the effects of the size factors on the operation of diesel gen-
erator. The effects have come down to the rated power of the WECS and SECS. The
aim of this section is achieved by analysing the number of times a diesel generator
starts. Different simulations have been carried out including the base case in which
the actual renewable energy potentials of the area are used. Follow by cases II, III,
IV and V for 25, 50, 75 and 100 % increase in the rated power of the WECS and
SECS. The result of this analysis is shown in Fig. 4. The results have shown a

Fig. 4 Number of diesel
generator starts VS rated
power
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decreased in the number of times a diesel generator starts by 2, 7, 9 and 9 % for
WECS. Similarly, SECS decreased same by 4, 8, 11, and 13 %.

7 Effects of Site Factors on the Diesel Generator

Another factor in the analysis of hybrid microgrid is the cut-in-speed of the wind
turbine generator. Variations of cut-in speed with the number times a diesel gen-
erator start is investigated. Therefore, in order to achieve this aim, the cut-in speed
of the wind turbine is varies at different levels. The levels include 2.0, 2.5, 3.0, 3.5
and 4.0 m/s. The numbers of times diesel generator starts are 112, 147, 116 and 134
respectively. Hence it can be seen that the best system benefit is obtained when the
cut-in speed is 2.5 m/s. The cut-in-speed affects the number of times diesel gen-
erator starts.

8 Conclusion

The paper has shown that it is possible to determine the storage capacity required
for the maximum benefit of storage connected to standalone microgrid. The best
way of maximizing the benefit of the proposed microgrid is by increasing the rated
power or decrease the capital cost of the WECS. System availability increased by
5.8 % when a storage system is added compared to operating the system without
storage system. In the same way, the percentage number of times a diesel generator
start is more sensitive to the rated power of SECS. Finally, for realistic planning, the
papers show that the cut-in speed of wind turbine has a great influence on the
number of times a diesel generator start. Further works can be on the impacts of
different hybrid energy technology on the availability of the proposed system.
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Optimal Control of the DC Motors
with Feedforward Compensation
of the Load Torque

Marian Gaiceanu

Abstract The goal of the electrical drives is to control the mechanical load in
accordance with the process requirements. The mechanical load is characterized by
load torque and moment of inertia. Considering that the moment of inertia is reduced
to the rotor of the electrical machine, optimal control of the DC motor with feedfor-
ward load torque compensation is proposed in this paper. In order to find the feedback
component of the electrical drive system (EDS), Algebraic Riccati Equation (ARE) is
solved. By adding a load torque dependent component to the DC armature voltage
control, the mechanical load action is compensated. The compensator will lead to an
increased voltage control such that the influence of the load torque will be eliminated.
The numerical results of the EDS are shown. The method can be applied to electrical
vehicles in order to compensate in real time the large variations of the load torque.

1 Introduction

The electric drives are widespread in the world. More than 60 % of the consumed
energy is distributed in the electric drives area. The conventional control does not
include the energy reduction aspects during dynamic regimes (starting, stopping or
reversing). A small reduction of the consumed energy would have a great impact
both on energy market and greenhouse gases emissions. Therefore, the insertion of
the optimal control should become a necessity to all power converters manufac-
tures. The objective of the paper is to underlines the advantages of using the applied
optimal control theory into the electric drive systems, to propose implementation
topologies, to improve the obtained solution, and to choose the adequate one for
real time control [1]. The standard design methodology of the linear quadratic
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controllers does not includes the issue of load disturbances. By using the numerical
simulation, the advantages of this study will be shown.

2 Problem Formulation of the Optimal Control

The considered objectives of the optimal control are: to minimize the performance
index by determining a control that minimizes losses in the rotor circuit and to
maintain the state variables into the admissible limits while supporting the distur-
bances. The above mentioned objectives, for DC electric drive system, can be inte-
grated into quadratic cost functional. Therefore, the energymodelwill be incorporated
into the performance index. Taking into account the dynamic regimes, the mathe-
matical model of the DC drive the operating at the constant flux is as follows:

x
�ðtÞ ¼ AxðtÞþBuðtÞþGwðtÞ; ð1Þ

in which: A—the system matrix, B—the control vector, G—the load vector, the

state vector xðtÞ ¼ xðtÞ
iAðtÞ

" #
is composed by the angular velocity and the armature

current iA(t); the control uðtÞ ¼ uRðtÞ½ � consists of the armature voltage, and wðtÞ ¼
msðtÞ½ � is the load torque disturbance.

2.1 The Initial Conditions

Taking into account a starting process of the DC drive, the initial conditions are as
follows:

xð0Þ ¼ xð0Þ
iAð0Þ

" #
¼ 0

0

� �
: ð2Þ

2.2 The Final Conditions

The types of the LQ optimal problems are classified according to the imposed final
conditions [1].

If the final time t1 is specified and the desired final state is free (the final value of
the armature current cannot be known, the value of it depends on the load level;
therefore the final current state value is set to 0):

x1 ¼
x1

0

" #
; ð3Þ
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the optimal problem is namely with fixed final time, and free state or with finite
horizon.

In this case, the quadratic cost performance is defined as:

J1 uðtÞ½ � ¼ 1
2

xðt1Þ � x1½ �T ; S xðt1Þ � x1½ �� �þ 1
2

Zt1

0

xTðtÞ;QxðtÞ� �þ uTðtÞ;RuðtÞ� �� �
dt; ð4Þ

in which S, Q and R are the weighting matrices and have the constant values.
Additionally, S, Q are positive semi definite, and R > 0 is positive definite.

If the final time is not finite, and the final state is not specified, the optimal
problem is with no specified time, free state or with infinite horizon.

The adopted quadratic performance index is as:

J2ðuÞ ¼ 1
2

Z1

0

½xTðtÞQxðtÞþ uTðtÞRuðtÞ�dt: ð5Þ

The optimal control problems consist of finding a solution that transfer the
system (1) from the initial conditions to the final conditions by minimizing the
performance index (J1 or J2), i.e. one or more energetic components of the DC drive
system.

2.3 Solution of the Optimal Control Problems

The DC drive system is completely controllable and observable, and by choosing
the weighting matrices as above, the solution exists and is unique. The linear
quadratic control is based on the solution delivered by Matrix Riccati Differential
Equation in case of using J1 performance index or by Algebraic Riccati Equation in
case of using J2 performance index.

The optimal control could be find by introducing the adequate Hamiltonian
function:

H½xðtÞ; uðtÞ; yðtÞ� ¼ 1
2

xTðtÞ;Qx
� �þ uTðtÞ;RuðtÞ� �� �

þ pTðtÞ; ½AxðtÞþBuðtÞþGwðtÞ�� � ð6Þ

in which the pT is the transpose of the co-state vector.
By cancelling the first order derivative of the Hamiltonian respect to u, the

general optimal solution is provided as:
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u�ðtÞ ¼ �R�1BTpðtÞ: ð7Þ

In case of using J1ðuÞ performance criterion, the non-recursive (without over-
shoot and good robustness to load variation) solution could be obtained:

u�ðtÞ ¼ �R�1BTPðt1 � tÞxðtÞþR�1BTK1ðt1 � tÞx1 þR�1BTK2ðt1 � tÞwðtÞ:
ð8Þ

In case of using J2ðuÞ performance criterion, the recursive state feedback
solution (LQR) is provided:

u�ðtÞ ¼ � 1
r

1 0½ � k11 k12
k21 k22

� �
x1
x2

� �
; ð9Þ

the parameters being the choosing value of the weighting matrix R, and from the
ARE solution.

The authors added the tracking component [2] of the imposed reference in order
to obtain a zero steady state error,

Fig. 1 Multivariable optimal
control based on MRDE
nonrecursive solution

Fig. 2 Multivariable optimal
control based on ARE
solution
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Fig. 3 Implementation of the MRDE solution

Fig. 4 Implementation of the ARE solution
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Fig. 5 Maltab-Simulink multivariable optimal control based on MRDE nonrecursive solution
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KI ¼ � C AþBKð Þ�1B
h i�1

ð10Þ

where the state feedback, K, is the ARE solution and the load feedforward com-
pensation component, respectively:

Kffwd ¼ Ra

kUð Þkd ; ð11Þ

kd—the gain of the DC-DC power converter.
Topologies of the optimal drive systems are shown in the following Figs. (1, 2, 3

and 4):
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Fig. 6 The proposed feedforward load torque control combined with ARE solution

Fig. 7 Implementation of the ARE solution
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Fig. 8 ARE optimal
solution: 4 % energy
reduction of the drive system
comparative with optimal
MRDE solution
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Simulink implementation of the MRDE (Fig. 5) and ARE (Fig. 6) solutions

DC Motor data: rated power PN = 4.75 kW, rated speed nn = 1750 rpm, the
maximum speed at flux weakening nmax = 4150 rpm, rated voltage UAN = 420 V,
UEN = 220 V, TL = 25 Nm, RA = 4.53 X, RE = 220 X, LA = 17.5 mH,
LE = 44 H, J = 0.026 kgm2, k = 1818, Fv = 0.002. Multivariable optimal control
based on MRDE nonrecursive solution (Figs. 1 and 3), and on ARE solution
(Figs. 2 and 4) are implemented in Maltab-Simulink (Fig. 5 and 6).

In the Fig. 7, the implementation method of the ARE solution is shown. The
4 % energy reduction is obtained (Fig. 8).

The comparative speed response for both optimal control solutions under the
rated load torque is shown in Fig. 9 (MRDE), and Fig. 10 (ARE).
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3 Conclusions

In this paper the new type of the complete optimal control is shown. Compared to
the other optimal control solutions, the real-time implementation of the obtained
optimal drive system requires low digital power resources. The solution contains
three components: the forcing component, the feedback and has in view the min-
imization of the expended energy in the rotor windings, and the feed forward torque
compensation. The proposed torque compensation method conducts to the energy
saving (Fig. 8).
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Photovoltaic Power Conversion System
as a Reserve Power Source to a Modern
Elevator

Marian Gaiceanu, Cristian Nichita and Sorin Statescu

Abstract The main objective of this paper is to integrate a green source in the
safety system of a modern elevator. In order to drive the elevator with 480 kg
maximum load 1 kW induction motor is chosen. The sunlight through photovoltaic
panels is converted into electricity. To ensure a continuous energy, an energy
storage system is inserted in the power conversion system. The extracted energy is
maximized by using the maximum power point tracking methods. A comparative
analysis of these methods is presented. In order to size the necessary photovoltaic
panels the potential of the local solar power is taken into account, i.e. the solar
potential of Galati city, located in south-eastern region of Romania. In order to
ensure a constant voltage the DC-DC power converter is inserted. The constant DC
link voltage is used by the power inverter in order to supply the induction machine.
The obtained numerical results confirm the feasibility of the solution.
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1 Introduction

Electric drives cover a wide range of power (from 0.1 kW to 100 MW) and speed
(100 to 50,000 rev/min) and are necessary in all industry types. In this respect they
are obviously the most important way of practical application in industry, modern
achievements of the electrical and electronics engineering. On the other hand, rapid
development of industries like power electronics, electronic computers and micro-
processors recently greatly boosted the development of industrial electric drives.
Electric elevators use electric energy to drive and control. Both during the movement
and stopping, the elevators must ensure the protection of persons. In order to design a
back-up power system for a regenerative elevator the photovoltaic (PV) renewable
energy source has been taken into account. The back-up power system consists of an
adequate PV module adapted to the local city solar potential, Galati, from
south-eastern region of Romania, Eastern Europe, a battery being capable to deliver
the appropriate power to the elevator by means of three-phase power inverter and
induction motor. Therefore, the grid-connected with battery PV power system is
necessary. Taking into consideration the adopted emergence solution into a com-
mercial building, the power quality delivered into grid is an important issue of the
power system. The recovered energy during braking or elevator downward is
delivered into the network at high quality power factor. In order to demonstrate the
feasibility of the solution, the simulation results are provided.

2 The Dynamic Sizing of the Electric Motor and PV
Potential (Galati, Romania)

Taking into account the imposed speed cycle (Fig. 1) for the elevator system, the
necessary power of the induction machine (im) has been dynamically designed,
therefore the mechanical power and the necessary load torque for the induction
machine have been found (Fig. 2).

Taking into account the existing topologies of the PV solar energy system, the
monthly average electricity production for an elevator system situated at
South-Eastern region of Romania (Fig. 3) is presented in Fig. 4.

Taking into consideration the total energy required to support a voltage outage of
288 min per day a back-up system has been designed.

3 The Topology of the Elevator IM Drive System

The required energy is necessary in order to extract safely the personnel from the
elevator cabin and to assure the operating conditions of the elevator drive system
during the voltage outage. The back-up system consists of both PV panel of
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1000 W and a battery pack acting as energy buffer. The role of the battery is to
provide the required energy, to smooth the voltage, and to maintain a constant value
of it. Therefore, a unidirectional DC-DC power converter is necessary. The PV
control has in view the extraction of the maximum energy from the cells system by
using Perturbe and Observe algorithm, and to regulate the dc output voltage. Both
energy sources are connected to the dc link of the three-phase power inverter
through the charge controller. The excedentary energy from the PV panel is used to
recharge the battery pack. Therefore, bidirectional dc-dc power converter is used.
The feasibility of the proposed solution is shown in this paper, and validated
through numerical results by using block diagram shown in Fig. 5.

Fig. 1 The topology of the elevator load system and the speed cycle
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4 The Mathematical Model of the AC-AC Power
Converter

4.1 Mathematical Model of the AC-DC Active Rectifier

The power converter is formed by AC-DC active rectifier and DC-AC power
inverter. The above mentioned decoupled power structure is connected through a
common dc-link. The AC-DC active rectifier is described by the grid voltage vector
equation [2]:

E
!¼ L � d I

!
dt

þ V
! ð1Þ

in which the grid supply voltage vector is denoted by, the main inductance by L, the
line current vector by I, and the input voltage vector of the active rectifier by V; and
the dc-link voltage equation [3]:

dVdc

dt
¼ 3

2
� VD � ID þVQ � IQ

C � Vdc
� Ioutdc

C
; ð2Þ

where the grid voltage components EQ and ED, line current components ID and IQ.
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Fig. 3 Global horizontal irradiation-Romania [1]

Fig. 4 The monthly average
electricity production for
different PV topologies [1]
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4.2 Mathematical Model of the Three-Phase Induction
Machine

The mathematical model of the vector controlled three-phase squirrel cage induc-
tion machine is based on the stator voltage equations, magnetizing current equation
and the mechanical motion equation [4]:

rTs
dids
dt þ ids ¼ vds

Rs
� 1� rð ÞTs dimRdt þ rTsxeiqs

rTs
diqs
dt þ iqs ¼ vqs

Rs
� 1� rð ÞTsxeimR � rTsxeids

dimR
dt ¼ 1

Tr
�imR þ Lmidsð Þ

J dxr
dt ¼ kT imRiqs � TL; KT ¼ 2

3 1� rð ÞLs
xe ¼ xr þxsl; xsl ¼ Rr

Lm
iqs
imR

; ð3Þ

where: Rs—phase stator resistance; xe—magnetic field synchronous speed; xr—
rotor angular speed; xsl—slip angular speed; ids (iqs) d-axis (q-axis)—stator current;
vds
* (vqs

* ) d-axis (q-axis)—stator voltage commands; Ls (Lr)—the stator (rotor)
inductance; Lm—the mutual inductance; Ts = Ls/Rs the time constant of the stator
circuit; r—the total leakage factor; TL—the total load torque; Tr = Lr/Rr the time
constant of the rotor circuit; KT—torque constant, J—the moment of inertia; p—the
number of poles pairs.

Fig. 5 Block diagram of the complete control system of the quasi sinusoidal AC-AC converter
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5 Simulation Results

In order to show the feasibility of the proposed solution the entire system control [5]
has been developed in Matlab-Simulink (Fig. 6) for an active power rectifier of
Sn = 22 kVA rated apparent power with the following parameters: line inductance
Rin = 0.001 Ω, Lin = 2.1 mH, dc-link capacitor of C = 1565 lF, the rated data for
the induction machine Pn = 1 kW, nN = 2000 rpm, TL = 12 Nm. Taking into

Fig. 6 Simulink model of the ac-ac power converter with PV back-up power system
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consideration the daily energy usage (Wh) and the elevator as load in order to
assure a 288 min autonomy in case of voltage outage, and considering a 50 %
battery discharge rate 1380 Wh battery bank capacity has been resulted. By
knowing the system voltage, 4 series batteries have been specified for the actual
requirements. The MK 8A27DT-DEKA 12V 92Ah AGM battery has been chosen.
The adequate numerical simulation results when the electric network is suddenly
interrupted and the back-up system becomes active are presented in Figs. 7, 8, 9, 10
and 11.

The numerical results show the efficacity of the entire control: the speed con-
troller (Fig. 7), validation of the mechanical side of the IM drive (Fig. 8), unity
power tfactor operation (Fig. 9), DC link voltage controller (Fig. 10), and the active
current controller for the active power rectifier (Fig. 11). At t = 0.2 s a voltage
outage has been considered (Fig. 10), the numerical results proving the accuracy of
the back-up system design stage.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
550

600

650

700
DC link voltage reference-actual DC link voltage

time[s]
V

dc
[V

]

Fig. 10 DC link voltage,
VDC (V)

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
-100

-80

-60

-40

-20

0

20

40

60

80

100
reference active current-actual active current

time[s]

IQ
[A

]

Fig. 11 Active current
controller: the reference and
the feedback

Photovoltaic Power Conversion System … 45



6 Conclusions

The authors of this paper proposed a modern power system for electric elevator,
capable to sustain the operating conditions during voltage outage. Moreover, the
proposed control assures the unity power factor operation and the regenerating
capability of the entire elevator system (Fig. 9). By introducing both PV panels and
battery bank an adequate autonomy of the elevator drive system has been assured.
The numerical results confirm the accuracy of using the design, modelling, control
and implementation concepts.
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Urban Cycle Simulator for Electric
Vehicles Applications

Marian Gaiceanu, Razvan Buhosu and Sorin Statescu

Abstract The paper aims to accomplish a standardized simulator for urban cycle of
an electric vehicle. The electric vehicle is supplied by two power sources: a fuel cell
and a battery. Each source is connected in series with one three-phase inverter to a
separate DC-DC converter in order to stabilize the voltage. Each of the two 3-phase
inverters feeds alternatively the stator of an asynchronous machine with six phases.
Field oriented vector control is involved; the obtained numerical results emphasize
the quality of the strategy, and of the chosen architecture.

1 Introduction

The paper has in view an analysis of the different Electric Vehicle (EV) topologies
based on fuel cells technology. The Proton Exchange Membrane Fuel Cells
(PEMFC) are well fitted to the EV traction due to the high speed response, high
efficiency, reduced impact on environment [1]. The main disadvantages of the fuel
cells are the lack of the hydrogen supply infrastructure, the required safety level of
the EV, and the high cost [2, 3].

Three EV propulsion architectures are proposed: Fuel cells as a reserve power
source; Load Following Fuel Cells, and Integrated EV with double power supply.
In order to provide an accurate simulator, the energetic mathematical model of each
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configuration type has been developed. Different speed cycles have been applied on
each architecture type. The analysis of the obtained results reveals the accuracy of
the proposed EV simulators [4, 5].

2 The Topologies of the Proposed Fuel Cell Electric
Vehicle

In order to validate the Urban (UDC), Extra-Urban (EUDC) and New European
Driving (NEDC) Cycles simulators three topologies of the fuel cell Electric
Vehicles have been proposed. Taking into consideration that the UDC is the most
energy consuming drive cycle, the vehicle autonomy could be critical. Therefore,
this study will focus on the finding an efficient topology by using the fuel cells
(FC). In the first topology the FC acts as a reserve power source (Fig. 1). The
second topology is designed as Load Follower (Fig. 2) [6], and the third as Load
Sharing (Fig. 3) [6].

2.1 The Energetic Mathematical Models of the Proposed EV
Architectures

Taking into account the above mentioned topologies, the energetic model of each
component has been deducted. Choosing a type of architecture or another is per-
formed depending on the vehicle mission for cycles adapted to the type of road. The
first vehicle architecture is designed for urban cycle (Fig. 4). The number of sources
must be able to provide quick response to vehicle acceleration, but above all to

Fig. 1 EV 1st topology with FC as a reserve power source
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ensure the autonomy of everyday, autonomy that is not provided solely by the
batteries. Indeed, the fuel cell during an urban cycle will provide the energy needed
during steady state regime (constant speed).

Therefore, the battery will provide the power required to load transient load
changes related (braking, starting, reversing). For the second topology (Fig. 5), the
fuel cell system operates as load follower. This topology is consistent when sizing
the power output of the fuel cell close to the maximum power required by the
vehicle during traction. Batteries should operate only when the load demands are
greater than the maximum output power of the fuel cells. The last proposed
topology (Fig. 6) adopts a dual motor traction with double three-phase windings,
consisting of two equal windings supplied from the fuel cell and battery by means
of two separate power inverters. During traction both power supply devices are

Fig. 2 Load follower EV 2nd topology

Fig. 3 Integrated EV with double power supply: load sharing
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involved: 50 % Load Sharing, and Load Follower. The recovered energy during
braking process is sent to the battery through the bidirectional DC-DC power
converter.

2.2 Comparative Results

In order to obtain an accurate simulators, three Matlab-Simulink energetic models
are implemented. In Fig. 7, 8, 9, 10 and 11, the comparisons between the experi-
mental data and the data obtained from the third simulator (Fig. 6) are shown.

Fig. 4 EV simulator for the 1st topology

Fig. 5 EV simulator for the 2nd topology
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From Figs. 7, 8, 9, 10 and 11 it could be noticed that only a little mismatch
exists between the real battery voltage and the simulated one. The explanations is
that temperature has a strong influence on battery parameters. The model is con-
sidered to have set values obtained from the experimental measurements at 25 °C

Fig. 6 EV simulator for the 3rd topology

Fig. 7 The speed driving cycle
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Fig. 8 Fuel cell voltage (V)

Fig. 9 Fuel cell current (A)
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Fig. 10 Battery voltage (V)

Fig. 11 Battery current (A)
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and does not take into account the operating temperature, life of the battery, dis-
persion of production; it is a phenomenon that affects batteries, particularly in the
lead-based technology.

2.3 Some Aspects Regarding the Efficiency

The main characteristics of the EV architectures components are as follow: fuel cell
(FC) rated power 30 kW, FC voltage (200–250) V, FC maximum current 200 A;
the Ni-Mh battery pack rated voltage 216 V, battery back rated capacity 6.5 Ah, the
traction power of the electrical machine 15 kW, rated voltage 80 V, rated speed
2200 rpm, rated torque 65 N m, the weight of the 4 wheels EV 1200 kg. Taking
into account the Load Sharing topology, the following efficiency characteristics are
obtained (Figs. 12 and 13).

Fig. 12 The efficiency of the electric motor versus degree of sharing

Fig. 13 The efficiency of the drives system according to the degree of sharing energy sources
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In Fig. 14, the energy losses components versus degree of sharing are shown.
Taking into account the types of cycles: UDC, EUDC, and NEDC, in Fig. 15 the
efficiency comparative results are shown, and in Fig. 16, the energy losses com-
parative results are depicted. In Fig. 17 the autonomy of the electric vehicle versus
driving cycles is obtained.

Fig. 14 The energy losses components versus degree of sharing

Fig. 15 The efficiency comparative results versus driving cycle: 1 UDC cycle, 2 EUDC cycle,
3 NEDC cycle
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3 Conclusions

From Figs. 7, 8, 9, 10 and 11 it could be noticed that only a little mismatch exists
between the real battery voltage and the simulated one. The explanations is that
temperature has a strong influence on battery parameters. The model is considered
to have set values obtained from the experimental measurements at 25 °C and does
not take into account the operating temperature, battery life, dispersion of battery
production: it is a phenomenon that affects batteries, particularly in the lead-based
technology. The first fuel cell topology using INV based on H2 is primarily
intended to be used mainly on urban routes; for extra-urban cycle it was noticed the
inability of the fuel cells to charge the batteries; The dual-phase configuration with
50 % sharing strategy optimizes the EV but not the sources used; Comparing the
second topology with the third it is observed that the first topology has a higher

Fig. 16 The energy losses comparative results versus driving cycle: 1 UDC cycle, 2 EUDC cycle,
3 NEDC cycle

Fig. 17 The autonomy comparative results versus driving cycle: 1 UDC cycle, 2 EUDC cycle,
3 NEDC cycle
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efficiency, this means lower fuel consumption and greater autonomy. It can be said
that among the analyzed architectures, the fuel cell as load follower is an excellent
solution for hybrid vehicles with fuel cells.
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Impacts of Network Structure
on the Optimum Design of Hybrid
Standalone Microgrid

Sobhy M. Abdelkader, Abubakar Abdulkarim and D. John Morrow

Abstract In this paper a new methodology is proposed to investigate the impacts
of network structure on the optimum design of microgrids. The proposed microgrid
consists of PV, wind, battery storage and diesel generator. By introducing some
approximations the relationships between wind turbine and PV module were
expressed as linear functions of wind speed and solar radiation respectively.
Therefore, the problem is formulated as a linear optimization problem that mini-
mized the annual cost of the system. A computer program is developed in Matlab to
formulate the optimization problem. Output of the optimization procedure show the
viability of the proposed method by reducing the carbon emission by 70.40 %
compared to operating the system on diesel generator alone. The result also shows
that DC and AC coupled microgrid could reduce the system annual cost of hybrid
microgrid by 5 and 2.8 % respectively. In addition, the effects of diesel prices,
battery storage parameter, storage technology on the optimum system configura-
tions have been investigated.

Keywords Renewable energy � Optimization � Diesel prices � Battery

S.M. Abdelkader (&)
Electrical Engineering Department, Mansoura University,
Mansoura 35516, Egypt
e-mail: sobhy_abdelkader@yahoo.com

A. Abdulkarim
Department of Electrical and Electronics Engineering, University of Ilorin,
Pmb 1515, Ilorin, Nigeria
e-mail: abkzarewa@yahoo.com

D.J. Morrow
EPIC School of Electronics, Electrical Engineering and Computer Science,
The QUB, Belfast, UK
e-mail: dj.morrow@ee.qub.ac.uk

© Springer International Publishing AG 2017
A.Y. Oral and Z.B. Bahsi Oral (eds.), 3rd International Congress on Energy
Efficiency and Energy Related Materials (ENEFM2015), Springer Proceedings
in Energy, DOI 10.1007/978-3-319-45677-5_7

59



1 Introduction

Some of the problems with the present day sources of energy such as nuclear, fossil
fuels along with public awareness of the environmental consequences have created
interest in the renewable energy resources. The present decade has witness growing
interest in the utilization of the renewable energy for the electricity generation. One
of the possibilities of higher penetration of the renewable energy system is by the
use microgrid.

Microgrid is a small electrical distribution system that connects multiple cus-
tomers to multiple distributed sources of generation and storage through power
electronic devices that provide the necessary interface [1]. Microgrid are usually
designed on a small scale with either solar or wind or a combination of the two
sources. These types of systems should be installed where the renewable energy
resources are available. In this work, the proposed microgrid is assumed to consist
of both wind and solar sources. Different methods of coupling exist for the
microgrid consisting of more than one renewable energy source. Moreover, these
couplings may affect the optimum design of the proposed system. In addition, being
exposed to other environmental conditions, such as weather, fault and component
failure. There are also possibilities of been affected by these conditions. Another
issue of concern with the renewable energy sources is economy and reliability of
the power supply to the isolated load [2]. Other factors that may affect the operation
of the proposed system include prices of diesel, load demand, storage technology
and other components.

Several efforts have been done in the optimal design of standalone microgrid.
Some of the efforts include [3], in which the influences of components on the
system structure have been investigated. In [4], the system designed considered
uncertainty in the load, wind speed and solar radiation by modifying the particle
swarm optimization. Optimum design of microgrid consisting of wind, diesel
generator and battery storage system has been proposed in [5], the design deter-
mined the reliability of the system considering component failures.

2 Hybrid Microgrid

In this section, specifications, formulation of the proposed hybrid system are pre-
sented. The proposed system has six major building blocks as shown in Fig. 1.
These include wind energy conversion system (WECS), solar energy conversion
system (SECS), storage system, diesel generator, static energy conversion system
and the load unit. These components operate in parallel to guarantee continuous
power supply to the load. The intermittent nature of the renewable energy sources
causes the output to fluctuate. In some cases, the storage system is connected to
reduce the fluctuations and store the excess power produced by the renewable
energy sources. In his arrangement, the diesel generator operates when renewable
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energy and storage can satisfy the demand. The objective cost function is obtained
by the summation of the components cost that make up the microgrid system. In
this case, the cost is subdivided into the cost of WECS, SECS, static energy
conversion system, storage system, diesel generating system and the cost of fuel.
Therefore, the problem is formulated in Eq. 1.

F ¼ CTINVO � PINVr þCSTo � QSþCW � PWRþCS� PSRþCd1

� PDRþCd2 �
XT
i¼1

Dti � PDi ð1Þ

where, CTINVO and PINVr: are cost and rate power of inverter-rectifier unit, CSTo:
energy storage cost, in $/kWh and QS: capacity of the storage, kWh. CW and PWR:
total cost, and power rating of WECS, kW, CS and PSR: total cost of SEC, and
rating of solar energy conversion system, Cd1: The total cost of the diesel generator,
PDR rated power of the diesel generator, Cd1;PDR;Cd2;Dti;PDi: Operational cost,
rated power, fuel cost ($/L), time interval and output power of the DG at each. All
other powers and cost are in kW and $/kW respectively. The constraints in this
optimization problem maintain a balance between the power generation and system
demand. Therefore, the constraints are classified under three main sub headings.
These include power balance, energy balance and component rating constraints.

3 Effects of Network Configuration

This section investigated how different network configurations influenced the
optimal design of microgrid. In order to achieve this goal, two more system con-
figurations have been analysed. Analysis of the result is presented in this section.

SECS

WECS

Load

DC Bus AC Bus

Storage

DG

Bi-Directional Inverter

Fig. 1 Proposed hybrid microgrid
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The two additional models analysed include AC and DC couple microgrids. In
order to analyse the different microgrid structure, the optimal model developed is
modified accordingly. The first model considered is the AC couple microgrid. The
section modified is the inverter-rectifier constraints. Figure 2 shows the
rectifier-inverter unit acting in inverted mode, the power is the power from the
storage unit. Therefore, a new constraint is defined, but this is not shown here.

In this case, the rated power of the rectifier-inverter unit is lower than the hybrid
microgrid counterpart by 56 % of the hybrid couple microgrid. Also, the annual
cost of the AC couple microgrid is cheaper than hybrid microgrid by 197 $. In the
case of DC couple microgrid, the procedure is the same as that of hybrid microgrid
with modifications in the objective and constraints. According to the DC microgrid,
the new objective function is defined in Eq. 2. The modification is the removal of
the component limitation related to the inverter-rectifier unit. In the same way, the
optimal solution of the mathematical model is presented in Table 1. It can be
observed that the problem solution is not different from the previous two sections.
The difference is the on the total annual cost of the plant. Thus when compared with
hybrid and AC couple microgrid, it is possible to observe that this configuration is
the cheapest of all three coupling methods.

F ¼CSTo � QSþCW � PWRþCS� PSRþCd1 � PDR

þ Cd2
XT
i¼1

Dti � PDi
ð2Þ

Fig. 2 Inverter mode

Table 1 output of the
optimization

Components Hybrid AC DC Units

WECS 334.75 334.75 334.75 kW

SECS 0.83 0.83 0.83 kW

Diesel generator 162.35 162.35 162.35 kW

Battery storage 89.84 89.84 89.84 kWh

Rectifier/inverter 276.86 121.94 Nill kW

ATSC 14,987 14,568.61 14,239.29 $
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4 Effects of Battery Storage

This section explored the effects of battery storage on the proposed hybrid
microgid. The effects have been categorized into two main sections. Section one is
on the relationship between the annual cost of the plant and the minimum storage
level. Section two is on the effects of different storage technology on the energy
cost. Section one, the effects are analysed from the rated power of the unit. In order
to achieved this, the minimum storage level is changed from 0.2 to 0.35. Different
optimisations runs shows that, the annual cost of the plant is not very sensitive to
the minimum storage level. The factor that varies with system minimum storage
level is the rated power of the storage unit. In addition, the result has shown that the
rated capacity of the storage unit increased with minimum storage level. The second
section of this analysis compared the cost of energy due to the proposed model and
the knowledge expert system proposed [6]. The result of the cost saving caused due
to the proposed method and the knowledge expert system is shown in the Fig. 3.
Therefore, the proposed method shows a realistic cost savings compared to the
existing method.

5 Effects of Diesel Prices

In order to establish the relationship between the diesel price and the annual cost of
the plant, the diesel price has been varied from 0.5 to 0.9 ($/L). Table 2 shows the
relationship between the diesel price and the annual cost of the system. It can be
observed that, the total annual cost of the plant depends on the range of the diesel
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price. Between 0.5 and 0.7 $/L the total annual cost of the plant increased by 10 and
20 % respectively. The trend is different when the diesel prices increased between
0. 7 and 0.9 $/L.

6 Conclusions

A model for the optimum design of standalone hybrid renewable energy microgrid
has been developed. The model determined the optimum system configuration such
that the ratio of cost to the reliability is minimized. Application of the model has
shown a decreased in the cost of energy and carbon dioxide emission by 80 and
70 % compared to operating the system on diesel generator alone. Further analysis
shows that DC and AC microgrid could reduce the annual cost of the hybrid system
by 5 and 2.8 % respectively. In the same way the annual cost of the plant increased
with the minimum storage level. Finally, the relationship between the annual costs
of the system increased with the diesel price. However, the variation is not uniform
throughout the diesel price.
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Table 2 Variation of system
cost with diesel price

TACS ($) Diesel price ($/L)

14,987.01 0.5

16,471.25 0.6

17,955.49 0.7

36,261.95 0.8

63,825.14 0.9
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Energy Yield Potential Estimation Using
Marine Current Turbine Simulations
for the Bosphorus

Hasan Yazicioglu, K.M. Murat Tunc, Muammer Ozbek
and Tolga Kara

Abstract In this work, several simulations and analyses are carried out to inves-
tigate the feasibility of generating electricity from sea underwater currents at
Istanbul Bosphorus Strait. Bosphorus is a natural canal which forms a border
between Europe and Asia by connecting Black Sea and Marmara Sea. The differ-
ences in elevation and salinity ratios between these two seas cause strong under-
water currents. Depending on the morphology of the canal the speed of the flow
varies and at some specific locations the energy intensity reaches to sufficient levels
where electricity generation by marine current turbines becomes economically
feasible. In this study, several simulations are performed for a 10 MW marine
turbine farm/cluster whose location is selected by taking into account several fac-
tors such as the canal morphology, current speed and passage of vessels. 360 dif-
ferent simulations are performed for 15 different virtual sea states (for 5 significant
wave heights and 3 peak periods). Similarly, 8 different configurations are analyzed
in order to find the optimum spacing between the turbines. Considering that the
complicated morphology of the strait may cause some spatial variations in the
current speed within the selected region, the analyses are performed for three
different flow speeds corresponding to 10 % increase and decrease in the average
value. For each simulation the annual energy yield and cluster efficiency are
calculated.
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1 Introduction

Turkey, as a rapidly growing economy with very limited national hydrocarbon
resources, is heavily dependent on fossil fuels (e.g. natural gas) imported for
electricity production [1]. However, some recent political instabilities in the sup-
plier countries, the heavy economic burden of importing these resources and the
most importantly, the increasing awareness of environmental issues have been
encouraging policy makers to increase the use of renewable energy sources. Indeed,
very detailed investigations and analyses were performed to determine the wind,
solar and geothermal energy capacity of the country [1]. However, the potential of
harnessing some other renewable sources, particularly sea current energy has not
been fully realized yet.

Compared to the other types of renewable energy such as wind and solar, current
energy can still be considered in development phase and is not commercially
available in large scales. Existing marine turbine systems are mostly in prototype
testing stage. Although initial results are quite promising [2, 3] some further ver-
ification for long term performance and durability under severe environmental
conditions is still required.

The average current speed needed for most commercial turbines is approxi-
mately 4–5 knots (2–2.5 m/s). Areas that typically experience high marine current
flows are in narrow straits, between islands and around headlands. Entrances to
lochs, bays and large harbors often also have high marine current flows. Generally
the resource is largest where the water depth is relatively shallow and a good tidal
range exists [4].

This paper aims at investigating the feasibility of generating electricity from the
streams at Bosphorus by using marine current turbines. Extensive simulations and
analyses are performed for a 10 MW marine turbine farm (10—SeaGen 1 MW)
where several important design parameters such as the size, orientation, depth and
spacing of the turbines are optimized according to the specific morphology and flow
patterns seen at Bosphorus.

2 Morphology and Flow Characteristics of Bosphorus

The currents seen in the Bosphorus Strait is an example of a two layer exchange
flow that is characterized by brackish waters originating in the Black Sea and
moving southward and more saline, denser waters from the Marmara Sea and
flowing northward [5].
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Black Sea has a positive water balance due to the excess hydrological input from
five major and countless minor rivers. The only exit point of this flow is the
Bosphorus resulting in a net outflow of 300 km3 water through the strait in a year.
The sea level difference between the two ends of the strait has an average value of
30 cm. The Elevation difference caused by river flows, leads surface currents with
speeds reaching 7–8 knots at windy seasons. It is very well known that the surface
current has a very high potential for energy production [6]. However, Istanbul Strait
is a major sea access route and has one of the heaviest maritime traffics in the world.
According to the statistics [7] 38,000 vessels have passed through the strait in 2014.
More than 15,000 of these vessels were large size crude oil tankers having lengths
of 200 m or more. Considering the intensity of the traffic load it can be realized that
electricity generation from surface currents is not feasible due to high risk of
accident.

Similarly, the difference in salinity ratios and density between two seas cause a
deep layer current flowing from south to north. The salinity ratios of Black Sea and
Marmara Sea are 1.8 and 2.5 % respectively. Compared to the surface current, the
speed of deep layer current is low (2–3 knots). However, depending on the mor-
phology at certain locations the energy intensity of this flow can reach to sufficient
levels making electricity production feasible.

In this work, location of the farm/cluster together with other design parameters
such as the size, orientation, depth and spacing of the turbines are determined
according to the specific morphology and flow pattern seen at Bosphorus. 1 MW
SeaGen marine current turbine [8] with a rotor diameter of 18 ms is considered to
be the most appropriate turbine for the project. In order not to obstruct the passage
of vessels, the turbines are placed at an average depth of 42 m. This enables a
clearance of 24 m to be left for the ships passing over the region. The turbine
selected for the project and the corresponding power curve can be seen in Figs. 1
and 2, respectively.

Fig. 1 SeaGen marine current turbine [8]
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3 Modeling

The methodology applied in this work can be summarized as follows;

– The simulations are performed for 15 different virtual sea states (5 significant
wave heights and 3 peak periods). For each state, the downstream velocity
profile is interpolated and centerline velocities for the turbines are determined by
using irregular wave theory.

– The centerline velocity calculated for the hub (31 m below the sea surface) is
then superimposed on the average current speed and the resultant flow speed is
obtained. Frandsen model [9] is used to represent the dynamic interactions
among the turbines and the resulting wake effects and to calculate the current
speeds experienced by each turbine. Wake analyses are conducted for 8 different
configurations in order to find the optimum spacing between the turbines.

– Considering the spatial variations in the current speed within the selected region,
these analyses are performed for three different flow speeds. The simulations are
repeated for speeds corresponding to 10 % increase and decrease in the average
value. For each simulation the corresponding AEP (Annual Energy Production)
is calculated and stored in a database.

In order to find the optimum layout and spacing between the turbines wake
analyses are conducted for 8 different configurations, namely for distances corre-
sponding to 5, 6, 7, 8, 9, 10, 12 and 15 times the rotor diameter (18 m). Figure 3
shows how the current speeds experienced by the 10 turbines in the cluster change
depending on the spacing ratio.

In Fig. 3, the x axis shows the number of the turbine in the cluster. Similarly, the
y axis represents the current speed which is normalized with respect to the current
speed experienced by the 1st turbine in the row.

Fig. 2 1 MW tidal-current
turbine power curve [10]
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4 Annual Energy Production Calculation

The power generated by each turbine in the cluster is calculated separately by using
the equation shown below.

Pn ¼ 1
2
Ar q u

3
n Cp

Where Ar, q and Cp represent rotor area, density of water and power coefficient,
respectively. Similarly un is the effective current speed experienced by the nth
turbine in the row and is calculated by using Frandsen Wake Model. The speeds
experienced by different turbines are then scaled by using the normalized velocity
ratios shown in Fig. 3.

Table 1 shows the annual energy production [GWh] results calculated for
varying current speeds and turbine spacing. In the table, the 1st row represents
spacing ratios changing between 5 and 15. Similarly the 1st column includes the

Fig. 3 Current speed experienced in the farm for different spacing ratios

Table 1 Annual energy production AEP matrix for 10 turbines

Spacing ratio x/D 5 6 7 8 9 10 12 15

Current speed (m/s) Total energy generated (GWh)

1.70 20 22 24 26 28 29 32 35

1.85 26 28 31 34 36 38 41 45

2.00 32 36 39 42 45 47 52 57
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average currents speeds. The generated power calculated for a specific current
speed and spacing can be obtained simply by intersecting the corresponding row
and column.

5 Conclusion

This paper aims at investigating the feasibility of generating electricity from sea
underwater currents at Istanbul Bosphorus Strait. Several simulations are performed
for 8 different configurations to find the optimum spacing between the turbines.
Considering that the complicated morphology of the strait may cause some spatial
variations in the current speed within the selected region, the analyses are per-
formed for three different flow speeds. The simulations are conducted for speeds
corresponding to 10 % increase (2.0 m/s) and decrease (1.70 m/s) in the average
value of 1.85 m/s

In order to determine how the distance between the turbines affect the generated
power, the calculations are repeated for 8 different spacing ratios changing between
5 and 15. Although the simulations are performed for a cluster of 10 (1 MW of
each) marine turbines, the obtained results can also be used to roughly estimate the
total power and relative efficiencies of the clusters having more than 10 turbines.
The results of the analyses show that two different approaches namely, power
maximizing and efficiency maximizing approaches can be followed in designing the
cluster. If the length of the available cluster area is considered as the limiting
parameter, selecting a smaller spacing ratio makes it possible to install more tur-
bines within the same region. Such an approach results in an increase in the total
energy but it also decreases the cluster efficiency.
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Co-pyrolysis of Lignite-Oil Shale Mixtures

Uğur Hayta, Pınar Acar Bozkurt and Muammer Canel

Abstract In this study, conversion of lignite has low calorific value with oil shale
have been co-pyrolysed to investigate as an energy source and chemical feedstock.
Pyrolysis of Balıkesir Dursunbey lignite (Turkey), Seyitömer oil shale (Turkey),
and co-pyrolysis of their mixtures were carried out in a fixed bed reactor at different
temperatures and mixture ratios. Pyrolysis experiments were performed in the
temperature range of 400–700 °C with mixtures consisting of lignite/oil shale at a
weight ratio of 33 % (w/w), 50 % (w/w) and 67 % (w/w). The effect of temperature
and different ratios of lignite/oil shale in mixtures on product distribution and fuel
properties were investigated. Tars obtained by different experimental conditions
were characterized using spectroscopic and chromatographic techniques such as
GC-MS and FTIR and the effect of experimental conditions on the formation of this
valuable product was determined. The highest tar yield was obtained at 600 °C with
a 67 % weight ratio of lignite to oil shale.

Keywords Lignite � Oil shale � Co-pyrolysis � Tar � Energy

1 Introduction

Energy is one of the basic requirements in providing technological development
with continuity and fulfillment of people’s needs. Increasing world population,
continuous improvement in living standards together with technological and eco-
nomic development have led to drastic increases in the demand for energy. As a
consequence, the supply of energy has become a worldwide problem in recent
years. Increasing demand for fuels and for chemical feedstock and the awareness of
the finite nature of petroleum deposits results in great interest in alternate sources of
fossil fuel, such as coal, asphaltite and oil shales [1].
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Lignite takes a large proportion of low-rank coals which is a major part of the
total global coal reserves in Turkey. However, a large part of present reserves
cannot be utilized directly due to its low heating value and high moisture content
and negative environmental contributions. Co-utilization of lignite and other
renewable fuels can solve this problem to a large extent. Co-pyrolysis, deemed as a
promising method, has been extensively investigated by many researchers [2–5].
The thermal co-processing methods could be environmentally friendly ways for the
conversion of lignite and oil shale into valuable products such as fuels or chemicals.
Oil shale is the second largest fossil fuel source following the lignite reserves in
Turkey that can be co-processed with lignite. Oil shale contains significant amounts
of kerogen [6]. Industry can use oil shale as a fuel for thermal power-plants, burning
(like coal) to actuate steam turbines and to produce liquid and gas fuel. The use of
oil shales, which are located in large quantities in Turkey as organic rich sedi-
mentary rock, exists less effort for source of energy and hydrocarbons. Therefore, it
is significant to study the energy utilization and development of oil shale.

The aim of this study was to evaluate pyrolysis of lignite (BDL lignite, Balıkesir,
Turkey), oil shale (SOL oil shale, Kütahya, Turkey) and their mixtures using a fixed
bed reactor under different temperatures and mixture ratios. Liquid products
(tar) were characterized by GC-MS and FTIR, the solid products were also analyzed
by elemental analysis. The effect of temperature and different ratios of oil shale in
mixtures on the thermal degradation of lignite, on yield and properties of pyrolysis
products was investigated.

2 Experimental

BDL lignite is from the Dursunbey region of Balıkesir, Turkey and SOL oil shale is
from the Seyitömer, Kütahya, Turkey. Firstly, BDL lignite and SOL oil shale are
pyrolysized at the temperatures between 400 and 700 °C. Then, lignite and oil shale
are mixed together in weight ratio of 33 % (w/w), 50 % (w/w) and 67 % (w/w) of
lignite. The schematic diagram of pyrolysis experimental system is displayed in
Fig. 1.

The reactor is externally heated by an electrical furnace in which the temperature
is measured by a thermocouple inside the reactor. The air of the reactor is purged
with nitrogen flow of 30 ml min−1 and reactor is heated up to the desired tem-
perature with a heating rate of 10 °C min−1. The outlet of the reactor was connected
to a round-bottomed flask with a reflux condenser where condensation of pyrolysate
occurred. The reaction mixture was cooled with an ice-salt bath. The yield of tar
collected in the round-bottomed flask, and the yield of residual coke as the char
remaining inside the reactor after the experiment. The gas products collected by a
receiver vessel connected to the end of the reflux condenser.

Gas chromatography mass spectrometry (GC-MS) analysis of the tar is con-
ducted by an AGILENT 6890 GC System 5973 MSD. GC-MS conditions are as
follows: capillary column, HP-5MS (50 m � 0.32 mm � 0.52 lm); carrier gas,
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Helium (flow rate 0.7 ml min−1); temperature program of oven: initial hold at to
50 °C during 15 min, heating to 300 °C at 5 °C min−1, and hold 17 min. The
Fourier transform infrared spectroscopy (FTIR) spectra’s of the tar on a KBr disk
are recorded using a Perkin-Elmer Spectrum 100 (ATR-kit) Model FTIR spec-
trophotometer. Elemental analysis of residual coke is determined by a LECO 932
CHNS elemental analyzer.

3 Results and Discussion

The variations of residual coke, tar and gas products at temperatures between 400
and 700 °C during the co-pyrolysis of lignite with oil shale are given in Fig. 2,
respectively. As seen from Fig. 2a, increase in temperature leads to a decrease in
the residual coke yields. It means that the conversion degree of the BDL
lignite/SOL oil shale mixtures into the mixture of volatile product is increased.
According to the results in Fig. 2b, the maximum tar yield is obtained at 600 °C
when 67 % of lignite is added to the oil shale. The increase of tar yields by adding
lignite to oil shale might be explained by besides the cracking in the structure due to
the temperature rise, the catalytic interaction resulting from inorganic structure of
the lignite and creating of an extraction medium by oil shale. Yield of tar increases
with increasing temperature. The reason for this variation is related to enhance
thermal degradation of synergetic effects during co-pyrolysis. As shown in Fig. 2c,
increase in temperature leads to an increase in the gas yields for all mixing ratios.
The maximum gas yield is obtained at 700 °C due to secondary decomposition
reactions of the liquid fractions to the gases.

One of the effects that are being studied in this work is the effect of synergism.
The different pyrolytic behaviours of the individual fuel components and the fuel

Fig. 1 The schematic diagram of the experimental system. A Nitrogen bottle, B float flowmeter,
C thermocouple, D the temperature controller, E tube furnace, F reactor, G sample, H condenser,
I cooling unit, J liquid collecting vessel, K gas collecting vessel
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mixture is called synergism. Figure 2d show the synergetic effects obtained for the
tar yields in the co-pyrolysis of lignite and oil shale. As shown in figure, an increase
in the lignite content of the mixture leads to the increased synergetic effect in the
production of tar.

Fig. 2 Effect of the BDL
lignite contents in the
mixtures on a the residual
coke, b tar and c gas products
at various temperatures,
d synergetic effects obtained
for the tar during the
copyrolysis of lignite-oil shale
mixtures
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GC-MS analysis results of the tars from pyrolysis of BDL lignite, SOL oil shale
and BDL: SOL 67 % (w/w) at 600 °C are presented in Fig. 3a. When the product
groups between lignite and lignite-oil shale mixture is compared, it has been seen
that adding lignite to the oil shale leads to decrease in the amount of alkane
compounds and an increase in the amount of alkene compounds. On the contrary
observe no significant change in the amount of aromatic compounds. From the
GC-MS composition it has been found that the derivatives of phenol and some

Fig. 3 Result of a GC-MS analysis of the tars obtained by pyrolysis at 600 °C, b FTIR of the tars
obtained from co-pyrolysis BDL:SOL 67 % (w/w) at 600 °C

Co-pyrolysis of Lignite-Oil Shale Mixtures 77



polycyclic aromatic hydrocarbons such as naphthalene, its derivatives, and
phenanthrene structures are increased as a result of adding lignite to the oil shale.

The FTIR spectra of the tar from co-pyrolysis of BDL: SOL 67 % (w/w) mixture
at 600 °C is given in Fig. 3b. The analysis of the regions at 2850–2980 cm−1 and
1350–1480 cm−1 shows that aliphatic hydrogen is mainly as –CH2 structures. The
broad peak around at 3000 cm−1 represents –OH stretching vibrations indicating
the presence of phenols and alcohols. The region between 700 and 900 cm−1

contains various bands related to aromatic out of plane C–H banding in the tar. The
band in 1260–1280 cm−1 indicates C–O–C etheric structure representing the for-
mation of etheric structures.

Elemental analysis results of the residual coke obtained by pyrolysis of BDL
lignite, SOL oil shale and BDL: SOL 67 % (w/w) mixture at 600 °C are given in
Table 1. It is seen that, the amount of hydrogen in the residual coke obtained by
co-pyrolysis of lignite-oil shale mixture appears to be the lowest level due to the
leaving of volatile products from the solid structure.

4 Conclusions

The conclusions of this study are given below:

– Adding lignite to the oil shale 67 % (w/w) leads to an increased tar yield at all
temperatures.

– Co-pyrolysis of lignite-oil shale mixtures is the main source of production of
higher phenols and some polycyclic aromatic hydrocarbons such as naph-
thalene, its derivatives phenanthrene.

– The synergetic effect of lignite-oil shale mixture for tar yield is positive.
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Airborne Wind Energy—A Review

Mahdi Ebrahimi Salari, Joseph Coleman and Daniel Toal

Abstract Airborne Wind Energy (AWE) is a new approach to harvest stronger
wind streams at higher altitudes for renewable energy. This paper reviews recent
developments in this field. Conventional wind energy and current constrains for its
development are discussed and airborne wind energy as an appropriate solution in
the literature is reviewed. Different AWE technologies are reviewed and appraised
and other related issues such as transmission and curtailment are discussed.

Keywords Airborne wind energy (AWE) � Synchronous generator � Direct
interconnection � Power to gas

1 Introduction

At present, with rising concerns about global warming and limited fossil resources,
renewable energy is more popular than ever. In recent decades, renewable energy
has seen faster growth than other forms of energy production. Among different
non-hydro renewable energies, wind energy has seen the biggest absolute increase.
It is anticipated that the share of wind energy in total worldwide electricity gen-
eration will be 4.5 % in 2030 and that wind power will be the second most sig-
nificant source of renewable electricity production after hydropower [1].

Despite the rapid development of wind energy in recent decades, it is still
expensive and most wind energy projects encounter financing problems [1].
Investors are demanding more profit from wind energy projects and researchers are
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looking for solutions to decrease the total cost of wind energy by reducing cost of
construction, repair & maintenance and transmission to grid. According to [2],
91 % of a typical wind turbine cost is allocated to the turbine, grid connection and
foundation costs forming 75.6, 8.9 and 6.5 % respectively. Airborne wind energy
can provide a significant cost reduction in turbine and foundation costs. Also, by
using new technologies such direct interconnection and hydrogen production from
curtailed winds, grid connection cost will be reduced considerably.

In this chapter, different airborne wind energy technologies are reviewed and
recent developments in utilizing curtailed winds and a new interconnection scheme
are presented.

2 Airborne Wind Energy

An AWE system typically consists of a free flying airborne element such as a kite,
glider or floating horizontal axis wind turbine, which is connected to ground
through a tether. The first study of airborne wind energy was conducted in 1930 in
California, USA, though the first attempt to produce electricity from an airborne
wind energy device was in Minnesota, USA; a generator was installed on a balloon
and it was capable of producing 350 W electrical power [3]. Loyd in 1980 reported
the first analysis of kite based wind energy systems. He modeled large-scale power
production by means of an aerodynamically efficient kite. According to his work
with use of a tethered wing as big as a C-5A aircraft, it is possible to generate
6.7 MW of electrical energy with a 10 m/s wind [4].

The primary motivation for developing airborne wind energy systems is low cost
access to stronger winds at higher altitudes. With increasing altitude, the speed of
wind increases and winds are more consistent and less turbulent. At altitudes above
200 m, wind energy devices can provide the highest capacity factor at lower cost
[5]. According to (1) the wind power density at altitude (WPDh) increases to the
cube of wind speed [6]. This cubic relationship can be seen also in Fig. 1 where
increase of wind speed and power density with altitude is illustrated. This is the
main motivation driving AWE device development; generating wind energy at
higher altitude than possible with civil structures. With even small increases in the
height of the wind energy device, the generated power increases significantly.

WPDh ¼ 1
2
qV3

w h ð1Þ

In (1), q is the air density and Vw_h is the wind speed at altitude h.
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2.1 Ampyx Power

Ampyx Power is a Dutch company that is developing a pumping mode AWE
system with a tethered rigid wing glider called PowerPlane. Pumping mode AWE is
a reciprocating operation which consists of two phases; the pumping phase and
recovery phase. During the pumping phase, a tethered glider pulls on the ground
station tether drum through the tether. The drum is connected to generator by a
drivetrain. With rotation of the tether drum, the generator will rotate, producing
electricity. When the tether reaches the maximum length, the glider will change its
flight path toward ground station and tether will be rewound onto the drum. This
phase is called the recovery phase. Power is consumed during the recovery phase

Fig. 1 a Wind speed and
power density with altitude,
b wind density and power
density percentage increase
with altitude [37, 38]
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but it is considerably less than generated power in pumping mode [7]. Ampyx
Power AWE concept is demonstrated in Fig. 2. This company developed a pro-
totype in 2013. The proposed system is a 12 kW PowerPlane which is described as
a six degree of freedom rigid wing system. The electrical power takeoff for this
prototype is a single direct driven electrical machine with grid connection through a
power converter [8]. Ampyx Power is planning to develop two 250 kW and 3 MW
prototypes by 2018 [9].

2.2 WindLift

WindLift was founded in 2006 and developed a ground actuated kite control sys-
tem. This American company developed an AWE prototype which utilized a 40 m2

inflatable kite as the prime mover. The kite is tethered to a ground station by three
tethers; one main tether that rotates the electrical generator and two steering tethers
that provide ground based steering actuation. This system is capable of producing
12 kW peak electrical power form winds with speeds between 12 and 40 mph. The
ground station of WindLift prototype is shown in Fig. 3 [10]. As can be seen, the
main tether is wound onto a drum which is connected to a generator. In the power
phase, the kite rotates the generator through the tension in tether. In the recovery
phase, the generator operates as a motor, winding the tether onto the drum. The
WindLift pumping mode prototype uses a 90 cm diameter drum, which is

Fig. 2 Ampyx PowerPlane
[9]

Fig. 3 WindLift ground
station [10]
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connected to 60 kW motor-generator built originally for a hybrid electric bus. In the
future, WindLift plan to improve the wing characteristics to increase power in
generation phase and decrease consumption during recovery phase [11].

2.3 EnerKite

EnerKite was founded in 2010 in Germany. The core team behind EnerKite has
been active in the area of AWE related systems since 2002. In 2008, Aeroix and
Festo tested a prototype called ‘CyberKite’. This prototype used an innovative
hybrid kite designed with a bionic stingray shape and helium supported wings. The
development of the control mechanism for this 24 m2 kite ended in 2010 after
several hundred hours of testing [12].

After the establishment of EnerKite this company drew on its experiences from
CyberKite to develop a new prototype ‘EK30’. This AWE device is a 30 kW
prototype which is driven by a three line ground actuated kite power system. This
prototype has been developed as a mobile AWE system mounted on a vehicle and
works off-grid using battery storage. It can operate at altitudes between 100 and
300 m and uses a 30 m2 wing [12, 13]. The EK30 is shown in Fig. 4.

EnerKite is planning to develop two new prototypes in 2017 and 2018. EK200 is
designed to generate 100 kW electricity as a standalone system or within an iso-
lated grid. The wing area of this system is 30 m2 and it will be capable of operating
in wind speeds between 3 and 20 m/s. EK1M is a large-scale commercial product
which is planned to be on the market by 2018. This system can generate 500 kW
electrical energy connected to a power grid. The EK1M is projected to use a 125 m2

area kite and it will operate in wind speeds from 3 to 25 m/s. The maximum
operating altitude for this system will be 300 m [12, 13].

Fig. 4 EnerKite [12]
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2.4 SkySails

SkySails was established in 2001 to develop airborne wind energy devices for ship
propulsion augmentation. Between 2001 and 2006, they tested small scale proto-
types on various vessels. In 2013 SkySails developed a ship towing kite which is
capable of displacing up to 2 MW propulsion power. This 320 m2 kite can allow a
ship to reduce fuel oil consumption by up to 10 tons per day. This company has
extended its interests to electrical power generation. In 2011, SkySails developed a
55 kW prototype for producing electrical energy. The prototype is a pumping mode
airborne wind energy system, which uses a single motor/generator for electrical
power takeoff and kite recovery in the pumping mode cycle. SkySails are planning
to develop a 1 MW offshore airborne wind energy device, which would use a
400 m2 kite on a 1000 m tether. SkySails are considering the development of the
first offshore AWE farm with over 7 MW per device [14, 15]. The Skysails ship
propulsion system and AWE off-shore farm have been shown in Fig. 5.

2.5 Makani Power

Makani Power, a Google X company, has developed a unique type of airborne wind
energy, which is called an Airborne Wind Turbine (AWT). The AWT is a rigid

Fig. 5 SkySails productions,
a ship propulsion system,
b airborne power generator
[14]
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wing which carries eight propeller/turbines with each connected to motor/generator.
During launch, the electrical machines drive the propellers consuming power to
bring the system from the ground station to the desired starting altitude. The pro-
pellers are then adjusted to act as turbines driving the electrical machines as gen-
erators, producing electricity. The generated power is transferred to the ground
station through the tether. The tether is made of conductive aluminum wires and
high strength carbon fiber core [16]. In addition to power transmission, the tether
provides communications between AWT and ground station. Installing electrical
power take off machinery on the wing increases the airborne system mass. For a
100 kW AWT with 8 turbines the overall weight of power electronics converters
and generators/motors on the airfoil would be 70 kg and tether weight will be
320 kg. A related paper unaffiliated with Makani claims the optimal tether voltage
for minimum mass is 8 kV DC [17]. Makani Power has tested two 10 kW and
30 kW prototypes and currently they are working on an AWT device with 600 kW
rated power in an 11.5 m/s wind, which operates at altitudes between 140 and
310 m with a 145 m circling radius [16].

2.6 Sky WindPower

Sky WindPower is developing an innovative type of airborne wind energy device.
This system is an autonomous quad-copter, which consumes electrical energy to
reach the appropriate altitude for power generation. When the device arrives at the
desired altitude, it inflects itself to the wind at a specific pitch angle to allow the
rotors to be driven by the wind, consequently generating electrical power and lift
simultaneously. Their device, which is called Wind Airborne Tethered Turbine
System (WATTS), is nearly ready for customer testing and can generate 240 kW
nominal electrical power at altitudes up to 2000 m with high wind speeds from
9 mph to greater than 65 mph [18]. WATTS is designed to operate in off-grid sites
such as military outposts, naval vessels, mining operation, oil drilling platforms,
agricultural, scientific and research facilities. In addition, WATTS will be capable
of performing other roles such as “Eye in the Sky” security systems, remote antenna
elevation, atmospheric sampling, weather monitoring, etc. [18, 19].

2.7 Academic Research

In several universities, airborne wind energy is under investigation. TU Delft is one
of the leading universities working on AWE systems. In 1999, they undertook their
first AWE system analysis [20, 21]. This system consists of a number of wings that
are connected to each other by a single tether driving a ground located generator.
In 2013, a 20 kW rated ground station and kite control system for a pumping mode
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AWE prototype was developed by researchers in TU Delft [22]. Developing novel
control methods, ground station and kite design are other issues that are under
investigation in TU Delft [23–25].

In Politecnico di Torino, a prototype called KiteGen has been simulated and
tested. Two different topologies have been presented by researches in Politecnico di
Torino, yo-yo and carousel configuration [26]. The yo-yo configuration is the same
as pumping mode AWE, while the proposed carousel configuration consists of
several airfoils, each one connected to a kite steering unit (KSU) placed on a vehicle
moving along a circular rail path. Each airfoil pulls one vehicle on the carousel
while the vehicles maintain constant separation from each other on the rail.
Electrical power is generated through motor/generators driven by the wheels of
each rail vehicle [27, 28].

Neural network controllers for controlling airborne wind energy systems have
been developed at the University of Sussex. The evolution of neural network
controllers has been carried out by genetic algorithms. It has been shown that
continuous time recurrent networks (CTRNN) are capable of being trained for
flying AWE kites in an appropriate repetitive trajectory even when the length of
tether is changing [29, 30].

A two-line kite control algorithm has been developed in KU Leuven. This
controller is capable of controlling the lateral angle of kite and feedback is used to
stabilize the orbit of the kite. For monitoring of the motion of the kite, polar
coordinates are used in four degrees of freedom [31]. Optimization of towing kites,
developing a non-linear model of predictive control, new approaches for launch and
recovery of glider AWE systems and trajectory optimization of AWE devices are
other research works which have been carried out at KU Leuven [32–35]. In
addition, in [36] the use of two airfoils for airborne wind energy systems on a single
main tether has been investigated.

A new power take off method for pumping mode airborne wind energy has been
developed at the University of Limerick. This AWE prototype does not reverse the
generator to perform the recovery task, but rather this is performed by a fractional
scale recovery motor. In this arrangement, the two pumping mode operations are
separated and performed by optimally specified electrical machines for each task.
Using a non-reversing generator is more suitable for power generation and delivery
to grid especially at large scales. Furthermore, direct interconnection of AWE
generators and distributed control for the flight of tethered kites have been devel-
oped at the University of Limerick [37–39] and remains an active area of research.

Currently, six universities consisting of TU Delft, KU Leuven, TU Munich, ETH
Zurich and University of Limerick and four industrial partners are cooperating in
the AWESCO ITN, a Marie Skłodowska-Curie action under the Horizon 2020
framework program of the European Union [40]. This network is focused on the
development and optimization of AWE technology and methods and will ensure the
continued development of AWE within the EU.
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3 Dispatch and Curtailment

Dispatching generated power is a challenge in dealing with airborne wind energy
systems, especially with offshore devices. Conventional wind energy technology
deploys power converters in each unit where the generated power is converted to
DC and recovered to gird compliant AC for supply to the distribution network.
Using power converters for each unit will increase rate of failure and cost of
systems, as according to [41] the converter has the third highest failure rate among
wind turbine subassemblies. In offshore airborne wind energy devices, the failure
rate and cost would be even more because of high expenses of offshore repair and
maintenance and the novelty of the technology. In [42] a new approach, called
direct interconnection, has been proposed and tested for offshore wind energy
systems. In this method, power converters are removed from the individual power
devices and the generators are synchronized directly onto an offshore power bus by
means of a synchronization controller. After synchronization, overall generated
power is dispatched to on-shore station. In an onshore station, a back-to-back
converter provides a grid-code compliant AC output from the interconnected off-
shore bus. This approach has been analyzed for pumping-mode airborne wind
energy systems in [37, 38] and conventional wind turbines in [42] with promising
results.

In a curtailment situation, wind is available but the grid operator does not allow
the wind farm to dispatch the generated power to the grid. A wind turbine or AWE
system might be curtailed when the transmission system is under loaded due to lack
of demand. In this situation, the system is subjected to overvoltage conditions and
network operators try to relieve this by decreasing power production on the net-
work. Curtailment may also happen for other system reasons such as frequency
control or market based protocols [43].

During curtailment conditions, it may be possible to store energy locally rather
than ceasing operation or reducing/curtailing generated power. Different methods
for storing curtailed wind energy exist such as pumped hydroelectricity storage
(PHES) [44] and compressed air energy storage (CAES) [45]. Power to gas (P2G) is
a new approach, where curtailed wind energy is converted to methane gas which
can be sold for gas network consumption, transportation, heating, etc. P2G systems
convert electrical energy to hydrogen through an electrolysis process. The produced
hydrogen is then converted to methane by reaction with CO2. The required CO2

could be achieved from different resources such as ambient air, thermal power plant
exhaust or biogas. The overall efficiency of power to gas conversion is between 55
and 80 % depending on the efficiency of the electrolysis and methanation processes
[46]. Winds in higher altitudes are more consistent and hence AWE systems can
operate more often than conventional wind turbines. Since it is not always possible
to dispatch generated power to grid, using power to gas technology would be a very
helpful technology for utilizing curtailed winds.
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4 Conclusion

Different AWE technologies under development have been reviewed. In some
technologies, soft wings provide the mechanical prime mover while some others are
using rigid wings to harness wind energy. AWE systems with rigid wings are more
efficient and easier to control. In the case of soft wings, researchers are developing
new kite models and construction methods to improve their efficiency. Using a
pumping mode operated ground station is the most popular electrical power take-off
method. In some cases such as Makani AWT and Sky WindPower WATTS,
generators are mounted on the wing. In these cases, high voltage tethers, increased
weight and mechanical strength of cables for transmitting power from wing to
ground station are fundamental challenges, especially in large-scale devices.

Dispatching generated power is a very significant factor in the cost of generated
power. In the case of offshore AWE systems, dispatch becomes much more
important because of the long distance from the shore and the high expenses of
offshore repair and maintenance. Direct interconnection is an appropriate solution
for reducing the cost of generated power by minimizing the number of power
electronic converters offshore. Using curtailed wind energy for producing gas
would be a very useful technology to store generated power by AWE devices
during the periods when it is not possible to deliver electrical power to the grid.

Various companies and universities are developing AWE systems with many
promising commercial products by 2020. Despite the widespread developments of
airborne wind energy systems, this technology is still very young and much work
remains to move towards commercial devices.
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Full Utilization Control of Stored Energy
in Lithium-Ion Batteries Based
on Forecasted PV Output for HEMS

Ahmad Syahiman Mohd Shah, Yuki Ishikawa, Hiroki Takahashi,
Suguru Odakura and Naoto Kakimoto

Abstract Renewable energy resources such as photovoltaic (PV) are crucial to
counter an incoming energy crisis in the future. Nevertheless, when PV generators
are integrated with storage batteries, a constructive mechanism needs to be struc-
tured in order to securely control the energy flow in the batteries during the
charging/discharging process so that the risk of over-charge/over-discharge of the
batteries can be prevented. Furthermore, it is extremely essential to implement a
control method that is capable to fully utilize a stored energy in the scope of
small-scale BESS to the load regularly in the first place before it is further scaled up
to a mega-structure. In this study, an energy control scheme that considers and
executes a next-day forecast of generation based on Grid Point Value as an input
data has been proposed. Experimental equipment was structured and the system’s
operation was completely administered by an RX621 microcontroller. Good
experimental results were obtained corresponding to the trend of simulation results.

1 Introduction

Day by day, the availability of primary energy resources like oil and gas is
approaching an alarming level since the global demand has exceeded its production.
This huge demand has accelerated the worldwide research focusing on the alter-
native energies such as PV. Although the use of PV system does not contribute
risky emissions to the environment, it is fluctuating due to the meteorological
conditions [1]. Thus, a conventional solution that can be considered in order to
suppress this unsteady output power is to integrate PV panels with rechargeable
batteries [2]. On the other hand, in order to stabilize the daily supplied energy from
the PV generator to the load continuously, it is extremely necessary to predict the
amount of energy generation for the next day in advance [2]. For example, J. Han
et al. [3] has included an estimation of energy generation based on the weather
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forecast in their HEMS application but, since their systems are not equipped with
batteries for energy storage, the focus is mainly on saving the electricity cost by
monitoring the home energy use in real-time only. In this study, main approach is to
test how sensitive the proposed scheme works with the entire system, experimen-
tally and how effective it deals with errors that caused by the forecast data.

2 Forecasting Model Based on Grid Point Value (GPV)

Numerical weather predictions of solar radiation are performed based on
Meso-Scale Model (MSM) developed by Japan Meteorology Agency (JMA). From
our previous study [4], the hourly horizontal solar radiation is defined as;

Si ¼ S0 cos z � f Cð Þ ð1Þ

where S0 and z are the clear-sky solar radiation and solar zenith angle, respectively.
By including five parameters, i.e. relative humidity (RH), precipitation (P),

low-level cloud cover (CL), middle-level cloud cover (CM) and high-level cloud
cover (CH) in this formulation, the function f(C), in (1) can be interpreted as;

f Cð Þ ¼ exp � aRHþ bPþ cCL þ dCM þ eCH

C0

� �� �
ð2Þ

where a, b, c, d and e are variables. Hence, the detail explanation of this model is
further elaborated in [4].

Furthermore, it is well known that this seasonal variation of solar radiation is
considerably leveled by tilting the PV panel toward the south depending on the
geographical latitude of the place [5]. Thus, the tilted solar radiation, ST can be
modified from one-day horizontal solar radiation, S as follows;

ST ¼ cos h sin b
cos/ cos h sinbþ b sin/ sin h

S b� 90�; sin b ¼ 1ð Þ ð3Þ

b ¼ cos�1 � tan h tan/ð Þ ð4Þ

where h and / are the solar declination angle and latitude (Hitachi: 36.6°),
respectively.

Then, the absorbed solar radiation is converted to electric energy, denoted by G,
by the PV panel. From our different work [5], a good correlation is observed
between daily generation, G and solar radiation, ST as described by

G Ah½ � ¼ 1:25� ST MJm�2� � ð5Þ
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3 Control Procedures

3.1 Source of Data

The data of forecast meteorological elements (i.e. RH, P, CL, etc.), measured Si and
measured G are originally extracted from the JMA’s GPV Datasets [6], Hitachi City
Hall Database [7] and our proposed measurement system, respectively.

3.2 Determination of Weather

Sunny and cloudy/rainy days are differentiated based on the estimation of
dew-point depression, Tdd, considered on each geopotential level of 300, 400, 500,
600, 700, 800, 900 and 1000 mb, which is extracted from the GPV-MSM datasets.

3.3 Determination of Battery’s State-of-Charge (SOC)

Two methods are applied. First, an ampere-hour counting is mainly used to
determine the instantaneous state-of-charge of the batteries during the
charging/discharging process. Second, a method of open-circuit voltage (OCV) is
implemented in order to determine the empty and full level conditions of the stored
energy in the batteries, precisely. Originally, the actual unit is indicated in per-
centage (%) but here, for better understanding, SOC is expressed in Ah and
redefined as Storage Level, E [2]. Thus, several derivatives of E can be expressed
as;

EGi�1 ¼ E0

ECi ¼ EGi�1 � Ci

EGi ¼ ECi þGiþ 1

ð6Þ

where E0, Gi, Ci, EGi and ECi are initial storage level, generation on the i-th day,
consumption on the i-th day, storage level after generation for the i-th day and
storage level after consumption for the i-th day, respectively.

3.4 Determination of Consumption

The essential step is to decide the most optimized amount of consumption, C based
on the forecasted G so that the remaining energy in the batteries can be fully
utilized. The aim is to ensure that the batteries are always fully charged at the end of
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the day in whatever conditions. Firstly, the necessary energy to fully charge the
batteries, EN, from initial storage level, E0, is defined as;

EN ¼ EFULL � E0 ð7Þ

Next, target Ci is determined by the deduction of this EN from the forecasted Gi

as;

Ci ¼ Gi � EN ð8Þ

where if Ci < 10 (Ci > 30), this Ci will be approximated to 10 (30) Ah. Here, full
battery level, EFULL is 38 Ah and precautionary level is underlined at 8 Ah.

4 Simulation Results

Before the experiment is conducted, the proposed control is first compared
numerically using the C++ with a method from our previous study [5]. As a result,
Table 1 represents the number of insufficient days (NID) that occurred over a period
of 4 years from 2011 to 2014. The NID is the day when the minimum target of
C (10 Ah) cannot be attained [2, 5]. Apparently, the proposed control with mea-
sured input data produced NID exactly the same as that of method [5] for all
4 years. The use of measured input data means the forecasted G is ideal with zero
errors since it was basically derived from the measured solar radiation data in [7].
Nevertheless, when the GPV-based forecast data was applied into the control
scheme, the NID increased to 4 days for all years except 2013. On the other hand, a
yearly-average C in Table 1 suggests that 30 Ah of battery capacity was sufficient
to capture most energy through the year in the case of Hitachi as the amount of
yearly-average G was in the range of 21.4–22.1 Ah. Furthermore, all measured
values succeeded to supply enough energy to the load which whose amount equaled
to at least 97 % and utmost 98.1 % of the average G in 2013 and 2012, respec-
tively. Impressively, when the GPV-forecast data was executed into the scheme, the
decline trend was not really significant as it dropped to an acceptable level with a
marginal decrease of 1.1 Ah in all years except 2013 from the measured values.

Table 1 The simulation results for number of insufficient days, NID and average energy
consumption for the year 2011–2014

Year NID (days) Average C (Ah) Average
G (Ah)10 Ah

[5]
Meas. Forecast 10 Ah

[5]
Meas. Forecast

2011 1 1 4 10.0 21.0 19.9 21.4

2012 0 0 4 10.0 21.2 20.1 21.6

2013 0 0 3 10.0 21.5 20.7 22.1

2014 2 2 4 10.0 21.3 20.2 21.9
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5 Experimental Structure and Results

The experimental equipment of PV system structured in this study is represented as
Fig. 1. This structure is basically consisted of PV panels (5 pcs), 30 pieces of
series-connected WB-LYP40AHA batteries to form 100 V DC sources, LCD dis-
play for energy visualization, Xbee modules for forecast and system’s data trans-
mission, RX621 microcontroller, FET switches, PCU, AC load and monitoring PC.
Here, the charging and discharging processes were operated separately during the
day from 6:00 to 20:00 and night from 23:00 to 5:00, respectively. The experiment
was strictly monitored during the period of 1st–31st Jan. 2015.

Figure 2 presents an experimental result of energy control implemented on all
days in Jan. 2015. By referring to a movement of the line of E in Fig. 2, a one-day
routine is defined as it starts with a decreasing trend that describes a discharging
process of the batteries, followed by an increasing trend that represents a process of
generating energy. It is obvious that the RX621 microcontroller worked very well
with the system as the precautionary and full levels of batteries were successfully
controlled to exact values of 8 and 38 Ah, respectively. Plus, the system managed
to control the batteries to supply 10 Ah of energy to the load on days where the
forecasted G values were below 10 Ah (Jan. 15, 22 and 30). On the contrary, even
though the forecasted G on Jan. 8 and 12 was beyond 30 Ah, operation of the
batteries that was mandatorily controlled by the RX621 never allowed energy more
than 3 kWh (30 Ah) to be supplied to the loading rheostat, precisely. On the other
hand, a measurement result of voltage and current for the case of sunny days that
happened continuously from Jan. 10 to 13 is shown as Fig. 3. It is apparent that the
input switch stopped instantaneously as the curve of open circuit voltage, VOC

reached its maximum value of 102 V which is represented as section (b) in this
figure and the output switch was turned off when the target C was fulfilled as
represented in section (a). Also, since the flowing output current was marginally

Fig. 1 Experimental structure based on PV system constructed in this study
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fluctuating between 4.9–5.4 A during the (a) process, 30 Ah of capacity was suc-
cessfully discharged by the time it got to several minutes before 5 a.m. on Jan. 12.
No sign of over-charged or over-discharged phenomenon was observed during this
period since the batteries worked normally after those days. Impressively, an
average C for January 2015 is considerably high with approximately 23.3 Ah per
day which suggests that the proposed control succeeded in utilizing 78 % of the
effective storage of 30 Ah. Moreover, this C was above the range of average G for
2011–2014 in Table 1 which proves that the target of utilizing the energy as much
as the average G has been achieved.

Fig. 2 Result of energy control on January 2015. Black, blue solid and green lines are the storage
level, E, consumption, C and forecasted G, respectively. The precautionary and full levels of
batteries were successfully controlled to exact values of 8 and 38 Ah, respectively

Fig. 3 Voltage and current’s measurement results for the case of continuous sunny days that
happened on Jan. 10–13. VOC, VB, IOUT and IIN are the open circuit voltage, battery voltage, output
(discharging) current and input (charging) current of 30-piece’s WB-LPY40AHA lithium-ion
batteries, respectively
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6 Conclusion

In this paper, an energy control that considers the next-day forecast of generation
for the purpose of fully utilizing the stored energy in the batteries has been pro-
posed. This study is located in Hitachi, Japan. As a result, any forecasting error that
arose on the day where generation was less than 10 Ah (more than 30 Ah), was
negligible since 10 Ah (30 Ah) of energy were supplied from the batteries to the
load consistently during rainy (sunny) days. Impressively, average energy con-
sumption for January 2015 is considerably high with approximately 23.3 Ah, which
suggests that the proposed control succeeded in fully utilizing energy in the bat-
teries corresponded to above the range of the average G for 2011–2014.
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Optimization of Hydropower Plants’
Tailwater Energy: A Case Study
for 317 MW Adana Sanibey Dam, Turkey

K.M. Murat Tunc, Sedat Sisbot and Muammer Ozbek

Abstract This work is concerned with the optimization of use of tailwater energy
at hydropower plants. As a case study, extensive analyses are performed to
determine the main features of the array of low-head turbines that are planned to be
installed at the tailwater of the two main generators of Sanibey Dam. Sanibey
Hydropower Plant is constructed on Seyhan River at Aladag region, Adana,
Turkey. The plant has currently two Francis turbines (158.5 MW of each) with a
total capacity of 317 MW. Tailwater can be briefly defined as the water leaving the
main generators of the hydropower plant. Although most of its energy is converted
to mechanical energy by rotating the blades of the turbine, it has still some energy
which can be exploited by using low head run-of-river type turbines. Design and
optimization of these secondary systems are nowadays among the popular research
topics. This work investigates the feasibility of developing such a hydro-matrix
structure consisting of an array of low-head small size turbines. Several analyses are
performed to determine the optimum number and technical specifications of the
generators. In this work, two different approaches aiming at maximizing the power
output or minimizing the investment return period are utilized in the optimizations.
Two year outflow statistics and hourly data of several operational parameters of the
existing Francis turbines (provided by the operators of the dam) are analyzed to
maximize the power output. Similarly, energy markets hourly price data is used for
calculating the corresponding payback period and to minimize the return time of the
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investment. The results of the analyses obtained by using different design objectives
are quite similar. The approach aiming at minimizing the payback period yields the
optimal number of turbines as 27. The return time and the cost of the investment are
8.13 years and 4,940,310 USD, respectively. In power maximizing approach, the
optimum number of turbines is calculated as 30. The return time and the cost of the
investment are 8.15 years and 5,490,978 USD, respectively. The re-use of expen-
sive raw material (water in this case) also results in approximately 6 % increase in
the overall efficiency of the hydropower plant.

Keywords Hydropower plant � Tailwater energy � Low-head turbines �
Hydro-matrix array structure � Energy optimization

1 Introduction

The increasing awareness on environmental issues has been encouraging the use of
renewable energy more and more. Hydropower is by far the most important form of
renewable energy. It is simply based on conversion of the potential energy of water
into mechanical energy to be exploited for electricity production.

Flowing water resources are stored at a dam which is constructed to accumulate
the water at relatively high locations. Water released from the reservoir flows
through the inlet valves that lead to the turbines. The high flow rated water reaches
to the turbine; forces the blades with its kinetic energy and activates a generator to
produce electricity.

Tailwater can be briefly defined as the water leaving the main generators of the
hydropower plant. Although most of its energy is converted to mechanical energy,
it has still some energy which can be exploited by using low head run-of-river type
turbines. Heads between 2 and 20 m are considered as low heads. Cost estimation
of low head small hydropower schemes has been investigated in literature [1]. The
head range of 3–20 m and unit size of 1–5 kW have been carried out recently [2].

This work aims at investigating the feasibility of using tailwater energy by
constructing a low head turbine array on an existing hydropower plant. As a case
study, the flow characteristics and corresponding power generation data of Adana
Sanibey Hydropower plant is analyzed to determine type, size and optimum number
of tail water turbines. Hydro-matrix turbines are thought to be the best for the
present work and optimum number of turbines and their geometrical specifications
are determined. Depending on the results of the analyses, several financial
parameters such as investment payback periods and profitability indices are
calculated.
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2 Sanibey Hydropower Plant

Yedigöze Sanibey Hydropower Plant (shown in Fig. 1) is constructed on Seyhan
River at Aladag region, Adana, Turkey. Sanibey Dam has a total capacity of
317 MW. The highest and lowest water levels in the reservoir are 235 and 210 m,
respectively. The active volume flow rate is 300.48 m3/h. Two vertical shaft Francis
turbines each of which has an installed power 158,500 kW are used. The maximum
gross head is 100 m and the minimum head of 68 m in the project.

3 Modeling and Optimization

Kaplan turbines [3], which form the hydro-matrix array structure described in this
work, are reaction type turbines. Their basic advantage at low head conditions is the
high rotational speed at the energy production point. Kaplan turbines, which show a
large overload capacity, have a radial flow intake. The inlet flow makes a right
angle turn and enters the runner in an axial direction.

Application of the Kaplan turbines to tail water as in the form of the
hydro-matrix structure can be used for the heads from 2 to 40 m. At Sanibey
hydropower plant the tail water width is 40 m and the available tail water head for
energy production is approximately 3 m. Hydro-matrix solution [4] is based on the
serial application of low-head small hydropower turbines. Hydro-matrix turbine is a

Fig. 1 Sanibey hydropower plant top view
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multi combination of the identical small turbines. The name “matrix” comes from
the fact that the distribution of the turbines seems like an entry of a matrix as seen in
Fig. 2.

Power calculations are based on the equation shown below:

P ¼ QH gh q g

where Q and H represent discharge (m3/s) and gross head (m) respectively. In the
equation above gh represents the hydraulic efficiency and equals to 0.9. Similarly, q
and g stand for the water density (998 kg/m3) and gravitational acceleration
(9.81 m/s2).

4 Optimization of the Number of Hydro-Matrix Turbines

The main purpose of this work is to determine the optimum number of hydro-matrix
turbines to be mounted. In order to accomplish this objective two different
approaches namely, minimizing initial investment costs or maximizing the power
output, can be followed. Since Sanibey Hydropower plant has already been in
operation, it is not possible to rebuild or reconstruct the project according to the-
ories and forecasts. The existing tailwater canal has a width of 40 m. So this is a
constraint used for determining the optimum number of hydro-matrix turbines. The
amount of water taken from the Sanibey dam is directly emitted to tailwater canal
after being processed. It can be 0, 180 or 360 m3/sec which correspond to no
working, one Francis process and two Francis process, respectively.

Since one of the objectives of the optimization is to maximize the profit or to
minimize the costs, the financial constraints of the problem are also included in the
mathematical model used. As a regular application, the government determines the

Fig. 2 Hydro-matrix scheme
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power demand for a specific date, asks the companies to make their offers and
finally selects the best price. Therefore, the electricity prices starting from the date
the plant became operational are known very precisely. Similarly, the amount of
water stored in the dam is known and used as an input for the calculations. The
availability of these data makes it possible to determine the optimum number of the
hydro-matrix turbines for maximizing the profit as objective function.

The main Francis turbines have two exiting penstocks, if both turbines are
operational, the outflow is 360 m3, and if one turbine is operational only, it is half
of it. As the Sanibey hydropower plant has been working for four years the outflow
statistics and hourly data of the Francis turbines are known and taken from the
operators of the plant.

The energy markets’ hourly price data and flow characteristics are used as the
input parameters to calculate the profit and other financial indicators such as the
return period of the investment. Table 1 shows an example of energy prices and the
corresponding income changing hourly depending on the demand.

Table 1 Energy prices and
the income changing
depending on the demand

Time Price
(USD/MWh)

Energy
(MWh)

Income
(USD)

00:00 75.73 3.42 259.11

01:00 82.61 3.43 283.10

02:00 55.76 3.44 191.57

03:00 08.05 3.43 027.66

04:00 07.59 3.43 026.04

05:00 07.56 3.39 025.61

06:00 08.05 3.41 027.46

07:00 08.19 3.40 027.83

08:00 52.32 3.42 178.84

09:00 53.01 3.41 180.85

10:00 65.06 3.40 222.51

11:00 75.73 3.40 257.30

12:00 55.76 3.39 189.69

13:00 65.06 3.42 220.64

14:00 75.73 3.40 259.10

15:00 86.05 3.39 292.83

16:00 89.49 3.40 303.55

17:00 97.07 3.41 329.59

18:00 96.38 3.42 328.72

19:00 86.05 3.42 294.71

20:00 72.28 3.41 247.38

21:00 62.62 3.41 210.38
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5 Conclusion

Depending on the results of the analyses and simulations, the optimal number of
hydro-matrix turbines to be installed is determined. The optimal number is found by
maximizing the profit with respect to the past year’s hourly data of energy prices. In
addition to this, the minimization of the return of investment is optimized. Both of
the analyses produce very similar results. The return of investment minimization
solution approach results the optimal number of turbines as 27 and return of an
investment is 8.13 years with an investment cost of 4,940,310 USD. In the power
maximization solution, the optimal number of turbines is 30 and the return of the
investment is 8.144 years while the corresponding cost is 5,490,978 USD. In
addition, since the expensive raw material (water in this case) is reused or used for
two times, the overall energy efficiency of the plant is increased by 6 %.
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Adsorption Study of Reactive Blue 2 Dye
on CTAB-Bentonite in Aqueous Solution

Kheira Chinoune, Zohra Bouberka, Nesrine Touaa
and Ulrich Maschke

Abstract Cetyltrimethylammoniumbromide-bentonite (CTAB-bentonite) was
synthesized by placing alkylammonium onto B-Na+, and investigated for adsorp-
tion of reactive Blue 2 dye from aqueous solution. The adsorption capacity of
reactive blue 2 onto organo-bentonite was found to increase with the dye
concentration. The evaluated activation energy was found as 8.02 kJ/mol.
Equilibrium adsorption isotherms were satisfactorily described by Langmuir model.

Keywords Adsorption � Environment � Dye pollutant

1 Introduction

Dyes are extensively used by industries including textile leather, paper printers,
plastics, cosmetics, food and pharmaceuticals [1, 2]. They can be classified
according to a criterion which reflects their chemical structures [3] as anionic (acid,
direct, and reactive dyes), cationic (basic dyes) and non ionic (disperse dyes and vat
dyes), and also according to their compatibility with the type of substrate to be
coloured. Discharge of untreated dye wastewater is not without consequence for the
environment [4]. Most of dyes are toxic, mutagenic and carcinogenic. It is estimated
that 1–20 % of these dyes are wasted in industrial effluents during textile dyeing
and finishing processes [5]. Therefore, the removal of dyes from waste effluents is
of significant environment importance. Moreover, the complex aromatic molecular

K. Chinoune � Z. Bouberka � N. Touaa
Laboratoire Physico-Chimie des Matériaux-Catalyse et Environnement,
Université des Sciences et de la Technologie d’Oran «USTO»,
BP 1505 El M’naouer, 31000 Oran, Algeria

Z. Bouberka � U. Maschke (&)
Unité Matériaux et Transformations—UMET (UMR CNRS N°8207),
Bâtiment C6, Université Lille 1—Sciences et Technologies,
59655 Villeneuve d’Ascq Cedex, France
e-mail: ulrich.maschke@univ-lille1.fr

© Springer International Publishing AG 2017
A.Y. Oral and Z.B. Bahsi Oral (eds.), 3rd International Congress on Energy
Efficiency and Energy Related Materials (ENEFM2015), Springer Proceedings
in Energy, DOI 10.1007/978-3-319-45677-5_13

109



structures of dyes make them more stable and difficult to biodegrade [6, 7]. Many
investigations in this regard must be done in search of efficient means for treatment
of effluents prior to discharging them to the surrounding environment. In water
reuse technology, various physical, chemical and biological pre-treatments and
post-treatments can be used to treat textile effluent. The adsorption methods for the
colour removal are based on the high affinity of many dyes for the adsorbent
materials, and were found effective for the removal of a wide range of dyes [8].
Currently, the most common procedure involves the use of activated carbons as
adsorbents because of their high adsorption capacities [9, 10].

Clay minerals have received increasing potential for application as environ-
mental remediation agents because they are cheap and abundant materials. Among
these clay minerals, bentonite represents one of the most extensively used adsor-
bents [11]. However, its adsorption capacity towards anionic dyes was found to be
very low due to the negatively charged hydrophilic particle surfaces [12].
Intercalation of organic surfactant between layers of clays cannot only change the
surface properties from hydrophilic to hydrophobic, but also greatly increase the
basal spacing of the layers. All the results obtained up to now, concerning the
various interactions of organophilic clays towards the organic pollutants, showed
the great efficiency of adsorption of these materials [13–15].

2 Experimental Part

The bentonite used was obtained from the Algerian company ENOF [16]. The
bentonite loaded with CTAB, used for the adsorption experiments with reactive
blue 2, was prepared according to the method described in a previous report [14].
The dye used, reactive blue 2 (C.I. 61211) commercialized by the Acros company,
is a coloring reagent containing a dichlorotriazine group (Fig. 1).

Concentrations of reactive blue 2 in the solution were determined spectropho-
tometrically using a UV/Vis spectrophotometer Safas mc2. XRD patterns of the
prepared samples were acquired with an X ray diffractometer (Philips PW 1800).
FTIR spectra were obtained using the KBr-disk technique on a Perkin-Elmer
spectrophotometer.

Fig. 1 The molecular
structure of reactive blue 2
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After treating the sodium exchanged bentonite with CTAB, the basal spacing
increases from 1.26 to 1.84 nm. The significant increase in d001 of organoclays
shows the effective quaternary ammonium cation intercalation in the layers (Fig. 2).
The FTIR spectrum of CTAB-bentonite (Fig. 3) reveals the presence of intense
bands between 2850 and 2920 cm−1 corresponding to symmetric and asymmetric
stretching vibrations of methylene and methyl groups of the aliphatic chain of the
surfactant [17]. The C–H bending bands of methylene and methyl groups were
found at 1468 cm−1 and the aromatic C=C skeleton stretching band at 1600 cm−1.

3 Results and Discussion

As seen in Fig. 4, the equilibrium adsorption capacity decreased from
2.745 � 10−4 to 0.291 � 10−4 mol/g when the pH increased from 2 to 12. The
high adsorption capacity may be attributed to both the strong electrostatic inter-
action between –N+ (CH3)3 of CTAB-bentonite and anionic dye molecules
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(as –SO3
− anion), and the replacement of the surfactant entities by anionic dye

species. The adsorption capacity at equilibrium qe increased from 5.95 � 10−2 to
10.20 � 10−2 mmol/g with an increase of the initial dye concentrations from
2 � 10−2 to 6 � 10−2 mmol/L. The three-dimensional plot (Fig. 5) represents the
generalized model for reactive blue 2 adsorbed at any contact time and initial
reactive blue 2 concentration within the specified concentration range. It indicates
that the amount of reactive blue 2 adsorbed at any contact time increased with
increasing initial reactive blue 2 concentration. This is obvious for higher values, as
a more efficient use of the adsorptive capacities of the adsorbent would be expected
due to the greater adsorption driving force. The plot of Fig. 5 can then be used to
derive the amount of reactive blue 2 dye adsorbed at any given dye concentration
and reaction time.
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The effect of temperature on adsorption was also examined using a constant
initial amount of reactive blue 2 dye, and a CTAB-bentonite concentration of
0.2 g/L at various temperatures. The activation energy of adsorption Ea was found
as 8.02 kJ/mol for the adsorption of reactive blue 2 on CTAB-bentonite. Since
adsorption is an exothermic process, it would be expected that an increased solution
temperature would result in a decreasing adsorption capacity (Table 1). Figure 6
shows the amount of reactive blue 2, adsorbed per unit mass of CTAB-bentonite, as
function of the concentration of reactive blue 2 remaining in solution, Ce (equi-
librium concentration), for initial dye concentrations from 6 � 10−3 to
10−2 mmol/L. The isotherm shows L-type behavior according to the Giles classi-
fication [18]. The amount of reactive blue 2 adsorbed increased largely at low
concentration, decreased around the equilibrium concentration, followed by a
tendency of formation of a plateau when the concentration becomes higher. The
isotherms which show steep initial slopes, that level out with a subsequent increase
in the equilibrium concentration of the dye, giving rise to a plateau or a linear
section with positive slope, are classified as L-type isotherms [19]. Such isotherms
reflect a relatively high affinity between the dye and CTAB-bentonite surface.

Table 1 Temperature effect on adsorption of reactive blue 2 onto CTAB-bentonite:
(C0 = 6 � 10−2 mM, adsorbent dose = 0.2 g/L and pH = 6)

C0 (mmol/L) T (°C) (mmol/g)

0.06 20 10.11

40 8.68

60 7.58
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4 Conclusion

The bentonite clay was modified with CTAB in order to obtain organo-bentonite,
which was used for retaining reactive blue dye from water solution. The interlayer
spacings of the analyzed bentonite increased from 12.6 to 18.4 Å after CTAB
treatment. Obviously there are CH2 stretching bands at 2920 and 2850 cm−1, and a
scissoring mode at 1468 cm−1 of intercalated surfactant of organo-bentonite. The
adsorption capacity of reactive blue 2 onto organo-bentonite increased with the
increasing initial dye concentration, and decreased with increasing temperature. The
Langmuir model isotherm represents the experimental data well. The coefficient of
determination was greater than 0.999.
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Deactivation of Polybrominated Flame
Retardants by Ultraviolet Radiation

Kahina Bentaleb, Zohra Bouberka, Abdelouahab Nadim,
Ulrich Maschke, Yassine Agguine and Said Eddarir

Abstract The European directive RoHS (Restriction of the use of certain
Hazardous Substances) limits the use of specific toxic substances for example a
number of flame retardants. In the light of this context, this work handles with the
implementation of a methodology of deactivation by radiative exposure of
Tetrabromobisphenol A bis-(2,3-dibromopropylether) (TBBPA-DBPE), concerned
by the RoHS directive. It has been shown that the photodegradation by UV-visible
irradiation of TBBPA-DBPE in Tetrahydrofuran as organic environment generates
less brominated thus less toxic congeners. Physico-chemical analyses were realized
by means of a spectroscopic technique that allows to characterize products before
and after irradiation under UV-visible light.

Keywords Photodegradation � Environment � Flame retardant

1 Introduction

A number of substances contained in the Waste of Electrical and Electronic
Equipment (WEEE), in particular brominated flame retardants, were identified as
molecules with considerable risks for the environment, and forbidden in use.
Several brominated flame retardants have proved to be highly bioaccumulative and
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bioavailable, and can be detected in animal and human tissues, explaining the
toxicity of these products. These additives would always be present in current and
future deposits, collected from the waste of former or imported products. The
concentration of brominated flame retardants in various materials can reach 5–30 %
by weight. As a consequence, the method of waste recycling of electric and elec-
tronic equipments, which contain these pollutants, remains a real challenge. Indeed,
in date, only the incineration is practiced in an industrial way with fatal conse-
quences for the environment.

Certain flame retardants, added to diverse materials, are very effective to reduce
the flammability of the finished product and specially the halogenic flame retardants
because they contain bromine. The bromine intervenes in chemical reactions which
slow down the combustion necessary for the inflammation. Among these flame
retardants, one of the most used is the Tetrabromobisphenol A bis-
(2,3-dibromopropylether) (TBBPA-DBPE) [1–3]. This product can be found
incorporated into various materials, in which it is either chemically bound, or
simply added, to confer fireproofing properties to these compounds [4, 5].

These flame retardants became common contaminants of the environment that
we could find in human and animal bodies and may cause grave and irreversible
effects on the body, like spermatogenesis and mental deficiency [6]. However, it
seems that not only the targeted molecules as troublemakers could have an impact
on the environment, but also their products of degradation stemming from pro-
cesses of treatment aiming at their elimination. The process of elimination can be
realized by the combination of several steps of treatments such as chemical and
biological oxidation [7], and adsorption.

From a chemical viewpoint, the degradation of these pollutants until the final
stage (completely debrominated molecules as well as low brominated species) can
be obtained by a radical pathway [8–11]. The ultraviolet (UV)-visible irradiation
technique seems to be a powerful method to generate with significant efficiency
highly reactive radicals in a liquid environment which can react with organic
compounds. In particular a Xenon lamp was of use to us as source of irradiation of
the UV-visible light.

The photodegradation by UV-visible irradiation in organic solutions may gen-
erate less brominated congeners. Indeed, TBBPA-DBPE is sensitive to solar and
artificial UV light because of the relatively weak dissociation energy (284 kJ/mol)
of the carbon-bromine bond (C-Br).

The objective of this work concerns the implementation of a methodology of
deactivation by irradiation of a pure brominated flame retardant (TBBPA-DBPE).
The degradation by irradiation in the UV-visible range of TBBPA-DBPE will be
followed by analytical methods, allowing the characterization of the products of
degradation. In particular, the UV-visible spectroscopic method will be applied.
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2 Experimental Part

Tetrabromobisphenol A bis-(2,3-dibromopropylether) (TBBPA-DBPE) (purity
98 %), was obtained from Albemarle corporation. Tetrahydrofuran (THF) was
purchased from Merck in HPLC quality. The TBBPA-DBPE molecule as bromi-
nated flame retardant is constituted of two phenolic cycles interconnected by an
isopropyl group, each one substituted by two bromine atoms situated in
ortho-position of the dibromopropylether groups [12]. The corresponding chemical
structure of TBBPA-DBPE is shown in Fig. 1.

The irradiation process was carried out using standard 10 mm thick Hellma
quartz cells, and the light source was fixed through the central axis of the cell. The
distance between UV source and quartz cell was kept at 3 cm. A 150 W Xenon light
source from Hamamatsu (model LC8) was used for the irradiation experiments.

During photodegradation experiments, aliquots of solutions containing
TBBPA-DBPE were placed in the Hellma cells and submitted to UV irradiation. The
initial concentration of TBBPA-DBPE was varied between 0.13 and 0.30 mg/mL in
THF. At appropriate sampling times, the photodegradation was finished by
removing the vials from the light exposure and immediately initiating analysis.

Absorption spectra were recorded using a Varian Cary 100 UV-visible
double-beam spectrophotometer, equipped with a Peltier accessory for precise
temperature control (±0.1 °C). All UV absorption spectra were recorded with THF
for the determination of quantum yields and computed from the calibration curves
in the range 200–400 nm, using the above mentioned Hellma cells at the wave-
lengths of maximum absorption of TBBPA-DBPE and its photoproducts.

3 Results and Discussion

The radiative effect of the pollutant/solvent system was followed according to the
time of exposure to artificial radiation by means of a UV-visible source. This
allowed to optimize a number of corresponding parameters (dose of irradiation,
distance UV-sample source, temperature, intensity and power of the UV-visible

Fig. 1 Molecular structure of Tetrabromobisphenol A bis-(2,3-dibromopropylether)
(TBBPA-DBPE)
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lamp), to increase the efficiency of the photodegradation. The UV-visible spec-
troscopy was applied to characterize products before and after irradiation under
UV-visible light.

The study was realized on dissolved solutions in various organic solvents such
as Tetrahydrofuran (THF). The UV-visible light exposure of these solutions as
function of time varying from 1 to 90 min allowed to remove the characteristic
band of the product at 211 nm [13] and to obtain by-products at 245 and 290 nm,
less dangerous than the initial molecule (Fig. 2) [14–18]. It can be concluded that
the degradation of TBBPA-DBPE reveals to be very important in THF. An
exposure time of 90 min under UV-visible light allowed to degrade 98 % of
TBBPA-DBPE for a concentration of 0.05 mg/mL.

Since the pollutant concentration could be an important parameter controlling
the degradation process, the effect of the initial concentration of TBBPA-DBPE on
the photodegradation rate was investigated over the concentration range from 0.05
to 0.3 mg/mL. Absorption versus irradiation time curves for the 212 nm-band
decrease rapidly and exponentially until total disappearance of TBBPA-DBPE after
90 min. The disappearance of TBBPA-DBPE during the first 15 min of debromi-
nation can be described by first-order reaction kinetics with regards to the initial
concentrations. Figure 3 represents plots of −Ln C(t)/C0 versus exposure time
showing linear dependencies, where C0 represents the concentration of
TBBPA-DBPE at time zero and C(t) stands for its concentration at time t.
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4 Conclusion

The degradation of TBBPA-DBPE in an organic solvent (THF) has been conducted
by exposure to radiation in the UV-visible wavelength range, in order to obtain less
harmful molecules for the environment. The UV-visible spectroscopy technique
was applied to monitor the photolysis as function of irradiation time. The use of a
Xenon light source allowed to reveal sequential degradation up to a total deacti-
vation of the TBBPA-DBPE molecule. Especially remarkable was the rapid
degradation efficiency shown by the irradiation device, which yields a successful
degradation of TBBPA-DBPE, forming lower brominated products. The kinetics of
formation and disappearance of intermediate species were determined to follow first
order kinetics.
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Bandwidth Improvement of Patch
Antenna Printed on Anisotropic Substrate
with Modified Ground Plane

Amel Boufrioua

Abstract Today, the state of the art antenna technology allows the use of different
types and models of antennas, depending on the area of application considered. The
antenna must be small enough for miniaturizing the wireless communication sys-
tem, which have been extensively and rapidly used in the modern word, also the
future communication terminal antennas must meet the requirements of multiband
or wideband, the difficulty of antenna design increases when the number of oper-
ating frequency bands increases. Microstrip patch antennas are now extensively
used in various communication systems due to their compactness, economical
efficiency, light weight, low profile and conformability to any structure. This paper
is focused on the multiband application of the microstrip patch antenna, the effects
of different physical parameters on the characteristics of the structure are investi-
gated, the results in terms of return loss, bandwidth and radiation pattern are given,
the proposed structure can be scaled to meet different frequencies of wireless
communication systems just by changing the dimension of the main antenna. An
inset L-shaped feed rectangular patch antenna with dual rectangular slots etched on
the ground plane is proposed and analyzed for increasing bandwidth of microstrip
patch antenna. The results in terms of return loss, bandwidth and radiation pattern
are given. The results show that dual wide bands are achieved and a better impe-
dance matching for the upper and lower resonances are obtained. Simulation results
for the effect of uniaxial anisotropic substrate on the return loss and bandwidth of
the rectangular patch antenna using inset L-shaped feed with dual rectangular slots
on the ground plane are also presented. This novel wideband proposed antenna
provides a significant size reduction and can improve the bandwidth. Furthermore,
comparative studies between our results and those available in the literature is done
and showed to be in good agreement.

Keywords Wideband antenna � Rectangular patch � Slot � Anisotropic substrate �
Modified ground plane
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1 Introduction

Today, the state of the art antenna technology allows the use of different types and
models of antennas, depending on the area of application considered. Microstrip
antennas are now extensively used in various communication systems due to their
compactness, economical efficiency, light weight, low profile and conformability to
any structure.

The rectangular and circular patches are extensively used radiators which have
very limited bandwidth, these limits the applications in several practical cases, and
the narrow bandwidth of the microstrip antenna can be widened. Recently, most of
the research on microstrip antennas focused on methods to increase their bandwidth
[1–14]. Several patch designs with single feed, dual frequency operation have been
proposed recently [1–14]. When a microstrip patch antenna is loaded with reactive
elements such as slots, stubs or shorting pin, it gives tunable or dual frequency
antenna characteristics [7]. Since the slots are cut at an appropriate position inside
the patch, they neither increase the patch size nor largely affect the radiation pattern
of the patch [9]. These slots can take different shapes like, rectangular or square
slot, step slot, tooth-brush shaped slot, V-slot, U-slot, etc. [9]. The slot adds another
resonant mode near the fundamental mode of the patch and realizes a dual fre-
quency response [9].

The development of modern wireless communication leads to the need for
broadband antennas (Wideband antennas) found a widespread application in the
wireless communication industry because of their attractive features such as easy
fabrication, cost, linear and circular polarized radiation characteristics. Because of
these attractive features of the broadband antennas are used in many wireless
applications such as Wi-Fi, Bluetooth, GSM and GPRS.

The study of anisotropic substrate is interesting since it has been found that the
use of such materials may have a beneficial effect on a circuit or antenna [8].
However, the designers should carefully check for the anisotropic effects in the
substrate materials with which they will work. In this paper, a novel wideband
rectangular patch antenna printed on isotropic or uniaxial anisotropic substrate is
designed by using inset L-shaped feed with dual rectangular slots on the ground
plane. The proposed antenna provides a significant size reduction and can improve
the bandwidth. In this paper the performance analyses of the proposed antenna is
presented using Ansoft HFSS software, which is based on Finite Element Method,
different parametric studies will be allowed and the effect of the various antenna
parameters on the return loss and the radiation of the proposed antenna will be
presented, also we will present the effect of the uniaxial substrate on the bandwidth
and the return loss with lower and upper resonant frequencies.
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2 Antenna Design

In this study, the proposed structure of inset L-shaped feed with dual rectangular
slots on the ground plane is given to increase the bandwidth; this proposed structure
is based on the simple rectangular microstrip patch which is designed first. The
geometry for the simple rectangular microstrip patch of dimension W � L printed
on the grounded substrate, which has a uniform thickness of h and having a relative
permittivity er and the dielectric material is assumed to be non-magnetic with
permeability l0 (see Fig. 1).

Table 1 shows the different parameters of the simple rectangular patch antenna
and Fig. 2 shows the frequency response of this simple structure, which is designed
first in order to compare it with the proposed rectangular patch antenna using inset
L-shaped feed with dual rectangular slots on the ground plane. When slots are
incorporated on the ground plane, it modifies the resonance behaviour of the simple
rectangular patch antenna. Thus, the current of different lengths, directions and
strength flow along the slots are responsible for wide bandwidth.

The geometry of the proposed antenna based on the previous simple rectangular
patch is shown in Fig. 3 with the different parameters given in Table 2, in this case,
two rectangular slots with the same size etched on the ground plane are fixed to the
center of the length (L) of the rectangular patch antenna with a distance (Sh) and the
feeding is accomplished with inset L-shaped feed.

W

L

Fig. 1 Geometry of a simple
rectangular patch antenna

Table 1 Design parameters
of the simple rectangular
patch antenna

Parameters Value

W 15.8 mm

L 8 mm

h 1.6 mm

Relative permittivity 4.5

Ground plane 34 * 20 mm2
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Fig. 2 Simulation of return loss S11 of a simple rectangular patch antenna
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Fig. 3 Geometry of inset
L-shaped feed with
rectangular slots in the ground
plane

Table 2 Design parameters
of the rectangular patch
antenna using inset L-shaped
feed with dual rectangular
slots on the ground plane

Parameters Value

W 15.8 mm

L 8 mm

h 1.6 mm

Microstrip feed line 2.8 mm

Hs = HFI 6 mm

WFI = HFL 0.5 mm

WFL 2 mm

Ws 12 mm

Relative permittivity 4.5

Ground plane 34 * 20 mm2
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3 Different Parametric Study

The parameters given in Table 2 are fixed; we varied WFL. Variation of return loss
as a function of frequency for different value of WFL is shown in Fig. 4.

In the case of Fig. 5 we fixed the length of the slot (Ws) to 12 mm and we varied
the width of the slot (Hs) from 2, 4, 6 and 8 mm, respectively. Also, it is worth
noting that in this case we take WFL = 0 and HFI = 6 mm.
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Fig. 4 Variation of return loss as a function of frequency for different value of the length notch of
the inset L-shaped feed WFL
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Fig. 5 Variation of return loss as a function of frequency for different value of the rectangular slot
length etched on the ground plane Hs
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The results of Figs. 4 and 5 agree very well with those obtained by Satthamsakul
et al. [3].

In the case of Fig. 6, the rectangular patch using an inset L feed with dual
rectangular slots on the ground plane is also studied; the patch is embedded in a
substrate containing anisotropic materials with the optical axis normal to the patch
and has a uniform thickness h. The relative permittivity in this case can be pre-
sented by a tensor with the relative permittivity in the direction perpendicular to the
optical axis denoted ex (with ex = ey) and the relative permittivity in the direction of
the optical axis denoted ez as given by [8, 11].

The proposed antenna characteristics are observed for different substrate mate-
rials with a different anisotropic ratio as shown in Fig. 6. It is found that the antenna
is very sensitive to the dielectric properties of the materials. The resonant fre-
quencies and bandwidths are completely changed by changing the substrate
material, moreover, the obtained results show that a significant improvement in the
bandwidth is achieved for an anisotropic ratio greater than one (AR > 1).

With

AR ¼ ex=ez

From the radiation pattern given in Fig. 8 we can see clearly a change of
directivity and the appearance of two secondary lobes, especially for (Hs = 8 mm),
compared to the simple rectangular patch given in Fig. 7.
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Fig. 6 Effect of the uniaxial anisotropic substrate on the bandwidth and the return loss of the
rectangular patch using an inset L feed with dual rectangular slots on the ground plane
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Fig. 7 Radiation pattern of a simple rectangular patch with the different parameters given in the
first table

Fig. 8 Radiation pattern of the rectangular patch antenna using inset L-shaped feed with dual
rectangular slots on the ground plane for different value of Hs (mm)
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In Fig. 9, results show that when the parameter (WFL) is smaller, the intensity of
the two main lobes increases and is a maximum when (WFL = 2 mm).

The dimensions and locations of the slots on the ground plane and the aniso-
tropic substrate play an important role for both bandwidth enhancement and radi-
ation efficiency, this proposed antenna is very useful for many modern applications.

4 Conclusion

In this paper, analysis of inset L-shaped feed rectangular patch antenna with dual
rectangular slots etched on the ground plane has been studied, it is found that this
novel structure can increase the bandwidth of the simple patch antenna and con-
sequently this antenna is very suitable for many applications, especially for
applications in the access points of wireless communications. Moreover, simulation
results for the effect of uniaxial substrate on the return loss and bandwidth of the
rectangular patch antenna using inset L-shaped feed with dual rectangular slots on

Fig. 9 Radiation pattern of the rectangular patch antenna using inset L-shaped feed with dual
rectangular slots on the ground plane for different value of WFL (mm)
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the ground plane are presented. Also the effects of different physical parameters on
the characteristics of this structure are investigated.
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An Expert Committee Evaluation for Load
Forecasting in a Smart Grid Environment

Th. Boutsika, G. Sideratos and A. Ikonomopoulos

Abstract Electricity markets as well as integration of renewables and electric
vehicles impose new requirements for efficient energy management, turning load
forecasts into an essential tool for safe system operation at the lowest cost.
However, the diverse load dynamics identified in a distribution system necessitate
the development of novel forecasting models capable of accurate load forecast
provision in a smart grid environment. The load forecasting system under evalua-
tion is an expert committee which comprises four prediction models (PMs) and one
combination model (CM) and provides forecasts in a 24-h ahead forecasting
horizon. The load forecasting system performance is validated using data from four
actual load time series characterized by large diversity. The expert committee
exhibits satisfactory performance on all load profile tested, effectively capturing the
load dynamics.

Keywords Load forecasting � Expert committee � Random forests

1 Introduction

Meeting the goals of energy policies requires large-scale integration of renewable
energy sources and electric vehicles in distribution systems, while at the same time
electricity markets call for higher flexibility and more efficient energy management.
Many of these novel load monitoring and control functionalities can only be
implemented within a smart grid infrastructure [1, 2] where load forecasting is
essential for safe system operation and high quality energy supply at the lowest
cost [3, 4].
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To this end various load forecasting approaches applicable in a smart grid
environment have been proposed, among which artificial neural networks and
support vector machines gain the highest acclaim [5]. However, the diverse load
dynamics identified in a distribution system mandate the studying of new fore-
casting approaches, endowed with qualities such as being parameter-free,
employing fast estimation computing schemes, and being able to capture the load
time series dynamics.

In that respect, the performance of an expert committee which provides load
forecasts in a 24-h ahead forecasting horizon is evaluated. The forecasting system
architecture is described in Sect. 2, its performance using data from four actual load
time series with diverse profiles is presented in Sect. 3, and Sect. 4 summarizes the
conclusions drawn from the work presented.

2 Load Forecasting System Architecture

The load forecasting system under evaluation is an expert committee comprising
four independent prediction models (PM) identified as PM_1, PM_2, PM_3, and
PM_4, and one combination model (CM) which assembles the individual predic-
tions of the PMs to provide forecasts in a 24-h ahead forecasting horizon. Along the
line of the expert committee presented in [6], the PMs handle incoming data
according to the hour of the day or the month of the year and are designed to
perform better either in short- or in long-term horizons capturing the entire load
time series dynamics. The architecture of the load forecasting system is illustrated
in Fig. 1.

The PMs utilize historical load data, calendar data, maximum and minimum
forecasted temperature values and special indices corresponding to the prediction
day and the seven days prior to it. Moreover, the PMs receive either the most recent

Fig. 1 Architecture of the load forecasting system under evaluation
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load data along with predictions made by the forecasting system in previous time
steps or only load data with at least a 24-h lag from the forecast time to provide
accurate predictions both in short- and long-term horizons. More details regarding
the selection of the PMs’ input data can be found in [6].

The load predictors of the PMs are trained with the random forest (RF) algorithm
proposed by Breiman using as parameters 500 trees to form each forest and one
third the number of input variables to build each tree [7]. The hourly or monthly
datasets used for the training of each RF are defined with respect to the load time
series resolution so as to ensure the presence of at least 500 entries in each training
set. In the current implementation of the expert committee each PM contains ten
RFs for load prediction; eight applied during normal days and two applied during
special days.

Going into detail, during normal days a different RF is activated in PM_1 and
PM_3 at each of the eight three-hour intervals of a day (e.g., from 0:00 to 2:59,
from 3:00 to 5:59, etc.). In PM_2 and PM_4 two different RFs are activated at each
season of a year (e.g., winter containing the months of December, January, and
February, spring containing the months of March, April and May, etc.); one pre-
dictor is applied during high demand hours of a day (from 09:00 to 15:59 and from
18:00 to 22:59) and the other during low demand hours (from 16:00 to 17:59 and
from 23:00 to 08:59). Moreover, for load prediction during special days two RFs
are activated in each PM. In PM_1 and PM_3 one is applied during high and the
other during low demand hours of a day, while in PM_2 and PM_4 one is applied
for special days occurring from April to September (higher temperatures) and the
other for special days occurring from October to March (lower temperatures).

Finally, the CM employs 24 multi-layer perceptrons (MPLs)—one for each hour
of the 24-h ahead forecasting horizon—to combine the PM predictions into a final
load forecast. The applied MLPs have 24 linear hidden layer neurons in a typical
three layer architecture (i.e., an input, a hidden and an output layers) and are trained
with the PM predictions obtained during the training period.

3 Expert Committee Evaluation

The performance of the load forecasting expert committee is evaluated using four
actual load time series (identified as TS-1, TS-2, TS-3, TS-4) obtained from cus-
tomer meters connected at the medium voltage level of a distribution system. The
meters record consumed energy over hourly intervals and the available records span
a period of 34 months, from January 2011 to October 2013. For each load time
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series the training sets for the RFs of the PMs contain all available load data. The
training set of the 24 MLPs of the CM contains all PM predictions except the ones
made for the last 200 days of recorded data which are used as the evaluation period,
during which the expert committee provides load forecasts at an hourly resolution
in a 24-h ahead forecasting horizon.

The obtained load time series exhibit large diversity in terms of magnitude and
dispersion. As shown in Table 1 the maximum load values range between 350 kW
for TS-3 and 750 kW for TS-4, while the coefficient of variation (ratio of the
standard deviation to the mean) is close to 0.45 for TS-3 and TS-4 and almost
double for TS-1 and TS-2, significantly affected by large intra-day periods of very
low consumption evidenced in TS-1 and TS-2.

Moreover TS-1 and TS-2 demonstrate a flat high consumption load profile
during business hours, whereas TS-3 and TS-4 showcase morning and afternoon
peak hours of smaller duration. In addition, TS-1 and TS-2 display large differ-
entiations between normal and special days, whereas in TS-3 and TS-4 differenti-
ations appear only in terms of magnitude while the shape of the load curve is
preserved. Finally, with respect to seasonality TS-4 and TS-3 present a higher
weather dependency, identified by higher correlation coefficients between maxi-
mum and minimum temperatures and daily energy consumption.

Figure 2 presents observations along with 3-h ahead predictions made for three
consecutive days in January 2013, one special (New Year’s day) and two normal
days, for all load time series. Observations and predictions are given in p.u. values
for easier comparison between the load time series. The forecasting system’s ability
to capture the diverse load dynamics is indicated by small forecasting errors during
high and low demand hours, as well as during hours with high and low load
variability. Moreover, similar magnitude forecasting errors for 12-h ahead predic-
tions for the same three days presented in Fig. 3 reveal the forecasting system’s
satisfactory performance both in short- and long-term forecasting horizons.

Table 1 Load time series
statistics

TS-1 TS-2 TS-3 TS-4

Minimum (kW) 27.78 0.78 17.46 0.72

Maximum (kW) 736.44 609.78 374.34 552.72

Mean (kW) 198.54 150.91 111.97 120.32

Standard
deviation (kW)

170.67 115.31 48.99 53.72

Coefficient of
variation (–)

0.86 0.76 0.44 0.45
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The mean absolute percentage error (MAPE) of the load predictions over the
entire evaluation period (last 200 days of recorded data), depicted in Fig. 4, is used
to evaluate and compare the performance of the forecasting system on the four
actual load time series. It appears that MAPE increases with increasing look-ahead
hours and remains almost constant for forecasting horizons longer than six hours
ahead. The performance of the load forecasting system is regarded satisfactory and
acceptable within a smart grid environment, with MAPE values ranging between
2.2 and 7.5 % for one-hour ahead predictions, and between 2.8 and 11.4 % for 24-h
ahead predictions.
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Fig. 2 3-h ahead predictions along with observations during a three-day period for load time
series: a TS-1, b TS-2, c TS-3 and d TS-4
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Fig. 3 12-h ahead predictions along with observations during a three-day period for load time
series: a TS-1, b TS-2, c TS-3 and d TS-4
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4 Conclusions

This paper evaluates the performance of a load forecasting system using data from
actual load time series. The forecasting system consists of an expert committee with
four independent prediction models, using hourly or monthly data sets and tuned for
better performance either in short- or in long-term horizons, and one combination
model, which provides the final predictions at an hourly resolution in a 24-h ahead
forecasting horizon.

Data from four actual load time series which exhibit large diversity in terms of
magnitude, fluctuations, peak hours, periodicity, and seasonality are used to vali-
date the performance of the forecasting system. The satisfactory performance on all
load profile tested, with mean absolute percentage errors for the entire evaluation
period ranging from 2 to 12 %, reveals the forecasting system’s ability to effec-
tively capture diverse load time series dynamics identified in a distribution system.
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Linking Smart Energy and Smart
Irrigation: Integration, System
Architecture, Prototype Implementation
and Experimentation

Elias Houstis, Antonia Nasiakou, Manolis Vavalis
and Dimitris Zimeris

Abstract Irrigation is, for certain geographical regions, a vital activity which often
happens to be an expensive one. For those regions, irrigation commonly accounts to
significant energy consumption. In this paper, we propose to investigate the pos-
sibility of reducing the cost of irrigation by utilizing techniques, methods and
practices that are common in the next generation energy systems, known also as
smart energy systems. Specifically, we design, implement and evaluate a software
platform that couples the smartness of the irrigation systems with the smartness of
the energy systems. The resulting simulation engine allows large scale and very
detailed experimentation which allow irrigation experts to specify energy effective
configurations that lead to the reduction of the irrigation cost through smart uti-
lization of Renewable Energy Sources.

Keywords Renewable energy resources � Irrigation � Energy � Agriculture

1 Introduction

Irrigation has been around for as long as humans have been cultivating plants.
Irrigation procedures mainly depend on the water availability, while water
requirement is the main parameter for calculating equivalent energy demand.

Direct coupling of agricultural processes to Renewable Energy Sources (RES) has
been considered for centuries. In principle, it reduces energy cost, by consuming the
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free energy offered by RES and often going off the grid, in a micro-grid form or as
energy autarky islands [1].

The main objective of this paper is to provide a practical tool that allows us to
elucidate several issues concerning the various characteristics of the coupling of
smart grid with smart irrigation. More specifically, we propose a simulation
approach based on RES (solar panels, wind turbines) installations for serving
agricultural and perhaps residential loads. This approach utilizes a software plat-
form capable of simulating technical and financial aspects of the proposed instal-
lation. We design and develop a prototype implementation of such a platform. An
initial experimentation indicates that the irrigation and to a great extent the agri-
cultural sector, can potentially be a very challenging area of RES research and
development, especially when liberalized auction-based energy market is involved.

The rest of this paper is organized as follows. In Sect. 2 we present related
efforts that motivate our study and develop the appropriate background. Section 3
contains the main characteristics of our prototype implementation and the proposed
integrated system. Associated elementary simulation results are given in Sect. 4 and
our concluding remarks in Sect. 5.

2 State of the Art

We have identified several agricultural projects around the globe that emphasize on
the need for further research and development towards the improvement of irri-
gation applications and beyond, in terms of better energy management and reduced
cost.

A sizing procedure for calculating the variables involved in a solar panel
installation for agricultural processes is presented in [2]. Vick and Almas [3] pro-
poses methods for the irrigation management via a central coordinator. Based on
several parameters, it suggests various alternative implementations involving solar
and/or wind energy, while simultaneously comparing with each other, also taking
advantage of storage ability of excess energy and water storage in surface reservoirs
for future irrigation and other on-farm uses. Similar to the above, [4] presents a
modernized irrigation system, already in operation, coordinated by a central man-
agement operator. The central system involves elementary and remote control that
manages the automated frequency controlled pumping stations, while an
on-demand program schedules different farmers’ irrigation processes.

Among other papers, [5, 6] and [7] present sizing and optimization algorithms
focusing on evaluating technical (dependent on soil, climate, geography, agricul-
ture, and hydrogeology) as well as economical (dependent on the electricity price,
life cycle cost of investment) feasibility of solar and/or wind energy installations for
irrigation purposes.

Our simulation system has been developed on top of the GridLAB-D system [8]
for simulating the distribution energy network. It is based on four major compo-
nents, namely, the power flow, the building, the market and finally the generators,
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that describe the most representative distribution systems operation, technically as
well as financially. It is important to point out that although GridLAB-D includes a
residential module and a market module, it lacks an agriculture module.

3 Prototype Implementation

The basic concept of our research study is the ability of RES to handle primarily
agricultural and secondly residential loads, the former, demanding mainly pumping
load for a period of four months while the second lasts for the rest eight months
serving residential loads.

From GridLAB-D’s generators module, solar panels, wind turbines and bat-
teries are selected for serving both the agricultural and residential load. RES always
respond first in case of a demand load, regardless its nature. However, they also
have the ability of storing excess energy in batteries for use in case of insufficient
operation. EV charger stations will additionally demand load in order to cover the
vehicle’s needs. RES will operate normally with the DC-AC inverters assistance.

Residential devices modeled through the house, object of the residential mod-
ule, are controlled by active controllers, while loads described by ZIPload prop-
erties for non-thermostatically appliances, are controlled by passive controllers. The
object house is also used to describe, through similarity, new properties and defi-
nitions of terms engaged in agricultural engineering. In that sense, humidity_set-
point acting as a user-defined command and the crop_type property defining the
necessary crop characteristics are additionally incorporated at object ZIPload in
order to be available for the associated controller. Another new agricultural object,
namely soil_sensor for implementing metrics of soil humidity required by the
controller, is modeled and designed via GridLAB-D source code. The soil humidity
function is in our study naive and its values follow the normal distribution function.
Additional parameters describing surface geometry like floor_area are also
incorporated.

Furthermore, for our implementation purposes, we extend the functionality of
market module in order to develop a controller, named irrigation_controller,
suitable for price responsive control of agricultural loads. Based on the metrics of
soil sensor (soil humidity) and on the willingness of the customer to pay in order for
the system to operate, the irrigation_controller should adjust the system’s
set-points. The willingness of a customer to pay can be translated into a comfort
zone where the customer can tolerate a delay of irrigation so as to achieve a more
profitable price. In addition to the bid price, controller is also responsible for
submitting the demanded load as well.

As far as the distribution system topology concerns, we choose the R4-25.00-1
feeder from GridLAB-D libraries which can support a maximum load of 948 kW,
therefore it is a good candidate for supplying the residential network while the
IEEE-4 node test feeder is selected for supporting the agricultural network. Both
feeders are connected through a meter (object of powerflow module) which gives
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the opportunity to simultaneously, control the amount of energy needed and the
amount of energy provided. The distributed resources and the batteries are placed in
the agricultural network and the energy is transferred, through the grid, to serve
both residential and agricultural loads.

4 Simulation Results

As described in Sect. 3, we use R4-25.00.1 prototypical feeder to simulate the
distribution-residential network. Approximately 170 houses are supported. For the
needs of our experimentation we have designed two scenarios that are as realistic as
possible. However, due to lack of space, only the simpler one is presented in this
paper.

In this scenario, there exist a surface water reservoir and the irrigation system
demand load is satisfied directly from the RES or the batteries, acting both sepa-
rately or in combinations, as the producing units. Batteries are charged during the
daylight when the RES have energy that is not consumed and they discharge during
the night. Each battery is associated with either a solar panel or a wind turbine.
More details about the characteristics of the producing units, used for our experi-
ments, are depicted in Table 1.

Regarding the consuming units, except the agricultural load and the appliances,
an EV-charger station with three electric vehicle chargers is also included. Each of
these chargers are associated with the same configuration regarding the vehicle
travel information but with different characteristics for the capacity of the
EV-charger battery.

Both consuming and producing units participate in the market by submitting
their bids every 15 min. In this scenario, the required power concerns only the load
demanded by the pumping system which is responsible for the irrigation process,
unlike the full drilling system whose task is serving both water elevation power and
surface irrigation requirements. The load required to irrigate an area of 150,000 m2

is approximately 20 kW. A ZIPload object of 20 kW base power simulates the load
needed for such an irrigation system.

Due to lack of space, we consider only two days of a yearly simulation, one for
the irrigation season and one for the residential one. The days are illustrated
sequentially in Fig. 1 where we observe the clearing quantity and the demand for
the “two days” period. As seen, for the first half, associated with the irrigation load,

Table 1 Energy Resources configuration

Solar panel (500 m2) Wind turbine Battery1 Battery2

Max capacity (kW–kWh) 85 150 250 100

Type Single crystal silicon Medium size Li-ion Lead-acid
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the maximum satisfied demand, corresponding to the irrigation plus the EV-charger
load, is approximately 25 kW, fully served by the producing units. The maximum
power for both solar panels and wind turbines is approximately 160 kW and the
minimum is 40 kW. In the second day, it is observed that there are time intervals
that the demand (green line) does not coincide with the available power supply
(blue one). That happens because the bid price of some of the appliances is lower
than the cheapest producer and the demand satisfied from the main grid.

In Fig. 2, we observe the state of one of the batteries during the two-day sim-
ulation period. The battery discharges when the energy from RES is not enough to
serve the demanded load. It is worth mentioning that as the battery bids into the
market, the amount of energy, added or subtracted, is associated with the energy of
the battery that is sold, and the amount of energy that is not sold in the market from
RES. So, if the amount of energy offered from solar panels and wind turbines is not
higher than the amount of energy offered from the batteries, in the market, the
battery is discharging in slower pace and it could provide energy for longer time.
Moreover, the battery due to its high price could participate in the market but the
demand is satisfied primarily from RES and its energy is used during the night.

Fig. 1 The clearing quantity (blue line) matching the total demand (green line). x axis
corresponds to the simulation time while y axis to the power in kW. The first half indicates the
irrigation season and the second half the season of the eight months serving residential loads

Fig. 2 Battery state when the energy from RES is limited (the red line corresponds to the demand
for the irrigation process while the blue one to the supplied by the RES energy)
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5 Summary and Recommendation

Smart energy focuses largely on residential and industrial issues and less on
transportation and commercial, for several and diverse reasons. The agricultural
aspect of the smart energy has been relatively untouched. It is our belief, that the
agricultural sector is very crucial for many countries, in order to succeed further
growth and development. In that sense, and due to the drawback of relatively high
electric costs, it is a rather promising field for research and development of
microgrid structures and smart grid applications. A reduction of grid-connected
costs, by utilization of alternative physical resources operating off-grid, can
potentially be a strong motivation for the participants (professional agriculturists
that live in rural villages). The viability of such an effort could be gained, if several
physical as well as, policy parameters are considered. Seeing it, by an investment
viewpoint, the feasibility depends on the number of agriculturists they wish to
participate. It is our belief, that the greater the number of end-users, the greater the
investments prospects, and the equivalent cost savings for both the investor and the
user. Based on that fact, a possible deal of a future investor with agricultural
cooperative associations is a first step towards a medium to a large scale imple-
mentation. An alternative, even more profitable, for the agriculturists themselves,
could be the investment prospect by their own, that is, a number of them agree to
such an investment and they become generators and consumers at the same time.
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Some Issues of Industrial Scale Silicon
Isotopes Separation by the Laser Assisted
Retarded Condensation Method
(SILARC)

K.A. Lyakhov and H.J. Lee

Abstract Advancing miniaturization of microelectronic devices makes the heat
removal problem extremely important. It makes to search for cheaper ways for
silicon isotopes production. We discuss a number of important constraints to be
considered for optimal design of industrial scale silicon isotopes separation facility
relying on the laser assisted retarded condensation method. Our calculations are
based on the transport model for overcooled, rarefied, and supersonic gas flow in
the laser field with frequency tuned for excitation of specific isotopomer.

Keywords Method of isotope separation by laser assisted retarded condensation �
Resonator � Rarified supersonic overcooled gas flow dynamics � Quantum control

1 Introduction

Currently well-developed non-laser based methods, which are attractive for
industrial scale Si isotopes separation, are gas centrifuging, and chemical exchange
reaction due to their relatively high production rate and low energy consumption.
However, the disadvantage of gas centrifuging is high cost of its equipment, and of
chemical exchange is rather low separation efficiency and instability of operation
[1]. Limiting factors for extended employment of other traditional methods like
electromagnetic separation and gas diffusion are high initial and operational cost
and the difficulties of converting traditional isotope production plant from one
product to another (the latter also concerns to gas centrifuging). In a semiconductor
industry this property is the most important, because it is desirable to obtain dif-
ferent isotopes of such elements as Si, Ge, Pb, B, C as a part of the whole industrial
cycle. Laser assisted methods lend themselves naturally for this purpose because of

K.A. Lyakhov (&) � H.J. Lee
Plasma Physics Lab, Department of Nuclear and Energy Engineering,
Institute for Nuclear Science and Technology, Jeju National University,
Ara-Dong 1, Jeju 690-756, South Korea
e-mail: lyakhov2000@yahoo.com

© Springer International Publishing AG 2017
A.Y. Oral and Z.B. Bahsi Oral (eds.), 3rd International Congress on Energy
Efficiency and Energy Related Materials (ENEFM2015), Springer Proceedings
in Energy, DOI 10.1007/978-3-319-45677-5_18

153



possibility to vary setup parameters required for separation of isotopes of different
elements. Production of different isotopically pure elements can be automatized by
control over laser frequency and intensity as well as pumping out speed and irra-
diation chamber length by implementing skimmer blade as a movable part.

Laser based methods include Atomic Vapour Laser Isotope Separation (AVLIS)
and Molecular Laser Isotope Separation. AVLIS provides very high selectivity but
has very expensive implementation and operational cost (electricity consumption
and maintenance cost) and small production rate [2]. MOLIS methods based on
multiphoton dissociation are more(less) competitive in terms of electricity con-
sumption comparing to AVLIS (gas centrifuge), while methods based on single
photon absorption to prevent dimerization as in SILARC or wall sticking as in
SILARC-II can compete with gas centrifuging in this aspect. However, isotope
production rate provided by SILARC-II is unacceptably small for industrial
deployment unless for medicine purposes.

In this paper we briefly sketch some of our results for variety of constraints on
irradiation cell (IC) length imposed by gas flow temperature, amplification and
absorption of laser radiation in resonant multipass cavity, and gas flow condensa-
tion. Operational principles of prospective experimental setup and its upscaling to
industrial facility can be found in Ref. [3].

2 The Model of Laser Assisted Isotope Separation
in Supersonic Gas Flow

Gas flow is a mixture of target and carrier gases. As a target gas for Si isotopes
separation SiF4 was chosen due to its relatively high vapor pressure at room tem-
perature (no need in additional energy supply to vaporize it), and argon is chosen as a
carrier gas. At room temperatures polyatomic molecules feature broad electronic
absorption bands and, therefore, demonstrate low spectral selectivity to laser exci-
tation. However, spectral lines are significantly simplified and their broadening can
be significantly diminished by letting diluted gas to supersonically expand. Laser
frequency mL should be tuned to specific vibrational mode of excited isotopomer.
The m3 vibrational frequencies for 29Si and 30Si are 1022.9 and 1014.4 cm−1

respectively, Ref. [4]. To assure a coincidence of the incident laser radiation with the
28SiF4, the CO2 laser was operated on the 9P(36) transition band which possesses a
frequency of 1031.5 cm−1. Photons absorption and reabsorption in gas flow takes
place repeatedly. For effective enrichment the rate of this process should exceed the
rate of excitation loss caused by collisions in the gas flow. Selectively excited
monomers escape overcooled gas flow with higher rates than heavier dimers [5].
Migration of selectively excited molecules to gas flow periphery is similar to dif-
fusion process.

Dimerization is described by Eerkens’s 2-body collisions approach. The model
is formulated within material and kinetic balance equations approach for four
(three-for dimers excitation) fractional population groups: nonexcited dimer fid ,
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epithermal particles fi!, and excited monomers fi� population in the external laser
field derived in Ref. [5] (Eqs. 56–64):

dfi�
dt

¼ð1� fi� � fi! � fidÞnikA
� fi�nifð1� e�Þðkdf þ kVV þ kVT þ kseÞþ e�kWg;

ð1Þ

where ni ¼ nið~r; tÞ is the density distribution of selected isotopomer iSiF4 (in fur-
ther consideration we assume uniform distribution). To-the-wall (gas flow surface)
survival probability e� is also vanishing unless gas flow is very thin. In our case of
stationary gas flow, stationary pumping of medium by laser radiation, partial
overlap between laser beam and gas flow, and assuming that irradiation cell is
implemented as a resonant cavity, this equation is transformed to

dfi�
dt

¼ð1� fi� � fi! � fidÞni t
ðgÞ
tr

ttr

XNtr�1

j¼0

kðjÞA �

� fi�nifkdf þ kVV þ kVT þ kseg ¼ 0;

ð2Þ

where transition time of gas molecules across laser beam is given by tðgÞtr ¼ l
hUi ;

where intercept length is related with laser beam radius as l ¼ 2RL=cosa: Laser
excitation rate of monomers by selective photoabsorption on each intersection of

gas flow with laser beam is given by kðjÞA ð~r; tÞ ¼ uðjÞ
I rA; s�1 per molecule ; where

photon flux density is given by /ðjÞ
I ¼ /ðjÞ

e
eL
; where eL ¼ hmf is the laser photon

energy corresponding to selectively excited vibrational mode, rA is multi-photon
absorption cross. Laser energy density in the case of pencil-like laser field is given
by /ðjÞ

e ¼ IðjÞðxÞ=ðpR2
LÞ; where IðjÞ ¼ ICW f ðjÞðxÞ is distribution of laser intensity

across resonant cavity on j-th intersection,ICW is laser intensity in contnous mode,
RL is the laser beam radius.

3 Constraints on IC Length and Width Imposed
by Amplification and Absorption of Laser Radiation

In our case of IC is implemented as a resonant multipass cavity the following
additional constraints on its width and length should be applied

lintn
0 ¼ q

kf
2
; LIC ¼ Ntrq

kf
2
sin aþ l=2 q 2 Z; ð3Þ

where interaction length is given by lint ¼ WIC= cos a. By applying the principle
superposition for electric fields and resonator conditions (3), laser field
amplification/damping factor on j-th intersection can be written as
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f ðjÞðxÞ ¼ T
n0
~q2j þ ~q2ð2Ntr�1�jÞ þ 2~q2Ntr�1 cosf/0ðxÞg

ð1� ~q2Ntr Þ2 expf�2/00ðxÞg;

~q ¼ q expf�/00ðWICÞg:
ð4Þ

In our calculations we took into account that ZnSe window transmittance on
power of impinging laser beam T = t2 is slowly varying functions over quite broad
interval of wavelength in infrared region T � 0.7, while from inside IC
semi-transparent mirror is fully reflective t2 = 0 In calculations we assume that
R = 0.98. Spatial variations of standing waves (resulting laser intensity) in the
plane perpendicular to the gas flow at different values of resonant photoabsorption
cross section are shown in Fig. 1b. Moreover, as seen from Fig. 1a, instead of
expected amplification at resonant frequency we have its strong damping due to
absorption by mirrors and target gas (see Fig. 1a). Photons emitted due to subse-
quent fluorescence cannot be used due to their larger wavelength. Therefore, in
order to have laser intensity in the end of resonator still higher than the minimal
level Imin required to promote selective gas flow separation, initial laser intensity
should be quite large. In Table 1 it is shown ICW at different photoabsorption cross
sections, which increase over IC length, due to laser intensity decrease caused by
absorption. ICW should not exceed maximal allowed level in order to prevent
multiphoton dissociation (Imax = 2019 W).

The minimal continuous mode laser intensity required for multi-photon disso-
ciation can be estimated from the condition that number of photons absorbed by

molecule before excitation loss kph ¼ Imax
eL

rAðkphÞ
pR2

L
sex is not smaller than required to

dissociate it kt ¼ D=eL: Therefore, the maximal laser intensity constrained by

Fig. 1 Laser intensity damping factor evolution along gas flow centerline (a) and across gas flow
(b) at different resonant photoabsorption cross sections (s corresponds to dissociation limit). Mirror
reflectivity R = 0.98
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dissociation threshold is given by Imax ¼ pR2
LD

rAðkphÞsex : Therefore, in order to avoid

multiphoton absorption, series of CO2 laser should be used. Mirrors in the end of
chamber are inclined in such a way that each laser beam sweeps all irradiation cell
many times until its full absorption.

By analogy, the minimal laser intensity required to initiate gas flow separation

due to selective excitation is Imin ¼ pR2
LeL

rAðkph � 1Þsex :

4 Constraints on IC Length Imposed by Gas Flow
Condensation

As shown in Ref. [5], only dimer population is significant at gas flow temperature,
which provides the highest enrichment factor. However, the largest enrichment
factor does not necessarily correspond to optimal conditions, other factors such as
product cut and gas flow rate should be also considered. The model for estimation
of equilibrium [6] and non-equilibrium concentrations of clusters in overcooled
supersonic gas flow was given in Ref. [7] by consideration of chain-like monomer
clusterization on example of (SF6) clusters. Normally, yNQ � yG, where yQ, and yG
are equilibrium concentrations of monomers and carrier gas molecules respectively.
Therefore, chain-like clusterization of homo-N-mers is much less probable than
chain-like clusterization of hetero-mers such as SiF4:ArN-1.

According to Ref. [7], only oligomers which have critical monomer loading are
susceptible for non-equilibrium production and growth, which begin after vapor
supersonic cooling takes place, while production of subcritical clusters is equili-
brated by their dissociation. Population of subcritical clusters SiF4:ArN-1 can be
deduced inductively for chain-like cluster growth

yQG...Gj � yjþ 1 ¼ yGyjgGGKj; j ¼ 2; . . .;Ncr � 2; ð5Þ

Kj ¼ rQ þ jrG
rQ þðjþ 1ÞrG

� �2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MQ þðj� 1ÞMG

q MQ þ jMG

ðMQ þðjþ 1ÞMGÞ3=2
; ð6Þ

Table 1 Minimal initial laser intensities required to promote selective gas flow separation until
the end of irradiation cell (LIC = 43 cm)

rA rA(kph) 3rA(kph) 5rA(kph) 7rA(kph)

Imin,W 35.33 11.78 7.06 5.05

ICW,W 254.56 271.1 536.3 1290.44
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where MQ and rQ correspond to target gas molecule mass and Lennard-Jones
potential range parameter respectively, Lennard-Jones potential well depth Da and
bond vibration energy �a correspond to Ar:Ar bond.

The maximal cluster loading depends on gas flow temperature, pressure, and
transition time across IC. As seen from Fig. 2, the longer transition time the larger
cluster loading can be produced

Fig. 2 Molar fraction of clusters as a function of its loading, corresponding to different distances
from the nozzle outlet and different gas flow temperatures (mixture of SiF4 and argon is
considered)
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5 Constraints on IC Width and Length Imposed by Gas
Flow Temperature

In this section we consider one more important constraint on IC geometry, which is
the gas flow region with optimal temperature inside (gas flow and ambient gas
pressures should coincide in order to provide perfectly expanded gas flow, and fixed
to some optimal level ptot = 10 mtorr). This region is constrained cross-wise to gas
flow direction by the distance between individual gas flows (in the case of industrial
facility), by the distance between gas flow and chamber wall, and along gas flow
direction by its maximal length, corresponding to the highest tolerable temperature
level, which is controlled by parameter s (see equation below). The distance
between gas flows and walls should not be smaller than mixing layer width.
Otherwise, additional gas flow deceleration by IC walls and neighbor gas flows in
industrial facility should be taken into account. Gas flow length is defined, as shown
later, by boundary layer thickness a well.

In our case of low temperature rarified gas flow, Knudsen number is very small,
and Reynolds number is small as well. Hence, gas flow can be treated as continuous
and laminar. In a turbulent gas flow boundary layer grows faster than in laminar gas
flow. Dimensions of the optimal temperature field inside turbulent flow are smaller
than for laminar flow, and, therefore, can be considered as a lower limit for tem-
perature field conditioned constraints on irradiation chamber length and as an upper
limit for irradiation chamber height and width.

Upper limit for the length of gas flow region with optimal variation of tem-
perature, can be found from relation between temperature and velocity in the free
turbulent jet

Tðz; 0Þ � T0
Tnozz � T0

¼ jT
UðzÞ

UðznozzÞ ; ð7Þ

and assuming that
DT ¼ sTopt;
Topt ¼ Tnozz þ Tmax

2
Tmax � Tnozz ¼ DT :

8<
: ð8Þ

Velocity field distribution along jet axis is governed by Eq. from Ref. [8]

Umax

Unozz

� �2

n�F ¼ Tmax � T0
jTðTnozz � T0Þ

� �2

n�F ¼ n2u
A20

; ð9Þ
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6 Conclusions

In this paper implications of such constraints on IC geometry as gas flow deceler-
ation and condensation rate, absorption of laser radiation by interior gas and mirrors,
interaction of gas flows between each other and with IC walls were analyzed. We
conclude that further progress in application of SILARC method for industrial scale
isotope separation is possible by development of powerful and efficient continuous
wave CO2 lasers, development of technology for highly reflective thin film coating
of large surface area to provide maximal reflectivity of resonator mirrors, and
development of highly efficient, high speed oil-free vacuum pumps.
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Inkjet Printing and Inkjet Infiltration
of Functional Coatings for SOFCs
Fabrication

R.I. Tomov, M. Krauz, Chenlong Gao, S. Hopkins, R.V. Kumar
and B.A. Glowacki

Abstract The feasibility of the inkjet printing technique in the fabrication and
modification of electrodes and electrolytes for Solid Oxide Fuel Cells (SOFCs) was
studied. A variety of suspension (NiO, YSZ, Gd-doped ceria, LSM) and solution
inks (Co nitrate) were optimised for inkjet printing of functional coatings and
infiltration of electrodes’ backbone structures. The printing parameters were studied
in order to optimize the inks jetting and the uniformity of the inks delivery which
allowed for precise thickness and infiltration depths control. Maximum power
density of *0.220 W cm−2 was measured in H2 at 800 °C on Ni-8YSZ/YSZ/LSM
single cell 50 � 50 mm in size. Inkjet printed symmetrical LSM cathodes cells
were inkjet infiltrated with Co nitrate inks and characterized by impedance spec-
troscopy in order to study the relation between the nano-decoration of the cathode
scaffold and its electrochemical performance.

Keywords SOFC � Inkjet printing � Infiltration

1 Introduction

Solid Oxide Fuel Cells (SOFCs) facilitate direct electrochemical conversion of fuel
into electricity and heat without efficiency limitations inherent to heat engines
governed by the Carnot cycle. Depending on the design SOFCs can operate at
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temperatures within the region of 550–1000 °C. The state-of-the-art commercial
SOFCs are based on a combination of cermet anodes (e.g. Ni-YSZ) and
ion-conducting ceramic electrolyte materials (e.g. yttria-stabilized zirconia (8YSZ)
or Gd-doped ceria (GDC). Both materials offer the required chemical and thermal
stability in oxidizing and reducing atmospheres and good oxygen ionic conductivity
over a wide range of conditions [1, 2]. Ni-YSZ anodes are preferred due to the
exemplary catalytical properties of Ni for hydrogen oxidation as well as their
sufficient electrical conductivity, mechanical strength and good compatibility with
common electrolytes [3]. Currently a shift towards intermediate temperatures
(<700 °C) is considered essential for the commercialisation of SOFCs technology.
The strategies for compensating the incurred drop in ionic conductivity include
lowering the electrolyte resistance by implementing thinner electrolyte and reduc-
tion of the potential interfacial polarization losses through nano-engineering of the
electrodes microstructure [4]. This study reports on the application of Direct
Ceramic Inkjet Printing (DCIJP) for fabrication and manipulation of SOFC com-
ponents—thin electrolytes and engineered porous electrodes. The DCIJP technique
is simple and cost-effective non-contact “wet” technique applicable onto variety of
surfaces which allows utilization of very thin fragile and/or non-even porous
supports (ceramic or metal). It can reproducibly dispense droplets in the range of nL
to pL volumes at high rates (kHz). Drop-on-demand DCIJP allows excellent
thickness and uniformity control and introduces the possibility of printing 2D and
3D patterns as well as continuous coatings. Inkjet systems offers wide scale of
application—from experimentation platforms working with customized inks, up to
mass manufacturing systems that can print rapidly and competitively on industrial
scale. The technology is cost effective and environmentally friendly through waste
minimization of the expensive precursors. The production of anodes and electrolyte
coatings with a modified Domino print head was reported previously by Tomov
et al. [5, 6] using suspension inks. Wang et al. [7] deposited GDC electrolytes on
NiO-8YSZ cermet anodes using sol–gel-based precursor solutions.

2 Experimental

The electrolyte depositions and the catalytic precursor infiltrations were performed
by an electromagnetically (EM) driven print head (100 µm ruby nozzle orifice)
using stable suspension (8YSZ, GDC, LSM) and sol-gel (Co(NO3)2x6H2O) inks
respectively. For the suspension inks commercial powders were mixed with
alpha-Terpineol and binders, and ball milled with 3YSZ beads in 3YSZ bowls in a
planetary mill. The sol-gel ink (1.0 M total metal concentration) was prepared by
dissolving Co(NO3)2x6H2O and gelling agents in Ethanol. Jetting of both types of
inks was optimized by drop visualization procedure in order to avoid satellite drops
formation at practical Weber and Reynolds numbers. Anode supported cells were
fabricated by printing electrolyte suspension ink onto pre-fired tape casted
NiO-3YSZ anodes. After sintering at 1400 °C LSM cathodes were prepared by
screen printing. Uniform electrolyte printing procedures involved repeated printing
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of hexagonal lattices with different lattice constants at optimized jetting parameters.
Cathode symmetrical cells were fabricated by inkjet infiltration of Co nitrate into
GDC/LSM composite cathodes inkjet printed on each side of circular dense 8YSZ
substrates. The infiltrations were performed at variable substrate temperature
(25–50 °C) in order to investigate the influence of the ink viscosity variation on Co
distribution. Each drop (40 nL, determined by drop visualisation) contained
0.69 lg of Co(NO3)2x6H2O and each layer of infiltration (resulting from the
infiltration of 64 drops) contained 24 lg of Co3O4 nanoparticles.

3 Results and Discussions

3.1 Fabrication of Thin Electrolytes by Inkjet Printing

After choosing the optimum printing parameters, complete electrolyte coatings were
printed on square NiO-YSZ ceramic supports using a hexagonal array of droplets
printed in reciprocating raster pattern. The I-V tests of as-prepared cells were per-
formed at 700, 750 and 800 °C using humidified hydrogen as a fuel (with different H2:
N2 mixture ratios at constant flow rate of 200 ml/min) and static ambient air as the
oxidant. The YSZ membranes (*5.7–5.9 lm thick as measured by SEM) were
highly dense having good interfacial cohesion with the anode. The OCV value of
1.077 V measured at 800 °C confirmed the gas-tightness of the electrolyte and was
consistent with the cross-section appearance (no open porosity (see Fig. 1)). The tests
showedmaximum power densities of*220 mW/cm2 achieved with pure humidified

Fig. 1 SEM micrograph of the half cell cross-section sintered at 1400 °C and I–V results of the
cell measured at 800 °C at different levels of fuel dilution with N2
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hydrogen stream. Diluting the fuel with N2 led to gradual reduction of the maximum
output power. The latter suggested the existence of a sharp interface between the
free-standing electrolyte membrane and the anode without suspension ink infiltrating
and blocking the porous gas channelling structure.

3.2 Co3O4 Nano Decorated Cathode Symmetrical Cells

The area-specific resistances (ASRs) of the infiltrated and non-infiltrated cathode
symmetric cells were measured at 600 and 800 °C in static air (shown in Fig. 2a).
A significant reduction of the activation polarization losses was observed as a direct
result of Co nitrate ink infiltration. The differences in the measured ASR values
suggest that at 600 °C the sample infiltrated at elevated temperature (50 °C) has
lower losses. One can speculate that this is a result of a better coverage of the
composite cathode scaffold with Co3O4 nanoparticles due to the lowered viscosity
and the improved wetting of the ethanol-based Co nitrate ink. EDS line scans of Co
as seen in Fig. 2b, c confirm the superior more uniform distribution of Co in the case

Fig. 2 (a) EIS spectra of LSM/GDC symmetrical cathode cells (non-infiltrated and infiltrated) at
25 and 50 °C sample temperatures. SEM cross-section micrographs and EDS scans of Co depth
distribution for the samples infiltrated at 25 °C (b) and 50 °C (c); high resolution SEM of Co3O4

particles decorated LSM/GDC composite cathode scaffold (d)
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of the infiltration done at 50 °C. A residue of non-infiltrated portion of the ink can be
detected on the surface of the sample infiltrated at lower temperature (25 °C).

EIS data taken at 800 °C reveals the evidence of concentration losses appearing in
the sample infiltrated at 50 °Cmost likely as a consequence of the effectively reduced
porosity of the cathode (see inset in Fig. 2a). The Co3O4 particles sizes ranging
between 50 and 100 nm were estimated by high resolution SEM (see Fig. 2d).

4 Conclusions

The results of this study proved the feasibility of DCIJP technology for fabrication
of SOFC functional coatings. Gas-tight free standing electrolyte membranes as thin
as *6 µm were routinely produced by the inkjet printing having coherent interface
with the anode porous structure. The employment of inkjet infiltration of Co-nitrate
ink produced Co3O4 nano-decoration of the composite LSM/GDC cathode scaf-
folds which led to a substantial performance improvement achieved via precise
control of the catalytic element depth distribution and minimum wastage of
expensive precursors.
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Modelling of the Bending Behaviour
of a Double-Reinforced Beam
from Recycled Materials for Application
in NZEBs

Anguel Baltov, Ana Yanakieva and Gergana Nikolova

Abstract A number of design approaches of nearly zero energy buildings
(NZEBs) are known in literature. The aim of the present paper is to study the
bending behavior of a structural bi-material element of a recycled concrete beam
reinforced along its lower and upper side by highly-tough thin layers. On one hand,
the design of such a structural element would produce a light weight element, since
no conventional reinforcement would be involved, and on the other hand, the
recycled aggregate of the concrete matrix would make the element applicable to
NZEBs. Thus, natural energy resources may be saved. Moreover, thin reinforcing
layers guarantee good bearing capacity due to their high toughness, excellent crack
resistance under dynamic impacts, as well as fire resistance when fabricated from
special polymer materials. The approach of employing such lightweight structural
bi-material elements in constructions is energy saving and innovative. The study
provides a method of specifying the thickness of the reinforcing layer assuming the
existence of a transition area between the two materials and smooth transition
between the reinforcing layer and the concrete bulk. It is also assumed that the
element operates within the materials linear-elastic zone, without generation of
macrocracks within concrete and debonding along the interface. The analytical
results found are verified by subsequent experimental evidence available in
literature.

Keywords Thin reinforcing layers � Beam bending � Recycled concrete
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1 Introduction

Thin reinforcing layer are more and more frequently deposited on beams under-
going bending and fabricated form concrete, steel reinforced concrete, undergoing
bending and fabricated form concrete, steel reinforced concrete, polymers, metals,
wood etc. Respectively, the reinforcing layers are fabricated form special polymers,
nanomaterials or other materials of high strength. The technology of layer depo-
sition can be different. Such a treatment not only increases beam load bearing
capacity but also provides various insulations and protections. Being an important
aspect of building design, energy efficiency is an actual issue, while structures of
combined elements of the above type (with reinforcing layers) meet its require-
ments. Layer deposition may strengthen beams from recycled concrete and lighten
them, resulting in less material and energy consumption for their fabrication.
Consequently, the application of deposition technologies of lower energy con-
sumption could also be an energy saving option.

Consider a concrete beam with rectangular cross section (CS) with a rein-
forcement of thin highly strong layers deposited on the upper and lower beam
surface. Assume that the maximal deflection of a test sample (a reinforced
beam-RB) subjected to one of the loads (a), (b), (c), Fig. 1, can be experimentally
measured. Let w ¼ wðxÞ be the current deflection, and the maximal deflection
corresponding to those loads, while the span is l.
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Fig. 1 Loading schemes. Cross section with reinforcing layers and transition areas
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In recent papers [1, 2] we motivated the development of transition boundary
layers in a beam when it deforms linearly-elastic and no macrocracks and
debonding of the reinforcing layers emerge. An analogy with the boundary layer in
hydrodynamics was made [3]. The beam was assumed to consist of two areas: main
concrete core for y 2 0; yL½ � and a transition boundary layer y 2 yL; h=2½ � with
thickness dR ¼ h=2ð Þ � yL. We designed a model where the concrete core under-
goes bending and the cross sections are kept planar under deformation, while the
boundary layer is characterized with smooth transition of stresses, strains (with
deplanation) and variation of the E modulus. We assumed that the E modulus varies
smoothly, from the concrete modulus EC to that of the thin boundary layer ER. That
form of transition is technologically motivated (accounting for the partial pene-
tration of the reinforcing compound into concrete). Thus, an appropriate analytical
model was designed. We assume here that the approximating smooth transition is
not parabolic, as a first approximation, but follows a section of an ellipse (Fig. 2).
Thus, transition becomes smoother.

2 Smooth Transition of the Elastic Modulus
in the Transition Boundary Layer

The smooth transition is based on the assumption that the beam deformation is
purely elastic, without development of macrocracks and debonding. The larger
E modulus in the transition area can be explained by change of the deformation at
the beam boundary where a highly tough coating has been deposited. We assume
approximation of the smooth transition using a quarter of an ellipse (Fig. 2). The
ellipse equation in the coordinate system O2; DE; �yð Þ is

0

E~

E

10y~

y

y

R Ly

RE

CE

RE

CE

20

Fig. 2 Distribution of the elasticity modulus in the transition area
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�y=dRð Þ2 þ DE � DERð Þ=DERð Þ2 ¼ 1; DE ¼ E � EC; DER ¼ ER � EC

E ¼ ER � DER

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� g2

p
; g ¼ �y

dR
; g 2 0; 1½ �; �y ¼ y� yL

ð1Þ

3 Determination of the Stiffness of the Combined Beam

By definition, the beam stiffness reads:

Kf ¼ 2b
Zh=2
0

EðyÞ : y2dy ð2Þ

E yð Þ is the modulus distribution in the CS, conforming to Sect. 2, for y 2 ½0; yL�,
EðyÞ � EC ¼ const; for y 2 ½yL; h=2�, E ¼ ER � DER

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� g2

p
.

Present the stiffness as a sum of two integrals:

1=2Kf ¼ KL þKR; KL ¼ bEC= h=2� dRð Þ3 : 0:333

KR ¼ b
Z1
0

ER � DER

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� g2

ph i
yL þ dRgð Þ2dRdg

ð3Þ

Performing the subsequent transformations, we obtain:

X3
i¼0

Kid
i
R ¼ 0; K0 ¼ h3=24ð Þ � Kf =2bEC

� �
; K1 ¼ 0:059h2 ER=EC � 1ð Þ

K2 ¼ �0:048h ER=EC � 1ð Þ; K3 ¼ 0:018 ER=EC � 1ð Þ ð4Þ

while Kf of the statically determined simple beam is found using scheme (b),
Kf ¼ ql4=48f . Where f is experimental value for specific q. Kf is calculated
according to Eq. (3) is constant, and it characterizes the respective beam under-
going bending, having assumed a specific distribution of the elasticity modulus in
the transition boundary layer and having calculated its dR.

4 Deplanation of the CS in the Transition Boundary Layer

We assume a parabolic approximation of the deplanation of the CS, [1, 2].
According to the assumed model of planar sections of the concrete core we find:
For y 2 ½0; yL�: e x; yð Þ ¼ v xð Þ y, where v ¼ w00 xð Þ is the curvature of the elastic
axis and w ¼ w xð Þ is beam deflection. For y 2 ½yL; h=2�:
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e x; yð Þ ¼ a0 xð Þþ a1 xð Þy� a2 xð Þy2, where ai xð Þ i ¼ 0; 1; 2ð Þ� 0 are constants found
from the condition: For y ¼ yL; e yLð Þ ¼ v : yL ¼ eL, @e

@y ¼ v . For y ¼ h=2, e h=2ð Þ ¼
eR while eR\eH ¼ vh=2, DeR ¼ eR � eL. Thus, we find a0; a1; a2: For y 2
½yL; h=2� can be written using also the non-dimensional variable g 2 0; 1½ �:
e x; gð Þ ¼P2

i¼0
�ai : gi � DeR : g2, �a0 ¼ eL; �a1 ¼ vdR; �a2 ¼ DeR � vdR.

Knowing dR from the previous solution of Eq. (4), the unknown quantity
remains eR. To find it, we use the equilibrium condition for equalization of the
external and internal moments due to stresses normal to the cross section.

5 Determination of the Normal Stresses in the CS
of the RB

Consider beam operation in real conditions and deformation of the reinforced
complex beam as a linearly elastic body consisting of a concrete core and a tran-
sition boundary layer. According to Hooke’s law:

rðx; yÞ ¼ E yð Þeðx; yÞ; y 2 ½0; yL�; rðx; yÞ ¼ ECv xð Þy

y 2 ½yL; h=2�; g 2 0; 1½ �; r ¼ DERW gð Þ
X2
i¼0

�ai xð Þgi ð5Þ

r ¼ r1 þDeRr2; r1 ¼ EC þDERW gð Þð Þ
X2
i¼0

�a0ig
i

 !
;

r2 ¼ EC þDERW gð Þð Þ g2; �a00 ¼ eL; �a
0
1 ¼ vdR; �a

0
2 ¼ DeR � vdR

ð6Þ

6 Determination of the Edge Deformation by Equalization
of the Internal and External Moments

By definition, MðxÞ is counterbalanced by the internal moment generated by the
normal stresses. We equalize the internal and external moments

MðxÞ ¼ M1ðxÞþM2ðxÞ; x 2 0; l=2½ � ð7Þ

M1ðxÞ ¼ 2b
ZyL
0

r x; yð Þydy ¼ 2
3
bECvðxÞy3L

M2ðxÞ ¼ 2b
Zh=2
yL

r x; yð Þydy ¼ 2b
Z1
0

rðx; gÞðyL þ dRgÞdRdg
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In view of the further determination of eR xð Þ, we present M2 in the form:

M2 ¼ M0
2 þDeRM

00
2 ð8Þ

M0
2 ¼ 2bECyL eL þ 1=6vdRð Þþ 2bECdR 0:167eL þ 0:004vdRð Þ

M00
2 ¼ 2=3bEC þ 1=2bECdR þ 0:274bDERyL þ 0:266bDERdR

We find eR from the following expressions:

DeR xð Þ ¼ L xð Þ=M00
2 xð Þ; L xð Þ ¼ M xð Þ �M1 xð Þ �M0

2 xð Þ ð9Þ

Thus, we find the edge deformation in a double reinforced beam undergoing
bending. If we find eR experimentally, the above expression provides a verification
of the proposed numerical model.

7 Numerical Example. Parametric Analysis

We use the theoretical results to analyze an example presented in [4]. The example
treats a simple CB with span l ¼ 5:63m loaded by a distributed load q. Its CS is
rectangular (b ¼ 0:305 m; h ¼ 0:768 m) with EC. The beam is reinforced by a
polymer composite with ER ¼ 13:1� 1010 N=m2. The dR of the transition layer is
found according to the proposed model. The calculations are performed, assuming
different variants (I, II, III) of the EC and q=f : EC ¼ ð1:7; 1:4; 2:2Þ � 1010 N=m2,
and q=f ¼ ð0:2; 0:15; 0:1Þ � 108 N=m. The results are shown in Fig. 3. We find
the thickness of the area of deplanation of the beam CS for combination I-1. Input
data: x ¼ l=4 ¼ 1:41m, q=f ¼ 0:2� 108 N=m2, q ¼ 0:2� 106 N=m, dR ¼ 0:08m,
yL ¼ 0:304m, v l=4ð Þ � 0:034� 10�3 m�1½ �.

eH l=4ð Þ ¼ 1:165� 10�3; eL l=4ð Þ ¼ 0:922� 10�3; DeR ¼ �0:364� 10�3;

eR ¼ 0:558� 10�3. The results are shown in Fig. 4. The numerical results found
show the possibility to adopt model with transition areas and cross section
deplanation.
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8 Conclusion

The designed model, although approximate, provides a good description of the
operation of double reinforced concrete beams assuming the formation of transition
areas. The numerical example illustrates the model plausibility. A theory of bending
of complex reinforced beam systems may be developed on such basis, and the
problems can be solved using the FEM. Thus, reinforcement of recycled concrete
may be performed which may have an essential impact on the energy saving as an
important issue of building design.
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Tuning of Dielectric Parameters
of (CNTS)X/Cutl-1223
Nanotubes-Superconductor Composites

M. Mumtaz and Zahir Usman

Abstract Carbon nanotubes (CNTs) and (CuTl)0.5Ba2Ca2Cu3O10-d (CuTl-1223)
superconducting phase were mixed in appropriate ratios to obtain (CNTs)x/
CuTl-1223 (0 � x � 2.00 wt%) nanotubes-superconductor composites. Crystal
structure and chemistry of CuTl-1223 phase were not affected significantly but
superconducting properties were suppressed after inclusion of CNTs. The decrease
in dielectric parameters can be attributed to reduction of polarization due to
semiconducting nature of CNTs in these composites. Positive space charges around
the electrodes may be the possible cause of negative capacitance (NC) in these
composites. The dielectric parameters of these composites can be tuned by the
frequency, operating temperature and CNTs content in these composites.

Keywords (CNTs)x/CuTl-1223 nanotubes-superconductor composites � Structural
properties � Superconducting properties � Dielectric properties

1 Introduction

CuTl-1223 is one of the most promising phase of (CuTl)0.5Ba2Can-1CunO2n+4-d

(n = 2, 3, 4,…) homologous superconducting series due to its highest values of
superconducting parameters [1, 2]. Different strategies have been made to minimize
the inter-grain voids, micro-cracks and pores to further improve the performance of
bulk CuTl-1223 high temperature superconductor (HTSCs) [3–5]. One of the
easiest, effective and suitable techniques is the inclusion of nanostructures in bulk
HTSCs to address this issue [6, 7]. We added CNTs in bulk CuTl-1223 super-
conductor by adopting this technique. The charge reservoir layer, inter-grain
boundaries and micro-cracks may act as dielectric media, which can be polarized by
the displacement of charge carriers with the assistance of an external electric
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ac-field from their equilibrium position. The materials may undergo four primary
polarizations (i.e. lattice polarization, electronic polarization, dipolar polarization,
and polarization at interfaces) [8, 9]. The dielectric properties of layered
TI2Ba2Ca1Cu2Ox and TI2Ba2Ca2Cu3Ox superconductors were investigated in fre-
quency range of 10 kHz to 10 MHz at different operating temperatures from 92 to
287 K [10]. They observed NC, which was referred to the fact that current lags
behind the agitation voltage. It was observed that dielectric parameters strongly
depend upon the test frequencies and operating temperatures. We have explored
temperature and frequency dependent dielectric properties of (CNTs)x/CuTl-1223
(0 � x � 2.00 wt%) nanotubes-superconductor composites. Dielectric parame-
ters {i.e. real part (e0r) and imaginary part (e00r ) of dielectric constant, and
ac-conductivity (rac)} have been calculated with in 10 kHz to 10 MHz frequency
at different operating temperatures from 92 to 287 K. Conduction process of
electronic equipments and devices intensely depend on impurity concentration,
frequency, operating temperature, fabrication conditions, and surface charges.
Therefore, it is very important to study the dielectric properties of HTSCs over the
wide range of operating temperature and frequency. The materials having giant
dielectric constants are useful for capacitors and memory storage appliances [11].
The conductance, capacitance, dielectric constant and ac-conductivity are the major
constraints for the choice of dielectrics for electronic appliances [12].

2 Samples Synthesis and Characterization Techniques

(CNTs)x/Cu0.5Tl0.5Ba2Ca2Cu3O10-d (0 � x � 2.00wt%) nanotubes-superconductor
composites were prepared by solid-state reaction method [13]. The samples were
characterized by different experimental techniques, but in this article we have reported
dc-resistivity measurements and dielectric measurements.

3 Results and Discussion

The crystal structure and phase purity of (CNTs)x/CuTl-1223 (0 � x � 2.00 wt%)
were determined by X-ray diffraction (XRD) [14]. No major change in cell
parameters was noticed after addition of CNTs in CuTl-1223 matrix. The stresses
and strains within the material can slightly vary the unit cell parameters and shift the
diffraction peaks towards greater angles after addition of CNTs in CuTl-1223 phase.
The morphology of (CNTs)x/CuTl-1223 (x = 0 and 2.00 wt%) nanotubes-
superconductor composites was examined by scanning electron microscopy
(SEM) [14]. The improvement in inter-grains connections after the inclusion of
CNTs was observed. The activation energy of reaction may help small sized grains
to fuse together and grow in larger sizes after CNTs addition in the host CuTl-1223
matrix [13].
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Temperature dependent dc-resistivity of (CNTs)x/CuTl-1223 (0 � x � 2.00wt%)
nanotubes-superconductor composites is given in the Fig. 1. Metallic behavior has
been seen in dc-resistivity of all the samples till the Tonset

c (K) temperature. Normal
state room temperature dc-resistivity of pure CuTl-1223 phase is 3.7 � 10−4 Ω-m
and for (CNTs)x/CuTl-1223 with x = 2.0 wt% is 5.3 � 10−4 Ω-m.

So the normal state resistivity has been increased after addition of CNTs in
CuTl-1223 matrix. This increase is attributed to the enhanced scattering
cross-section of carriers and suppression of carrier’s density due to reduced super-
conducting volume fraction after addition of CNTs. The values of Tc (0) for
(CNTs)x/CuTl-1223 composites are around 90 and 77 K for x = 0 and 2.00 wt%,
respectively.

The energy stored inside the sample is determined from the real part (e0r) of
dielectric constant when external electric field is applied, which can be calculated
by the following relation,

e0r ¼
CD
Aeo

ð1Þ

Here ‘C’ is capacitance, ‘D’ is thickness and ‘ɛo’ is permittivity of free space
[15]. The variation of e0r for various concentrations of CNTs (i.e. x = 0, 0.25, 0.50,
and 2.00 wt%) in (CNTs)x/CuTl-1223 composites is given in Fig. 2a–d.

The maximum value of e0r varies from −494 to −427, −558.9 to −378.4,
−293.6 to −29.66, and −331.9 to −29.66 for (CNTs)x/CuTl-1223 composites with
x = 0, 0.25, 0.50 and 2.00 wt% at different operating temperatures from 92 K to
287 K, respectively. The decrease in polarization with increasing CNTs content
gradually decreases e0r, which is not influenced at greater values of frequencies due
to less polarization effects [15]. Negative value of e0r is due to reduction in

Fig. 1 Resistivity versus
temperature measurements of
(CNTs)x/CuTl-1223
nanotubes-superconductor
composites with x = 0 and
x = 2.00 wt%
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capacitance of the sample as compared to its geometric capacitance without sample,
which may be due to positive space charge effects around the electrodes [16, 17].

The imaginary part (e00r of dielectric constant gives information about the energy
dissipation inside the material with external applied electric ac-field [18], which can
be determined by relation;

e00r ¼
GD
xAeo

ð2Þ

where ‘G’ is the conductance. Dielectric response of (CNTs)x/CuTl-1223 com-
posites can be understood with the help of Maxwell-Wagner model and Koop’s
theory [19]. The variation of e00r as a function of frequency at various operating
temperatures from 92 to 287 K is given in Fig. 3a–d.

The values of e00r are maximum at lower frequencies and lower operating tem-
peratures [20, 21]. The maximum value of e00r varies from 1.34 � 109 to 7.18 � 108,
9.06 � 108 to 7.61 � 108, 2.8 � 108 to 1.28 � 108 and 1.78 � 106 to 7.2 � 105

Fig. 2 a–d Real part of dielectric constant (e0r) versus Log{f(Hz)} of (CNTs)x/CuTl-1223
nanotubes-superconductor composites with a x = 0, b x = 0.25 wt%, c x = 0.50 wt%,
d x = 2.00 wt%
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for (CNTs)x/CuTl-1223 composites with x = 0, 0.25, 0.50 and 2.00 wt% at 10 kHz.
The overall energy loss is reduced with the increase in wt% of CNTs in (CNTs)x/
CuTl-1223 composites, which can be attributed to semiconducting nature of CNTs.
The presence of CNTs at crystallite-boundaries decreases the polarization and assists
the charge carrier’s movement in bulk CuTl-1223 superconducting matrix. The
reduction in accumulation of charge carriers at crystallite-boundaries reduces
interfacial polarization, which ultimately affect the dielectric parameters.

Ac-conductivity (rac) for (CNTs)x/CuTl-1223 nanotubes-superconductor com-
posites as a function of frequency at different values of operating temperatures is
shown in Fig. 4a–d. The maximum values of rac at 10 kHz vary from
0.328 to 0.173, 0.221 to 0.209, 0.062 to 0.035, 0.022 to 0.012 for (CNTs)x/
CuTl-1223 composites with x = 0, 0.25, 0.50 and 2.00 wt% at various operating
temperatures from 92 to 287 K, respectively. The maximum values of rac have been
reduced with greater wt% addition of CNTs in (CNTs)x/CuTl-1223 composites. At
higher frequencies, rac becomes approximately independent for all samples but at
lower frequencies, it highly depends on operating temperature values.

The regular increase in rac with reducing operating temperatures illustrates
lower scattering cross-section of moving charge carriers around Tc (0) [8]. The

Fig. 3 a–d Imaginary part of dielectric constant (e00r ) versus Log{f(Hz)} of (CNTs)x/CuTl-1223
nanotubes-superconductor composites with r a x = 0, b x = 0.25 wt%, c x = 0.5 wt%, d x = 2.0
wt%

Tuning of Dielectric Parameters of (CNTS)x/Cutl-1223 … 179



semiconducting nature of CNTs plays an important role in reducing rac because of
reduced carrier’s density at lower operating temperature values.

4 Conclusion

(CNTs)x/CuTl-1223 (0 � x � 2.00 wt%) nanotubes-superconductor composites
were synthesized by solid-state reaction technique. The dispersion of CNTs has not
altered the crystal structure of host CuTl-1223 phase. The morphology of (CNTs)x/
CuTl-1223 composites revealed improvement in inter-grains weak-links after CNTs
addition. The fusion of small sized grains with each other by the activation energy
of reaction improves the grains size as well as inter-grains connectivity. CNTs
addition in CuTl-1223 matrix reduced the superconducting properties due to
reduction of superconducting volume fraction and trapping of charge carriers.
Dielectric properties were reduced with increasing wt% of CNTs, which can be due
to reduced polarization and carriers density associated with semiconducting nature
of CNTs. Therefore, dielectric response of CuTl-1223 matrix can be tuned by
varying the frequency, operating temperatures and CNTs content.

Fig. 4 a–d The ac-conductivity (rac) versus Log{f(Hz)} of (CNTs)x/CuTl-1223 nanotubes-
superconductor composites with a x = 0, b x = 0.25 wt%, c x = 0.5 wt%, d x = 2.0 wt%
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Modeling of a Heat Pipe for Using
in Thermoelectric Energy Harvesting
Systems

Marco Nesarajah and Georg Frey

Abstract Thermoelectric energy harvesting systems (EHS) consist of thermo-
electric generators (TEG), which generate electrical power due to a temperature
difference. Consequently, a main challenge to build up such an EHS is a good heat
transfer to and from the TEG. On the one hand heat has to be send to the hot TEG
side and on the other hand the waste heat from the cold TEG side has to be
dissipated. For this heat transfer heat pipes are very reasonable. They have a
1000-fold better thermal conductivity than copper and so the existing heat quantity
can be used more effectively. To model a heat pipe in a most general way, the
modeling language Modelica® is used. Thereby, the model can be build based on its
physics as well as its material properties. The dimensions of the pipe as well as the
used working fluid or the used heat pipe material are parameters adjustable for
specific cases. In this contribution, the theoretical aspects of a heat pipe will be
described and the modeling with Modelica® for different modeling approaches in
the simulation environment Dymola® will be shown. Finally, the model of the heat
pipe will be validated with laboratory measurements.

Keywords Energy harvesting � Heat pipe � Modelica® � Modeling

1 Introduction

Energy harvesting systems (EHS) convert ambient energy, for instance solar, wind,
thermal, magnetic, or kinetic energy into electrical energy. In the case of thermo-
electric EHS, thermoelectric generators (TEG) are used to produce electrical energy
from heat sources [1, 2]. TEGs are small devices, consisting of a multiplicity of
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thermoelectric legs, which are connected electrically in series and thermally in
parallel. A part of the heat flowing through the TEG is converted into electrical
energy, based on the Seebeck effect. A main challenge to increase the energy yield
is the maintenance of a high temperature difference between the two TEG surfaces.
It is therefore important to transfer as much heat as possible to the hot TEG side and
to dissipate the heat on the cold TEG side. For this purpose, heat pipes are very
suitable. They have a 1000-fold better thermal conductivity than copper [3] and so
the existing heat quantity can be used more effectively. Moreover, they are closed
systems, so they do not need maintenance. The first heat pipe was presented by
Gaugler in 1942 [4]. Nowadays, they are used in spacecraft applications and
computer systems for the thermal management of the components. The basic
operating mode of a heat pipe is comparable with a thermodynamic cycle. At the
heat absorbing side, the working fluid in the heat pipe evaporates and flows to the
other end of the pipe, where the fluid condenses under dissipation of the latent heat.
A capillary force moves the liquid medium back to the heat absorbing side.

A more detailed description of the heat pipe theory is presented in Sect. 2. The
modeling of a heat pipe with Modelica® is shown in Sect. 3. In Sect. 4, the models
are validated with laboratory measurements. In Sect. 5 conclusions are given.

2 Heat Pipe Theory

Heat pipes belong to the category of heat exchangers. They are heat transfer devices
containing a working fluid. The main physical effects responsible for the heat
transfer are thermal conduction and phase transition. Figure 1a shows the basic
structure of a heat pipe. Normally, a heat pipe is an evacuated pipe with a wick
structure inside, soaked with the working fluid. The wick structure is arranged such
that a vapor space is in the middle.

Also presented in Fig. 1a is the working principle. At the hot surface of the heat
pipe, the working fluid absorbs the heat and evaporates. Then, the vapor streams to
the cold surface of the heat pipe and releases the latent heat, whereby it condenses.
Due to the capillary action the condensed working fluid flows back to the hot
surface, where the cycle starts anew [3]. There is no pump necessary meaning a heat
pipe is a passive heat transfer device and the return takes place through the capillary
structure. The process corresponds to a thermodynamic cycle. Theoretically, the
heat pipe can be separated into three zones, the evaporation, the adiabatic and the
condensation zone, cf. Fig. 1. In general, different combinations of wall material,
wick material and working fluid are possible.

Figure 1b shows the thermal equivalent network of a heat pipe. The equations to
calculate the thermal resistances are primarily the ones for radial and axial resis-
tances. Only the equivalent resistance Rva for the axial heat transfer in the core is
different.
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The radial thermal resistances are given by Eq. 1, the axial resistances by Eq. 2:

Rjk ¼ ln ro=rið Þ
2pLkkj

; ð1Þ

Rjk ¼ Lk
pkj r2o � r2i

� � : ð2Þ

With Rjk is the thermal resistance, ro and ri the outer and inner radii for the
appropriate section, Lk the length and kj the thermal conductivity, whereby j 2{p =
‘pipe’, v = ‘vapor’, w = ‘wick’} and k 2 {a = ‘adiabatic’, c = ‘condensation’, e =
‘evaporation’}. . Rve and Rvc are the thermal resistances of the vapor-liquid surfaces
at the evaporation and the condensation zone. Rva is the thermal resistance for the
axial heat transfer of the vapor in the vapor space. It is calculated from Eq. 3,
according to [5].

Rva ¼ 8lvLeffTv
pq2vr

4
v h

2
fg

; ð3Þ

with lv is the dynamic viscosity of the vapor, Leff is the effective length of the heat
pipe, see Eq. 4, Tv the temperature of the vapor, qv the density of the vapor, rv the
radius of the vapor space and hfg the latent heat of vaporization.

evaporation zone condensation zoneadiabatic zone

heat in heat out heat pipe
wall

heat pipe
wall

wick

wick

vapor space

vapor space

RpaRpe

Rwe

Rve

Rwa

Rva

Rpc

Rwc

Rvc

(a)

(b)

Fig. 1 a Basic structure and working principle of a heat pipe; b thermal equivalent network of a
heat pipe
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Leff ¼ la þ 0:5 � le þ lcð Þ; ð4Þ

with lk is the length of the adiabatic (a), evaporation (e) or condensation (c) zone.
A more detailed physical view on the processes in a heat pipe is described in

Sect. 3.3.

3 Modeling Approaches

For modeling a heat pipe for thermoelectric EHS in Modelica®/Dymola®, three
different modeling approaches are studied, namely the single resistance approach,
the resistance network approach and the physical approach, as described below.

3.1 Single Resistance Approach

This is a very simple modeling approach. A single thermal resistance represents the
heat pipe behavior. The value of the thermal resistance is normally given by the
datasheet of the heat pipe. In this contribution, the heat pipe QY-SHP-D8-400SA
from Quick-cool [6] is used, with thermal resistance given as 0:1 K

W.

3.2 Resistance Network Approach

A more detailed modeling approach is the use of the thermal equivalent network of
a heat pipe as shown in Fig. 1b. Here, “ThermalResistor” components of the
“Thermal library” of the Modelica® Standard Libraries [7] can be used to build up
the network. In this approach, material, medium and geometrical properties are
included. The single components are modified according to Eqs. (1–4).

3.3 Physical Approach

The last approach is the physical approach for a steady state. Here, the physical
equations for heat transfer and fluid flow theory are summarized to model the heat
pipe behavior. The following equations are from [8], [9] and [10] and are valid for
the assumption of a laminar flow in the vapor space under steady state conditions.
A more detailed description of the physics, also considering turbulent flows and
different limitations to heat transport in a heat pipe can be found in [9] and [10].
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As the working fluid flows in a closed system, for correct operation, the fol-
lowing condition has to be met:

0 ¼ Dpc þDpv þDpl; ð5Þ

with Dpc is the capillary pressure difference, Dpv the vapor pressure difference and
Dpl the liquid pressure difference. The capillary pressure difference is calculated by
Eq. (6):

Dpc ¼ 2r
Reff;min

cos#; ð6Þ

with r is the surface tension of the working fluid, # the wetting angle and Reff;min is
calculated by Eq. (7), with the groove width w and the diameter of the wire d,

Reff;min ¼ wþ d
2

: ð7Þ

The liquid pressure difference Dpl is calculated by two summands, one reflects
the hydrostatic pressure Dpl;h and the other the flow pressure loss Dpl;s, which is
identified with the help of Darcy’s Law.

Dpl ¼ Dpl;h þDpl;s; ð8Þ

Dpl;h ¼ �qlgh ¼ �qlg � ð�l sinuÞ; ð9Þ

Dpl;s ¼ � ml
KAlDhv

� _Qleff : ð10Þ

Here, ql is the density of the liquid, g the gravity constant, h the height, l the
length of the heat pipe and u the angle between heat pipe and horizontal. ml is the
kinematic viscosity of the working fluid, K the permeability of the wick structure,
see Eq. (11), and Dhv the evaporation enthalpy. The negative sign in Eq. (9) is valid
if the evaporator side is below the condenser side; otherwise the positive sign has to
be used.

K ¼ d2�3

122 1� �ð Þ2 ; ð11Þ

with � is the porosity of the wick structure. The last summand of Eq. (5), Dpv, is
calculated by Eq. (12):

Dpv ¼
X
k

Dpv;k: ð12Þ
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Dpv;k ¼ � 32gv
Av;aDhvd2v

� _Q � lk; ð13Þ

with gv is the dynamic viscosity of the vapor, Av;a the vapor cross-sectional area and
dv the hydraulic diameter of Av;a.

Equation (5)–(13) are the main physical equations for the steady-state behavior
of a heat pipe and contain the physical, material and geometrical properties as well
as the properties of the medium and are implemented in a Modelica® model.
However, it is not always possible or easy to gain access to all needed parameters.

4 Validation

To validate the different developed heat pipe models, a test bed is build up, see
Fig. 2, and measurements are recorded. To guarantee an almost adiabatic heat
transfer in the heat pipe, glass wool is used to coat the pipe, see Fig. 2b. The result
of the comparison of measured data with the simulation data for steady-state sce-
narios are given in Table 1. All modeling approaches of the heat pipe, described in
Sect. 3, conform very well to the measurement data. The error fluctuates in the
range of ±4.2 %. Surprisingly, the simplest approach is the most accurately one for
the steady-state scenario.

The result of a dynamic scenario is presented in Fig. 3. However, only the single
resistance and the resistance network approach are considered, as the physical
approach is only valid for steady state conditions. Moreover, the simulation result
for a solid copper rod is also shown in the diagram. Visible is that the heat transfer
performance of a heat pipe is significantly better than the performance of a com-
parable pure copper rod. In the inset diagram, it is apparent that both approaches

heat pipe

cooling element

heating plate

heat coupling element

glasswool

PT1000

(a)

(b)

Fig. 2 a Test bed showing the heat source (heating plate), the heat coupling elements on both
sides with the heat pipe between them, the cooling element as well as the two temperature sensors
(PT1000), b test bed as in a, though completely coated with glass wool
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only slightly differ from measurement. Notable is the fact, that again the simple
resistance model shows the best conformity with measurements.

5 Conclusions

In this contribution, three approaches to model heat pipe behavior were presented and
validated with measurement data. All three models have shown a very good accuracy
and consider partially physical, material and geometrical properties as well as the
properties of the medium. Interestingly, the simplest approach is the most accurately
one and thus is appropriate for energy harvesting applications, where only the tem-
perature difference and heat transfer are of interest. As soon asmore information about
the heat pipe itself is required, the more complex models have to be used.

Table 1 Comparison of real measurement data with the simulation results for a steady-state
scenario

Hot side
temp. (°C)

Real cold side
temp. (°C)

Approach 1 Approach 2 Approach 3

Sim.
(°C)

Error
(%)

Sim.
(°C)

Error Sim.
(°C)

Error
(%)

140 132.9 135.5 2 138.5 4.2 130.6 −1.7
130 125.6 125.9 0.2 128.6 2.4 127.7 1.7
120 115.8 116.3 0.4 118.9 2.7 113.3 −2.2
Bold values are the errors between simulation and measurement data
The measured hot side temperature is given as input to the simulation model. Approach 1
corresponds to the single resistance approach (Chap. 3.1), Approach 2 to the resistance network
approach (Chap. 3.2) and the physical approach (Chap. 3.3) is represented by Approach 3
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Fig. 3 Comparison of real
measurement with the
simulation result of
approach 1 (simple
resistance) and approach 2
(resistance network) as well
as a solid copper rod
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Electron Thermostating Elements
for Controlling Consumption of Heat
Transfer Agent in the Heating Systems

Yury I. Shtern, Ya S. Kozhevnikov, I.S. Karavaev, V.M. Rykov
and M. Yu Shtern

Abstract Electron thermostating elements (ETE) mounted on the regulating
radiator valves are developed. ETE are designed for the automatic controlling of the
consumption of heat transfer agent in the heating systems by a special program. So,
ETE are intended for the controlling of the temperature in the heated placements.
ETE have autonomous power supply. Optimization of the working algorithm of
ETE in conjunction with the high efficiency of the servomotor, and low level of
power consumption of the electronic circuit allowed authors to increase the time of
autonomous work of ETE. Proposed design solutions of ETE can be used also in
different fields of science and technology for the automatic controlling of the
consumption of liquid and gaseous agents.

Keywords Thermostating elements � Automatic control � Thermal energy � Power
supply � Intellectual system for controlling

1 Introduction

Development of the automated energy-saving system for controlling and moni-
toring of the energy consumption is actual direction in science and technology. The
most acute problem is regulation and controlling of individual heat consumption in
the heating systems [1–3]. Original hardware-software and design solutions for
electron thermostating elements (ETE) are proposed, which are installed on the
regulating radiator valve of the heating systems for the automatic controlling of the
heat consumption by a program. So, temperature regulation in heated rooms is
carried out with using of this device by a special program.

Analysis of the state of development of ETE indicates that their number is very
limited. The main drawback of the known analogs is connected with the resource of
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their work. ETE have stand-alone power supply, and one of the main problems is
connected with the duration of their work, which is determined by the resource of
chemical power sources (CPS). Special attention in this work is paid to the increase
of the ETE operating time by decreasing power consumption, which is supported by
the effective hardware and software solutions.

2 Electron Thermostating Elements

Two versions of ETE constructions determining their functionality were developed.
ETE-T construction for the controlling ETE working regimes with using room
thermostat (RT) is proposed. Structural scheme of ETE-T is presented in Fig. 1.
Structural scheme include: servo with reducer, motor and controlling circuit;
microcontroller with built-in analog-digital converter (ADC); transceiver of radio
signals; built-in antenna and CPS—2 elements of AA type (1.5 V).

RT is programmed on the temperature regime during definite time interval (day,
week, etc.). Changing temperature in the room RT transmits controlling signal on
ETE-T by radio channel. Regulation of temperature regime in the room is carried
out by proportional-integral-differential law. Motor is started on a definite time
controlling reducer with rod, which regulate opening of radiator valve, and so heat
carrier flow.

Microcontroller fabricated with using of MSP430F2132 microcircuit determine
ETE operation regime by given program. Transceiver of radio signals is fabricated
with using of TI CC1101 microcircuit. Electric drive 25BYJ is chosen as motor and

Fig. 1 Structural scheme of ETE-T
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reducer. Driver has supply voltage of 3 V, current at nominal load of 400 mA,
output force of 70 N, rate of rod motion of 0.5 mm/s, rod moving length of
2.5 mm. Proposed ETE-T construction is advisable to use in the rooms with several
heaters.

Another way of controlling temperature in the room is realized without RT with
the help of programmable ETE-P. In this case temperature regime is programmed
by control panel. Structural scheme of ETE-P is presented in Fig. 2. ETE-P consists
of servo; microcontroller with ADC; electron thermometer; alphanumeric liquid
crystal indicator (LCI); control panel and CPS.

Time, operational regime and temperature are displayed by LCI of ETE-P.
Temperature measurement with the error 0.5 °C in ETE-P is carried out by sensor
on the basis of DS18B20 microcircuit. The algorithm of the servo controlling circuit
in ETE-P is similar to that of RT.

3 Methodic and Investigation of ETE Operation Life

Low operation life is one of the main problems of ETE with CPS. CPS work was
analyzed in order to estimate CPS resource in real conditions of exploitation taking
into account following. Room temperature must be maintained with the accuracy
of ±1.5 °C. The daily working regime of ETE maintaining given room temperature
is mainly determined by the street temperature fluctuations, room thermoisolation
and heaters power, which influence on the time necessary to rich temperature
regime.

Fig. 2 Structural scheme of ETE-P
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Authors proposed modelling of the temperature variation in the room taking into
account daily external temperature fluctuations in some districts in Russia for every
month of the heating season. Modelling was carried out for residential buildings
with different thermoisolation. It was established that at worst with the sharp
external temperature fluctuations it is necessary up to 20 times correct temperature
in the room during the day with using ETE, i.e. nearly every hour. Results of
modelling are confirmed by the experimental investigations in Moscow and
Moscow district during heating season in 2014 year.

Depending on the construction ETE have several operating regimes.

1. Regime of moving the rod of radiator valve (for ETE-T and ETE-P) every hour
during the period not more than 1 s, consuming current does not exceed
400 mA. As a result of single rod moving, heat carrier flow changes on 20 %.

2. Regime of radio communication (for ETE-T) with duration of 0.1 s is carried
out every hour, consuming current does not exceed 30 mA.

3. Regime of measuring ambient air temperature (for ETE-P) with duration of
10 ms, interval between measurements is 10 min, consuming current is 1 mA.

4. Regime of data indication (for ETE-P) is continuous; consuming current does
not exceed 5 mcA.

5. Sleeping regime (for ETE-T and ETE-P) is necessary for the work of internal
timer and microcontroller, works continuously, consuming current is 1 mcA.

Taking into account main parameters of existing CPS (electric circuit,
self-discharge and cost) preference is given to alkaline sources: electric capacity is
2700–3000 mA�h; self-discharge is 20 % after 3 years.

Operation life of CPS in ETE can be calculated as:

s ¼ CAH

IC
;

where s is CPS operation life; CAH is capacity of power supply in A�h; IC is
consuming current by ETE.

Taking into account operating regimes for ETE-T was obtained value of daily
consumption of electric capacity equal to 2.71 mA�h, while for ETE-P—
2.81 mA�h. It means that operation life of ETE-T is 797 days, and ETE-P is
768 days. So, both types of ETE can work continuously more than 2 years.
However, as usual, in most countries heating season at worst continue not more
than 8 months. In this case operation life of ETE will be more than 3 years.

Methodic and hardware-software measuring complex (Fig. 3) were developed
for estimation of the reliability of calculations of ETE operation life and investi-
gation of CPS parameters.

Investigations of CPS operation life were carried off with using of the complex.
Measurements were fulfilled in automated regime with different values of output
current (load current) and exploitation temperature. Complex includes: micropro-
cessor control unit (MCU); power supply (PS) Motech 305 for MCU; thermostat
(TT) Memmert UE 300 for controlling CPS exploitation temperatures
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(from 20 to 100 °C); converter (CR) N-port for adjusting signals with TT and
MCU, and personal computer (PC).

Methodic of accelerated tests was developed to decrease the time of resource
research, in which CPS working time was shortened 100 times. So, 1 day of the
work in normal conditions is imitated by 864 s in accelerated tests. Wherein, energy
consumption corresponding to the real process exploitation of CPS is provided.
Regime of indication by LCI and sleeping regime in accelerated tests are also
working continuously, however current is increased 100 times. In regimes of rod
moving and radio session switching period is changed and is equal to 36 s.
Self-discharge of CPS is also considered, the value of self-discharge current is equal
to 2 mA.

Following CPS samples were chosen for the resource tests: GP Super Alkaline
(1); Cosmos Maxlife (2); Energizer Maximum (3); Duracell Turbo (4); Panasonic
Xtreme Power (5). Investigations were carried out at maximum possible exploita-
tion temperature of ETE (50 °C) till the decrease of CPS voltage to 2.5 V. This
level is determined by the operation abilities of an electronic circuit of ETE.
Table 1 presents results of accelerated resource tests of CPS ETE-P.

Fig. 3 Structural scheme of hardware-software measuring complex for the investigation of CPS
operation life

Table 1 Resources of CPS
used in ETE-P

Number of CPS
sample

1 2 3 4 5

Resource at
accelerated tests, hour

169 177 178 180 184

Operation resource,
days

705 738 741 748 766
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Given that heating period does not exceed 8 months, then operation resource of
CPS N 2–5 used in ETE-P is more than 3 years. ETE-T with these CPS can be
exploited even more time. Obtained experimental results correlate with calculated
data presented in this work. This parameter of ETE is better than for known
analogs.

4 Conclusions

Versions of original hardware-software and design solutions for ETE are proposed.
Optimization of the working algorithm of ETE in conjunction with low level of
power consumption of the electronic circuit allowed to increase the time of
autonomous work of these devices. This parameter of ETE is better than for known
analogs. Developed measuring complex and methodic allows accelerated tests of
the resources of batteries used in different electronic instruments and devices.
Proposed solutions of ETE can be used for the automatic control by certain program
of the liquid and gaseous media consumption, for example in conditions systems,
boilers for heating and hot water using liquid and gas fuel.

This work was supported by Ministry of Education and Science of RF (project N
14.575.21.0032, project ID: RFMEFI57514X0032).
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Investigation and Calibration Methods
of Precise Temperature Sensors
for Controlling Heat Consumption

Yury I. Shtern, Ya. S. Kozhevnikov, I.S. Karavaev,
M. Yu. Shtern, A.A. Sherchenkov and Maxim S. Rogachev

Abstract Authors developed precise temperature sensor with wireless interface
(WTS). Methods of thermocompensation and individual calibration of WTS were
developed in order to provide high requirements of the temperature measurement
accuracy (0.02 °C). Measuring hardware-software complexes for the realization of
this methods and carrying investigations were also developed.

Keywords Intellectual temperature sensor � Calibration method � Mathematical
model � Software

1 Introduction

Precise temperature sensor with wireless interface (WTS), having measurement
error up to ±0.02 °C were developed. Measured data are transferred by radio
channel on the frequencies of 434 and 868 MHz. WTS is designed for the contact
temperature measurements in not aggressive environment. WTS is used by authors
in automated controlling systems for the determination of individual heat con-
sumption in the heating systems of the apartment buildings [1]. High requirements
for the temperature measurement accuracy cannot be satisfied without taking into
account influence of the temperature on the parameters of the electronic circuit
components, and without individual calibration of WTS. However, these suffi-
ciently increase the final price of the product. To reduce cost we developed
appropriate methods and hardware–software measuring complexes, which allows to
carry on thermocompensation and individual calibration of WTS automatically and
for a large part of product simultaneously.
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2 Thermocompensation Method for Electron Circuit
of WTS

During exploitation of WTS in the heating systems temperatures of the environment
and heat transfer agent can be varied in the ranges from 5 to 50 °C, and from 5 to
95 °C, respectively. In this case temperature of the electronic circuit components of
WTS changes, which provide measurement error. To investigate and eliminate this
negative phenomenon method for thermocompensation of the WTS electronic
circuit, and measuring complexes for its realization were developed.

Temperatures of the electronic circuit components of WTS in the mentioned
exploiting conditions were determined with using of measuring complex, which
includes following elements. Thermally isolated camera with liquid-air heat
exchanger imitating ambient temperature. Thermostat Lauda PR 3530 for con-
trolling temperature of the heat transfer agent in the closed loop imitating pipeline
of the heating system with WTS. Precise thermometer TEN-4 for the temperature
measurements. It was established that at mentioned ambient and heat transfer agent
temperatures maximum temperature of the WTS circuit components does not
exceed 60 °C.

Measuring complex is developed for the investigation of the influence of tem-
perature variation of the circuit components on the error of WTS. Main elements of
this complex are following: thermoelectric thermostat UT-10/60, precise resistance
box M-602A-V 1000, wireless repeater (WR) for reception and transmission of data
by radio channel, and personal computer (PC). Resistance box is connected to the
input of electron circuit instead of platinum thermoresistance for the determination
of error introduced by WTS electron circuit components during temperature mea-
surements. The value of resistance corresponding to the platinum resistance at 25 °
C is set by resistance box. Then WTS is put in the thermostat, which temperature is
successively changed as 5, 30 and 60 °C. At each temperature, which corresponds
to the temperatures of electron circuit components, the value of resistance measured
by WTS is determined. Temperature of the electron circuit components is also
controlled by the internal microcontroller detector of WTS. To exclude errors
introduced by the mathematical conversion of analog-digital converter (ADC) code
first into the resistance, and then into the temperature, measured by WTS data are
fixed as ADC code (NR).

Results of investigations for seven WTS are presented in Fig. 1. As can be seen,
resistivity NR linearly depends on temperature. Error during the measurement of the
components temperature in the range from 5 to 60 °C with conversion of ADC code
in temperature does not exceed 0.15 °C.

The true value of NR can be determined as:

NR ¼ N 0
R � DNR; ð1Þ
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where N 0
R is resistance determined by WTS during the influence of heating on the

circuit components; DNR is deviation of NR from the initial value (error) caused by
the change of temperature.

Because the change of NR linearly depends on the temperature, DNR can be
determined as:

DNR ¼ a � Nmc þ b; ð2Þ

then taking into account (2) true value of NR is determined as:

NR ¼ N
0
R � ða � Nmc þ bÞ; ð3Þ

where Nmc is temperature of the microcontroller as ADC code.
Thermocompencating method includes experimental determination and auto-

matic programmable adjustment of coefficients in Eq. (3) carried out during the
individual calibration of WTS, which allows to eliminate DNR. For the realization
of thermocompencating method and WTS calibration hardware–software measur-
ing complex was developed [2]. Complex includes following elements. Precise
liquid thermostat Lauda PROLINE RP 3530 with installed measuring cell for the
calibration and thermocompensation of WTS. Measuring cell includes massive
copper plate (with thickness of 25 mm) with screw-thread holes for the location of
56 WTS. Plate is covered by thermoinsulating screen forming working volume in
which temperature is controlled. Electron thermometers: DTI-1000 for the cali-
bration of WTS, and 4-channel TEN-4 for the determination of the copper plate
temperature profile, which have errors 0.005 and 0.05 °C, respectively. WR for
receiving information by radiochannel from the WTS radio transceivers, and data
transmission by RS-232 channel to the computer.

Process of WTS thermocompensation is following. Temperature of 25 °C is
stabilized in the measuring cell of thermostat. Next, temperature is measured with
using of three measuring channels (Fig. 2). Channel 1 is used for measuring of the
resistance of the WTS platinum thermoresistor (line 1); channel 2 is used for the

Fig. 1 Temperature
dependence of NR
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measuring of microcontroller temperature (line 2); channel 3 is used for measuring
of the temperature of copper plate (line 3). For data of the channels 1 and 2 ADC
codes are used: NRð25Þ and Nmcð25Þ. Next temperature, for example 50 °C, is set up in
the working volume of cell without changing temperature of the heat transfer agent,
and resistance of thermoresistor and microcontroller temperature are measured.

When WTS circuit components has temperature of 50 °C the value of Nmcð50Þ is
obtained by the channel 2. At the same time WTS thermoresistor has temperature of
25 °C. However its reading includes error due to the shift of the circuit components
temperature N 0

Rð25Þ. To exclude error in the WTS thermoresistor measurements,

thermocompensating coefficients are determined with using of Eqs. (4) and (5):

a ¼
NRð25Þ � N 0

Rð25Þ
Nmcð25Þ � Nmcð50Þ

; ð4Þ

b ¼
Nmcð25ÞðNR 25ð Þ � N 0

R 25ð ÞÞ
Nmcð25Þ � Nmcð50Þ

: ð5Þ

Using of the corrected coefficients in Eq. (3) allows to obtain true value of NRð25Þ
(line 3) for 50 °C.

Diagram of the thermocompensating process as displayed by PC is presented in
Fig. 3.

Results of thermocompensation for 5 WTS are presented. Measuring of the heat
transfer agent temperature is carried out by channel 1 with using of WTS ther-
moresistor. Variation of the temperature of electron circuit components is deter-
mined by channel 2. Range A corresponds to the stabilization of thermostat
temperature at 25 °C. Next, temperature of WTS circuit components is increased to
50 °C (channel 2, range B), and measurements of the temperature of the heat
transfer agent are carried out by each WTS (channel 1, range B). After the stabi-
lization of the temperature of WTS circuit components (range C) measuring and

Fig. 2 Dependence of ADC
code on the temperature of
WTS circuit components
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calculation of thermocompensating coefficients for each WTS is carried out. Results
of the measuring of WTS temperature after thermocompensation are presented in
range D.

3 Methodic for Individual Calibration of WTS

Deviations of the WTS readings from those of the reference resistance thermometer
after thermocompensation (Fig. 3) are determined by the individual characteristics
of platinum thermoresistor including R0 and scatter of electrical parameters of
circuit components. These deviations are eliminated by the individual WTS cali-
bration, which is carried out in parallel with thermocompensation.

WTS calibration is carried out automatically at two temperatures of 25 and 85 °
C with using of developed software. Discrepancy of the temperatures of each WTS
and reference thermometer mounted on the copper plate of the measuring cell is
determined. Then calculation and automatic correction of coefficients in the
mathematical models of each WTS are carried out at the temperature of 85 °C
(Fig. 4).

Fig. 3 Diagram of thermocompensating process
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4 Conclusion

Results of investigations allow sufficient decrease of measuring error and can be
used for the development and production of the temperature sensor with wireless
interface. Automatic calibration of the large part of product sufficiently decreases
time and cost price.
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Thermoelectric Generators: A Review
of Present and Future Applications

Daniel Champier

Abstract In the last centuries, men have mainly looked into increasing their pro-
duction of energy in order to develop their industry, their means of transport and their
quality of life. Since the recent energy crisis, researchers and industrials have mainly
been looking into managing energy in a better way, especially by increasing the
efficiency of energy systems. This context explains the growing interest for ther-
moelectric generators (TEG). Today, TEGs allow us to collect lost thermal energies,
to produce energy in extreme environment, to produce electric power generation in
remote areas and to producemicro production for sensors. Direct solar thermal energy
can also be used to produce electricity. This review begins with the basic principles of
thermoelectricity and with a presentation of existing and future materials. The design
and optimisation of generators are tackled. Many recent applications are presented as
well as the future applications which are being studied in laboratories or in industry.

Keywords Thermoelectric generators � Review � Thermoelectricity

1 Introduction and Basics

Electricity production is an important issue for our societies. Waste heat is also an
important topic. It is in this context that the thermoelectric generators (TEG) are
taking off. TEG directly convert a part of thermal energy that passes through them
into electricity. The main actor of this transformation is the thermoelectric
(TE) module which usually contains tens to hundreds of thermocouples connected
together electrically in series and thermally in parallel.
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The efficiency (defined as the ratio of the electrical energy produced Welec on
thermal energy entering the hot face Qh) of a thermoelectric module used as a
generator can be approximated by the following relationship [1–3] for an optimal
electric load:

gTEmax ¼
Welec

QH
¼ DT

TH
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZT

p � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZT

p þ TC
TH

ð1Þ

with Z ¼ ðap � anÞ2

ðkp:qpÞ1=2 þðkn:qnÞ1=2
� �2 ð2Þ

with TH the temperature of the hot side of the TE modules, TC the temperature of
the cold side of the modules, DT = TH − TC the temperature difference and T the
average temperature. Z is the factor of merit of the thermoelectric materials and can
be expressed as a function of the electrical resistivities qp and qn, the thermal
conductivities kp and kn and the Seebeck coefficients ap and an of each of the two
materials of the thermocouple.

ZT is a very convenient way to compare materials properties.

2 Materials

For a long time, the only modules available for industrial applications (with the
exception of the Space) were Bismuth Telluride modules (Bi2 Te3). ZT is
approximately 1 around 50 °C and then decreases at higher temperature. The
maximum operating temperature is between 200 and 300 °C depending on the
manufacturers. The low abundance of Bismuth and Tellurium in the earth’s crust
and in the oceans is also a problem for manufacturers. These two points have
limited the development of TEG.

Since ten years, laboratories are searching for inexpensive replacement materi-
als, more environmentally friendly and that can be produced commercially in large
quantities. These researches have been fruitful. Since a few months, new modules
are commercially available or close to commercialization: half heusler, skuterru-
dites, oxides, magnesium silicides and tetrahedrites.

Half Heusler are coming soon at Evident Thermolectric. 2 types of modules
TEG-HH-8 [4] and TEG-HH-15 [5] which can produce respectively up to 7.2 and
15 W when a temperature gradient of 500 °C is applied. The hot side continuous
temperature must be maintained below 600 °C with intermittent operation below
700 °C.

The Shanghai Institute of Ceramics has presented at ICT2015, TEG25 a CoSb3-
based skuterrudites which can produce up to 25 W when a temperature gradient of
510 °C is applied. The peak ZT for the N-type (Yb0.3Co4Sb12) is around 1.2, the
peak ZT for the P-type (CeFe3CoSb12) is around 0.75 at T = 800 K.
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Tegma [6] develops Skutterudite Thermoelectric elements.
TECTEG MFR markets modules made of Calcium/Manganese oxide reference

CMO-32-62S and CMO-25-42S [7]. The upper Limit of the hot side is 850 °C, but
regular temperature is about 800 °C. These modules can produce respectively 12.3
and 7.5 W when a temperature gradient of 750 °C is applied. TECTEG also pro-
duces cascade modules: high temperature Calcium/Manganese oxides bonded with
Bi2Te3 on the cold side. These are the first cascade thermoelectric modules ever to
be available commercially with a hot side up to 600 °C.

Hotblock Onboard [8] produces module (NEMO) made of silicon based alloy.
They deliver 3.6 W for a hot side temperature of 580 °C and a cold side temperature
of 80 °C.

Romny Scientific [9] develops thermoelectric modules made of magnesium
silicide materials. This materials are low cost and earth abundant raw materials.

Alphabet Energy [10, 11] plans to produce thermoelectric modules made of
non_toxic compound: p-type tetrahedrites and n-type magnesium silicide (Mg2Si)
pellets. One of the most appealing properties of Mg2Si is its very low density
(i.e. <2 g/cm3) which for transport applications will be decisive.

As it can be seen many mineral TEGs are available or coming soon. Organic
TEGs [12] are still under research but will probably appear in the market in a few
years.

3 Design and Optimisation

Industrial use of thermoelectric modules needs to add other elements to form a
powerful generator:

– heat exchangers which amplifies the heat transfer between the module and the
heat sources,

– an electrical converter which transform the electric power to a voltage level
corresponding to the storage device (batteries, capacitors) or to the level
corresponding to the need of the end user.

The efficiency of the overall system can be defined as the ratio of the electrical
energy stored or provided to the end user on the energy consumed. The energy
consumed is mainly collected at the hot source but can also include the mechanical
energy required to operate the system such as the cooling of the cold heat sink, or
the pressure losses in the heat exchangers.

This efficiency include the efficiency of the heat exchangers, the efficiency of the
TE modules, the efficiency of the electrical convertor and its ability to optimize the
electrical load.

The performance of thermoelectric modules is small, so the design of generators
requires a system approach to optimize the whole system:
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– Researches on thermoelectric materials for a zT the largest possible throughout
the generator temperature range.

– Works on heat exchangers and coupling with thermoelectric modules.
– Works on electrical converters and on electrical connection (series, parallel or

mixed) of modules. These DC DC converters need to be optimized for an
electric efficiency close to 1. They must incorporate an algorithm of “maximum
power point tracking” or “maximum efficiency point tracking” in order to
optimize the point of electrical operation of TEG and to transfer maximum
power to the end user [13–15].

– Numerical studies to optimize generators. The numerical models must take in
account the variations of materials properties with the temperature, the adequate
quantity of modules, the geometry of the modules [16–18].

These aspects are unfortunately not independent and the overall optimization
requires many interactions and powerful computing tools.

The economic aspect is also extremely important and must be study [19].

4 Applications

4.1 Electricity Generation in Extreme Environments

Electricity production in extreme environments must meet a set of very strict
specifications. This is usually critical applications that require a highly reliable
source of energy over very long periods. Weather conditions can be extreme, either
very hot or very cold or very wet or very dry. Maintenance must be as low as
possible (often access to these place is only done by helicopter or requires several
hours of travel) or non-existent in the case of space expeditions. The generators
must be able to operate in a vacuum and withstand high vibrations. The economics
is not the most important point, far behind the reliability.

The space industry has used thermoelectric generators since the beginning of the
conquest of space in combination with thermal generators based on nuclear tech-
nology: radioisotope thermoelectric generators (RTG). The first use of thermo-
electric generator (Pb–Te) dating back to the Transit satellite navigation (1961) of
the US Navy. The satellite was equipped with a space nuclear auxiliary generator
SNAP-3 (Space Nuclear Auxiliary Power) which generated electric power of about
2.7 W only, but that worked for over fifteen years [20]. The Voyager I and II
spacecraft, launched in 1997, also use generators radioisotope thermoelectric due to
their extreme reliability to power the onboard instruments and transmission systems
to the ends of the solar system. The probes are now (October 2015) at 19.5 and 16
billion km from Earth. Each spacecraft was equipped with 3 RTG which overall
supplied 423 W power from about 7000 W heat. This power decreases gradually
from about 7 W by year due to the decay of plutonium and because of the
degradation of silicon germanium thermocouples. This power is now about 255 W.

206 D. Champier



They have sufficient electrical power to operate until 2020 [21]. The main RTG
used in space by American missions can be found on the NASA website [22]. The
materials used for thermocouples are PbSnTe, TAGS-PbTe, SiGe. Current research
focuses on improving the performance of proven materials (decrease of lattice
conductivity and improved electrical properties) and the study of other materials
and assembly of couples (Zintl, skutterudites and segmented couples).

Historically, about a thousand radio-isotope thermoelectric generators were
installed in Russia to power lighthouses and navigation beacons. Very little
information is available on those devices that are mostly abandoned [23]. Today the
company Gentherm [24] (previously Global Thermoelectric) is the world leader for
the production of electricity generators for remote areas. The company exists for
30 years and produced about 22,000 installations. These thermoelectric generators
use heat produced by the combustion of natural gas, butane or propane. The burner
directly heats a section of the thermoelectric modules are cooled by natural con-
vection fins disposed on their cold sides. Generators have powers between 15 and
550 W and can be combined for installations of up to 5000 W. For example the
8550 Global Thermoelectric model, produce 500 W with an efficiency of around
2.3 %. This low yield is offset by the benefits of the generators which are used in
desert, well sites, offshore platforms and telecommunications sites in mountains.

In conclusions these applications have a very high added value but they are
niche applications for which the market is very limited.

4.2 Recovery of Thermal Energy Lost

The transportation industry is probably the most attractive sector to use TEG to
recover heat lost. Up to now, there is only few solutions to recovery wasted heat
from the exhaust gas of engines. The most active area for energy recovery is the
automotive sector where competition towards ever cleaner cars is very dynamic and
very encouraged by governments. Aeronautics is also looking into the use of hot
gases from the engines of airplanes or helicopters. Maritime transport offers inter-
esting perspectives due to the presence of a free cold sink (fresh water, sea water).

Typically the energy used in a gasoline combustion engines splits into 25 % for
mobility, 30 % in coolant, 5 % in other parasitic losses and 40 % in exhaust gas.
For diesel light duty truck this represents 30 kW of heat loss in the exhaust gas.
Converting this energy lost into electricity even with a 3 % efficiency could rep-
resent 900 W of electricity. According to Fiat research centre 800–1000 Wel means
12–14 g/km CO2 reduction.

The installation of a TEG on a vehicle must meet the following conditions.
The TEG should not change the operating point of the engine; the acceptable
pressure losses are very limited (around a few tens of millibars). The maximum
temperature of TE materials must be respected and at the same time, to have a
significant temperature difference, it is desirable to operate the TEG near its limits.
It is therefore necessary to add control command (sensors and actuators) to bypass
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part or all the hot gas. The materials must be recycled and environment friendly.
The economic cost must be competitive. Many constructors work on this subject.
The company Gentherm (formerly Amerigon) conducts studies and specific
geometries modules for BMW and Ford [25]. General Motors installed a TEG on a
Chevrolet Suburban. The first results with BiTe modules were disappointing but the
contact resistance problems have been identified [26]. More recently FIAT and
Chrysler presented the first light commercial vehicle equipped with a TEG [27].
The performance achieved by the TEG are encouraging. 4 % fuel economy
improvement over the worldwide harmonized light vehicles test procedure (ab-
breviated WLTP) cycle has been achieved. This TEG used BiTe modules with
limited operating temperature. High temperature material should be used in next
applications to fully take advantage of the TEG power generation. The company
Valeo (Renoter2 project) plans to produce magnesium silicide TEGs for 10000
vehicle in 2018.

A significant amount of heat is released from the reactors aircraft and turbine
engines for helicopters. The integration of thermoelectric generators (0.5 kW/
kg-module as state of the art) fulfils the power density requirement (0.15 kW/kg).
Several patents have been filed. However a study [28] on turbine nozzle with Bi2Te3
modules, shows that the electric power produced in real operating conditions is
significant but currently insufficient if the weight of the cold exchanger is included.
But with new materials this weight to power ratio should decrease.

Up to now relatively few studies have been done on ships because of the absence
of very strict international regulations. Shipping is a large and growing source of the
greenhouse gas emissions that are causing climate change. The European Union
wants to reduce emissions from international shipping. The European Commission
has proposed that owners of large ships using EU ports should report their verified
emissions from 2018. This sector is an opportunity for TEGs because weight is not
a problem, cold source (water) is free and maintenance must be as low as possible.
This sector should grow rapidly due to the arrival of new, more stringent rules [29].

In conclusion, the new materials should allow the imminent arrival of TEG on
vehicles, offer very interesting perspectival for the maritime sector and should boost
research in the aerospace industry.

4.3 Decentralized Power and Combined Heat
and Power Generation Systems

Electricity is mainly produce by centralized power station and distributed by net-
works. However in developing countries 1.4 billion people are not connected to the
electricity grid and despite this situation they have electrical needs. Meanwhile in
developed countries, combined heat and power type devices are used to guarantee
the autonomy of some devices either for security or for economic reasons.
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In developing countries biomass is the main energy source. In these rural areas,
wood stoves have very low thermal efficiency (sometimes less than 10 %) and
contributes to local deforestation, increasing labor for women and children and
insecurity to collect firewood more and more distant. The fumes are also toxic.
Installation of efficient wood stoves is critical to their health and safety. These
efficient stoves require the use of fume extractor to improve combustion.
Thermoelectric generators are a solution to power these fans and to provide a few
watts for lighting or for charging mobile phone. Different systems are currently
being studied [30–33] and a device is marketed [34]. These systems use Bi2Te3
modules and are undersized to withstand wide variations in temperature during
wood combustion. The arrival of new materials at higher temperatures should
confirm the development of these devices. The thermoelectric performance is not an
obstacle compared to improvement brought to combustion efficiency that can go
from 10 to 80 % for multifunctional stoves.

In developed countries, the quantity of performing wood stoves is increasing
very quickly for economical and environment friendly reasons. These sophisticated
stoves need intelligence to control the combustion in order to meet minimum
emission requirements. Electric components (sensors, fans, valves, actuators, and
microcontrollers) are necessary for these operations. Availability of electricity is
essential. In the case of isolated houses used at certain times of the year, second
homes, the grid connection can be very expensive for occasional occupants.
A system guaranteeing the autonomy of the stove is a great value. By using
combined heat and power system [35], the heat going through the TEG is used to
heat water. Efficiency of the TEG is no more a problem, the problem is only to get
enough electricity.

In conclusion, well-designed systems allow to overcome the low efficiency and
can make a significant economic or environmental added value.

4.4 Micro-generation for Sensors and Microelectronics

Competitive industry relies on sensors in its products and in its factories. By
incorporating new sensors in factory, manufacturers can improve product quality
and reduce downtime. Current intelligent sensors require only a few hundred
microwatts or some milliwatts to operate. Power these devices from the electrical
network often requires very long cables to provide very little energy and need to
plan ahead the passage of these cables. In factories, heat sources are numerous: hot
fluid pipes, ovens, steam lines, motors, air conditioning, heating. Very small TEG (a
few square millimeters) is a solution to permanently power these sensors. Micropelt
[36] and Laird [37] companies are developing such devices. For example, a module
3.3 � 4.2 � 1.1 mm3 can produce more than 1 mW for a temperature difference of
10 °C and more than 10 mW for a difference of 30 °C. The introduction of phase
change materials as a heat storage unit allows the exploitation of temporal tem-
perature changes and can improve these small generators [38].
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4.5 Solar Thermoelectric Generator

Massachusetts Institute of Technology [39] has demonstrate a flat-panel solar
thermal to electric power conversion technology. The developed solar thermoelectric
generators (STEGs) achieved a peak efficiency of 4.6 % under 1kW m−2 solar
conditions. The difficulty for this kind of generator is to concentrate the heat on the
thermoelectric elements and to find materials that can withstand very high temper-
ature (>1000 °C).

5 Conclusion

For years the development of TEG has been limited to niche markets with high
added value like space and extreme environments where liability is critical. The
recent availability of new materials and the assembly of TE modules by manu-
facturers will permit the development of mass market in the transport sector and in
combined heat and power systems. The increasing needs of self-powered micro
sensors in industry will motivate the development of microTEG. Actual researches
for organics TEG are promising and new applications in clothes or human objects
can easily be imagined.
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Electron-Spin Resonance of Type II
Si-Clathrate Thin Film for New
Solar Cell Material

Mitsuo Yamaga, Takumi Kishita, Tetsuji Kume, Koki Uehara,
Masaki Nomura, Fumitaka Ohashi, Takayuki Ban
and Shuichi Nonomura

Abstract Silicon clathrate thin films, NaxSi136 (x > 5), were prepared on Si
(111) substrates. The X-ray diffraction (XRD) pattern shows a mixture of the type II
Si-clathrate crystalline and amorphous phases. The electron-spin resonance
(ESR) spectrum for the Si-clathrate thin film consists of two lines with a set of g value
and width, (g, c(mT)) = (2.005, 1) and (2.002, 0.1). In comparison, the ESR spectra
for NaxSi136 (x = 5.5, 11) polycrystalline powders have a fairly broad line with
(g, c(mT)) = (*2.05, 15) other than the above two lines. Such broad line may be
assigned to a Na-Na pair and/or a Na-cluster in the Si-clathrate polycrystalline
powders. These ESR results suggest that the dominant line with (g, c(mT)) = (2.005,
1) observed for the Si-clathrate thin film is assigned to electron trapped at a Si-deficit
with a dangling bond created in the amorphous phase.
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1 Introduction

Crystalline silicon (c-Si) solar cells are the most widely used as photovoltaics with
high efficiency (25.6 %) [1]. Although amorphous silicon (a-Si) solar cells are
sensitive to the visible light, the efficiency (10.2 %) is lower than that of c-Si [1].
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Silicon clathrates (Si-clathrate) were first found as an allotrope of silicon in 1965
[2], and characterized [3, 4]. The Si-clathrates are cage-structured compounds,
where cages are formed by covalently bonded Si atoms [2, 4]. Alkali metals
intercalated into the cages play an important role for the chemical reaction of the
Si-clathrates [5]. The Si-clathrates are classified into type I and type II [2–6]. A unit
cell of the type I crystal structure consists of 46 silicon atoms with two Si20 and six
Si24 polyhedra; the chemical composition with eight available Na sites is NaxSi46
(0 � x � 8). A unit cell of the type II crystal structure consists of 136 silicon
atoms with sixteen Si20 and eight Si28 polyhedra; the chemical composition is
NaxSi136 (0 � x � 24). The band-gap energy of the type II Si-clathrate was
calculated, and observed experimentally to be *1.8 eV [7, 8], close to that of the
a-Si. The direct band-to-band transition leads to strong absorption coefficients.
Thus, the type II Si-clathrate thin film is a candidate for new photovoltaics
materials.

In this paper, we reports preparation of the type II Si-clathrate thin film and its
properties obtained using X-ray diffraction (XRD) and electron-spin resonance
(ESR) methods.

2 Experimental Procedure

Thin films of the type II Si-clathrate were grown on Si (111) substrates followed by
three different thermal annealing processes [9]. Firstly, Si (111) substrate and Na
lump in a Ta crucible were sealed in a stainless container in an Ar atmosphere and
annealed at 580 °C for 48 h. This first process was preparation of a NaSi film as a
precursor. Secondly, the film, which was moved into a quartz tube, was annealed in
a vacuum at 400 °C for 3 h to synthesize Na-contained type II Si clathrate thin film.
Finally, in order to remove Na in the Si-clathrate thin film, the thin film was
annealed at 460 °C for 20 h in an Ar atmosphere containing iodine. In order to
compare the crystalline thin film with NaxSi136 polycrystalline powders, the pow-
ders were also prepared using the method described in previous papers [10–12].

The crystal structure of the thin films and the powders was determined by XRD
patterns measured using the Cu K a line from a Rigaku RINT Ultima. Na con-
centrations (x) in the type II Si-clathrate polycrystalline powders were estimated to
be 5.5 and 11 by the refinement of the structure using the Rietveld method, but that
of the thin film could not be estimated. According to our experience of the powder
preparation, x is expected to be above 5.

ESR measurements were done using a Bruker Biospin EMXmicro X-band
spectrometer with 9.45–9.54 GHz in a range of 110–500 K in Gifu University and
a Brucker E500 with *9.64 GHz in the range of 3.6–300 K in the Institute of
Molecular Science, Japan. These spectrometers employed 100 kHz field modula-
tion and microwave powers were 0.1–1.0 mW.
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3 Experiments

3.1 XRD Pattern

Figure 1 shows the XRD pattern of the NaxSi136 (x > 5) thin film. The pattern
consists of several sharp lines around 20°, 31°, 35°, and 53°, and fairly broad band
around 18°. The intense line at 28.4° is due to the (111) plane of a Si-substrate. The
positions of the former sharp lines are in agreement with those of the type II
Si-clathrate obtained from number 89-5535 in the JCPDS-card of the XRD data-
base. The broad band is due to an amorphous silicon phase in the thin film.

3.2 ESR Spectra

Figure 2 shows the ESR spectrum observed at 110 K and 9.541 GHz for the
NaxSi136 thin film on a Si (111) substrate, compared with that for a Si (111) sub-
strate. These spectra indicate that the dominant ESR signal originates from the film.

When the temperature decreased from 110 K down to 3.6 K, the intensity of the
dominant line was enhanced in one order of a magnitude, and its g value and width
were the same as those at 110 K. Figure 3 shows microwave-power dependence of
the ESR spectra for the NaxSi136 thin film at 3.6 K. Although the ESR intensity
decreases with a decrease of microwave power, the sharp and weak line appears
clearly at 342.0 mT below 1 mW. The g value (2.003) is coincident with that
(2.0023) of free electron. Such sharp line is assigned to conduction electrons, being

Fig. 1 XDR pattern of
Si-clathrate thin film,
NaxSi136 (x > 5)
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ascribed to free electrons releasing from Na atoms contained in cages of the
Si-clathrate. The g value (2.005) and width (1 mT) of the dominant line at
341.6 mT is larger than those (2.002, 0.2 mT) of conduction electron.

Figure 4a shows the ESR spectra for the Na5.5Si136 polycrystalline powder at 3.6
and 110 K. The ESR spectrum at 3.6 K consists of several lines. The quartet
hyperfine-structure (hfs) lines with a g value of 2.036, magnetic field separation of
13.3 mT, and a width (c) of 0.6 mT, denoted by A1-A4, are due to nuclear spin
(I = 3/2) of an isolated Na atom [13, 14]. A single broad line with c = 15 mT,
denoted by C, has the same g value as the quartet hfs lines. The C line has been
assigned to a Na-Na pair and/or a Na-cluster [13, 14]. A relatively narrow single
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line with g = 2.005 and c = 1 mT, denoted by D, is coincident with the dominant
line for the NaxSi136 thin film as shown in Fig. 3. When the temperature increases
up to 110 K, the ESR spectrum decreases with one order of a magnitude in
intensity, the A1-A4 lines disappear at 110 K and the C and D lines remain.

The ESR spectrum for the Na11Si136 polycrystalline powder sample at 110 K, as
shown in Fig. 4b, is coincident with that for the Na5.5Si136 polycrystalline powder
sample at 110 K.

The g values and widths of the dominant line for the thin film and the D line for
the powders are in agreement with those of Si-deficits associated with the dangling
bonds in amorphous Si [15]. As a consequence, these lines are assigned to electrons
trapped at Si-deficits with dangling bonds, created in the Si-clathrate thin film and
the polycrystalline powders.

4 Discussion and Conclusions

In the previous paper [9], the thin films of the Si-clathrates were grown on
(100) and (111) oriented Si-substrates. The first process to deposit a zintl-phase
NaSi thin film on the substrate is very important for the selective growth of the type
I or II Si-clathrate thin film. The type I or II Si-clathrate thin film is preferentially
synthesized on the (100) or (111) Si-substrate, respectively. Another important
point is the reacting temperature, which determines the NaSi synthesizing rate. We
prepared the type II Si-clathrate thin films with the following conditions of the first
process; (i) the (111) Si-substrate and (ii) the reacting temperature of 580 °C.
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The 580 °C reacting temperature is below 650 °C obtained for the type II
Si-clathrate polycrystalline powders because slow growth is required to form the
thin films. However, the XRD pattern of the thin film shows a mixture of the type II
phase and the amorphous phase as shown in Fig. 1.

We consider the ESR results for the NaxSi136 (x > 5) thin film and the NaxSi136
(x = 5.5, 11) polycrystalline powder samples when measured at 3.6 and 110 K,
taking account of the XRD patterns of these samples. The Si-clathrate powders
consist dominantly of the type II phase. The ESR spectrum of the Na5.5Si136
powder consists of several lines assigned to isolated Na atoms, Na-Na pairs,
Na-clusters, Si-deficits with dangling bonds [13, 14]. The dangling bond may be
produced under the third process to remove Na atoms from the cages. The ESR
signal from isolated Na atoms disappears for Na11Si136 powder. On the contrary,
the ESR spectrum for the NaxSi136 (x > 5) thin film consists dominantly of the
single line due to Si-deficits with dangling bonds. The ESR spectrum completely
lacks the signals related to Na atoms, Na-Na pairs and Na-clusters because of the
mixture of the crystalline and amorphous phases.

In conclusions, the XRD and ESR results of the NaxSi136 (x > 5) thin film,
compared with the NaxSi136 (x = 5.5, 11) powders, demonstrate that the thin film is
composed of the type II crystalline and amorphous phases. The ESR signal is due to
electrons trapped at the Si-deficits with dangling bonds in the amorphous phase. It
is important to reduce the amorphous phase in the thin film for solar cell materials.
Therefore, we have to examine the formation process of the crystalline and
amorphous phases in the Si-clathrate thin film.
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The Power Supply of the Hydrogen
Generator

Krzysztof Górecki, Janusz Zarębski, Paweł Górecki
and Sławomir Halbryt

Abstract In the paper the circuit supplying the hydrogen generator is considered.
The idea of operation of this circuit, its simulation schema and the results of
computations are presented. These computations were performed for a wide range
of frequency of the supplying current. The correctness of the idea of operation of
the supplying circuit is shown and the dependence of efficiency of the hydrogen
generator on frequency of the supplying current is presented.

Keywords Hydrogen generator � Switch-mode power supply � SPICE

1 Introduction

Nowadays, greater and greater balance is paid to the environmental protection and
the development of technology which makes it possible to generate electrical or
thermal energy at possibly low emission of CO2. The assignment is possibly
cashable with leaning technologies using reaction of oxygenation of hydrogen.
A product of such reaction is aqueous vapour and electrical or thermal energy [1].

In the literature [2–5] three basic methods of production of hydrogen are pre-
sented: reforming of earth gas [2], transformation of biomass [5] and electrolysis
[3–5]. The electrolysis deserves special attention as it makes possible generation of
hydrogen locally, where it has to be used, and during this process no waste material
is produced. According to the data published by the American Department of
Energy [5] up to the year 2020 a double decrease of costs of the electrolysis is
expected in comparison to the year 2011.
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Therefore, it is essential to reduce costs involved to gain essential improvement
of construction of electrolysers and systems supplying them. Typically, the elec-
trolysis is realised for the aqueous solution of KOH [3, 4] supplied from the dc
source. From the point of view of power supply the electrolyser can be treated as a
non-linear RLC circuit [1, 4]. Thereby, at least one value of frequency at which the
module of electrolyser impedance attains the minimum must exist and the current of
its power supply attains the maximum. From the paper [1] it results that the power
supply of the electrolyser with the suitable variable signal assures improvement of
watt-hour efficiency and efficiency of the electrolysis.

In the paper the practical solution of the system supplying the generator of
hydrogen with the variable signal of the shape of the rectangular pulses train with
regulated frequency is presented and analysed.

2 Structure of the Power Supply

In Fig. 1 the schema of the supplying circuit is presented. The considered circuit is
supplied from the line across the impulse-feeder PS1, which assures the constants
output voltage equal to 7.5 V at the output current not exceeding 80 A.

The output voltage of this feeder is switched by an electronic switch consisting
of 2 power MOS transistors of the type IRL3803 of low on-resistance of the
chan-nel RON (7 mΩ) operating in the Totem-Pole circuit. The analysis of this
circuit loaded with the considered hydrogen generator is presented in the paper [6].
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The value of the current feeding the generator is monitored by the current
transformer. The output signal of this transformer is given on the input of the
detector of the mean value of the module to which the value of the mass of
generated hydrogen [1, 4] is proportional. This detector was built with the use of
operating-amplifiers of the type AD712JNZ and diodes UF4007.

The module of the A/D converter of the type USB-1608GX-2AO, containing
among others the timer and 16 analog inputs, measures the output voltage of the
detector of the mean value of the module and the voltage proportional to the line
voltage and the current received from the line (nodes A/D 1—A/D 3). Values of
these voltages are used to delimit efficiency of the process of hydrogen generation.
The computer PC registers values of voltages measured by the module of the A/D
converter and controls the timer producing the rectangular pulses train of regulated
frequency.

For the low current efficiency of the timer and the low value of its output voltage
the inverter consisting of the transistor T1, resistors R6, R7 and the driver IR2111 is
included between the output of this timer and gates of transistors.

To convert currents and the supply voltage to voltages of values measurable by
means of the applied module of the A/D converter the current and voltage trans-
formers LEM of the type LA 100-P and LV 25-P, characterised by the band from 0
to 200 kHz and the range of the measured currents to 150 A and voltages to 500 V,
are used. The feeder PS2 produces the constant voltages ±15 V.

3 Simulation Schema of the Considered Supplying Circuit

In order to evaluate the correctness of operation of the worked out circuit computer
analyses of principle power and measuring parts of the considered circuit were
conducted. In the analyses the simulation model shown in Fig. 2 was used.

In the presented circuit the voltage source Vzas together with the resistor Rzas

represent the impulse-feeder of the constant voltage PS1. Transistors M1 and M2
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model the electronic switch with the use of the model for SPICE offered by the
producer. The supplementary schema of the hydrogen generator in the form of the
non-linear DRLC circuit is described in the papers [1, 6]. Voltage sources Vster and
Vster1 with resistors Rster and Rster1 model the driver IR2111 with the timer. The
voltage from sources Vster and Vster1 has the rectangular waveform of levels equal to
zero and 10 V, the duty factor equal to 0.5 and regulated frequency.

The controlled current source F1 together with the voltage source V1 of
zero-efficiency represent the current transformer. The detector of the mean value of
the module contains two operating-amplifiers, diodes D1 and D2, resistors R3, R12,
R13, R14, R15, R2 and the capacitor C1. The voltage on this capacitor is proportional
to the mean value of the module of the current feeding the hydrogen generator.

4 Computation Results

Using the simulation schema of the considered supplying circuit many computer
analyses were conducted and their results illustrate the influence of different factors
on the operation of the considered circuit. The selected results, corresponding to the
operation of this circuit at the steady-state are presented below.

In Fig. 3 the waveforms of the voltage (Fig. 3a) and the current (Fig. 3b) feeding
the hydrogen generator at frequency of the signal from the source Vster equal to
100 kHz are presented. The analogous waveforms of the voltage and the current
obtained at frequency equal to 100 Hz are shown in Fig. 4.

As it is visible, the waveforms of the voltage in Figs. 3 and 4 do not have the
expected shape of the square wave, and the waveforms of the current—the shape of
the triangular wave. The observed character of the dependence Uzas(t) and Izas(t)
results among others from the non-zero value resistance RON of the applied MOS
transistors and resistance of leads of these devices. Values of the mentioned
resistances are on the level from several to a dozen or so mX, but at values of the
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Fig. 3 Calculated waveforms of the voltage (a) and the current (b) of the power supply of the
hydrogen generator at frequency equal to 100 kHz
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feeding current exceeding tens amperes these cause visible falls of the output
voltage.

In Fig. 3a it is visible that at high frequency of switching, the voltage feeding
accepts at some time intervals the negative values, testifying to the reverse mode of
the operation of the transistor M2. In turn, in Fig. 3b it is visible that within the
range of high frequency there appears a large dc component of the feeding current.
The presented triangular shape of Izas(t) waveforms results from the inductive
character of impedance of the hydrogen generator in the range of high frequency
[1].

In Fig. 4a it is visible that the feeding voltage accepts only positives values,
whereas in Fig. 4b one can notice that the supply current accepts values both
positive and negative. In comparison to the results presented in Fig. 3, it can be
noticed that at the lower value of frequency greater (even ninefold) maximum
values of the current are observed, which is an effect of the fall of the module of
impedance of the hydrogen generator at the fall of frequency.

Figure 5 illustrates the results of operation of the detector of the mean value of
the module of the current feeding the hydrogen generator at frequency equal to
100 kHz (Fig. 5a) and 100 Hz (Fig. 5b). In this figure, the blue line marks the
waveform of the voltage UC on the output of this detector, the red line—the
waveform of the current of the power supply Izas of this generator, and the black
line—appoints analytically the mean value of the module of this current.

As it is visible, the detector of the mean value of the module of the current
feeding the hydrogen generator operates correctly, which is confirmed by conver-
gence of the detector output voltage and the mean value of the module of the
current of the power supply. It is worth noticing that the output voltage of the
considered circuit decreases when frequency increases.

In Fig. 6 the dependence of hydrogen masses generated within 1 min on fre-
quency at two concentrations of the water solution of KOH in the electrolyser are
shown. In this figure the red curve corresponds to high concentration of the solu-
tion, and the blue curve—to low.
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As it is visible, efficiency of the process of the hydrogen production depends on
frequency of the feeding current and on concentration of the solution. The maxi-
mum efficiency of the process is observed at frequency below 100 Hz. The fall of
solution concentration causes essential degradation of the process efficiency. This
fall is the greatest at low frequency and for f � 50 Hz it amounts even 50 %.

In order to verify the correctness of the project, the considered feeding circuit
was constructed and tests of its operation at loading by the hydrogen generator and
different values of the switching frequency in the range from 100 Hz to 200 kHz
were performed. In all cases on the output of the power supply the measured values
and the shapes of the voltage and the current were nearing the results of
calculations.
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5 Conclusions

In the paper the power supply of the hydrogen generator designed and constructed
by the authors is presented. This circuit makes it possible to feed the considered
generator with the voltage of the waveform nearing the rectangular pulses train of
regulated frequency. Current efficiency of the circuit amounts theoretically to 70 A,
but in practice it is relative to impedance of the load.

For the considered electrolyser, the highest efficiency of the process of the
hydrogen production is obtained at frequency equal to about 200 Hz (at low con-
centration of KOH) and about 50 Hz (at high concentration of KOH). The maxi-
mum efficiency of the process amounts 30–40 mg/min.

The presented results of calculations of the considered circuit performed with the
use of physical models of components prove correctness of the project. The results
of measurement of the real circuit confirm reliability of the applied models of
components of the circuit and the obtained results of calculations.
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The Use of Photo-Voltaic Panels to Charge
Mobile Electronic Devices

Paweł Górecki, Krzysztof Górecki, Ewa Krac and Janusz Zarębski

Abstract In the paper the circuit to charge mobile electronic devices and the
results of measurements of this circuit are presented. The construction of the pre-
sented circuit is analysed and the influence of the selection of the photovoltaic panel
and optical power density on its surface on current efficiency of the considered
circuit are discussed. The directions of the development of the worked out and
constructed circuit are pointed.

Keywords Photo-voltaic panels � Charging system � Mobile electronic devices

1 Introduction

The development of electronic technology causes that more and more often
photo-voltaic panels are used to power supply different kinds of devices [1, 2]. The
well-known ones are, among other things, vehicles supplied with solar energy,
systems of decorative and road lighting, and even cool boxes [3]. On the other
hand, the development of tourism and general access to mobile electronic devices
(laptops, mobile phones, smart-phones) cause problems with recharging the used
energy in batteries of these devices. During high tourist season, when intensity of
solar radiation is high, the necessary energy to charge these devices can be taken
from photo-voltaic panels [3, 4].

Typically, the voltage obtained from the photo-voltaic panel is different from the
value of the voltage required by the battery of a mobile device. So, in order to
assure high watt-hour efficiency of the process of conversion of energy in the
considered system, the use of the switch-mode power supply system is indis-
pensable [5, 6]. Additionally, in order to be unaffected by temporary cut-offs of
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electrical energy (eg. during cloudiness), the power supply system should be
equipped with the battery.

In the paper the project and the results of measurements of the power system
supplying mobile devices with the use of photo-voltaic panels are presented. The
structure of the worked out system and the construction of its block components are
described. Furthermore, the analysis of its operation at different load and different
conditions of lighting of the photo-voltaic panels is performed. The influence of
parameters of the applied photo-voltaic panel on exploitive characteristics of the
system is also analysed. The results of measurements of the constructed power
supply system, operating at the selected conditions of lighting and load confirmed
the correctness of theoretical considerations.

2 Structure of the Power Supply System

In the paper [4] the structure of the circuits charging laptops, shown in Figs. 1, was
proposed.

As it is visible, this circuit contains 5 components: the photovoltaic panel, the
battery, 2 switch-mode voltage regulators containing dc-dc converters—step-down
the voltage and step-up the voltage and the linear voltage regulator. The load of the
considered circuit is a laptop or some other mobile electronic equipment. The buck
converter is used to step-down the voltage obtained from the photovoltaic panel
(typically equal to about 30 V) to the value corresponding to the voltage on the
battery. In turn, the boost converter makes it possible to step-up the value of the
voltage obtained from the battery to the level indispensable to power supply the
laptop (typically equal to about 19 V). The use of these converters makes it possible
to obtain high watt-hour efficiency of the process of transformation of electrical
energy between the photovoltaic panel and the laptop [3, 5, 7, 8]. The linear voltage
regulator produces the voltage equal to 18 V to power supply controllers of
switch-mode voltage regulators.

The battery is necessary in the station’s structure to provide continuity of power
supply for laptops, also at nights and on cloudy days. The lead-acid battery is used
because of its high value of capacity (equal to 40 Ah) and a relatively high value of

Photovoltaic 
module

Step-down switch-
mode voltage 

regulator Lead-acid 
battery

Step-up switch-
mode voltage 

regulator
Load

Linear voltage 
regulator

Fig. 1 Block diagram of the
circuit charging laptops
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the nominal voltage equal to 12 V. In the state of loading the voltage increases to
about 13.9 V and in the state of discharge—decreases to about 10.8 V.

The assurance of the effective battery charge demands stabilisation of the output
voltage of the buck converter equal to 13.9 V, and the output voltage of the boost
converter—equal to 19 V. To this end, in each of the considered voltage regulators
the PWM controller UC3842, described in the paper [9], is used.

The detailed description of both mentioned switch-mode voltage regulators is
presented in the paper [4]. In the cited work the measured characteristics of the
considered regulators supplied from the dc voltage source are also presented.

3 Investigations Results

Using the circuit described in the paper [4] the measurements of its characteristics
are performed, using 2 kinds of photovoltaic panels operating at different values of
power density of radiation on their surface. The results of these measurements are
presented in Figs. 2, 3, 4 and 5.

Figure 2 presents the measured current-voltage characteristics of two panels of
the area equal to about 1.5 m2: monocrystalline panel SGM -250D and amorphous
panel SG -HN-120GG. The measurements were performed at 3 values of power
density of radiation on the panels surface equal to 354, 246 and 142 W/m2,
respectively by means of the measuring-set described in the paper [10].

As one can notice the amorphous panel has considerably smaller current effi-
ciency than the monocrystalline panel, which results among other things in almost
the near double difference between the nominal values of the power provided by
these panels [11]. At the highest value of power density the occlusal current of the
monocrystalline panel riches 4.8 A, and amorphous—only just 1 A.

In turn, a decrease in power density of radiation by about 30 % causes a decrease
in the occlusal current of the monocrystalline panel by about 25 %. As a result of
absorption of radiation, the temperature of the panel situated in the
measuring-chamber described in the paper [10] and operating at the greatest power
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density grew up to 87 °C, and at smaller values of power density—accordingly to
72 and 53 °C. This difference of temperature also causes the differences in values of
the voltage on the panel in the range of small currents.

In Fig. 3 the measured output characteristics of considered circuit, operating at
the power supplying in turns both the considered panels at different values of power
density of radiation are presented.
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As one can notice, courses of the considered characteristics obtained at the
power supply from the monocrystalline panel practically do not depend on power
density of radiation on the surface of the panel. This results from the stabilising role
of the battery assuring almost the constant value of the input voltage of the step-up
voltage regulator. After exceeding by the output current the value equal to about
6 A a decrease in the circuit output voltage, resulting from energy losses in
semiconductor devices of the boost converter (the MOS transistor and the diode) [7,
12] is observed. For the amorphous panel, the characteristic was measured only for
the current Iout < 1.2 A, because at this value of the current Iout the input voltage
Vin on the panel decreases to the value 16 V (Fig. 4). This value is too small to
obtain the minimum value of the output voltage of the linear voltage regulator
indispensable to power supply PWM controllers UC3842 contained in both
switch-mode regulators. It results in obtaining at the output of the circuit the voltage
of the value equal to the difference between the battery voltage and the voltage drop
on the diode. This value is too small to power supply a mobile device (a laptop).
From Fig. 4 it results also that the voltage on the monocrystalline panel, in the
whole range of changes of the output current, is practically constant.

Dependences of the voltage on the battery on the output current presented in
Fig. 5 show that at the output current exceeding 1 A, conducted losses in semi-
conductor devices are so large that it becomes impossible to deliver from the output
of the step-down voltage regulator the current sufficient to load the battery and
simultaneously to supply the step-up voltage regulator. The fall of the voltage on
the battery at the height of the current Iout, observed in Fig. 5, shows that the
considered circuit can charge laptops with time intervals. After the discharge of the
battery, it is indispensable to switch-off the load in order to charge this element.
Charging the battery lasts several minutes. Such a runtime mode is typical for this
type of circuits to which only for a short time the load is joined, and for the most
part of operation—the battery is loaded.

4 Conclusions

In the paper the circuit to charge mobile electronic equipment with the use of
photovoltaic panels and the results of measurements of the constructed circuit are
presented. Investigations were performed at the power supply of the circuit from
two different photovoltaic panels operating at different values of light-power den-
sity on their surface.

From the obtained results of measurements it is easy to observe that the essential
influence on the properties of the considered circuit has current efficiency of the
applied photovoltaic panels. If this efficiency is too small a fall in the panel output
voltage is so large that it makes it impossible to obtain the desirable value of the
voltage supplying PWM controllers. Thereby, the output of the circuit decreases to
the value equal to the difference between the battery voltage and the voltage drop on
the forward biased diode in the boost converter.
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For the panel of the required current efficiency the nominal value of the circuit
output voltage can be obtain at the output current not exceeding 6 A. It is the
sufficient value to charge the battery of the typical laptop. Increasing the output
current of the considered circuit demands the use of photovoltaic panels of the
greater current efficiency and semiconductor devices in switch-mode voltage reg-
ulators of smaller values of series resistance.

Acknowledgments The Authors thank DDS Poland for giving the photovoltaic panels.
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Optimized Rapid Thermal Process
for Selective Emitter Solar Cells

Abdelkader Djelloul, Abderrahmane Moussi, Linda Mahiou,
Mourad Mebarki, Samir Meziani, Abdelkader Guenda,
Kamel Bourai and Abdelkader Noukaz

Abstract In this paper we present an experimental approach for the realization of
selective emitter by laser doping. Multi-crystalline Silicon wafers with thin layer of
silicon nitride (SiNx) are treated by laser after phosphorous diffusion and PSG
removal. Rapid thermal annealing temperatures from 700 to 900 °C have been
used for screen printed contacts. The surface of the selective emitter before and
after annealing has been observed by scanning electron microscopy (SEM).
Electrical characteristics show performance amelioration of the cell efficiency.

Keywords Selective emitter � Multi-crystalline � Annealing � SEM

1 Introduction

In the field of solar cells, cost and efficiency of the cell are critical points. Laser
doping is a functional technique whose applications extend over a wide range of
semiconductor technologies. The laser doping method is very simple and very fast.
It is chosen for the development of the present work regarding to its versatility and
easiness of implementation over most of the solar cells baseline production pro-
cesses. This technique provides a way to boost local regions of the silicon beneath
the contacts (Ag-front contact) to produce structures with selective emitters
(Metal/n++) [1–5]. In this paper, we used this technique for achieving selective
emitter on multi-crystalline silicon (mc-Si) and to optimize rapid thermal annealing
temperatures from 700 to 900 °C for screen printed contacts.
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2 Experimental

2.1 Cell Process

The substrate is boron doped p-type solar grade multi-crystalline silicon wafer with
0.5–1 X cm resistivity, square size of 50 mm � 50 mm and 300 lm thickness.

The process scheme of selective emitter formation by the laser doping technique
is shown in Fig. 1.

Figure 1 shows process flow for the laser doping cell with POCl3 diffusion [6]
and anti-reflection layer (ARC) of silicon nitride (SiNx) [7]. In this work we present
an experimental approach for the realization of selective emitter by laser on mc-Si
wafers. The phosphorous rich dead layer formed naturally after diffusion process is
used as phosphorous source to perform the n++ region. Homogenous and lightly
doped emitters were formed on p-type mc-Si wafers by thermal diffusion of POCl3
using a Lydop furnace. The sheet resistance of the emitter, measured by 4-point
probe is 60 X/□ [8]. The fabrication process is shown in Fig. 2.

Fig. 1 Process scheme of
selective emitter formation by
the laser doping technique

Fig. 2 Process sequence
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The first step consists in the saw damage removing and surface etching of raw
wafers. In the second step, POCl3 furnace diffusion is performed using Lydop
technique: during this step, a PSG layer with a thickness of approximately 40 nm
grows. Emitter resistance of these cells was at round 65 X/□, which is typical for
industrial standard cells. The third step (residual PSG removal) the PSG layer is
immediately removed by a HF dip. The fourth step consists in the deposition of an
anti-reflection layer (ARC) of silicon nitride (SiNx) by Plasma-Enhanced Chemical
Vapor Deposition (PECVD). The fifth step is the actual laser doping step, during
which the n++ areas of the selective emitter are patterned according to the front side
metallization grid [9]. The laser beam is circular with a radius of 40 lm and has a
Gaussian energy density. Notice that this fifth step is the only additional step
compared to standard cell processing. The following steps are then the same as
those used for standard cell processing. The sixth is the screen-printing of metal
contacts (Ag-front contact, Al-back contact) as well as their cofiring in a rapid
thermal annealing at high temperature. The seventh and last step includes laser edge
isolation.

Measurements of I (V) gave acceptable results with a 4.6 % efficiency and
47.7 % FF for selective emitter solar cell doped laser. This modest performance is
possibly due to a problem in the RTP process that is not yet optimized with respect
to this new concept device.

2.2 Rapid-Thermal Processes, RTP

Rapid Thermal Processing (RTP) can be used to reduce the thermal redistribution of
impurities at high temperature. For small devices this is an important consideration
and as a result most engineers make use of low temperature processes. RTP is thus a
promising technology regarding to its short time treatment.

The surface of the front panel and rear panel for the selective emitter was
annealed by RTP at different temperatures. This step is very important for the
manufacture of a solar cell. The contacts are treated in RTP furnace at 700 °C for
05 min to realize the ohmic contact Ag/n++.

3 Results and Discussions

3.1 Optimized RTP for Selective Emitter

In this study, a silver Ag-front contact and aluminum Al-back contact are deposited
on a front and rear faces by screen printing process and annealed by rapid thermal
processing (RTP) at different annealing temperatures in order to optimized rapid
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thermal process for selective emitter solar cells. Additionally, the effects of RTP on
film morphological properties are systematically investigated by scanning electron
microscopy.

The cells have a size of 5 � 5 cm2. For the rear part metallization, aluminum
was used and was deposited by means of screen printing and dried out at 250 °C.
For the front part metallization, silver contacts were used on the laser doped pattern
with a good alignment.

After the metallization, samples with five different annealing conditions were
elaborated. Rapid thermal annealing temperatures from 700 to 900 °C have been
used (see Fig. 3).

From the RTP profile for samples with five different annealing temperatures, we
note that there is separation and bursting metal for high temperature (900 °C). The
best contacts are treated in RTP furnace at 750 °C to realize the ohmic contact
Ag/n++. Below, in Table 1, an example is presented with the test specifications.

Table 1 shows the four selective emitter solar cells (L1, L2, L3, and L4)
obtained for multi-crystalline cells fabricated using laser doping method in com-
parison to the homogeneous emitter (C1).

3.2 Surface Morphology

The surfaces of the selective emitter before and after annealing have been observed
by scanning electron microscopy (SEM). SEMs image of the surface of the front

Fig. 3 Graph of RTP profile for samples with five different annealing temperatures from 700 to
900 °C
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grid at two different magnifications: (a), (c) 100 µm; (b), (d) 10 µm are shown in
Figs. 4 and 5 respectively.

Figures 4 and 5, SEM images, present the morphologies of the front grid
(Ag films) for the selective emitter before and after annealing at 750 °C. The
as-deposited Ag film show weakly bonded particles with voids and empty spaces on
surface, as is evident from Figs. 4a, b and 5a, b.

Table 1 Samples with four selective emitter solar cells (L1, L2, L3, L4) in comparison to the
homogeneous emitter (C1)

Number of
cells

Rsq Emitter Laser treatment RTP
annealing (°C)

C1 60–65 X/□ No laser treated 750

L1 60–65 X/□ Laser treated (P = 6 W, V = 250 mm/s,
F = 20 kHz)

700

L2 60–65 X/□ 750

L3 60–65 X/□ 800

L4 60–65 X/□ 850

Fig. 4 Comparison of SEMmicrograph of the surface of the front contact (busbar) for the selective
emitter at different magnifications: a, b before annealing; and c, d after annealing at 750 °C
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Figures 4c, d and 5c, d, shows the surface morphology of Ag films for the
selective emitter after annealing at 750 °C observed by SEM. From the micro-
graphs, it is observed that the films are denser throughout all the regions and
without any void, pinhole or cracks and they adequately cover the surfaces.

Figure 6 present the morphologies of the rear contact (Al films) before and after
annealed at 750 °C. The as-deposited Al film demonstrates a poor with pinhole
surface, as is evident from Fig. 6a. It can be clearly seen that the annealed Al films
are dense and uniform with small grains (see Fig. 6b).

The SEM images indicated that the deposited films are sensitive to annealing
temperature. It shows densification of deposited contact.

3.3 I-V Characteristics

In order to investigate the quality of the selective emitter cells, the electrical
properties are measured for a 5 � 5 cm2 test cell. The I-V characteristics of the
multi-crystalline silicon solar cells are given in Table 2.

Fig. 5 Comparison of SEM micrograph of the surface of the front grid (finger) for the selective
emitter at different magnifications: a, b before annealing; and c, d after annealing at 750 °C
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Our results demonstrated the influence of the selective emitter formed by laser
doping with annealing at 750 °C. The solar cell performances of the cells with and
without the selective emitter are summarized in Table 2. Voc was slightly decreased
from 0.585 to 0.504 mV. This might be due to shunt resistance degradation by laser
treatment on the edges. Jsc was increased considerably by the selective emitter
formation from 15.164 to 21.516 mA/cm2. This is due to the improvement of the
current collection characteristic in the shallow pn junction by the deeply selective
emitter formation. It will be investigated by spectral response measurement in the
future. However, the fill factor was slightly increased by the selective emitter
formation.

4 Conclusion

In conclusion, we tried to apply the laser doping method to form a selective emitter
in phosphorous-doped p-type mc-Si solar cells using a laser at room temperature
and in air ambient.

Rapid thermal annealing temperatures from 700 to 900 °C have been used. This
step is very important for the manufacture of a solar cell. From the RTP profile for

Fig. 6 Comparison of SEM micrograph of a the surface of the rear panel (Al) for the selective
emitter before annealing and b the surface of the rear panel (Al) for the selective emitter after
annealing

Table 2 I-V characteristics
for a 25 cm2 cell after
annealing at 750 °C

Emitter
type

Jsc
(mA/cm2)

Voc (V) FF (%) ɳ (%)

C1 15.164 0.585 28.9 2.6

L1 20.396 0.471 47.7 4.6

L2 21.516 0.504 59.6 6.5

L3 22.316 0.481 52.8 5.7

L4 22.056 0.500 57.6 6.4
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samples with five different annealing temperatures, we note that there is rupture and
bursting metal for high temperature (900 °C). The best contacts are treated in RTP
furnace at 750 °C for 05 min to realize the ohmic contact Ag/n++.

From SEM it is revealed that the as-deposited Ag film show a poor surface with
voids and pinhole, and the films are not uniform throughout all the regions. But the
surface morphology of Ag films after annealing at 750 °C are without any void,
pinhole or cracks and that they cover uniformly the surface. From SEM images of
Al film it can be clearly seen that the annealed Al films are dense and uniform with
small grains.

Finally it was shown that despite the elaboration of a selective emitter solar cell
by a laser doping, the technique present some optimization challenges. Therefore,
the characteristics of the solar cell with the selective emitter are improved in this
study. In particular, Jsc was considerably increased by the selective emitter for-
mation, and eventually, the efficiency was also increased. Our results suggest that
the laser doping technique is a promising alternative to form the selective emitter in
p-type mc-Si solar cells. Moreover, it is possible that efficiency is increased by
application of laser doping to the fabrication of mc-Si solar cell.
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Integrating Superficially Treated 2024
Aluminum Alloy in Steel Drill String
to Deal with Fatigue Problem in Crooked
Trajectory for Vertical Deep Well

Lallia Belkacem, Noureddine Abdelbaki, Mohamed Gaceb,
Elahmoun Bouali, Hedjaj Ahmed and Mourad Bettayeb

Abstract Drilling deep HPHT wells is the most compelling reason for drilling
companies to look for alternative drill pipes that meet their requirements. Currently,
with the emergence of drill pipes made of materials other than steel, a thorough
study of superficially treated 2024 aluminum alloy combined with steel drill pipe in
crooked well trajectory is presented in this study. Basically; this study is built on
several parameters that affect fatigue resistance of a drill pipe such as fatigue
endurance limit of the drill pipe material, drill pipe specification, torque and drag
loads applied, dog leg severity, besides crooked trajectory. Chiefly, this paper
shows a full study about 2024 aluminum alloy drill pipe and analyzes the prospect
of using aluminum drill string for deep wells while the fatigue, torque and drag as
well as drilling efficiency and drill string integrity stay acceptable. It also gives a
better comprehension of the mechanical behavior of lightweight material for drill
pipe, which can significantly improve well planning in order to drill wells with an
increasing depth, length and complexity. Additionally, even though steel drill pipe
has better mechanical properties in terms of density, Young’s modulus, yield and
tensile strength, than 2024 aluminum alloy drill pipe, the latter has a good fatigue
resistance even in the simultaneous presence of high applied torque and axial load,
and severe doglegs, which makes the use of other options (Steel Drill Pipe and
Titanium Drill Pipe) impractical from the fatigue failure standpoint. Finally we can
assume that, there is significant cost saving with the use of Aluminum Drill Pipe
compared to steel drill pipes, because the ratio of the engine power needed to
supply the drilling fluid at the required pressure for ADP versus steel drill pipe is
lower, leading to a reduction in fuel consumption.
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Keywords HPHT wells � Steel drill pipe � 2024 aluminum alloy drill pipe �
Fatigue resistance � Torque and drag � Dog leg severity � Crooked trajectory

1 Introduction

This paper outlines practically the benefit of using aluminum drill pipes which are
characterized by higher strength-to-weight ratio than steel drill pipes due to a lighter
specific weight despite reduced yield strength. This characteristic allows decreasing
torque and drag loads while keeping a good resistance to axial, torsional and lateral
loads. Lighter weight enables to reduce the contact side force between drill pipe and
borehole, thus reducing friction between drill string and wellbore [1, 2].

Therefore, this article is based upon experiments on new drill string material
which is integrated in drill string and analyses its behavior during the whole drilling
period of 8.5 inch bore from 1905.2 to 5400 m to determine to what extent the
aluminum drill pipe can drill without failures in this interval by using soft modeling
Decision Space Well Engineering Software [1, 2].

Accordingly, a description is firstly given of the 2024 aluminum alloy which is
treated superficially. This is followed by a synopsis on stress loads by using steel drill
pipeduringdrillingoperationusingsteeldrillpipe.Thiswillbecompared tostress loads
obtained using aluminumdrill pipe. Results and interpretations arefinally given [1, 2].

2 Superficially Treated 2024 Aluminum Alloy Technology

The proposal of the use of the 2024 aluminum alloy, treated superficially with
“plasma electrolytic oxidation PEO” is thought to be profitable. Indeed to prove
this, tensile micro-tests have been conducted on tubular specimens made of 2024

Table 1 Results of tests to traction (micro-tests) of test-tubes in 2024, carried out on the machine
“ALA-TOO”. E% = Error % r0,2 Proof stress, rr Ultimate tensile strength, rpr Elasticity limit, d
Relative extension to rupture, a [°] elastic range slope, E Young’s modulus, E% = Error %

Test tube
sections
2X30

rr

(Mpa)
r0,2

(Mpa)
rpr

(Mpa)
d
(%)

a
(°)

E
(Mpa)

Before superficial treatment (OMA)

491 4.8 E% 381.6 2.9 E% 359.8 2.6 E% 12.2 14.0 E% 80.5 1.0 E% 71,805

After superficial treatment (OMA)

467.5 6.0 E% 359.5 4.2 E% 337.0 4.5 E% 13.4 10.0 E% 80.8 1.2 E% 88,763
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aluminum alloy in both treated and non-treated states [3]. The improvements in
mechanical properties brought about by superficial treatment are shown in Table 1.

3 Stress Loads by Using Steel Drill Pipe

3.1 Engineering Overview of Drilling with Steel Drill Pipe

Based on the quick review conducted on the history of 8½″ hole of one well drilled
in Algeria, it is imperative to point out that the severe wellbore instability, high
torque peaks and stuck pipe problems encountered previously on this interval are
still suspected to be one of the major challenges to encounter while drilling the 8½
hole section which is the longest one, approximately 2515 m. The basic possible
causes for the various hole problems encountered on the 8½″ bore of this well may
be attributed to the following major factors:

1. Hole Geometry (Spiraling—Wellbore Tortuosity 8½″)
2. No harmony in Drilling String and Parameters (WOB, RPM, BHA design, Bit

selection). [4]

3.2 Load Summaries

From the load summary represented in Table 2, it is clearly seen that the drill-string
is subjected to fatigue failure during rotating on/off bottom, tripping out and
back-reaming operation. This is confirmed within the dog legs severity curve in
Fig. 1 which revealed variation in wall trajectory via tortuosity [4, 5].

4 Stress Loads by Using Aluminum Drill Pipe

The solution proposed in this paper consists in simply replacing joints of standard
steel drill pipe by lighter aluminum drill pipe while keeping the same bottom hole
assembly (BHA). The tool-joints for aluminum drill pipe are manufactured from
steel. Thus a torque and drag optimization study has been run to determine the
optimum number of ADP joints along the drill string to minimize friction and
reduce compression along the well trajectory and limit the maximum depth which
aluminum drill pipe can reach without any failure. Table 3 represents details of
each specific drilling string [5].

Based on weight applied on bit which is about 10t in addition to 130.6 t hook
load with a safety factor of 1.33, the pipe reached its yield point at a depth of
4000 m. Therefore, 150 joints of standard steel DP have been replaced by
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aluminum DP above the BHA. This gave good results compared to steel pipe as
shown in Table 4 [5].

5 Results and Interpretation

It is obviously seen from effective tension curve in Fig. 2 below, that all drilling
operations curves do not cross the tension limit curve at 4000 m. Consequently,
there are no stresses exerted on aluminum drill pipe at that tortuous interval.

We can hence, assume that the 8½″ drilling phase benefited from ADP since
there was a considerable reduction of the Surface Torque and Hook Load for the
reason that there was a reduction in side force: as represented in Table 5.

Fig. 1 Dog legs severity curve and related fatigue stress

Table 3 Details in each specific drilling string and section

Section Steel/steel drill pipe Aluminum/steel drill pipe

8 1/2″ (in) DP 5″-G105 DP 5″-S135 DP 5″-G105 DP5″-AL2024

Depth (m) 1350 2592.86 1350 2592.86

re (psi) 10,500.00 135,000.00 10,500.00 52,127.5

rm (psi) 11,500.00 145,000 11,500.00 67,787.75

E (psi) 30,000,000 30,000,000 30,000,000 1,287,006.35

r endurance limite (psi) 20,000.00 20,000.00 20,000.00 23,200.00

re minimum yield strength; rm ultimate yield strength; E young’s module
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Fig. 2 Effective tension curves for mixed aluminum/steel drill pipe

Table 5 Side force for aluminum drill pipe and steel drill pipe

True vertical
depth

Rotating on bottom ADP side
force

Rotating on bottom SDP side
force

(m) (lbf/length) (lbf/length)

290,788 700 713

291,700 1305 1328

292,611 2431 2475

293,523 2154 2192

294,434 1961 1995

295,344 1397 1422

296,253 714 726

297,160 569 578

298,066 615 626

298,972 845 859

299,876 878 892

300,778 787 800

301,679 455 463

302,579 436 444

303,479 516 525

304,380 1039 1058

305,282 1489 1515

306,186 994 1010

307,092 828 843

307,996 2172 2210

ADP Aluminum drill pipe, SDP Steel drill pipe

Integrating Superficially Treated 2024 Aluminum Alloy … 249



Accordingly Results can be explained as follows:
Initially; Aluminum drill pipe have a lower friction coefficient compared to steel

drill pipe in open and cased hole, which resulted in decrease of both the torque and
the side force.

Above and beyond; depending on well trajectory together with the friction
coefficient and the higher flexibility of aluminum drill pipe, can be balanced by the
reduced contact side forces with the wellbore and producing less compression along
the drill string.

Moreover; steel drill pipe fatigue damage occurs under cyclic loading conditions
due to rotation in a dogleg region. Therefore, the following dog leg makes high
stress concentration areas susceptible to fatigue damage in drill pipe which led to
increase in fatigue ratio up to 1.075 (minimum fatigue ratio is 1) as illustrated in
Fig. 3.

Contrariwise, Aluminum drill pipe has significantly a good fatigue resistance
even in the simultaneous presence of high torque and axial load in addition to
severe doglegs; these were confirmed by the fatigue ratio value which is 0.642 less
than 1 his makes the use of steel drill pipe impractical from the fatigue failure
standpoint as revealed in Fig. 4.

Fig. 3 Steele DP fatigue ratio curve
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6 Conclusion

To sum up, the Aluminum drill pipe undergoes significantly less stress through the
dogleg compared to steel drill pipe. This is due to their smaller elasticity modulus in
addition to lighter density compared to steel drill pipe.

Furthermore Aluminum drill pipe has significantly a good fatigue resistance
even in the simultaneous presence of high applied torque, axial load, and severe
doglegs, which makes the use of other options like Steel drill pipe impractical from
the fatigue failure standpoint. We can therefore see that the limiting factor for using
Aluminum drill pipe in such severe conditions is not the fatigue resistance of the
material from which the pipe is made of, but its high contact forces between the
wellbore and the body of drill pipe. In view of that, we assume that the generated
contact forces at the tool-joints and pipe body adds more complexity to the decision
as to which type of drill pipe is more appropriate for drilling at severe dogleg.

However, large contact forces at the pipe body can make relatively major
scratches on the surface of the pipe tube of Aluminum drill pipe and Steel drill pipe,
which can render their corrosion resistance features insignificant. But the following
2024 Aluminum drill pipe has a good resistance to wear and corrosion even at high
temperature, for the reason that the following material has been treated superficially
with “plasma electrolytic oxidation PEO”, which enhanced their mechanical
properties as cited in Table 1.

Finally, the ultimate goal of our research is to introduce a light-weight materials
drill pipe such as aluminum in drilling of tortuous vertical deep wells, regarding

Fig. 4 Aluminium DP fatigue ratio curve
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their ability to decrease torque and drag loads and improving fatigue resistance.
Besides to significant cost saving compared to steel drill pipes.
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Performance of Bi2Te3 Thermoelectric
Element Improved by Means of Contact
System Ni/Ta-W-N/Ni

Dmitry G. Gromov, Yury I. Shtern, Maxim S. Rogachev,
Alexey S. Shulyat’ev, Alexey Yu. Trifonov and Elena P. Kirilenko

Abstract In this paper the materials with improved thermoelectric properties
developed based on Bi2Te3 were used for the production of thermoelectric gener-
ator. It allowed to extend the operating temperature range of the material to 550 K.
Bi2.0Te2.4Se0.6 doped with 0.12 wt% CuBr (dimensionless coefficient ZT = 1.1 at a
temperature of 450–550 K) was used as a material for manufacturing n-type
branches. Bi0.4Sb1.6Te3.0 doped with 0.12 wt% PbCl2 and 1.5 wt% Te (dimen-
sionless coefficient ZT = 1.2 at a temperature of 450–550 K) was used as a material
for manufacturing p-type branches. The following materials were used as the
contact system: 100 nm layer of nickel as the ohmic contact layer; 100 nm layer of
amorphous alloy Ta-W-N as a diffusion barrier layer; and 400 nm layer of nickel as
a wetting layer for soldering. Study of adhesion of this contact system demonstrated
good quality. The breakout force was 12 MPa.

Keywords Adhesion � Ohmic contact � Thermoelectric element � Technology

1 Introduction

One of the problems of thermoelectric generators (TEG) for the conversion of
energy is their low efficiency. To improve TEG efficiency it is necessary to solve
two basic problems: the creation of effective thermoelectric materials and the
development of an efficient design of TEG, including technology of its
implementation.
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Effective materials for thermoelectric cooling (Peltier effect) are solid solutions
based on (Bi,Sb)2Te3, obtained by various methods of directional solidification and
having a maximum thermoelectric figure of merit in the region of 300 K [1–3].
Among thermoelectric generators operating on the Seebeck effect, the materials
having maximum ZT values (Z—thermoelectric figure of merit, T—temperature) in
the range of 600–900 K, have maximum efficiency [4–7]. They are usually based
on PbTe. Thus, the temperature range of 300–600 K is not covered for use in
thermoelectric generators.

2 Thermoelectric Material

In this connection, we have developed materials with high thermoelectric efficiency
based on bismuth telluride for use in thermoelectric generators, operating at tem-
peratures from 300 to 600 K. These materials were obtained by vertical zone
melting. As an n-type material Bi2.0Te2.4Se0.6 doped with 0.18 wt% CuBr was
synthesized. As a p-type material Bi0.4Sb1.6Te3.0 doped with 0.12 wt% PbCl2 and
1.5 wt% Te was synthesized. After synthesis, their thermal and electrical parame-
ters have been studied: the temperature dependences of thermoelectric power,
thermal conductivity and electrical conductivity, from which we calculated the
temperature dependence of the parameter ZT, demonstrated in Fig. 1. As can be
seen, these thermoelectric materials suitable for use in the temperature range from
350 to 650 K, in which they reach a maximum value of the dimensionless figure of
merit coefficient (ZT = 1.1 at 550 K for Bi2.0Te2.4Se0.6 + 0.18 wt% CuBr and
ZT = 1.2 at 450–550 K for Bi0.4Sb1.6Te3.0 + 0.12 wt% PbCl2 + 1.50 wt% Te).

Fig. 1 Temperature
dependences of the
dimensionless parameter ZT:
1 for n-type material
Bi2.0Te2.4Se0.6 doped with
0.18 wt% CuBr; 2 for p-type
material Bi0.4Sb1.6Te3.0 doped
with 0.12 wt% PbCl2 and
1.50 wt% Te
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3 Contact System

The most important problem in the manufacture of efficient thermoelectric gener-
ators is to provide quality heat-stable contact of the sections of the thermoelement
branches among themselves and with commutation buses. To solve this problem the
development of the contact system consisting of a set of layers with different
functional purpose is required. These layers fulfil following functions: they perform
the ohmic contact with the thermoelectric material; they are a diffusion barrier
preventing interdiffusion of connected materials; they provide the necessary
adhesion of the contact layers to thermoelectric materials and between the layers;
they enable soldering to the switching bus. At the same time, these functions must
be maintained at high operating temperatures of TEG.

We investigated two variants of contact systems. In the first case 500 nm layer of
nickel was used as the contact material; in the second case, three-layer
Ni/Ta-W-N/Ni contact system was used. It comprised a 100 nm Ni layer as the
ohmic contact layer; 100 nm layer of amorphous alloy Ta-W-N as a diffusion
barrier layer; and 400 nm Ni layer as a wetting layer for soldering.

To produce the samples we used the substrates of the aforementioned p- and
n-type thermoelectric materials in with a diameter of 20 mm and a thickness of
4 mm. The substrates were prewashed in ultrasonic bath in deionized water, and
then dried in isopropyl alcohol vapor. Immediately before application, the sample
surface was subjected to in situ “dry” etching with argon ions. Layers of Ni and
diffusion barrier Ta-W-N alloy were deposited onto unheated substrate by mag-
netron ion-plasma sputtering of a composite targets of Ni and Ta-W in vacuum by
the plasma in argon or argon-nitrogen, respectively, at a residual pressure in the
chamber 5 � 10−5 Torr and working gas pressure of 5 � 10−3 Torr.

The rate of diffusion processes in thin films are strongly influenced by a variety
of structural imperfections. For example, it is well known that diffusion along grain
boundaries in polycrystalline materials, although is slower than the diffusion along
the interface, but in comparison with a bulk lattice diffusion proceeds by tens of
times faster [8].

Amorphous alloys of transition metals are known as good barrier materials
against diffusion. The amorphous state is characterized by a perfect atomic struc-
tural homogeneity. The lack of crystal structure defects (dislocations, vacancies,
grain boundaries, etc.) determines the extremely high chemical inertness of amor-
phous films, their low diffusion permeability and high thermal stability. It was
demonstrated that the thin film of Ta-W-N alloy, formed by magnetron sputtering is
amorphous. Moreover, in the free state, the film remains amorphous even after
30 min of annealing at 970 K [9].
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4 Adhesion

In order to measure the adhesion the contact system on these substrates of n- and
p-type thermite materials was formed as an array of sites having 1 mm in diameter,
and then the rod was soldered to these sites. The value of adhesion was measured
by an avulsion using a dynamometer Force Gauge PCE-FM50. The obtained
measurement results are shown in Table 1.

As can be seen, the value of adhesion is practically the same in both types of the
thermoelectric material, and the incorporation of Ta-W-N into the contact system of
the diffusion-barrier layer does not lead to any noticeable change of adhesion
values. It should be noted that the values of adhesion are almost two times higher
than the minimum allowed normative value of adhesion 4.9 MPa.

5 Thermal Stability

The obtained samples with two variants of contact systems were subjected to a
60-min annealing at a temperature of 570 K, which is the limit operating temper-
ature for the investigated n- and p-type thermite materials. It has been found that
after annealing of the sample with the pure nickel contact system the nickel surface
becomes impossible to soldering.

Examination of this sample by Auger electron spectroscopy showed that the
tellurium from the substrate diffuses through the nickel layer and accumulates on
the surface, and obviously is a cause of impossibility to soldering surface (Fig. 2a).

At the same time, in the presence of the diffusion-barrier layer of amorphous
Ta-W-N between nickel layers, the diffusion of tellurium is observed only into the
nickel layer adjacent to the semiconductor thermoelectric materials. The diffusion
of tellurium into the top layer of nickel is prevented, as demonstrated in Fig. 2b.

Table 1 Results of the study of adhesion of contact systems Ni and Ni/W-Ta-N/Ni to n- and
p-type thermoelectric materials

Contact
system

Type of
thermoelectric
material

Number of
measurements

Average value of
adhesion MPa

Standard
deviation
MPa

Ni n 40 9.49 2.48

Ni p 40 9.77 2.29

Ni/Ta-W-N/Ni n 40 9.82 2.29

Ni/Ta-W-N/Ni p 40 9.86 2.18
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6 Conclusions

Efficient thermoelectric materials for the range 450–550 K are offered. The contact
systems with high electrophysical and adhesion properties ensuring efficient oper-
ation of the thermoelectric generator in a specified temperature range have been
developed.

Acknowledgments This work has been carried out under a sponsorship of the Ministry of
Education and Science of the Russian Federation project number 14.578.21.0038
(RFMEFI57814X0038).

Fig. 2 Auger-electron
spectroscopy depth profiles
after heat treatment at 570 K
for 60 min: a Ni/
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CuBr), b Ni/Ta-W-N/Ni/
(Bi2.0Te2.4Se0.6 + 0.18 wt%
CuBr)
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Investigation of the Crystallization
Kinetics in the Phase Change Memory
Materials of Ge–Sb–Te System

A. Sherchenkov, S. Kozyukhin, A. Babich, P. Lazarenko,
S. Timoshenkov, A. Shuliatyev and A. Baranchikov

Abstract In this work mechanism and kinetics of crystallization for thin films on
the basis of Ge–Sb–Te–Bi and Ge–Sb–Te–In perspective for phase change memory
application were investigated. Possible data processing and storage times of the
PCM cell were estimated. It was shown that PCM cell based on Ge2Sb2Te5 + 0.5
wt% Bi have minimum data processing and maximum data storage times in
comparison with the other investigated materials.
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1 Introduction

Phase-change memory (PCM) devices are actively developed now. This type of
memory has several advantages, one of which—low energy consumption. For
recording of the information two phase states of material are used. The transition
between these states does not require high energy budget. In this regard, low energy
consumption is achieved. According to Samsung information, the transition from
the use of NOR flash memory to PCM in mobile phones will enable a reduction of
30 % in energy consumption and 40 % of occupied space [1].

Two main types of PCM memory devices exist now—optical and electrical
phase-change memories. The work of both types of devices is based on rapid
reversible amorphous-to-crystalline phase transitions, which can be initiated by
laser or electrical pulses, respectively. PCM materials in amorphous and crystalline
states have very different optical and electrical properties, and are attributed as
“zero” and “unit” logical states.

Chalcogenide materials of the of Ge–Sb–Te system are considered to be most
promising for the phase-change memory application due to fast phase transition and
high stability at room temperature. Most perspective among them is Ge2Sb2Te5
(GST225) compound on the pseudobinary line GeTe-Sb2Te3. Yamada et al. [2]
proposed to use GST225 in optical and electrical phase-change memories, which
lead to commercial success of CD, DVD, Blu-ray discs.

Noticeable progress was achieved last years in the development of phase change
memory. However, improvement of the PCM characteristics is still required. One of
the problems is connected with the need of decreasing the data processing time of
PCM to the level comparable with that of the random access memory (*10–50 ns).
For this purpose increasing of crystallization rate and effective methods for con-
trolling thermal properties of PCM materials are required. Isomorphic Bi and
non-isomorphic In are considered to be promising dopants for the modification of
thermal characteristics of Ge2Sb2Te5. However, crystallization kinetics is needed to
be elucidated.

So, the aim of this work was investigation of the crystallization kinetics in Ge–
Sb–Te–Bi and Ge–Sb–Te–In thin films.

2 Experimental

The GST225 alloys with different amounts of Bi (from 0 to 7.7 wt%) and In (from 0
to 3 wt%) were synthesized with using quenching technique [3]. Thin films were
prepared by thermal evaporation of synthesized materials. Substrate temperature
during the deposition did not exceed 50 °C.

X-ray diffraction (Rigaku D/MAX, Cu Ka k = 0.15481 nm) showed that syn-
thesized materials were polycrystalline and have trigonal modification of
Ge2Sb2Te5. Introduction of Bi leads to the appearance of trigonal modification of
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Bi2Ge2Te5, which indicates on the replacement of Sb by Bi. As-deposited thin films
were amorphous up to 3 % of Bi. Higher concentrations of Bi lead to the
appearance of crystalline phases.

Rutherford backscattering (RBS, Ed = 1.0 and Ea = 2.7 meV at 135° scattering
angle) and Energy Dispersive X-Ray Analysis (EDXRA, Inka-Sight) showed
that the compositions of films were close to those of synthesized materials (Tables 1
and 2).

Differential scanning calorimetry (DSC-50, Shimadzu) was used for the inves-
tigation of thermal properties. Measurements were carried out at 8 different heating
rates (from 1 to 90 °C/min) in a nitrogen flow (20 ml/min). Thin films were scraped
off from c-Si wafers and pressed in Al pans.

3 Results and Discussions

Differential scanning calorimetry of the as-deposited amorphous films revealed a
number of heat effects with crystallization peak for all compositions lays in the
temperature range of 135–220 °C (Figs. 1 and 2).

Crystallization temperatures were estimated for all investigated materials, and
concentration dependencies of crystallization temperatures are presented in Fig. 3.

As can be seen from the figure, crystallization temperatures increases with
dopant concentration higher than 3 wt%. At lower concentrations dependencies are
not monotonous with the largest deviation for GST225 + 0.5 wt% Bi.

Table 1 Results of composition analysis by RBS for GST 225 + Bi thin films

Initial compounds
(bulk polycrystalline)

Thin film compositions, at. un., accuracy ±5 % Bi content for thin
film (calculation), wt
%

Ge Sb + Te Bi Oxygen

GST 225 2 7 – – –

GST225 + 0.5 wt%
Bi

2 6.80 ± 0.20 0.024 ± 0.010 <
(0.12 ± 0.04)

0.48

GST225 + 1 wt% Bi 2 6.86 ± 0.20 0.053 ± 0.010 <
(0.20 ± 0.06)

1.07

GST225 + 3 wt% Bi 2 6.90 ± 0.20 0.14 ± 0.010 <
(0.10 ± 0.04)

2.75

Table 2 Results of composition analysis by EDXRA for GST 225 + In thin films

Initial compounds
(bulk polycrystalline)

Thin film compositions, at. un. Bi content for thin film
(calculation), wt%Ge Sb Te In

GST225 + 0.5 wt% In 0.224 0.222 0.547 0.00463 0.45

GST225 + 1 wt% In 0.197 0.263 0.527 0.00866 0.96

GST225 + 3 wt% In 0.191 0.268 0.505 0.0353 3.80
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To determine kinetic triplet (effective activation energy of crystallization,
pre-exponential factor, crystallization model) for crystallization process of GST thin
films we used Isoconversional model-free method of Ozawa-Flynn-Wall
(OFW) [4], and Coates-Redfern model-fitting method [4]. Such joint use of
model-free and model-fitting methods allowed us to estimate activation energy and
pre-exponential factor as functions of conversion, and determine reaction models.

It was found that crystallization process most adequately can be described by the
second or third-order reactions, which are characteristic for spontaneous nucleation
with further growth without overlapping [5].

Dependencies of the effective activation energy of crystallization on conversion
for investigated materials are presented in Figs. 4 and 5.

As can be seen from the figures activation energy for undoped GST225 at the
beginning of the crystallization is *2 eV, and gradually decreases with the
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increase of conversion. This result indicates that crystallization of GST films is a
complex process consisting at least of two stages. For crystallization process the
most possible stages are nucleation and crystal growth. Contribution of the first
process gradually decreases, while of the second increases. In this case, activation
energy in the initial moment corresponds to the activation energy of nucleation,
while in the end—to the activation energy of crystal growth. Similar tendency is
observed for GST225 + Bi thin films. However, sufficiently higher values of the
effective activation energy in comparison with other investigated materials were
established for GST225 + 0.5 wt% Bi thin films.

For GST225+In slight change of the activation energy at the beginning of
crystallization indicates on the enhanced influence of In doping on the nucleation in
GST225, which leads to the elongation of the stage controlled by the nucleation.

After the kinetic triplet determination, we used it for the estimation of possible
data processing and storage times of the PCM cells on the basis of investigated
materials. We supposed that logical “zero” and “unit” states differs by the values of
conductivity not less, than by 1–2 orders of magnitude. This allowed us to estimate
conversion at which transition between “0” and “1” logical states of the PCM cell
occurs by the equation [6]:

a ¼ ðln r� ln raÞ=ðln rc � ln raÞ; ð1Þ

where ra is the conductivity of a completely amorphous material, rc is the con-
ductivity of a completely crystalline material, and r is the conductivity of the
material with the crystalline fraction a.

The calculations showed that the transition between “0” and “1” occurs at
a = 0.45. By using this value of conversion we estimated possible data processing
and storage times of PCM cells as crystallization time of the films on the basis of
investigated materials at different temperatures, which can be calculated by the
equation [5]:

t ¼ gðaÞ=½A expðEa=ðRTÞÞ�; ð2Þ

where g(a) is integral form of the found reaction model, A is the pre-exponential
factor.

Calculated data processing and storage times for PCM cells on the basis of
investigated materials are presented in Fig. 6.

As can be seen from the figure calculations predicts that PCM cells on the basis
of Ge2Sb2Te5 + 0.5 mass% Bi will have the best data processing and storage times
in comparison with the rest compositions. At the crystallization temperature higher
than 300 °C data processing time of the PCM cell on the basis of this material is
lower than *50 ns, which is comparable with the data processing time of the
random access memory. In addition, PCM cells on the basis of Ge2Sb2Te5 + 0.5 wt
% Bi has extremely long storage time due to the longest crystallization time at room
temperature among all investigated materials.
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4 Conclusions

Thus, investigations showed that introduction of Bi and In in Ge2Sb2Te5 can affects
thermal properties of the material, in particular crystallization kinetics, which is
important for the improvement of PCM technology.

It was found that Ge2Sb2Te5 + 0.5 wt% Bi can provide data processing time of
the PCM cell comparable with that of the random access memory. In addition, at
room temperature this material has extremely long storage time.

Acknowledgments This study was supported by Ministry of Education and Science of RF
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Fuel Cell for Standalone Application
Using FPGA Based Controller

Kamalakanta Mahapatra and Kanhu Charan Bhuyan

Abstract Currently, escalation in consumption of energy, instability of crude oil
price and global environment change has forced researchers to focus more on
renewable energy sources. There are different new and renewable energy sources
(such as photovoltaic and wind energy), however each possess some limitations or
other. Fuel Cell is an important alternative that can be compared to other new and
renewable sources of energy and proved to be better in certain terms and Solid
oxide fuel cell (SOFC) is a more efficient, environmental friendly renewable energy
source. This paper focuses on load/grid connected fuel cell power system (FCPS)
which can be used as a backup power source for household and commercial units.
This backup power source would be efficient and will provide clean energy at an
affordable per unit cost. Load/grid connected fuel cell power system mainly com-
prises a fuel cell module, DC-DC converter and DC-AC inverter. This work pri-
marily focuses on solid oxide fuel cell (SOFC) modelling, digital control of DC-DC
converter and DC-AC inverter. Extensive simulation is conducted to validate our
concepts and some experimental results confirm the same. Dynamic mathematical
model of SOFC is developed to find out output voltage, efficiency, and losses in
fuel cell stack. One output from fuel cell is DC voltage that is fed to a DC-DC
converter for stepping up as usually this is a low voltage. Proportional-Integral
(PI) controller and FPGA based PI controller are implemented and experimentally
validated. The prototype of single phase system having fuel cell as input and
delivering ac power is developed. FPGA (Field Programmable Gate Array)
implementation of HCC is done using NI-cRIO-9014. FPGA implementation of
three phase model of fuel cell power system is developed using
adaptive-fuzzy-HCC using Xilinx/System Generator.
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1 Introduction

There is a loud rise in consumption of energy worldwide since last decade. Mostly
energy is generated from fossil fuel that has a restricted supply. Generation of
energy through conventional methods also reasons irretrievable damage to envi-
ronment. In most parts of the world there is a substantial gap between demand and
supply of energy that leads to the energy crisis scenario. The demand of electrical
energy is increasing every day and is likely to rise by 75 % in the year 2030
compared to today’s demand [1, 2]. Substantially energy crunch points to economic
crisis. To meet the demand of energy, mankind has been using renewable energy
sources like wind power, solar power, biomass power from past few decades.
Steady progress in market deregulation and new legislations in terms of environ-
mental constraints and greenhouse gas emissions has created a significant oppor-
tunity for distributed generation. Rising public awareness for ecological shield and
continuously increasing energy consumption, coupled with the shortage of power
generation due to constraints imposed on new construction have further resulted in
a steady rise in interest in renewable and clean power generation. The switch to
renewable energy has been proved beneficial for both mankind and environment.
So researchers are working towards new ways to generate energy from renewable
sources. The major part of the renewable energy comes from wind power. Solar
power comes a distant second. One drawback of wind and solar energy sources is
their variability. Wind is likely to flow irregularly and power from photovoltaic
sources is only available during the daytime. If possible, additional energy gener-
ated during times when sufficient energy does exist; can be stored for periods when
adequate electricity is not available. However, storage of this energy is usually a
challenging task.

Due to the practical limitation of wind and solar energy, chemical energy is
widely used for generation of electricity. A fuel cell is a device which transforms
stored chemical energy (hydrogen, oxygen) to electrical energy. The conversion of
the fuel to electricity takes place via an electrochemical process that is
non-polluting and efficient. One of the major advantages of a fuel cell system is that
it can be placed at any site in a distribution system without geographic limitations to
provide optimal benefit, and they are not intermittent in nature whereas for solar and
wind energy generation proper geographical survey has to be carried out to find the
best possible place for their installation. Fuel cells offer numerous advantages over
conventional power plants to achieve widespread adoption, such as:

• Great efficiency, even at part-load
• Few moving parts that results in quiet operation, upper reliability, lower

maintenance and longer operating life
• Fuel diversity
• Zero or low emission of greenhouse gases
• Combined Heat and Power (CHP) capability, without the need for additional

systems (i.e., low temperature fuel cells can provide district heating while high
temperature fuel cells can provide high-quality industrial steam)
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• Flexible, modular structure
• Increased energy security by reducing reliance on large central power plants and

oil imports

In this paper we have made an attempt to use fuel cell as a power source. Fuel
Cell output is connected to a DC-DC converter that in turn is connected to an
inverter which provides us ac voltage at required voltage and frequency. We have
experimentally verified our concept and we use an FPGA for reducing the size of
control circuit.

2 Fuel Cell in Conjunction with DC-DC Boost Converter

A boost converter is a power converter with output dc voltage is greater than its
input dc voltage. A boost converter steps up the output voltage by first storing
energy by passing currents through an inductor and that energy is then delivered at
intervals by a MOSFET regulated by PWM (Pulse width modulation) to a capacitor
[3]. The charged capacitor will then supply a higher voltage at lower current to the
load.

3 PWM-Current Control Techniques for Fuel Cell
Inverter

DC-AC power converters are known as inverters. The function of an inverter is to
change a dc input voltage to symmetric ac voltage that would appear at output with
required amplitude and frequency. The output voltage of inverter could be fixed or
variable frequency. The output waveforms of ideal inverters must be sinusoidal.
However, the waveforms of practical inverters are non-sinusoidal and contain some
harmonics.

This paper presents novel hierarchical control architecture that comprises battery
and a Solid Oxide Fuel Cell. The objective is to improve power flow of this
crossbreed generation system for various modes of operation while taking into an
account component and system constraints. The inverter is controlled as a single
phase power structure with resistor emulation at its output. The converter is reliable
and exhibits a high efficiency over a wide input power range. Experimental results
verify that the inverter exhibits a high power factor and low current total harmonics
distortion (THD).
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4 Experimental Validation and Analysis

This section describes the experimental validation of single-phase fuel cell power
system. The fixed hysteresis current controller (HCC) technique is considered to
provide accurate gate pulse for voltage source inverter. The prototype model of fuel
cell power system consists of four IGBTs (SKM75GB063D), DC-link capacitor of
6800 µF and an inductor (5 mH). The single phase supply voltages, load currents
and DC voltage signals are sensed and fed to the HCC. Figure 1 shows the sche-
matic diagram of the fuel cell power system using hysteresis current controller
technique. The design details and entire hardware development of fuel cell power
system is represented below.

The prototype model of fuel cell power system consists of four-IGBT-
SKM75GB063D, DC-link capacitor 6800 µF and an inductor (5 mH). The single
phase supply voltages, load currents and DC voltage signals are sensed and com-
puted, which are main inputs of the controller. Figure 1 shows the schematic dia-
gram of the fuel cell power system using hysteresis current controller technique.
The photograph of experimental set up is shown in Fig. 2. The HCC technique is
used to generate the switching pulses of the voltage source inverter. The required
switching pulses are provided to the IGBT inverter via compactRIO through the
gate driver circuits. The performance of the fuel cell power system has been
experimented under the linear load. Initially, voltage source inverter acts as rectifier
to charge the DC-link capacitor voltage through anti parallel diodes. When

Fig. 1 Schematic diagram of fuel cell power system

270 K. Mahapatra and K.C. Bhuyan



capacitor DC voltage reaches supply voltage level; it is considered to be in floating
mode, the inverter will be ON in the sense that circuit now acts as an inverter with
IGBTs being activated.

Figure 3 indicates experimental wave forms of a single-phase fuel cell system.
These wave forms designate that the supply voltages (Vs = 150 V) are sinusoids.
The inverter output waveform before filter is shown in Fig. 3b shows the source
currents of fuel cell power system. The direct current control HCC technique is
employed for generating gate control switching pulses to drive the fuel cell system.
Figure 3a shows the experimental wave forms of single-phase fuel cell inverter
system. The inverter output voltage waveform before filter is shown in Fig. 3b.
Figure 3c shows the source currents of fuel cell power system. The direct current
control HCC technique is employed for generating gate control switching pulses to
drive the fuel cell inverter. The DC-link capacitor voltage is shown in Fig. 3d.

Fig. 2 Sketch of experimental set up
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In this experimental set up, single phase load connected fuel cell power system is
developed. FPGA implementation of HCC is carried out using NI
CompactRIO-9014. The HCC provides accurate pulse width modulation signal to
drive the DC/AC inverter. Figure 4 shows the experimental waveform of output
voltage of a single-phase fuel cell system that uses NI-cRIO-9014 from National
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Instruments. The direct current control HCC technique is designed in cRIO for
generating gate control switching signals to drive the fuel cell power system. The
inverter output voltage waveform is shown in Fig. 4. The PI controller is also
designed in cRIO to control the DC-link capacitor voltage. The DC-link capacitor
voltage is shown in Fig. 4d.

For simulation of the above system, following parameters are considered
(Fig. 5).
1. Supply voltage 230 V
2. Frequency 50 Hz
3. Interfacing inductance 1.8 mH
4. Capacitance 2200 µF

The waveform of the instantaneous single-phase balance supply voltage is
shown in Fig. 6a. Source Current and the output voltage waveforms are shown in
Fig. 6b, c respectively.

The simulation results in Fig. 7 is obtained using adaptive-HCC technique to
generate the switching pulses to drive the fuel cell inverter. In this simulation, 380
numbers of fuel cells are considered and these fuel cells are connected in series to
make the fuel cell output voltage 400 V DC. The fuel cell output voltage is shown
in Fig. 7a. To step up the fuel cell voltage up to approximately 500 V, a DC-DC
boost converter is used. The boost converter output is shown in Fig. 7b. The
inverter output is fed to LC filter to suppress the ripples. The LC filter is unable to
suppress all the ripples of inverter output current. Figure 7c shows the inverter
output current. Here some amount of ripples is present due to grid side interfacing

Fig. 5 Schematic diagram and experimental set-up using NI cRIO-9014 for fuel cell power
system
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inductance and LC filter. The interfacing inductance is also useful for isolation
between inverter side and load/grid side. Figure 7d shows the output voltage of
inverter after filter. These results are only presented to demonstrate that we can also
use fuel cell in a three-phase system [4].
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Fig. 6 Simulation results for single-phase fuel cell power system
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5 Conclusions

The fuel cell power system (FCPS) is modeled and evaluated through
MATLAB/SIMULINK tools. A complete dynamic model for SOFC fuel cell is
developed. Fuel Cell in conjunction with DC-DC converter is used to develop DC
voltage system. This system is developed using a novel FPGA based controller that
simplifies the control circuit. Extensive simulation studies are conducted for both
single-phase FCPS and the performance of the system are investigated. The
single-phase fuel cell system with HCC controller is experimentally validated. HCC
technique for single phase fuel cell power system is implemented using National
Instruments compactRIO-9014 that includes an FPGA. FPGA based
Adaptive-Fuzzy-HCC (AHCC) controller for three-phase fuel cell inverter is
designed and is experimentally validated.
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Al2O3 + TiO2 Thin Film Deposited
by Electrostatic Spray Deposition

Alicja K. Krella, Andrzej Krupa, Arkadiusz T. Sobczyk
and Anatol Jaworek

Abstract In the paper are presented the morphology of Al2O3 + TiO2 thin film
produced by electrostatic spray deposition method and the results of investigations
of its endurance when subjected to thermal cycles and slurry erosion. The film was
produced in steam atmosphere by simultaneously spraying of colloidal suspension
of Al2O3 nanoparticles in propanol-2 (as a solvent) with the addition of C10H20O5Si
(to improve film adhesion) and 1 % solution of butoxy titanium Ti
(OCH2CH2CH2CH3)4 in propanol-2 as a precursor of TiO2. Performed investiga-
tions showed that Al2O3 particles and TiO2 particles are uniformly distributed
within the film, and that the weight content of aluminum and titanium is nearly the
same. The thermal tests did not cause any fracture of the film but decreased film
adhesion. Decreased adhesion of the film intensified degradation during slurry test.

1 Introduction

Aluminum oxide Al2O3 is frequently used for heat-resistant coatings, which are
applied in high-temperature industrial installations, for example, in electric power
plants. Aluminum oxide has very good physical and chemical properties such as,
high melting point, chemical inertness, good mechanical stability, low thermal
expansion coefficient, and high hardness. However, pure Al2O3 coating possesses
high porosity and low fracture toughness that limits its application in harmful
conditions. In order to decrease coating porosity and/or to improve its fracture
toughness, other elements or compounds are added to it, e.g., molybdenum,
niobium, titanium oxide, titanium carbide, titanium diboride [1–6].
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Al2O3 based thin film or coating can be deposited by various techniques, e.g.
plasma spraying [1, 2], aqueous tape casting with hot pressing process [3–6],
sintering [7], chemical vapor deposition [7] or physical vapor deposition [7].
Electrostatic spray deposition technique is an alternative to the methods mentioned
above. This is a method of liquid atomization by electrical forces and is used for the
deposition of various materials from the aerosol phase of coating-material solution,
colloidal suspension or from a precursor solution [8]. This method allows obtaining
fine liquid droplets, whose size can vary between tens of nanometers to hundreds of
micrometers, depending on the liquid physical properties, liquid flow rate and
magnitude of voltage applied to capillary nozzle and its polarity [8]. Although
electrostatic spray deposition method has been used for Al2O3 thin film deposition
[9], the mechanical and thermal properties of those coatings have not been inves-
tigated and reported.

The aim of this paper is to presents the results of the investigations of the
endurance of Al2O3 and TiO2 thin film, produced by electrostatic spray deposition
method onto stainless steel substrate, to withstand thermal-fatigue cycles and slurry
erosion.

2 Experimental

Stainless steel X10CrAlSi18 (18 % Cr, 1 % Mn, 1 % Al, 1 % Si, Fe—rest) was
used as the substrate in these experiments. All substrate samples were in the form of
round-ended rectangular 40 mm long and 4 mm thick. The width of these samples
was 10 mm, and the corners were rounded with a radius of 5 mm. Before coating,
the substrates were thermally treated at 800 °C for 1 h in Nabertherm L3/11 furnace
in order to obtain their optimal thermal and mechanical properties.

The Al2O3 + TiO2 thin film was produced in the steam atmosphere by simulta-
neous spraying of a colloidal suspension and a precursor. The colloidal suspension
consisted of 54 mg of Al2O3 powder of particles size in the range of 40–80 nm,
99.3 mg of C10H20O5Si (to improve film adhesion) and 19 g of propanol-2 (solvent).
The precursor was a 1 % solution of butoxy titanium Ti(OCH2CH2CH2CH3)4 in
propanol-2 (CH3CHOHCH3).

The electrostatic spraying setup used for coating deposition consisted of
stainless-steel capillary nozzle connected to high voltage supply SPELMANN
SL600W/30kV/PN switched to positive polarity, and grounded metal collector on
which a substrate was placed. The inner diameter of capillary nozzle used for
precursor and colloidal suspension spraying was 0.5 and 0.8 mm, respectively. The
distance between the nozzle tip and substrate was 40 mm. The flow rate of both
liquids was set to 1.0 ml/h and deposition time was t = 1 h. The optimal distri-
bution of spraying jets were obtained at a voltage U = 10 kV. The collector was
designed as a turn-table to obtain more uniform deposition of the droplets onto the
substrate. The collector was heated during the process of electrostatic spraying in
order to obtain the substrate temperature of about 60 °C that facilitated solvent
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evaporation. After deposition thin film was dried at 35 °C for 10 h. Next, some
specimens were subjected to thermal test to investigate thermal resistance. Thermal
test consisted of 35 thermal cycles. One thermal cycle comprised of: heating to a
temperature of 1000 °C for 5 h, keeping specimens at this temperature for 4 h, and
cooling in furnace to a temperature of 100 °C. One thermal cycle tested 24 h. Then,
all specimens were tested against slurry erosion to investigate endurance against
dynamic loading and an influence of thermal cycles on the film endurance.

Slurry test was performed in the slurry erosion test rig that was built based on the
original rig presented in Ref. [10]. Because slurry tests belong to aggressive tests,
the initial exposure time was chosen for 30 s, and the whole slurry tests lasted
300 s. A peripheral speed of the rotating specimens was 5 m s−1. Rounded steel grit
of 530 mm diameter and hardness of 51 HRC in the amount of 458 g per tank (6 l)
was used as an erodent. To determine erosion curves, samples were weighted using
an analytical balance of sensitivity of 0.1 mg.

Before and after all tests, specimens were investigated using scanning electron
microscope EVO-40 (Zeiss). The elemental composition of thin film was studied by
EDS (Energy Dispersive Spectroscopy) method using BRUKER AXS Quantax 200
spectrometer with detector SDD X-flash 5010, 10 mm2, 125 eV, 20 kV (SEM
accelerating voltage).

3 Results and Discussion

Microscopic observation of Al2O3 + TiO2 thin film after deposition (Fig. 1a)
showed that the thin film was deposited uniformly but roughness of this film was
high. The thin film did not fracture during thermal cycles (Fig. 1b). Slurry test
caused a removal of outer layer revealing a dense and continuous film (Fig. 1c, d).

Microscopic observations of thin film after thermal test and slurry erosion test
(Fig. 1d) revealed the film was removed in many places. Also same cracks and coating
undulationwere observed. In the case offilm that not was thermally tested, only coating
undulationwas observed. The coating undulationwas likely caused by impacts of solid
particles during slurry test. Increasing mass loss during slurry test (Fig. 2) and film
removal in many spots indicated that thermal cycles decreased the endurance of the
film against dynamic loading, likely due to a decrease of the film adhesion.

Elemental composition analysis (Tables 1 and 2) showed that thermal cycles
caused the change in elements composition in the outer layer, especially an increase
in content of aluminum. The content of aluminum in the Al2O3 + TiO2 film
increased from 3.67 to 24.62 % after 20 thermal cycles and to 27.53 % during the
last 15 thermal cycles. In the case of uncoated substrate the content of aluminum
increased from 1.01 to 24.79 % during 15 thermal cycles (Table 2). In both cases an
increase of aluminum content was similar (23.8 %). The increase of aluminum was
probably caused by two processes that occurred nearly simultaneously at high
temperature: diffusion processes and oxidation-reduction reactions. At 1000 °C the
diffusion process is highly probable, especially the grain boundary diffusion that is
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much faster than the lattice diffusion. Additionally, aluminum, whose enthalpy is
less than the enthalpy of iron at 1000 °C, in accordance with the Ellingham dia-
gram, reduces the iron oxide to aluminum oxide. This was the most probable
process that caused such increase of aluminum content in the outer layer during
thermal cycles. Because aluminum oxides very forms very quickly thin compact

Fig. 1 Morphology of Al2O3 + TiO2 thin film; a after deposition; b after 35 thermal cycles;
c after slurry test, no thermally tested before; d after thermal cycles and slurry test

Fig. 2 Slurry erosion curves
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layer that protects lower layers against further oxidation, the most intensive increase
of aluminum content in the outer layer occurred during first few thermal cycles.
Later, the rate of an increase of aluminum content decreased. After 35 thermal
cycles the content of aluminum in the outer layer (Table 1) increased slightly
comparing to that after 20 thermal cycles (Table 2).

After deposition, no manganese was detected in Al2O3 + TiO2 thin film. The con-
tent of manganese in Al2O3 + TiO2 thin film after thermal cycles was 1.05 wt%. It
should be noted that the content of manganese did not change between 20 and 35
thermal cycles. On the other hand, the content of this element in a steel substrate was
0.8 % and after 15 thermal cycles increased to 1.30 % (Table 2). Thus, performed
investigation showed that thermal cycles caused slightly larger increase of manganese
content in uncoated steel substrate. The increase ofmanganese content in the outer layer
was probably caused by grain boundary diffusion processes and oxidation-reduction
reactions, similarly to the increase of aluminum. Similar to the case of aluminum, the
enthalpy of manganese is less than the enthalpy of iron, so manganese can reduce iron
oxide to manganese oxide. Thus, the deposition of Al2O3 + TiO2 thin film on the
substrate did not prevent substrate frommanganese diffusion (Table 2). However, after
initial increase of manganese content, an increase of the number of thermal cycles did
not caused an increase in the content of manganese. Thus, this suggests that the dif-
fusion process occurred mostly during first few thermal cycles.

Slurry erosion curves (Fig. 2) showed an influence of thermal cycles on the thin
film endurance. In the case of specimen that was not thermally tested, the cumu-
lative mass loss was only 0.2 mg after the whole test and during first 30 s of the test
no mass loss occurred. The mass loss of 0.2 mg was probably correlated with the
removal of the rugged top layer (Fig. 1c). This would mean that the rugged top

Table 1 Elemental composition (wt%) of Al2O3 + TiO2 thin film

Element After
deposition

After 35
thermal
cycles

After slurry tests,
no thermal cycles

After slurry test
and thermal cycles

Aluminum 3.67 ± 0.21 27.53 ± 1.35 3.24 ± 0.19 26.18 ± 1.29

Silicon 0.94 ± 0.07 0.32 ± 0.04 1.14 ± 0.08 0.28 ± 0.04

Titanium 3.54 ± 0.13 4.05 ± 0.15 2.73 ± 0.11 2.42 ± 0.10

Chromium 15.29 ± 0.44 6.66 ± 0.22 14.53 ± 0.42 5.97 ± 0.20

Manganese – 1.05 ± 0.07 0.43 ± 0.03 0.85 ± 0.06

Table 2 Elemental composition (wt%)

Element Substrate as
supplied

Substrate after 15
thermal cycles

Al2O3 + TiO2 thin film after 20
thermal cycles

Aluminum 1.01 ± 0.08 24.79 ± 1.26 24.62 ± 1.22

Silicon 0.81 ± 0.06 0.19 ± 0.04 0.26 ± 0.04

Chromium 17.18 ± 0.47 11.23 ± 0.35 7.96 ± 0.25

Manganese 0.80 ± 0.07 1.30 ± 0.07 1.07 ± 0.07
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layer was very thin. In the case of specimen that was subjected to thermal cycles
before, the mass loss began with the beginning of slurry test and the rate of mass
loss increased with the duration of test. Cumulative mass loss of this specimen was
0.7 mg after whole test (Fig. 2). The mass loss of the thermally tested specimen was
correlated with the removed thin film shown in Fig. 1d.

Slurry test caused a slight decrease in the content of elements. The decrease of
aluminum and titanium content (Table 1) was probably correlated with the removal
of top layer.

The decrease of the endurance of the Al2O3 + TiO2 thin film caused by thermal
cycles was probably the effect of the mismatch of thermal coefficients of elongation
between substrate and the thin film leading to delamination and diffusion process of
aluminum. Delamination of the Al2O3 + TiO2 thin film facilitated
oxidation-reduction reactions of aluminum that diffused from the substrate and
formation of thin oxide layer on the substrate surface. On the other hand, formation
of thin oxide layer increased the delamination of the film. Delaminated thin film
was not able to resist dynamic loading and fractured easily.

4 Conclusions

Performed investigations showed that:

• Thermal cycles did not cause fracture of the Al2O3 + TiO2 thin film deposited
by electrostatic spraying.

• Deposition of Al2O3 + TiO2 thin film did not prevent the substrate from dif-
fusion processes and oxidation-reduction reactions of aluminum and
manganese.

• Thermal cycles lessened the endurance of thin film against dynamic loading.
• Thermal cycles decreased the adhesion of the Al2O3 + TiO2 thin film.

Acknowledgments The paper is supported by the Project No. 2011/03/B/ST8/05643 “The
elaboration of coatings of heat resistant properties deposited by means of electrohydrodynamic
method” financed by Polish National Science Centre.
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Mechanism of Breakdown and Plasma
Evolution in Water Induced by Wide Pulse
Widths of Laser Radiation: Numerical
Study

Kholoud A. Hamam and Yosr E.E.D. Gamal

Abstract Numerical simulation is presented to investigate the experimental results
that carried out to study the breakdown of distilled water as a good emulate of the
ocular tissue of the eye. The experiment used a visible laser source (580 nm)
operating with pulses of width 100 fs, 30 ps, and 6.0 ns. The model solves
numerically a rate equation that describes the temporal evolution of the electron
density in the focal volume under the collective effect of multi-photon and electron
collision ionization processes. Besides diffusion of electrons from the interaction
region and recombination are considered as removal mechanisms. The model is
validated by carrying out the calculations to obtain first a comparison between the
threshold intensity as a function of the pulse width and the experimentally measured
ones. Secondly, a detailed investigation of the physical processes which contribute
to water breakdown connected with each laser pulse width is performed. This study
is fulfilled by the determination of; the temporal evolution of the electron density at
the center of the focal volume and along its radial and axial distances. The results
also presented the localized distribution of the electron density in the formed plasma
and its surrounded ionization regions. Finally, the effect of laser power on the
linearity of the medium at the interaction region is examined for the three laser
pulses to clarify the role of the self-focusing phenomenon.
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1 Introduction

Laser-induced breakdown and plasma generation in distilled water have found keen
interest in medical applications in particular in ophthalmic microsurgery [1, 2]. In
this surgery different pulse widths of laser radiation are used. Therefore, this work is
devoted to applying a numerical modeling technique to investigate results of the
measurements which are carried out to study the breakdown of water as a good
emulate of the ocular tissue of the eye. In this experiment, the plasma is generated
by laser source of wavelength 580 nm with pulse width covering an extended range
from femtosecond up to nanosecond scale [3]. The applied model based on a
numerical solution of a rate equation that describes the temporal evolution of the
electron density in the focal volume under the collective influence of multi-photon
ionization and collisional ionization processes. The model also encountered the
effect of electron removal mechanism namely diffusion out of the focal volume and
recombination [4]. In this work an ionization potential of 6.5 eV is used for water as
suggested and commonly used by others [5–8]. On this basis, the rate equation is
solved numerically using the Runge-Kutta fourth order technique. This equation is
incorporated into a computer program together with the relations that describe the
cross-sections and rate constants corresponding to each of the physical processes
considered in this model. Given that, calculations are performed to obtain the
threshold intensity as a function of pulse width. Comparison between the calculated
and measured thresholds is undertaken. Also, the analysis of the physical processes
responsible for the variation of the electron density along the axial and radial
distances enabled the determination of plasma size correlation with the laser pulse
width. An interpretation of the effect of laser power on the linearity of the medium
at the interaction region for the three laser pulses is performed to clarify the role of a
self-focusing phenomenon.

2 Description of the Model

The model based on numerical solution of a rate equation that describes the electron
density variation as a result of the joint effect of the electron cascade ionization
(based on inverse Bremsstrahlung absorption) and photo-ionization mechanisms as
well as the loss processes that might take place during the interaction, viz., electron
diffusion and electron recombination.

2.1 Basic Equation

In this analysis the rate equation which represents the time evolution of the electron
density during the laser pulse is given by [4]:
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dq
dt

¼ dq
dt MPIj þ gCASq� Dq� Rq2 ð1Þ

The first two terms of Eq. (1) describe the time variation of electrons generated
by the combined effect of multi-photon ionization (dqdt MPIj ) and cascade ionization
(gCASq) mechanisms. While, the last two terms account for the diffusion (�Dq) and
electron recombination (�Rq2) as electron loss processes. We adopted the same
formulae for the cross sections and rates as the mentioned physical processes given
in our previous publication [4]. In solving this equation, the reduction of water
molecules due to ionization is taken into consideration.

2.2 Numerical Calculation Procedure

The rate equation is solved numerically using the Runge-Kutta fourth order tech-
nique. To account for the beam propagation of the ultrashort pulses in the focal
volume (as a result of the beam diameter variation along the axial distance) the laser
intensity is assumed to have a Gaussian shape in the form [7]:

Iðt; r; zÞ ¼ Imax expð�4 ln 2ðt � spÞ2=4s2pÞ
� �

� exp �2ðr2=d2 þ z2=l2Þ� � ð2Þ

where Imax represents the peak laser power density, r is the distance along the beam
radius and z is the distance along the focal volume axis. In our calculation z = 0
corresponds to the beam waist r0, this represents the position of which the time
t = 0 and the power has its maximum value Pmax. d is the focused beam diameter
and l is the parameter which characterizes the axial distance. In this analysis, the
breakdown criterion is taken as the attainments of electron density of the order of
1020/cm3.

2.3 Self-focusing Effect

A study is conducted to justify the effect of self-focusing on the breakdown of water
under the experimental conditions considered in this work. This investigation found
an excessive interest in ophthalmologic microsurgery of a human eye [9] in par-
ticular when using ultrashort pulses. Accordingly, the calculations are devoted to
adjusting the dimensions of the focal spot in such a way that to fit the human eye
configuration. In the absence of plasma generation the critical power for
self-focusing is calculated from the equation [10],

Mechanism of Breakdown and Plasma Evolution … 287



Pc ¼ 3:77k2=8pn0n2 ð3Þ

where k is the laser wavelength, and n0 and n2 are the linear and nonlinear refractive
indices, respectively [11]. Equation (3) is used to obtain the critical power for
self-focusing corresponding to the experimental conditions examined in this work.
We compared this predicted power and the breakdown threshold power related to
each pulse width. So, we could determine the pulse width at which self-focusing
effect is more probable.

3 Results and Discussion

The model is applied to the experimental conditions given in [3] to study the
breakdown of water induced by visible laser radiation (wavelength 580 nm) from a
Nd-YAG laser source at pulse widths 6.0 ns, 30 ps, and 100 fs. Therefore, calcu-
lations are carried to determine first the laser intensity as a function of laser pulse
width. These are shown by curve (1) in Fig. (1). To facilitate the comparison, the
experimentally measured thresholds [3] are represented as solid squares in the same
figure. The effect of loss processes on the threshold intensity is tested by performing
the calculation of the threshold intensity in the absence of; all loss processes (curve
2), electron recombination (curve 3), and electron diffusion (curve 4).

From this figure, it is noticed that reasonable agreement between the calculated
thresholds and measured ones is obtained only when all electron removal processes
are considered in the calculations, both undergo decrease as the laser pulse width
increases as shown by curve (1) and the solid squares. This agreement gives a
confidential validity of both the applied model in investigating the experimental
measurements examined in this work as well as the assumption of treating the water
as an amorphous semiconductor. On the other hand, a clear coincidence is shown
between curves (2) and (3) for the omission of all loss processes and electron
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recombination respectively both showed an observable deviation between the cal-
culated and measured thresholds over the nanosecond pulse scale. This coincidence
proves the unobservable effect of diffusion losses over the tested pulse width range
(*femtoseconds to nanoseconds scale). This is also clear from the coincidence of
the calculated threshold intensities illustrated by curves (1) and curve (4). From this
result it is shown that in relation to the experimentally examined laser pulse width,
recombination losses have significant contribution only for the pulse width 6 ns.
Moreover, the slow variation of the threshold intensity observed over pulse width
� 500 ps, indicates that breakdown is governed mainly by multiphoton ionization
process. While the pronounced dependence of the threshold intensities at pulse
widths � 500 ps, assures the role played by electron collision ionization process in
achieving breakdown and plasma generation. To confirm this result Fig. 2 repre-
sents the contribution of the ionization mechanisms to the calculated electron
density growth. In doing so, the time evolution of the electron density is calculated
for each pulse width (a) 6 ns, (b) 30 ps and (c) 100 fs, in the presence of all electron
generation and loss mechanisms and in the absence of electron collision process
(curve 2). These are shown in Fig. 2 as curves (1) and (2) respectively.

It is obvious from this figure that multiphoton ionization plays a crucial role in the
breakdown of water at the femto and picosecond time scales (laser threshold
intensities are 1.7 � 1013 and 1.4 � 1011 W/cm2 respectively). At the long pulse
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length (6 ns), however, where the laser threshold intensities are lower
(1.6 � 1010 W/cm2), ionization through collision processes is dominated. This
process showed a noticeable contribution to the electron growth near the peak of the
laser pulse where the intensity is higher. This, in turn, enhances the rate of energy
absorption. It is also noticed in this figure that despite the observed decrease of the
electron density shown near the end of the laser pulse for the 6.0 ns pulse which, is
attributed to the effect of recombination loss process, the electron density undergoes
a saturation behavior beyond the peak of the laser pulse.

To investigate the temporal and spatial variation of both laser intensity and
electron density on the plasma size, computations are carried out to obtain the
electron density evolution as well as the laser intensity variation as a function of
time along different positions of both radial (r(1) = 2.5 � 10−3 cm, r(2) = 1.5 �
10−4 cm and r(3) = 2.5 � 10−4 cm) and axial distances (z(1) = 3.5208 � 10−4 cm,
z(2) = 7.0416 � 10−4 cm and z(3) = 1.1736 � 10−3 cm). These are shown in
Figs. (3, 4 and 5) represent these relations for the laser pulses (a) 6.0 ns, (b) 30 ps,
and (c) 100 fs respectively.

Calculations showed also that the corresponding values of the threshold intensity
obtained for the ultrashort pulse (100 fs) at the axial distance z(1) along the men-
tioned radial distances are found to vary as; at r(1): I(th) = 1.47 � 10+13 W/cm2, r(2):
I(th) = 7.32 � 10+12 W/cm2 and r(3): I(th) = 2.04 � 10+12 W/cm2. This result
reveals that the distribution of the electron density and the threshold intensity

0 1 2 3 4 5 6
103

107

1011

1015

1019

103

107

1011

1015

1019

r1=5 x10-5 cm
r2=1.5 x10-4 cm
r3=2.5x10-4 cm

a (i)
580 nm
τ = 6 ns
z1=3.5208 x10-4cm

 (3)

 (2)

 (1)

   
E

le
ct

ro
n 

de
ns

ity
 (c

m
-3

)

   
E

le
ct

ro
n 

de
ns

ity
 (c

m
-3

)

   
E

le
ct

ro
n 

de
ns

ity
 (c

m
-3

)

Pulse duration (ns)
0 1 2 3 4 5 6

102

106

1010

1014

1018

102

106

1010

1014

1018
a (ii)
580 nm
τ= 6 ns
z2=7.0416 x10-4

(3)

(2)

 (1)

(1) r1=5 x10-5 cm
(2) r2=1.5 x10-4cm
(3) r3=2.5x10-4cm

Pulse duration (ns)

0 1 2 3 4 5 6
100

104

108

1012

1016

1020

100

104

108

1012

1016

1020

(1) r1=5 x10-5 cm
(2) r2=1.5 x10-4cm
(3) r3=2.5x10-4 cm

a (iii)
580 nm
τ = 6 ns
z3=1.1736 x10-3 cm

(3)
(2)
 (1)

   Pulse duration (ns)

Fig. 3 Spatial distribution of the electrons density for the laser pulse. a 6 ns at three different
positions along the axial distance, i z1 cm, ii z2 cm and iii z3 cm

290 K.A. Hamam and Y.E.E.D. Gamal



100

104

108

1012

1016

1020

100

104

108

1012

1016

1020

100

104

108

1012

1016

1020
  b (i) 
580 nm
t=30 ps
z1=3.5208 x10-4 cm

(1)

(1) r1=2.5 x10-5cm
(2) r2=1.5 x10-4cm
(3) r3=2.5 x10-4cm

  E
le

ct
ro

n 
de

ns
ity

 (c
m

-3
)

  E
le

ct
ro

n 
de

ns
ity

 (c
m

-3
)

100

104

108

1012

1016

1020

  E
le

ct
ro

n 
de

ns
ity

 (c
m

-3
)

(2)

(3)

(1) r1=2.5 x10-5 cm
(2) r2=1.5 x10-4 cm
(3) r3=2.5 x10-4cm

 b (ii)
580 nm
τ= 30 ps
z2=7.0416 x10-4 cm

Pulse duration (ps)

(1)

(2)

(3)

100

10 4

108

1012

1016

1020

100

10 4

108

1012

1016

1020

(1) r1=2.5 x10-5cm
(2) r2=1.5 x10-4cm
(3) r3=2.5 x10-4cm

 b (iii)
 580 nm
τ= 30 ps
z

3=1.1736 x10-3cm 

(1)
(2)
(3)

0 5 10 15 20 25 30
Pulse duration (ps)

0 5 10 15 20 25 30

Pulse duration (ps)
0 5 10 15 20 25 30

Fig. 4 The same relation as in Fig. 3, but for the laser pulse. b 30 ps

0 20 40 60 80 100
100

104

108

1012

1016

1020

100

104

108

1012

1016

1020

100

104

108

1012

1016

1020

100

104

108

1012

1016

1020

Pulse duration (fs)
0 20 40 60 80 100

Pulse duration (fs)

0 20 40 60 80 100
Pulse duration (fs)

(1)  r1=2.5 x10-3 cm
(2)  r2=1.5 x10-4 cm
(3)  r3=2.5 x10-4 cm

(2)

   c(i)
580 nm
τ = 100 fs
z1=3.5208 x10-4cm

(1)

(3)

  c(ii)
580 nm
τ= 100 fs
z2=7.0416 x10-4cm

(1)  r1=2.5 x 10-3 cm
(2)  r2= 1.5 x10-4 cm
(3)  r3= 2.5 x10-4 cm

(1)
(2)
(3)

(1)  r1=2.5 x 10-3 cm
(2)  r2= 1.5 x10-4 cm
(3)  r3= 2.5 x10-4 cm

  c(iii)
580 nm
τ = 100 fs
z3=1.1736 x10-3cm (1)

  E
le

ct
ro

n 
de

ns
ity

 (c
m

-3
)

100

104

108

1012

1016

1020

  E
le

ct
ro

n 
de

ns
ity

 (c
m

-3

-3

)

100

104

108

1012

1016

1020

  E
le

ct
ro

n 
de

ns
ity

 (c
m

)

(2)
(3)

Fig. 5 The same relation as in Fig. 3, but for the laser pulse of c 100 fs

Mechanism of Breakdown and Plasma Evolution … 291



decreases as the radial and axial distances increase away from the center of the focal
volume. This decrease is more pronounced for the longer pulse width (6.0 ns).

The localized distribution of the electron density in the focal volume is under-
stood by calculating the density of electrons at the end of the laser pulse at different
points along the radial and axial distances. These calculations are signified for the
ultrashort pulses (100 fs and 30 ps) as contour representation shown in Fig. 6. This
figure illustrates the distribution of the electron density which decreases as the
radial and axial distances directed away from the center of the focal volume.

The study of the effect of laser power on the linearity of the medium at the
interaction region requires determination of the laser power for the tested laser
pulses and comparing it with the critical power for self-focusing (Pc ¼ 0:88 MW
for the Wavelength 580 nm). These are shown in Fig. 7. This figure showed that
self-focusing can occurs only when pulses of the order of femtoseconds and
picoseconds are used where the determined powers are found to be greater than Pc
(353.25 and 2.826 MW respectively). While for nanosecond scale pulses this
phenomenon is hardly ever to occur.
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On the other hand, a study was performed to examine the relation between the
focal length of the focusing lens and the laser power required to produce
self-focusing in the interaction volume.

The results showed a gradual increase of the power for the three pulse widths
over the whole range of the focal length considered in this analysis (1.0–10.0 cm)
as shown in Fig. 8. Moreover, the value of the laser power decreases as increasing
the laser pulse width. For the case of the human eye, the focal length of the lens is
of the order of 1.7 cm (this value lies within the examined focal length range).
Therefore, it is necessary to take into account the effect of self-focusing when lasers
of pulses of the order of femtoseconds or picoseconds are used in ophthalmology
microsurgery.

4 Conclusion

The applied model investigates the temporal and spatial evolution of electrons and
laser intensity in water breakdown induced by wide range of laser pulses at
wavelength 580 nm. The results are presented for pulse durations of 6 ns, 30 ps and
100 fs. The calculated threshold intensity as a function of the pulse width is
compared with the experimentally measured ones [3], reasonable agreement is
shown. Study of the role of ionization mechanisms in the breakdown of water
revealed that multi-photon ionization is dominant for the pico and femto second
time scales. Collisional ionization is found to be the main ionization mechanism at
the nanosecond pulses. The obtained localized electron density in the breakdown
region at different positions along the radial and axial distances envisaged that the
size of the generated plasma increases as the pulse width decrease. This result is
found to be strongly dependent on the temporal and spatial distribution of the laser
intensity in the focal volume. For each pulse, the electron distribution within the
breakdown region at end of the laser pulse is determined, and the growth of free
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electrons with time at fixed positions within the focal region is predicted as well.
Self-focusing is found to be important only for pulse width in the femtosecond scale
when the focal length of the focusing lens of is � 8.0. No evidence of this phe-
nomenon is observed for the pulses 30 ps, and 6.0 ns. Therefore in ophthalmology
microsurgery self-focusing effect should not be ignored when laser pulses of the
order of femtoseconds are used.
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Abstract The contact resistance is the main variable that defines the energy effi-
ciency of an electrical connection, its stable performance and long term service. It is
worth noting that according to the measurements performed in this work, the
contact resistance in substation connectors can be several times that of the con-
nector’s resistance. To reduce connection losses and thus increase connector’s
efficiency, it is important to minimize contact resistance, to ensure an efficient
connection. The aim of this work is to find out, by means of experimental mea-
surements, the relationship between the different components of contact resistance
in substation connectors and the main related variables such as material properties,
applied bolts torque, true contact area, or surface’s conditions among others.
Furthermore, this study proposes a novel surface treatment for substation connec-
tors, which allows reducing the contact resistance. Experimental measurements
demonstrate the effectiveness of the novel chemical treatment in improving energy
efficiency in substation connectors.
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1 Introduction

Substation connectors are the joints that physically link the power transmission
lines and the substation conductors and bus bars. They are usually divided into
different categories, depending on the physical junction between the connector and
the conductor, that are mechanical, welded, and compression type. In substation the
most common ones are mechanical type connectors, which employ bolts by
applying a given torque to create contact points, maintain the connection integrity
and ensure adequate contact resistance [1]. The contact resistance defines the
energy-efficiency, the stable performance and the long term service of an electrical
connection. If contact resistance is low and stable in time, a good electrical con-
nection and a long life of substation connector is guaranteed; whereas, if it is high
and unstable, it could cause overheating of the connector and, consequently, a
reduced operating life [2]. Connector’s long term performance is directly related to
the contact points established during installation [1]. The restriction of current flow
to these few contact points, also known as “a-spots,” constitutes a first contribution
to the total contact resistance; this component is usually called constriction resis-
tance [3].

Constriction resistance depends on some properties of conductor materials, such
as hardness and electrical resistivity, applied bolts torque, true contact area, or
surface’s conditions among others. Many authors have studied constriction resis-
tance and have found out different expressions to model it [4, 5].

Moreover, it is necessary to take into account the presence on contact interface
of thin oxide film. The common used material to manufacture substation connectors
is A356.0 aluminum cast alloy. It is well known that aluminum and its alloys reacts
quickly with atmospheric oxygen, and a passivation layer of few nanometers of
aluminum oxide, usually known as alumina, grows on atmospheric exposed alu-
minum surfaces [6]. Due to aluminum oxide is very insulating, current can transfer
across the alumina only thanks to tunneling and fritting mechanisms [7]. As con-
sequence, the film resistance is the second component of the total contact resistance
of a joint. However, a good electrical contact between two conductors can be
established only if the contact spots can be created by means of the mechanical
rupture of the oxide insulating film [7].

The aim of this paper is to find out, by means of experimental measurements, the
relationship between contact resistance in substation connectors and the main
related variables such as material physical and mechanical properties, applied bolts
torque, contact area or surface’s conditions among others.

Moreover, this study aims to propose a surface treatment for substation con-
nector’s and associated conductors, which allows reducing the contact resistance.
This treatment consists on a chemical cleaning before conventional substation
connector’s installation. Contact surface preparation is essential to guarantee proper
contact between connector and conductor since the contact resistance can notably
degrade substation connectors’ performance.
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2 The Contact Resistance Model

The total contact resistance consists of constriction resistance and oxide film
resistance:

Rcontact ¼ Rc þRfilm ð1Þ

The estimation of Rfilm is difficult, as consequence of the impossibility to model
how the film is mechanically disrupted to allow the establishment of contact points
[3, 7]. On the other hand, there are several analytic relations to model constriction
resistance. The evaluation of constriction resistance generally considers circular
a-spots. In practice, an electrical junction is composed by a large amount of a-spots.
Grenwood showed that, in a simple case of large number (n) of circular a-spots within
a single cluster, contact resistance can be expressed by the following relation [8].

Rc ¼ qð 1
2na

þ 1
2a

Þ ð2Þ

where a is the a-spot radius and a cluster’s radius, usually known as Holm’s radius.
However, Nakamura and Minowa demonstrated that the resistance of a junction
with fixed electrical area was not affected by the number and the distribution of the
a-spots [9]. Thus, it is sufficient to know only Holm’s Radius (a) to estimate contact
resistance. Holm’s radius is related with the true area of contact Ac, by relation (3),
and the true area of contact can be calculated as function of the applied load F and
the plastic flow stress H (Eq. 4).

a ¼
ffiffiffiffiffi
Ac

p

r
ð3Þ

F ¼ Ac � H ð4Þ

Thus, the constriction resistance can be expressed as follows:

Rc ¼ q
2a

¼
ffiffiffiffiffiffiffiffiffiffiffi
q2pH
4F

r
ð5Þ

3 Analyzed Substation Connectors
and Installation Procedures

Resistance measurements of contact resistance at room temperature has been con-
ducted on a junction composed by different typologies of substation connectors from
SBI Connectors catalogue and 32 mm diameter AAAC conductors. Specifically,
analyzed connectors are listed below:
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• T-connector S330TLS (I);
• Coupler with two caps S330SLS (II);
• Coupler with three caps S330SNS (III)

Different assembling procedures and surface treatments, summarized in Table 1,
are studied.

The conventional assembling procedure consists in brushing both conductor and
connector’s surfaces just before assembling, with the aim to remove the aluminum
oxide film (alumina). After brushing it is generally a recommended practice to paint
both contact surfaces with an oxide inhibiting compound. These compounds ensure
good contact and enhance the expected life of the connection [1].

Chemical cleaning treatment involves the application of a chemical solution on
the contact surfaces between the connector and the conductor during about 25 min,
after which the components were assembled according to the standard procedure.

4 Experimental Results

The Kelvin or 4-wire method was employed to perform resistance measurements, as
shown in Fig. 1. To this end a Raytech Micro-Centurion II digital micro-ohm meter
(max. current 200 ADC, accuracy ±0.1 % Rdg ±0.01 lX) was used. Resistance
measurement was performed between points A and B as shown in Fig. 1. The
theoretical resistance of the connectors was calculated through electromagnetic
FEM-simulation, which was subtracted from the measured resistance, thus
obtaining the contact resistance.

Resistance measurements shown in Table 2 indicate that when no surface
treatment is applied (procedure 1), the contact resistance is very high, since the
rupture of the alumina film caused by the axial force due to the bolts assembly is not
enough and, therefore, few contact points have been established between the
contact surfaces of the conductor and connector. The conventional installing

Table 1 Installation procedures applied to substation connectors

Installation
procedure

Conductor’s surface treatment Connector’s surface treatment

1 Not treated Not treated

2 Brushed
Oxide inhibiting compound
application

Brushed
Oxide inhibiting compound
application

3 Brushed
Oxide inhibiting compound
application

Chemical cleaning
Oxide inhibiting compound
application
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procedure (2) results in an important decrease of the contact resistance compared to
procedure 1, due to the mechanical rupture of the oxide insulating film by brushing
surfaces.

With procedure 3 a significant decrease of the contact resistance is obtained
compared to the conventional procedure, through the complete elimination of the
oxide layer from the surface of the connector.

Experimental resistance measurements clearly demonstrate that oxides and
contaminants difficult the establishment of a good electrical connection.

5 Components of Connector’s Resistance

In Fig. 2 the different components of S330SNS connector’s resistance with the
three installation methods are shown. Thanks to estimated value of constriction
resistance, calculated by means of Eq. 5, it is possible to note that, with the novel
chemical cleaning proposed by the authors (procedure 3), the contact resistance
component due to the oxide film is practically eliminated.

Fig. 1 Resistance measurement with the Kelvin 4-wire method

Table 2 Measured values of contact resistance a total connector’s resistance

S330TLS S330SLS S330SNS

Installation
procedure

Contact
resistance
(µX)

Total
resistance
(µX)

Contact
resistance
(µX)

Total
resistance
(µX)

Contact
resistance
(µX)

Total
resistance
(µX)

1 32.16 36.37 51.42 55.28 52.33 57.13

2 8.74 12.95 11.01 14.87 9.89 14.69

3 4.88 9.09 4.54 8.40 5.87 10.58
The values in bold are the lower value between the three installation procedure
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6 Conclusions

The contact resistance defines the energy-efficiency of an electrical connection, its
stable performance and long term service. In this paper a new a chemical cleaning
for substation connectors to minimize contact resistance has been presented. By
means of experimental measurements and an analytical model, it has been shown
that the decrease of connector’s resistance is related to the almost complete elim-
ination of the aluminum oxide film from connector’s surface. The object of this
study has been different typologies of substation connectors which join two AAAC
conductors, with rated diameter d = 32 mm.

Experimental resistance measurements by applying the 4-wires Kelvin method
have been conducted on the connectors, assembled with different installing pro-
cedures. By this way, and by means of analytical models, the different components
of the connectors’ resistance have been calculated.

Results presented show that the installation procedure proposed in this work
allows minimizing the contact resistance of substation connectors, and thus to
improve energy efficiency of the electrical connection, its performance and
increasing the operating life.
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