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Preface

The Cross-Domain Conference and Workshop CD-ARES is focused on the holistic and
scientific view of applications in the domain of information systems.

The idea of organizing cross-domain scientific events originated from a concept
presented by IFIP president Leon Strous at the IFIP 2010 World Computer Congress in
Brisbane, which was seconded by many IFIP delegates in further discussions. There-
fore CD-ARES concentrates on the multitudinous aspects of information systems, in
bridging the gap between the research results in computer science and the many
application fields.

This effort leads us to the consideration of the various important issues of massive
information sharing and data integration, which will (in our opinion) dominate scien-
tific work and discussions in the area of information systems in the second decade of
this century.

The organizers of this event, who are engaged within IFIP in the area of Enterprise
Information Systems (WG 8.9), Business Information Systems (WG 8.4), and Infor-
mation Technology Applications (TC 5), very much welcome the typical cross-domain
aspect of this event.

To guarantee a high-quality event, we assembled a program for CD-ARES 2016
consisting of 12 selected papers. CD-ARES 2016 provided a good mix of topics
ranging from knowledge management and software security to mobile and social
computing.

Machine learning is the fastest growing field in computer science, and health
informatics is among the greatest challenges, where privacy, data protection, safety,
information security, and fair use of data is of utmost importance. Experts of work area
1 (data science), 2 (machine learning), and 7 (privacy) of the international expert
network HCI-KDD carefully selected five papers for the PAML (Privacy Aware
Machine Learning) session.

The papers presented at this conference were selected after extensive reviews by the
Program Committee with the essential help of associated reviewers.

We would like to thank all PC members and the reviewers who made great efforts
contributing their time, knowledge, expertise and foremost the authors for their
contributions.

August 2016 Francesco Buccafurri
Andreas Holzinger

Peter Kieseberg
A Min Tjoa

Edgar Weippl
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Algebra of RDF Graphs for Querying
Large-Scale Distributed Triple-Store

Iztok Savnik1(B) and Kiyoshi Nitta2

1 Jožef Stefan Institute, University of Primorska, Koper, Slovenia
iztok.savnik@upr.si

2 Yahoo JAPAN Research, Tokyo, Japan
knitta@yahoo-corp.jp

Abstract. Large-scale RDF graph databases stored in shared-nothing
clusters require query processing engine that can effectively exploit highly
parallel computation environment. We propose algebra of RDF graphs
and its physical counterpart, physical algebra of RDF graphs, designed
to implement queries as distributed dataflow programs that run on clus-
ter of servers. Operations of algebra reflect the characteristic features of
RDF graph data model while they are tied to the technology provided by
relational query execution systems. Algebra of RDF graphs allows for the
expression of pipelined and partitioned parallelism. Preliminary exper-
imental results show that proposed algebra and architecture of query
execution system scale well with large clusters of data servers.

1 Introduction

Recent development of graph-based semantic web shows the enormous interest
of society to construct a detailed knowledge base (graph) including properties
of categories from all popular areas of human activities. Knowledge bases such
as Knowledge Graph, Wikidata, YAGO and Knowledge Vault currently include
from 1000 up to 350.000 categories, up to 570 Mega instances of categories, up to
35.000 relationship types, and, up to 18 Giga relation instances [8]. However,
from many aspects existent knowledge graphs are in their infant stage—more
systematic use of intelligent tools for extracting the knowledge from various
data sources has just begun.

The need for triple-store systems capable to store and manage from Tera
(1012) towards Peta triples is obvious. The scalability of storage system and
query processing system to this amount of data is currently possible by using
large-scale distribution of data into shared-nothing clusters. Query execution sys-
tem in such environment must be able to employ various types of parallelism to
allow simultaneous execution of huge amount of queries and provide reasonable
response time.

Distributed triple-store big3store is based on dataflow architecture of query
processing. Each query is a tree of algebra operations that is dynamically mapped
to the tree composed of processes interconnected by streams of graphs, i.e., sets
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
F. Buccafurri et al. (Eds.): CD-ARES 2016, LNCS 9817, pp. 3–18, 2016.
DOI: 10.1007/978-3-319-45507-5 1



4 I. Savnik and K. Nitta

of triples. The scheduler that maps query trees to set of processes balances the
computation load among the servers of cluster.

Triple-store of big3store is distributed into columns that store replicas of
partitions into rows—cluster data servers. Data distribution is achieved by means
of semantic distribution function [14] that splits the triples on the basis of the
relation of each particular triple to the taxonomy of RDF classes and properties.

Algebra of RDF graphs is an abstract model used for the implementation
of query execution system. Algebra is defined using set semantics—inputs and
outputs of operations are sets of graphs. We present the denotational semantics
of algebra and its implementation in the form of physical algebra that is further
mapped to sets of processes implementing algebra operations. The architecture
of query execution system based on algebra allows for the use of pipelined and
partitioned parallelism [7].

Programming environment of parallel programming language Erlang [2] is
used for the implementation of big3store. Erlang, together with database man-
agement system Mnesia that is tightly integrated with Erlang, may represent
alternative data processing system for big data to Hadoop [17]. Indeed, it pro-
vides simple and robust parallel programming environment allowing processes
to be effectively used in cluster of servers, it incorporates mechanisms that allow
for the implementation of reasonable level of fault-tolerance, and, it integrates
low-level database system appropriate for telecommunication applications that
includes key-value indexes comparable to those of Hadoop storage system.

The contributions of this paper are the following. The architecture of dis-
tributed query execution system for processing large-scale RDF graphs based on
algebra of RDF graphs is proposed. Query processor uses left-deep query trees to
implement pipelined parallelism of algebra operations. Furthermore, it employs
semantic triple distribution function [14] to achieve highly flexible partitioned
parallelism. Access methods for tripe-patterns that address large partitions of
triple-base are distributed to larger number of data servers, while the queries that
address small partitions are executed on a single server. Query processor uses
affinity scheduling, i.e., two level scheduling that persists to allocate the same
data servers for execution of algebra operations for particular user. Finally, it
uses key-value indexes in a similar manner to Hadoop to access data triples and
to implement index-based nested-loop join operations.

The rest of the paper is organized as follows. The following Sect. 2 presents
algebras of RDF graphs closely related to big3store algebra. Section 3 gives
formal definition of algebra of RDF graphs and describes its physical coun-
terpart, physical algebra of RDF graphs. The architecture of big3store query
execution system together with detailed description of algebra implementation,
is presented in Sect. 4. Preliminary experimental results are described in Sect. 5.
Finally, Sect. 6 gives some conclusions and presents further work.

2 Related Work

Algebra of RDF graphs implemented in distributed triple-store big3store is
based on relational algebra and technology of relational database management
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systems [10,11]. Database algebras are by nature functional languages where
inputs and outputs of algebra operations can be treated as input and output
flows of database objects. Operations of database algebra can be combined to
form graph structure where operations (nodes) are interconnected by flows of
objects [7].

The design of big3store algebra of graphs follows the leading ideas of rela-
tional algebra [5] while we identified and incorporated in it the salient features
of triple-store data model. Firstly, instead of access methods scanning relational
tables we use triple-pattern based access method to triple-store that can use all
possible indexes on SPO attributes. Secondly, the results of algebra operations
are not relations—sets of tuples—but sets of graphs. Consequently, operations
select , project and join are adapted for graphs. Selection is based on expres-
sions defined by means of graph nodes. Similarly, operation project eliminates
graph edges. Finally, operation join is defined on graphs by introducing graph
matching as join predicate.

Similar approach to definition of algebra for querying triple-stores are pro-
posed by Angles and Gutierrez in [1]. Their formalization of SPARQL operations
is based on mappings that follow semantics of triples. While their definition is
tuned for studying expressive power of the language, our work is focused more
on the implementation of algebra of graphs in shared-nothing cluster. They
have shown in the paper that SPARQL have equivalent expressive power to
non-recursive Datalog with negation that has, in turn, equivalent expressive to
classical relational algebra.

Schmidt et.al. have proposed SPARQL algebra [15] to be used as founda-
tions for SPARQL query optimization. They have defined set-based semantics
for SPARQL by introducing SPARQL set algebra including similar operations
to our algebra of graphs. They have identified fragments of SPARQL together
with their complexity classes. For instance, they have shown that OPTIONAL-
free fragments of SPARQL are either NP-complete or in PTIME. Furthermore,
they have introduced algebraic equivalence rules that can be used for SPARQL
query optimization, and, extensions of classical chase algorithm for optimization
of AND queries.

Cyganiak proposed in [6] the use of relational algebra for SPARQL query
processing. He presents the transformation from SPARQL into abstract rela-
tional algebra and shows differences between semantics of SPARQL and rela-
tional model. This approach allows for direct use of relational query optimization
and query evaluation techniques for processing SPARQL queries. The trans-
formation from relational algebra to SQL is defined. In comparison to Cyga-
niak’s proposal, our approach focuses on distributed implementation of algebra
of graphs while, in the similar manner, we use knowledge and technology gath-
ered in area of relational systems for the implementation of triple-store database
system.
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3 Algebra of RDF Graphs

Algebra of RDF graphs is a functional language defined on sets of RDF graphs.
Inputs and outputs of algebra operations are sets of RDF graphs that are linked
to other operations forming in this way a tree. As we will show later, alge-
bra expressions i.e. trees of algebra operations are converted to trees of Erlang
processes that can be located on different data servers.

Let us first define the basic terminology used in presentation. Let I be the
set of URI-s, B the set of blanks and L be the set of literals. Let us also define
sets S = I ∪ B, P = I, and O = I ∪ B ∪ L.

RDF triple is a triple (s, p, o) ∈ S × P × O. RDF graph g ⊆ S × P × O is a
set of triples. Set of all graphs will be denoted as G. We suppose the existence
of a set of variables V and the set of terms T = O ∪ V . Term t ∈ T is ground if
t ∈ O.

We say that RDF graph g1 is sub-graph of g2, denoted g1 � g2, if all triples
in g1 are also triples from g2.

3.1 Ground Graphs and Graph Patterns

Triple pattern (s, p, o) ∈ (S ∪V )× (P ∪V )× (O∪V ) is a triple that can include
variables as components. Graph pattern gp ⊆ (S∪V )×(P ∪V )×(O∪V ) is a set
of triple patterns, i.e., graph defined as set of triples that can include variables
as components. The set of all graph patterns is in the sequel denoted as GP .

We will separate between ground and abstract entities. Ground triples are
triples that include ground terms. Abstract triples, that can include variables, are
triple patterns. Similarly, ground graphs are graphs that include triples composed
of ground values, and, graph patterns represent abstract graphs that stand for
a set of graphs from a given triple-store.

To be able to determine set of variables included in graph pattern gp we
define function vars : GP → P(V ).

Matching of Graphs. Let us now define relationship “match”, denoted as ∼,
between graphs including graph patterns. Graphs g1 and g2 match, denoted
g1 ∼ g2, iff the following conditions hold.

1. Two terms t1, t2 ∈ T match, written t1 ∼ t2, if either t1 and t2 are ground
and t1 = t2, or, one of values is variable and the other is ground value.

2. Matching between two triples r1 and r2 exists, written r1 ∼ r2, if all compo-
nents of r1 and r2 match.

3. Graph g1 matches graph g2, written g1 ∼ g2, when there exists bijection
alpha : g1 → g2 so that each triple t1 ∈ g1 matches alpha(t1) = t2 ∈ g2.

Let gp be graph pattern. Function val : V × GP × G → O maps variables
v ∈ vars(gp), graph patterns gp ∈ Gp and ground graphs g ∈ G that match gp to
values o ∈ O. Let t1 ∈ gp be triple that includes variable v, then val(v, gp, g) = o
is component of triple alpha(t1) = t2 ∈ g that corresponds to v in gp.
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Interpretation of Graph Pattern. Interpretation of graph pattern gp in data-
base of triples storing graph db is a set of all sub-graphs g of db that match gp.

�gp�db = {g | g � db ∧ g ∼ gp}
Special case of graph pattern is triple pattern tp where complete graph is one

single triple that can include variables possibly in all three positions. Interpre-
tation of tp is a set of all triples from db that match tp.

Triple patterns represent graph counterpart of relational access methods [4].
They are always the leafs of query tree. Implementation of query node for a
given triple pattern can use SPO indexes to access ground triples.

3.2 Definition of Algebra

Let us now present algebra of RDF graphs. We denote graph query as Q, triple
pattern as TP , selection condition as C, condition operations as OP , sets of
variables as SV , and, variables as V . Syntax of algebra is defined as follows.

Q ::= TP | select(Q,C) | project(Q,SV )| join(Q,Q) | union(Q,Q) |
intsc(Q,Q) | diff (Q,Q) | leftjoin(Q,Q)

TP ::= (S | V, P | V,O | V )
C ::= V OP V | V OP O | C ∧ C | C ∨ C | ¬ C
OP ::= = | 
= | > | ≥ | < | ≤
SV ::= {V +}
S ::= URI | Blank-Node
P ::= URI
O ::= URI | Blank-Node | Literal
V ::= ?a .. ?z

We extend previously defined function vars to queries. Let (Q) be the set of
all queries. The function vars : Q → P(V ) maps each query to the set of variables
that are included in the query. Let us now present the denotational semantics of
RDF algebra by defining the interpretation of each particular operation.

Access paths to database of triples storing graph db are defined using triple
patterns (t1, t2, t3) where t1 ∈ (S ∪ V ), t2 ∈ (P ∪ V ) and t3 ∈ (O ∪ V ).

�(t1, t2, t3)�db = { (s, p, o) | (s, p, o) � db ∧ (s, p, o) ∼ (t1, t2, t3) }
SPARQL operation FILTER is represented by means of operation select(q, C)

where q is query and C is condition expression.

�select(q, C)�db = { g | g ∈ �q�db ∧ C(g) = true }
The evaluation of condition C on graph g is defined by the following rules.

Value of C(g) is presented by cases of C structure.

– C =?a OP o, where ?a ∈ V and o ∈ O: if val(?a, q, g) OP o = true then
C(g) = true, else false.
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– C =?a OP ?b, where ?a, ?b ∈ V : if val(?a, q, g) OP val(?b, q, g) = true then
C(g) = true, else false.

– C = C1 ∧ C2: if C1(g) = true and C2(g) = true then C(g) = true, else false.
– C = C1 ∨ C2: if C1(g) = true or C2(g) = true then C(g) = true, else false.
– C = ¬C1: if C1(g) = false then C(g) = true, else false.

Operation project(q, s) projects graphs g ∈ �q�db to graphs composed of
triples that include values of variables from set s. Let tr-vars : db×GP → P(V )
denote function that maps triples t ∈ �q�db and query q to set of variables
vs ∈ P(V ) such that for each var ∈ vs value of variable var is a component of t.

�project(q, s)�db = { g1 | g ∈ �q�db ∧ ∀t ∈ g(tr-vars(t, q) ⊆ s =⇒ t ∈ g1) }

Operation join(q1, q2) joins two sets of graphs that are interpretations of
queries q1 and q2. Let vs be a set of variables vars(q1) ∩ vars(q2). The result
of join includes union of graphs g1 ∈ �q1�db and g2 ∈ �q2�db such that they
agree in the values of all common variables from vs. Observe also that joining
two graphs is obtained by making union of graph triples from both graphs.
Semantics of operation join can be defined as follows.

�join(q1, q2)�db = { g1 ∪ g2 | g1 ∈ �q1�db ∧ g2 ∈ �q2�db ∧
∀v ∈ vs : val(v, q1, g1) = val(v, q2, g2) }

Set operations are defined in a usual way except that argument sets can
include graphs that have heterogeneous structure. Union, intersection and dif-
ference of q1 and q2 is defined as union, intersection and difference of their
interpretations �q1�db and �q2�db. Set operations of RDF algebra are defined as
follows.

�union(q1, q2)�db = { g | g ∈ �q1�db ∨ g ∈ �q2�db) }
�intsc(q1, q2)�db = { g | g ∈ �q1�db ∧ �q2�db) }
�diff (q1, q2)�db = { g | g ∈ �q1�db ∧ g 
∈ �q2�db }

Finally, to implement SPARQL operation OPTION we define operation
leftjoin(q1, q2), that is, left outer join of two sets of graphs which are elements of
the interpretations of queries q1 and q2. For each pair g1 ∈ �q1�db and g2 ∈ �q2�db
the result of leftjoin(q1, q2) includes either g1 ∪ g2 in the case that g1 can be
joined with g2, or g1 if g1 can not be joined with g2. Let vs be a set of variables
vars(q1) ∩ vars(q2). Operation leftjoin(q1, q2) can be defined as follows.

�leftjoin(q1, q2)�db = { g | g1 ∈ �q1�db ∧ g2 ∈ �q2�db ∧
((is-join(g1, g2) ∧ g = g1 ∪ g2) ∨ (¬is-join(g1, g2) ∧ g = g1)) },

where is-join(g1, g2) is defined as

is-join(g1, g2) = ∀v ∈ vs : val(v, q1, g1) = val(v, q2, g2)
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3.3 Physical Algebra of RDF Graphs

The design of physical algebra of RDF graphs follows the ideas used for imple-
mentation of relational algebra in the frame of relational database management
systems [10,11]. Previously presented operations of RDF algebra are converted
into three physical operations: physical access method (AM) AM, physical join
denoted join, and, physical set operations union, diff and intsc.

All physical operations now include besides the functionality of their logical
counterparts also the functionality of operations select and project operations.
Each physical operation therefore includes also select list and project list. There
are more reasons for folding more logical operations into single physical opera-
tion.

Firstly, it makes sense to perform selection of triples immediately after data
needed for selection is available. For instance, immediately after obtaining triples
by means of a given triple-pattern access method, they are filtered using selection
conditions.

For similar reason operation project is performed as soon as possible. Imme-
diately after some triple in a result RDF graph is not useful, it is dropped. For
instance, after using particular triple for performing join operation, it can be
omitted from result graph, if of course it is not needed as the result of query, or,
for some other operation higher in the query.

The above two rules resemble “pushing” selections and projections down
towards the leafs of query tree in relational database systems.

(a) (b)

Fig. 1. (a) Left-deep query tree (b) Left-deep query tree with multiple AM operations

Secondly, the reasons for folding selections and projection into AM and join
are: (1) the possibility to use join reordering algorithm for query optimization,
and, (2) the possibility to implement left-deep as well as bushy query trees [10]—
both of them have operations AM as leafs and operations join as the inner nodes
of query trees.

big3store is currently using left-deep query trees. An example of left-deep
query tree with 3 join operations and 4 AM operations is given in Fig. 1(a). The
most important advantage of using left-deep trees is the pipeline that is formed
by physical join operations. The results of retrieving graphs from outer query
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node of join operation is used for index-based access to the inner query node.
The graph that is constructed as the result of join operation is then sent to the
parent query node i.e. join query node. Consequently, there is no need to store
intermediate results during query evaluation.

Triples related to some class with very large number of instances are, by using
of semantic distribution algorithm, distributed to more data servers. Therefore,
physical operation AM, defined using some triple-pattern, may be executed on
number of data servers. Indeed, it is desirable that triple-pattern based opera-
tions AM, that tackle large number of triples, are distributed to more servers. The
number of servers depends on the size of targeted set of triples. Left-deep query
trees can therefore have multiple AM query nodes as presented in Fig. 1(b).

4 Distributed Query Execution System

Storing and querying huge volumes of data efficiently is currently possible by
using shared-nothing cluster architecture [16]. Efficient data servers with huge
amount of RAM and disk storage are available as inexpensive commodity hard-
ware. This allows heavy distribution and replication of data as well as massive
distribution of query processing on servers forming very large clusters.

Big3store is a data-flow system [3] where triple-store is composed of an array
of data servers arranged into columns and rows. The complete triple-store is
partitioned and distributed into columns based on semantic information attached
to triples via triple-store schema. Each column stores a partition of triple store
that is replicated to the column rows. Rows of the column therefore contain
replicas of triple-store partitions assigned to columns.

While triple store partitioning affects significantly the performance of query
executions, it is not the focus of this paper. Detailed presentation of big3store
partitioning algorithm is given in [14]. Let us here present only some important
ideas that have guided the design of triple-store (graph) partitioning.

Hash-based partitioning can not be employed for storing huge triple datasets
that are expected to grow significantly in the following decade. Splitting data
into a large number of partitions based on hashing can increase significantly the
communication traffic among the data servers, especially, when large number of
transactions is executed in parallel.

Big3store uses semantic distribution algorithms to partition triple-store into
chunks that are suitable for distribution and that are related to a set of schema
entities which serve as the key for distribution. Since distribution is based on rich
taxonomy of classes spanning more then ten hierarchical levels we can achieve
well-defined distribution in the sense that triples defined for classes including
large number of instances are split into larger number of chunks. Triples defined
for a class that has small number of instances is stored in one chunk. Query
distribution must follow data distribution: larger the class of triples addressed
by query, larger the number of columns where query will be executed.

Figure 2 shows a cluster composed of two types of servers: front servers rep-
resented as the nodes of plane A, and data servers represented as the nodes
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2.

5.

1.

4.

3.

(a) (b)B

A

(c) (d) (e) (f)

Fig. 2. Configuration of servers for a particular query

of plane B. Data servers are configured into columns labeled from (a) to (f).
A complete database is distributed to columns such that each column stores a
portion of the complete database.

The portion of the database stored in a column is replicated into rows labeled
from 1 to 5. The number of rows for a particular column is determined dynami-
cally based on the query workload for each particular column. The heavier the
load on a given column, larger the number of row data servers chosen for repli-
cation. The particular row used for executing a query is selected dynamically
based on the current load of servers in a column.

4.1 Architecture of Query Execution System

Erlang programming environment [2] is used for the implementation of big3store
as an alternative to Hadoop-like systems [17]. It provides remarkably simple
and effective parallel programming model based on lightweight processes. Erlang
processes use “shared nothing” philosophy where the communication among
processes is realized solely by means of synchronous and asynchronous messages.

Query execution system of big3store is composed of modules presented in
Fig. 3. Each module includes the implementation of particular type of process.

State modules b3s state and node state are used for efficient sharing of
big3store configuration data structures as well as for storing and querying cur-
rent state of system, such as for instance number of processes running at each
particular data server.

Each data server runs one instance of Erlang Mnesia database system that
serves as local triple-store. Triple-store is realized by means of a single table
triple store that is accompanied with 6 indexes for all combination of SPO
attributes. Mnesia provides transaction-based access to local triple-store through
module db interface. However, since db interface provides only very simple
cursor based access to a single table, local triple-store can be easily replaced by
other database engine, and, even file-based access to RDF triples.

Module triple distributor implements various schema-based algorithms
for the distribution of triple-store into a set of cluster columns [14].

Session processes are implemented in module session. They serve as user-
interface for interaction with users, initiate creation of query-tree processes,
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Fig. 3. Architecture of big3store query executor

control the execution of query tree, and collect the results of query execution.
One session can spawn many query trees in parallel.

Module query-tree implements query tree processes that run on front-
servers. The main task of query-tree process is to prepare, schedule and ini-
tiate the execution of query in the form of query tree composed of query-node
processes interconnected by means of streams. Therefore, each query-tree process
controls one or more query node processes that constitute query. This is pre-
sented in more detail in Subsect. 4.2.

Physical algebra operations AM, join, union, intsc and diff are imple-
mented in query-node modules. Each physical algebra operation is realized
as independent Erlang query-node process that runs on one of data servers.
All operations are implemented as state machines executing particular proto-
col: access method to local triple-store, indexed nested-loop join algorithm, or,
particular set operation. Subsects 4.4 and 4.5 give more detailed description of
operations AM and join.

4.2 Query-Tree Process

Query-tree module implements processes that serve as front-end of query tree
represented as tree of inter-connected processes running on array of servers.
Query is received from session process in the form of a list of triple-patterns
augmented with projections and selections as presented in previous section.

Query of type qt query() presented to query tree process as parameter of
message start is converted into tree data structure stored as process dictionary
entry. First element of list representing qt query() is triple-pattern of the lower
leftmost query node. Last element of list is triple-pattern of the upper rightmost
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query node. All other triple-patterns are placed as inner query nodes in order
between lower leftmost and upper rightmost.

Query-tree process analyzes the query, computes all components of query
node processes to be started, determines cluster columns associated to each
query node, and, schedules the rows of columns to be employed for running each
particular query node of query tree.

Query-tree process determines the location of each query node in terms of
column and row in array (cluster) of servers. Each query node is executed on loca-
tion determined by query tree process. Firstly, the column of query node is com-
puted by using distribution function that translates triple-patterns to columns
in array of servers. Secondly, rows in given columns are scheduled dynamically
based on current load of servers in columns.

We use two types of scheduling of column rows to query nodes. First type
of scheduling is random assignment of rows to query nodes. The second method
used for scheduling is bookkeeping the execution of each particular query node on
particular server. Bookkeeping is realized by means of local node state process.
Besides bookkeeping node state provides a function that selects row server with
least load.

Both types of scheduling resemble affinity scheduling where we tend to select
the same servers for the same session. The benefits of assigning the same servers
(rows) in columns for same session is primarily in utilizing cache of local database
management system Mnesia. Experiments are currently under way to present the
benefits of affinity scheduling in terms of execution speed.

4.3 Triple-Pattern Query Node

Triple-pattern (abbr. TP) query node is implemented as Erlang gen-process. It
realizes access method at local triple-store implemented as Mnesia table. Access
method is defined by means of triple-pattern, and, it can use index based access
to triple-store.

TP query node is implemented as state machine. Input and output messages
trigger coroutines that comprise protocol. The states of TP query node are:
active, db access, eos, and inactive. Message start initializes TP query
node process and moves state to active. Message eval starts with evaluation
and moves state to read db.

After obtaining triples from local Mnesia database, TP query node process
checks them against selection list. The selected triples are sent to parent of query
node by using data messages. Protocol requires that each data message is sent to
parent process only after receiving empty message from parent process. There-
fore, protocol can control the number of data/empty messages that comprise
stream. Subsequent messages empty retain state read db.

After end of stream is obtained from function accessing triple-store, state
moves to eos. Message eval can be received multiple times if in state active
or eos. Finally, stop message puts TP query node to state inactive.
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4.4 Join Query Node Process

Join query node is implemented as independent Erlang gen-process. Join query
node is a state-machine realizing protocol that has incoming and outcoming
messages. Each message is implemented as coroutine.

Join query node state-machine has the following states: active,
wait next outer, wait next inner, eos and inactive. Message start ini-
tializes the main data structures of join query node and sets state of protocol
to active. Message eval start the evaluation of join query node by sending
message eval to all children, and, moves state to wait next outer. After this,
state alternates between wait next outer and wait next inner. State moves
to eos after end of outer streams is detected.

Join query node implements join method which is a variant of indexed nested-
loop join algorithm. However, it can have multiple outer query nodes as well as
multiple inner query nodes. Since we suppose that every local triple-store indexes
triple table on all possible subsets of SPO, all join variables are supported by
indexes.

Algorithm of join method is defined as follows. Each graph obtained from
outer query nodes causes initialization of inner query nodes by means of message
eval. Initialization of inner query nodes uses the values of join variables obtained
from outer graph. Only those graphs are retrieved from inner query nodes that
match previously obtained outer graph. Each outer and inner graphs are merged
into one graph which is tested against selection list and projected using project
list of given query node. If selected then resulting graph is sent to parent query
node.

4.5 Fault Tolerance

Erlang programming environment provides the tools for the construction of fail-
safe process hierarchies by means of Erlang supervision processes [2]. Important
process state data structures are circulating among supervision and supervised
processes. The mechanism is integrated into message sending/receiving protocol.
Each message received by process A includes the current state of A that was
stored by its supervision process. After completing the task, process A returns
its new state as a function result. In this way, a supervision process always
has up-to-date state of all processes that it manages. In the case that process
failure is detected by supervision process it can be restarted using the last state.
Furthermore, supervised processes can form various types of structures with
specific behavior.

5 Experimental Results

As a preliminary study, the execution time of benchmark queries in big3store
are compared with the execution time obtained with Virtuoso [9].

Benchmark environment comprises six server machines. All of them have the
same physical specifications. Each server has two 2.9 GHz Xeon E5-2960 CPU
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and 256 GB of RAM. One Erlang interpreter process was invoked on each server.
Benchmark configuration uses one server as front server and the other five servers
as data servers.

Virtuoso was installed on one of the servers that were used to execute
big3store.

SELECT * TCELES{EREHW * WHERE {
?sbj <startedOnDate> ?obj. ?p rdf:type

.>stsitneics_retupmoc_esenapaJ_yrogetacikiw<}
?p <created> ?o .

.>egaugnal_gnimmargorp_tendrow<epyt:fdro?1QyreuQ
}

SELECT * WHERE {
?sbj <startedOnDate> ?obj1. Query Q3
?sbj <endedOnDate> ?obj2.

TCELES} * WHERE {
<Ericsson> <created> ?pl.

.>egaugnal_tendrow<epyt:fdrlp?2QyreuQ
?pl <wasCreatedOnDate> ?dt.

SELECT * }{EREHW
<Slovenia> ?prd ?obj1.
<Japan> ?prd ?obj2. Query Q4

}
SELECT * WHERE {

.ng?>emaNneviGsah<p?5QyreuQ
?p <hasFamilyName> ?gn.

SELECT * .>tsitneics_tendrow<epyt:fdrp?{EREHW
?a1 <actedIn> ?movie. ?p <wasBornIn> ?c1.
?a2 <actedIn> ?movie. ?c1 <isLocatedIn> <Switzerland>.

.a?>rosivdAcimedacAsah<p?.1c?>nIsevil<1a?
?c1 <isLocatedIn> <England>. ?a <wasBornIn> ?c2.
?a2 <livesIn> ?c2. ?c2 <isLocatedIn> <Germany>.
?c2 <isLocatedIn> <England>. }

}
Query Q7

Query Q6
SELECT * WHERE {

SELECT * WHERE { <Tim_Burton> <directed> ?movie1.
?p1 <isMarriedTo> ?p2. <Johnny_Depp> <actedIn> ?movie1.
?p1 <wasBornIn> ?city. ?p1 <directed> ?movie1.
?p2 <wasBornIn> ?city. ?p2 <influences> ?p1.

} ?p3 <actedIn> ?movie1.
?p3 <actedIn> ?movie1.

Query Q8 ?p4 ?prd1 ?p3.
?p4 <actedIn> ?movie2.
?p1 ?prd1 ?p4.

}

Query 9

Fig. 4. Benchmark queries

Let us first describe benchmark queries presented in Fig. 4. The first group of
queries are simple queries that produce small number of intermediate and final
results. Query Q1 finds all triples having property <startedOnDate>. It returns 9
triples from YAGO2s. Query Q2 finds all sets (graphs) of triples sharing the same
subject that has <startedOnDate> and <endedOnDate> properties in the graph.
It returns 1 triple. Query Q3 finds graphs that describe Japanese computer
scientists that have created a programming language. Query Q4 returns the
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Table 1. Benchmark results (in seconds)

Query big3store Virtuoso

Q1 0.015 0.149

Q2 0.086 0.133

Q3 0.033 0.159

Q4 0.009 0.608

Q5 95.594 0.054

Q6 3.652 0.262

Q7 7.549 0.279

Q8 23.512 0.182

Q9 104.364 0.558

creation dates of all things classified as wordnet language that were created by
Ericsson.

Query Q5 compares <Slovenia> and <Japan> by using the same predicate
in triple patterns. While it is similar to query Q2, query Q3 returns 241,596
graphs. Query causes large number of intermediate results that are transferred
as messages among data servers.

Queries Q6, Q7, and Q8 correspond to YAGO queries B1, A1, and B2
from [13], respectively. Because YAGO and YAGO2s [12] have different schema
structures, queries were rewritten to have similar meaning.

Query Q6 returns pairs of actors that were playing in the same film and live
in the same city in England. Query Q7 returns graphs describing scientists that
were born in a city in Switzerland, and have academic advisor who was born in
a city in Germany. Query Q8 returns all married couples that were born in the
same city.

Query Q9 was constructed to test circular queries. While current version of
query Q9 is specific and executes fast, a circular query can be constructed by
removing the first two triple patterns of <Tim Burton> and <Johnny Depp>.

Let us now give some comments on comparison presented in Table 1. System
big3store executed queries Q1, Q2, Q3 and Q4 faster than Virtuoso. One reason
for this is that Mnesia copies complete database in main memory, if it is possible.

It is also apparent that queries that do not produce a lot of traffic execute
in big3store much faster that queries that produce a lot of traffic among the
servers. There are more reasons for this. Firstly, we currently do not use any data
compression, so data is stored in raw form. Secondly, streams are implemented
by sending one message for one graph.

The improved version of big3store will map IRIs to integers to optimize
storage and transfer speed. Furthermore, the speed of stream transfer will be
improved by packing more graphs into bundles that will serve as unit of transfer.

Another reason for slow performance of some queries is in the implementation
of cursors in Mnesia. Index-based access to table always returns all results in one
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package. Consequently, there is almost no parallelism in the execution of queries.
The improved version of big3store will replace Mnesia with BerkeleyDB.

6 Conclusions

Algebra of RDF graphs and its implementation on shared-nothing clusters is pre-
sented. Algebra is described by first defining denotational semantics of abstract
algebra. Physical algebra corresponding to its abstract counterpart is based on
technology of relational and parallel database systems. The architecture of dis-
tributed query processing system based on the presented algebra is described.
Finally, some preliminary experimental results are discussed.

We have a list of tasks that remain to be completed. Among the most impor-
tant are: distributed implementation of mapping from strings (URIs) to integers
and its inverse mapping, more deep study of the effects of structure and dis-
tribution of query trees to the execution speed, experimental study that will
give more insight into interrelations between data and query distribution, and,
improving the communication speed among cluster servers by packing triples
into bundles.
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Abstract. Peer review is widely viewed as an essential step for ensuring
scientific quality of a work and is a cornerstone of scholarly publishing.
On the other hand, the actors involved in the publishing process are
often driven by incentives which may, and increasingly do, undermine
the quality of published work, especially in the presence of unethical
conduits. In this work we investigate the feasibility of a tool capable of
generating fake reviews for a given scientific paper automatically. While a
tool of this kind cannot possibly deceive any rigorous editorial procedure,
it could nevertheless find a role in several questionable scenarios and
magnify the scale of scholarly frauds.

A key feature of our tool is that it is built upon a small knowledge
base, which is very important in our context due to the difficulty of
finding large amounts of scientific reviews. We experimentally assessed
our method 16 human subjects. We presented to these subjects a mix of
genuine and machine generated reviews and we measured the ability of
our proposal to actually deceive subjects judgment. The results highlight
the ability of our method to produce reviews that often look credible and
may subvert the decision.

1 Introduction

Peer review, i.e., the process of subjecting a work to the scrutiny of experts
in order to determine whether the work deserves publication, is a keystone in
scholarly publishing. The review process should ensure that a published paper
is of high scientific quality, which in its turn preserves the reputation of the
corresponding publishing venue and improves the prestige of its author. On the
other hand, peer review is just a piece of broader process involving several entities
whose incentives may or may not actually drive the overall process toward those
ideal goals. Authors are increasingly subject to strong pressures in the form of
research evaluation procedures in which the indicators that play a key role are
often mostly numerical [1]. Reviewers tend to be overworked and often receive
little credit for their hard work [2], while at the same time being interested in
increasing some counter of program committees or editorial boards in which they
are involved. Commercial publishers may find in scholarly publishing excellent
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opportunities for profit [3], even in the form of journals with little or no scrutiny:
a periodically updated list of predatory publishers has grown by 50 times in the
last 5 years, including 923 publishers in its latest release [4].

While there is no doubt that most published research follows a rigorous and
honest path, it is evident that actors involved in research may now find ways to
maximize their personal benefits disregarding the ideal objective of the scientific
environment as a whole, by following practices that are questionable or simply
fraudulent [5,6]. Unfortunately, this claim is not a mere theoretical possibility.
Questionable operators have emerged that run bogus journals and conferences
which have no other purpose than generating profit while uttering worthless sci-
entific literature [7]. Supposedly peer-reviewed journals accept for publication
papers that have been randomly generated [8] or publish papers which clearly
have not been proof-read by anyone [9]. Misbehaving researchers attempt to
inflate their records by ghostwriting papers on nonexistent research [10]. Not
surprisingly, the critical reviewing step has been exploited as well. Computer
intrusions on the editorial system of a major commercial publisher have forced
the publisher to retract several published papers [11]. In the last few years, hun-
dreds of published papers have been retracted by several commercial publishers
in many independent events [12–14], due to the discovery of reviews fabricated
by the authors themselves which provided journals with suggested reviewers
along with fake contact information which actually routed communication to
the authors or their colleagues.

In this work, we investigate the feasibility of more fraud opportunities in
the form of a procedure for automatic generation of fake reviews. We propose
a method for generating automatically text which (a) looks like the typical sci-
entific paper review, (b) is tailored to the specific paper being reviewed, and
(c) conveys a recommendation specified as input. A tool that is capable of gen-
erating fake reviews systematically and at no cost may be misused in several
ways. Busy people which want to be involved in as many reviewing commit-
tees as possible might choose a recommendation and then generate reviews very
quickly, perhaps without even reading the paper or after just a superficial look.
Predatory publishers might attempt to improve their credibility by sending many
reviews to authors. Of course, reviews generated by our tool will certainly be
detected as being fake by any decent editorial process. On the other hand, as
pointed out above, perverse incentives and unethical conducts might find a role
for a tool of this kind, which may potentially magnify the scale of frauds in
the reviewing process in several ways. In this respect, it is important to keep in
mind that a few years ago Springer and IEEE retracted more than 120 published
papers which were computer-generated nonsense [15]. Our proposed tool could
find more constructive applications, though. For example, the steering commit-
tee of a conference could inject fake reviews in the discussion phase without
informing the program committee and then observe the outcome.

Our proposed method constructs a review tailored to a specific paper, with
a specified recommendation, based solely on the paper text and a corpus of
reviews written by humans for other papers. A key aspect of our proposal is
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that it builds upon a relatively small knowledge base (some tens of reviews)
while commonly used methods for text generation, such as Artificial Neural
Networks (ANN), typically require a very large amount of data in order to build
an effective generative model. Applying those methods in the context of scientific
review generation is difficult because of the difficulty in finding a large amount
of samples of scientific reviews, in particular, of negative reviews.

An important contribution of our work is the experimental campaign per-
formed involving human subjects. We performed an intrinsic evaluation aimed
at assessing the ability of our method to generate reviews which look like as being
written by a real human reviewer. Moreover, we performed an extrinsic evalua-
tion aimed at assessing the impact on the decision about accepting or rejecting
a paper under review. Although our experimental campaign is not a replica of a
real editorial process and thus may provide only a preliminary assessment, our
results do provide interesting insights.

2 Related Work

To the best of our knowledge, no method for the automatic generation of reviews
of scientific papers has been proposed before. From a broader point of view, our
proposal is a form of Natural Language Generation (NLG), which is widely used
in many different fields such as spoken dialogue systems [16], machine transla-
tion [17], and as a mean for creating editorial content by turning structured data
into prose [18].

A notable use of NLG for scientific purpose, which is particularly relevant
to our work, is the software SCIgen1. This tool generates pdf files consisting
of syntactically correct random text which is formatted like a scientific publi-
cation, including randomly generated figures, plots, and code fragments. Later
and independently from its creators, SCIgen has been used in order to test the
submissions standard of conferences and to prove that nonsense papers may
actually be published, even by respected publishers [15]. This phenomenon has
been investigated also in [19], which studies the spread of fakes and duplicates
through notable publishers. The fact that a tool which was born as a “toy” for
Computer Science researchers led to actual malicious behaviors suggests that
other types of cheating may arise, including the creation of false reviews: this
consideration is indeed the main motivation of our work.

Our work proposes a corpus-based NLG method. Corpus-based methods aim
at training text generation rules automatically from text examples of the desired
text generator output. An example of corpus-based method applied to text gen-
eration in dialogue is the work in [20]. The cited work proposes a class-based
n-gram language model (LM) that improves over template-based and rule-based
text generation systems. Belz [21] proposes a corpus-based probabilistic genera-
tion methodology and apply it to the automatic generation of weather forecast
texts. The work in [22] assesses a new model for NLG in dialogue systems by
maximizing the expected reward using reinforcement learning.
1 http://pdos.csail.mit.edu/scigen/.

http://pdos.csail.mit.edu/scigen/


22 A. Bartoli et al.

A different approach to NLG is based on Artificial Neural Networks (ANN).
Kukich [23] implemented a stock reporter system where text generation is done
at phrase level using an ANN-based approach. A recent work demonstrated the
effectiveness of Recurrent Neural Networks (RNN) for natural language gen-
eration at character level [24]. A variant of RNN, Long Short-Term Memory
(LSTM) [25], proved its ability to generate characters sequences with long-range
structure [26]. The authors of [27] showed the ability of a LSTM framework to
automatically generate rap lyrics tailored to the style of a given rapper. Zhang
and Lapta [28] proposed an RNN-based work for generating Chinese poetry.
Beyond unbounded text generation, LSTM for NLG has also been used in the
generation of image descriptions [29–31] and in the generation of descriptive
captions for video sequences [32].

All the generative methods based on neural networks require a huge amount
of learning data, usually orders of magnitude more than the amount of data that
we could find in our scenario (i.e., scientific reviews). Methods for data augmen-
tation capable of decreasing the amount of learning data required for training a
neural network effectively certainly deserve investigation in our context [33].

3 Our Approach

The problem consists in generating, given a paper a and an overall recommen-
dation o ∈ {accept,neutral, reject}, a review r which (i) appears as generated
by a human (ii) for the paper a and (iii) which expresses a recommendation o
for a. In our work, we assume that the paper a is a plain text which consists of
the concatenation of the paper title, abstract and main content.

Our method requires a set R of real paper reviews, i.e., each review r ∈ R
has been written by humans. We pre-process each review in R as follows: (i) we
split the document in a sequence {t1, t2, . . . } of tokens according to the Penn-
Treebank procedure; (ii) we execute a Named-entity Recognition (NER)2 [34] on
the token sequence; and (iii) we execute a Part-of-Speech (POS) annotation3 [35]
on the token sequence; finally (iv) we classify each token in {t1, t2, . . . } as being
or not being a specific term, according to an heuristic procedure (see below).

When generating a review for a paper a with a specified recommendation o,
our method performs 3 steps, described below in full detail: (i) it builds a set S
of sentences from reviews in R and replaces each specific term in each sentence
with a specific term of a; (ii) it removes from S the sentences which express a
sentiment which is not consistent with o; (iii) it reorders and concatenates the
sentences in S obtaining a review for a.

Specific terms identification. With this procedure, we aim at identify the spe-
cific terms of a document d—i.e., those terms which are relevant to d. To this
end, we defined a simple heuristic. Let {t1, t2, . . . } the sequence of tokens for
d, where each token has been annotated with NER and POS taggers. A token
2 http://nlp.stanford.edu/software/CRF-NER.shtml.
3 http://nlp.stanford.edu/software/tagger.shtml.

http://nlp.stanford.edu/software/CRF-NER.shtml
http://nlp.stanford.edu/software/tagger.shtml
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t ∈ {t1, t2, . . . } is a specific term if it meets all the following criteria: (i) t has been
annotated as a noun (NN) or as an adjective (JJ); (ii) the length in characters of
t is at least 2; (iii) t contains at least one letter.

Specific terms replacement. In this step, we aim at constructing a set S of review
sentences tailored to a. To this end, we proceed as follows, starting with S = ∅.
For each review r ∈ R, we split the review in a set Sr of sentences. We obtain
(according to the procedure described above) the set W ′

a of specific terms of a,
retrieve the set W ′

r of specific terms of r, and set Wa = W ′
a \ W ′

r and Wr =
W ′

r \W ′
a. Then, for each sentence sr ∈ Sr, we generate a random mapping from

items in the set W s
r of specific terms of Wr which occur in sr to items in Wa such

that: (a) each item in W s
r is mapped to exactly one item in Wa, (b) no items in

W s
r exist such that they are mapped to the same item in Wa, and (c) for each

item ws
r mapped to an item wa, the POS and NER annotations of ws

r are the
same of respective annotations of wa. If such mapping is possible, we replace
each occurrence of a term of W s

r in sr with the mapped term in Wa and add the
modified sentence to S; otherwise, we proceed to the next sentence.

In other words, after this procedure, S contains all the suitable sentences
generated by iterating the term replacement procedure for all the reviews in R.

Sentiment analysis. In this step, we aim at selecting the sentences of S which
express a sentiment consistent with the specified overall recommendation o. To
this end, we apply a pre-trained Naive Bayes sentiment classifier4 [36] to each
sentence s ∈ S, basing on the assumption that a positive sentiment can be
associated with an accept recommendation, a negative sentiment with a reject
recommendation, and a neutral sentiment with a neutral recommendation.

After the application of the sentiment classifier, we retain in S only the
sentences for which the outcome is consistent with o.

Sentences reordering. In this step, we aim at generating the final output of
our method (the automatically generated review) by selecting, reordering, and
concatenating a subset of sentences of S. The rationale for the selection and
reordering is to obtain a review (a) whose length is realistic, w.r.t. a typical
review, and (b) which has an overall structure which resembles a typical review—
e.g., an opening sentence, some considerations, a conclusive remark.

Concerning the reordering, we based on the assumption that sentences may
be classified as suitable for opening part, central content, and closing part.
Accordingly, we built a classifier which takes as input a single sentence and
outputs a label in {opening, central, closing}. We took the general purpose text
classifier based on maximum entropy5 described in [37] and trained it using all
the sentences of the reviews in R, which we automatically labeled as follows: if
the sentence was the first sentence in its review, we associated it with the label
opening; otherwise, if it was the last sentence, we associated it with closing;
otherwise, we associated it with central.
4 http://sentiment.vivekn.com.
5 http://nlp.stanford.edu/software/classifier.shtml.

http://sentiment.vivekn.com
http://nlp.stanford.edu/software/classifier.shtml
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When generating a review, we apply the classifier to each sentence in S
and then randomly select 1 opening sentence, 3 central sentences, and 1 closing
sentence. Finally, we concatenate those 5 sentences and obtain the review for a.

4 Experimental Evaluation

We performed two experimental evaluations involving human subjects for assess-
ing our proposed method ability to generate reviews which (a) look like as they
have been written by real human reviewers for the specified paper, and (b) can
affect the decision about accepting or rejecting the specified paper. That is, we
performed an intrinsic evaluation and an extrinsic evaluation, respectively.

We built a dataset composed of 48 papers and 168 reviews, which we obtained
from the F1000Research, Elifescience, Openreview and PeerJ web sites—which
publish reviews of accepted papers along with corresponding full texts—and from
our lab publication records; we used the reviews of the dataset as the set R while
running our method. Moreover, for the purpose of performing our evaluations,
we associated an overall recommendation (i.e., a label in {accept,neutral, reject}
with each review in the dataset. Since the sources we considered vary in the way,
if any, they classify reviews according to overall recommendation, we proceeded
as follows. If a review was explicitly associated with an overall recommendation
by its author, we associated it with the suitable label—e.g., positive recom-
mendations to accept, negative recommendations to reject, and all the other
recommendations to neutral. Otherwise, if a review was not explicitly associated
with an overall recommendation, we considered the outcome of the publishing
process which, for published papers, was always acceptance.

In order to provide a comparison baseline for our review generation method,
we designed and built a simple baseline generation method based on Markov
chains. To this end, we trained a second order Markov chain, operating on tokens,
on all the reviews in the dataset: before the training, we added a special token tend
at the end of each review. When generating a review with the baseline method,
the specified paper a and the overall recommendation o are not considered and
the following steps are performed. First, a review in the dataset is randomly
chosen and its first two tokens are fed into the Markov chain generative model.
Then, the generative model is run until the token tend is obtained. Finally, the
output is obtained by concatenating all the generated tokens.

In our experimentation, we involved a number of human subjects, who were
asked to examine the generated reviews and then to answer some questions. In
order to gain more insights about our method effectiveness, we grouped the sub-
jects according to their presumed familiarity with scholarly publishing, resulting
in 3 classes. The experienced class is composed of professors, PhD student, and
postdocs; the intermediate class is composed of undergraduate students; the
novice class is composed of all the remaining subjects (who were anyway suffi-
ciently proficient with English).
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4.1 Intrinsic Evaluation

In the intrinsic evaluation, we built a number of forms, each showing the title of
a paper a randomly chosen from our dataset and a set of 10 reviews randomly
sampled for the following sets: (a) the real reviews in the dataset actually related
to a, (b) the real reviews in the dataset not related to a, (c) a set of reviews
generated using the baseline method, and (d) a set of reviews generated using
our method with a and a random overall recommendation o as input. Since the
size in characters of the real reviews can widely vary, we limited the number of
sentences presented to the subject to 5, as for our generated reviews, randomly
sampled from the corresponding reviews while maintaining the original ordering.
We asked the subject to say, for each review in the form, if “it appeared as
a genuine review written by a human reviewer for the paper with the shown
title”. We gathered results from 16 subjects—5 novice, 3 intermediate, and 8
experienced.

Figure 1 shows the key findings of the intrinsic evaluation: the figure plots
the percentage of positive answers (on the y axis) to the form questions for each
kind of review (bar group) and for each class of subjects (bar fill pattern). It can
be seen that our method generates reviews that are considered as written by a
human in almost one case on three—the figure being greater for novice subjects
an smaller for experienced subjects. Moreover, the deceiving ability is larger than
the baseline: approximately 30% vs. 10%. Concerning the real reviews, Fig. 1
shows that, as expected, they are properly recognized ≈85 % of the times: this
finding suggests that the truncation of real reviews does not severely affect their
appearance.

Baseline Our methodReal-relatedReal-unrelated

0

50

100

%

Experienced

Intermediate

Novice

Overall

Fig. 1. Percentage of reviews considered as written by a human for the specified paper.

4.2 Extrinsic Evaluation

In the extrinsic evaluation, we built a number of forms, each showing the title
of a paper a randomly chosen from our dataset and a set of 3 reviews randomly
sampled for the sets described at points a, b, and d in the previous section. Real
reviews were possibly limited in length as in the intrinsic evaluation. The form
also showed, next to each review, the corresponding overall recommendation. We
asked the subject to answer the following two questions: 1. “basing on these 3
reviews, would you recommend to accept or reject the paper?”; 2. “while taking
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your decision, in which order the 3 reviews influenced you?” We gathered results
from 13 subjects—3 novice, 3 intermediate, and 7 experienced.

Table 1 summarizes the key findings of the extrinsic evaluation. In the left
portion the table shows, for each subject class and for all the subjects, the num-
ber of forms in which at least a real and a generated reviews were discordant
w.r.t. the recommendation (Discordant column), the number of discordant forms
for which the subject took a decision in line with the generated reviews (and
hence against the real reviews, Subverted column), and the ratio among Sub-
verted and Discordant. In the right portion it shows the number of forms, for
each kind of reviews, in which a review of the corresponding type were stated
to be the most influencing by the subject; moreover it shows the percentage of
forms in which the generated reviews were stated to be the most influencing.

Table 1. Results of the extrinsic evaluation (see text).

Subject class Subverted Discordant % Our method Original Others %

Experienced 4 16 25.0 10 21 4 28.6

Intermediate 4 15 26.7 11 18 14 25.6

Novice 5 21 23.8 11 25 9 24.4

Overall 13 52 25.0 32 64 27 26.0

The most interesting, and somewhat surprising, finding is that in the 25% of
cases the decision of an experienced subject agreed with the generated reviews
and disagreed with the real reviews: from another point of view, through a
generated review we were able to manipulate the outcome of the (simulated)
peer review process. Table 1 also shows that, in 26% of cases, a generated review
was stated to be the most influencing by the subjects.

5 Conclusions

We proposed a method for the automatic generation of scientific reviews. The
method is able to generate a review of a given research paper with a specified
overall recommendation. To this end, it performs multiple steps aimed at gener-
ating reviews which resemble human written reviews and hence might potentially
induce the reader to accept or reject the reviewed paper.

A key contribution of our work is the experimental evaluation, which involved
16 human subjects. The results show that in ≈30 % of cases a generated review is
considered genuine by the human subjects; moreover, in about 1 among 4 cases,
we were able to manipulate the outcome of a (simulated) peer review process
through generated reviews which we mixed with genuine reviews.

Beyond these promising results, our proposal needs further investigation and,
in this respect, we plan to compare it with other NLG methods, such as ANN,
for which, however, a much larger amount of data need to be collected. Finally,
it could be interesting to investigate if and how an ontology can improve the
review generation process.
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neural network based language model. In: INTERSPEECH, vol. 2, p. 3 (2010)

25. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

26. Graves, A.: Generating sequences with recurrent neural networks (2013). arXiv
preprint: arXiv:1308.0850

27. Potash, P., Romanov, A., Rumshisky, A.: Ghostwriter: using an LSTM for auto-
matic RAP lyric generation, pp. 1919–1924 (2015)

28. Zhang, X., Lapata, M.: Chinese poetry generation with recurrent neural networks.
In: EMNLP, pp. 670–680 (2014)

29. Karpathy, A., Fei-Fei, L.: Deep visual-semantic alignments for generating image
descriptions. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3128–3137 (2015)

30. Mao, J., Xu, W., Yang, Y., Wang, J., Huang, Z., Yuille, A.: Deep captioning
with multimodal recurrent neural networks (m-RNN) (2014). arXiv preprint:
arXiv:1412.6632

31. Vinyals, O., Toshev, A., Bengio, S., Erhan, D.: Show and tell: a neural image
caption generator. In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pp. 3156–3164 (2015)

32. Venugopalan, S., Xu, H., Donahue, J., Rohrbach, M., Mooney, R., Saenko, K.:
Translating videos to natural language using deep recurrent neural networks (2014).
arXiv preprint: arXiv:1412.4729

33. Chatfield, K., Simonyan, K., Vedaldi, A., Zisserman, A.: Return of the devil
in the details: Delving deep into convolutional nets (2014). arXiv preprint:
arXiv:1405.3531

34. Finkel, J.R., Grenager, T., Manning, C.: Incorporating non-local information into
information extraction systems by gibbs sampling. In: Proceedings of the 43rd
Annual Meeting on Association for Computational Linguistics, pp. 363–370. Asso-
ciation for Computational Linguistics (2005)

35. Toutanova, K., Klein, D., Manning, C.D., Singer, Y.: Feature-rich part-of-speech
tagging with a cyclic dependency network. In: Proceedings of the 2003 Conference
of the North American Chapter of the Association for Computational Linguistics on
Human Language Technology, vol. 1, pp. 173–180. Association for Computational
Linguistics (2003)

36. Narayanan, V., Arora, I., Bhatia, A.: Fast and accurate sentiment classification
using an enhanced Naive Bayes model. In: Yin, H., Tang, K., Gao, Y., Klawonn,
F., Lee, M., Weise, T., Li, B., Yao, X. (eds.) IDEAL 2013. LNCS, vol. 8206, pp.
194–201. Springer, Heidelberg (2013)

37. Manning, C., Klein, D.: Optimization, maxent models, and conditional estima-
tion without magic. In: Proceedings of the 2003 Conference of the North Amer-
ican Chapter of the Association for Computational Linguistics on Human Lan-
guage Technology: Tutorials, vol. 5, p. 8. Association for Computational Linguistics
(2003)

http://arxiv.org/abs/1308.0850
http://arxiv.org/abs/1412.6632
http://arxiv.org/abs/1412.4729
http://arxiv.org/abs/1405.3531


Generic UIs for Requesting Complex
Products Within Distributed Market Spaces

in the Internet of Everything

Michael Hitz1(B), Mirjana Radonjic-Simic2, Julian Reichwald2,
and Dennis Pfisterer3

1 Baden-Wuerttemberg Cooperative State University Stuttgart, Stuttgart, Germany
michael.hitz@dhbw-stuttgart.de

2 Baden-Wuerttemberg Cooperative State University Mannheim,
Mannheim, Germany

{mirjana.radonjic-simic,julian.reichwald}@dhbw-mannheim.de
3 Institute of Telematics, University of Lübeck, Lübeck, Germany
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Abstract. Distributed Market Spaces (DMS), refer to an exchange envi-
ronment in emerging Internet of Everything, that supports users in mak-
ing transactions of complex products; a novel type of products made up
of different products and/or services that can be customized to better fit
the individual context of the user. In order to express their demand for
a particular complex product in a way that is interpretable by the DMS,
users need flexible User Interfaces (UIs) that allow context-focused data
collection related to the complexity of the user’s demand. This paper pro-
poses a concept for generic UIs that enables users to compose their own
UIs for requesting complex products, by combining existing UI descrip-
tions for different parts of the particular complex product, as well as to
share and improve UI descriptions among other users within the markets.

Keywords: Automatic user interface generation · Semantic web · Inter-
net of Everything · User Interface Ontologies · Commercial exchange ·
Distributed Market Spaces · Complex products

1 Introduction

Emerging Internet of Everything (IoE) is opening up new opportunities for com-
mercial exchange, giving the rise to novel types of products and services. Due to
the increased interconnectivity of its participants (companies, institutions, indi-
viduals) on one hand and processes, data and things on the other [3], the IoE
is enabling exchange environments, where products and services are customized
and compound, as they are made up of many components provided by different
suppliers [6]. Furthermore, these products and services can be orchestrated in
complex products (i.e., an arbitrary combinations of individual products and/or
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services) and customized in a way to consider the unique conditions determined
by the user’s context. As such, complex products can better fit the individual
needs of the users, thus, create richer consumer experiences that have not been
possible before.

Contemporary solutions for commercial exchange are mostly focused on avail-
ability of individual products and services within their domain boundaries, or
certain pre-defined combination of them traditionally bought together, however,
are limited in their ability to support complex products, which need to ful-
fill particular user-defined criteria, going beyond the existing product/service
descriptions. Consider the simple use case of booking a flight, hotel, rental car
and guided tour. While already feasible today, it is a complex task to solve
in order to fulfill different constraints (e.g., place, time, price, personal prefer-
ences). It can get exceptionally complex if many auxiliary conditions or products
are involved. To make informed decisions, users need to know where and how
to find viable product and/or service offers i.e., to engage search engines, visit
diverse online platforms, shops, etc. while confronting with plenty of different
user interfaces, search/selection criteria and representations of product/service
description. After finding viable offers, users must compare, aggregate and infer
all relevant information, considering the particular user context. The complexity
of above mentioned activities and related user involvement lead to the adverse
selection [2] i.e., choosing good enough, instead of optimal products/services,
and increases the transaction costs (i.e., the buyers’ costs to acquire information
about seller prices and product offerings).

Distributed Market Spaces (DMS) proposed by [18], refers to a IoE exchange
environment that supports market participants (i.e., consumers and producers)
in making (distributed) transactions for complex products. But, to build a com-
plex product requests on their own, the users need an alternative to express their
demand for a particular complex product, in a way, that is interpretable by the
DMS. Therefore, flexible user interfaces are needed to allow data collection of
an arbitrary combination of the products and/or services, fulfilling user-defined
criteria and spanning over different product/service domains related to the com-
plexity of the user’s demand.

In this paper, we propose a concept for generic user interfaces (UIs) for
requesting complex products within Distributed Market Spaces in the Internet of
Everything – a concept that alleviates the effects of adverse selection by support-
ing the users crafting complex product requests in a seamless manner; a manner
of enabling users to:

– compose a new, customized UI for requesting a complex product in a partic-
ular user-defined context, by combining existing UI descriptions for different
parts of the complex product, which can be rendered for different platforms /
technical contexts (e.g., mobile or webbased apps)

– create a request for complex products interpretable by the DMS and
– share and improve UIs for complex products within markets.

This paper is organized as follows: First, Sect. 2 describes the setting in which
our proposed concept is applied and defines the main requirements. Next, Sect. 3
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presents the architecture and functional structure of the proposed solution, fol-
lowed by a demonstrator implementation in Sect. 4. Thereafter, Sect. 5 discusses
on related work and Sect. 6 concludes the paper with a summary and outlook.

2 Motivation and Background

In the following, we briefly describe the setting, i.e., the context in which the
proposed concept of generic UIs is applied. Afterwards, we define the overall
objectives and consider these as the requirements for the demonstrator imple-
mentation, as shown later in Sect. 4.

2.1 The Application Context

Distributed Market Spaces (DMS) [18], refers to a model of commercial exchange
that supports market participants in making distributed transactions of complex
products. Figure 1 illustrates the conceptual structure of the DMS, showing the
involved parties, their roles and relationships on the left, and on the right, the
DMS functional structure with its components and high-level interfaces, repre-
sented through the sets of exchanging messages, required to support the inter-
actions along involved parties.
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Fig. 1. Conceptual structure of the DMS.

As shown in Fig. 1a, the DMS is used by peers, i.e., potential transaction
partners defined by their intention; buyers are peers intending to buy complex
products while sellers are peers intending to sell products and/or services. Peers
connect to one or more independent market spaces (MS) and multiple of these
market spaces form the Distributed Market Spaces (DMS). A peer may offer
products and services on one or more market spaces (e.g., Peer2 offers product
P1 and service S2) as well as, request a complex product by sending the request to
one or more market spaces (e.g., Peer2 also requests the complex product CP1).
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The peer interface component (user application), as shown in Fig. 1b, is split
into two parts: a seller and a buyer side. In this paper, we focus on the user
application buyer side, which is responsible to: transform a user’s intention into
a complex product request, distribute these requests to multiple market spaces,
receive (partial) complex product offers and re-combine them into multiple com-
plete complex product proposals, rank them according to the buyer’s context
and requirements, as well as to coordinate the distributed buying transaction.
The user application is therefore comprised of the CPR Builder, Coordinator,
the (De-) Composer and Ranking component.

The proposed concept of generic UIs is applied in the context of Complex
Product Request Builder, CPR Builder component highlighted blue (Fig. 1b).

2.2 Overall Objectives

The main task of the CPR Builder as a component of the user application, is
to transform a user’s intention into a complex product request, which can be
distributed to one/multiple market spaces within the DMS.

For the generic UIs concept to be implemented in context of the CPR Builder,
following two basic prerequisites need to be assumed. First, in order to be able to
match the incoming requests with the available offerings, the market space needs
to understand the semantics of the product/service offerings (i.e., ‘supply seman-
tics’). Second, it needs to understand the semantics of the different requests,
provided by the user as a complex product request (i.e., ‘demand semantics’).

As to [18], the DMS supports the ‘supply semantics’ using a domain-agnostic
database, containing the information about registered sellers, as well as the
description of available products and services they can potentially offer, encoded
in RDF [24].

The challenge at this point, is the possible gap between the product/service
descriptions provided by the supply-side and the demand descriptions requested
by the demand-side. That is, because the data to describe a complex request
is usually different from the data contained in the product/service descriptions.
For example, a product description usually contains a price tag for one unit – a
demand usually contains a price range. A more complex example is the gener-
alisation of the demand: a product description could be a specific offering for a
Ticket for the musical ‘Chicago’ – a general demand for a concert could be ‘all
musicals and rock concerts’ that somehow are related to ‘Chicago’. Given that, it
is not always possible to use the product/service description data as a blueprint
for the demand requests. Therefore, the DMS uses dedicated demand descrip-
tions, defining the demand in a way, that can be mapped to the descriptions of
the offerings.

As the main purpose of the CPR Builder is to enable users to craft complex
product requests in a seamless manner, the potential buyers should be able to
combine different product/service requests into a single complex product request,
hence to compose a specific UI variant that:
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– is tailored to their demand for a particular complex product – i.e., an arbitrary
combination of products and/or services, e.g., a flight, hotel, rental car and
tickets for the events at the destination,

– supports the context-information defined by the user, i.e., user’s preferences
and criteria e.g., a ticket for a certain musical vs. more general proposal for
events like theater, concert or ship cruise, and

– produces output in the form of a request for complex product interpretable
by the DMS.

Composing a specific UI variant includes finding, selecting and combining
existing UI descriptions for the different parts of the complex products, while
considering the user’s preferences in terms of the generalisation (e.g., concert vs.
general event planning) or granularity (e.g., less questions vs. detailed specifica-
tion depending on the user’s context). Hence, we can detail this overall objective
into following functional requirements:

R1 : Different UI descriptions for the same demand request supplying different
questions based on the user’s preference for more/less specific questions.

R2 : Different UI descriptions containing demands for multiple products to allow
context-focussed interfaces.

R3 : Composition of different UI descriptions into a single UI description for
the particular complex product request

Having outlined the main prerequisites and requirements, in following, we
use them as the rationale for the conceptualisation of the overall solution.

3 Proposed Solution

As an explanation of the proposed solution, in this section, we first introduce
the foundations and core elements, followed by the functional aspects and more
detailed description of the inner workings.

3.1 Overview - Generic UIs for Complex Product Requests

The proposed solution extends the DMS concept, outlined in Sect. 2.1, by
enabling users to craft complex product requests. It uses the Complex Prod-
uct Builder to combine individual UIs and generate complex product requests
from the collected data. For the automatic generation of the involved UIs, the
solution builds on the results of the mimesis project [10] and extensions that
map the approach to ontological descriptions [11].

In the proposed solution of generic UIs, we use Semantic Web technologies
as they provide the necessary mechanisms to get a rich description of the data
involved and incorporate techniques for reasoning on that data. The foundation
of the proposed solution is built on ontologies describing different views of the
participants (demand-, DMS- and supply-side) and ontological descriptions for
the UIs to meet the requirements R1,R2 and R3 (cf. Sect. 2.2).
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Fig. 2. Core elements of the solution architecture.

Figure 2 shows the core elements of the proposed solution. The central com-
ponent is the Complex Product Builder, that orchestrates the generation of
the UI. It allows the selection of UI descriptions, the generation of their concrete
UIs, aggregation into a single UI (similar to ‘mesh-up’ approaches [16], though
using generated content) and building of a complex product request based on
the data entered by the user.

A Supply Ontology (SO) is used by the peers (seller side) to describe
product instances on which market spaces within the DMS can operate. To
describe the demand for a product/service, a Demand Ontology (DO) is
used; it defines the possible request data to be specified by the peers (buyer
side) and thus, can be interpreted by the market spaces. Finally, User Interface
Description Ontologies (UIO) describe the UI variants based on the data to
be collected. These are used to build the concrete UI and to generate output,
that corresponds to the related demand ontologies.

The following Sect. 3.2, outlines the functional structure of the solution
needed to fulfil defined requirements (R1, R2, R3), followed by Sect. 3.3, that
provides a detailed description of the ontologies, used in this solution – espe-
cially focussing the UIO and its mapping to the DO.

3.2 Functional View - Processing Complex Product Demands

The workflow for building a complex product request starts with the buyer
aggregating the UI for a specific complex product need. As shown in Fig. 2
(Step 1), the buyer selects suitable, task related UI descriptions provided by a
UI Description Repository – e.g., a search engine collecting UI descriptions
for demands on the Internet, or a repository of community-rated UI descriptions
(which usually were manually or semi-automatically crafted based on the related
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DOs). The result of this step, is a collection of user-selected, context-related UI
descriptions to be presented to the user by the CPR Builder.

The collection of UI descriptions is sent to the generic UI Builder com-
ponent, that generates the final UIs based on that descriptions and returns the
results. The components are aggregated by the CPR Builder into a single UI
and are presented to the user (Steps 2 and 3). When the user finished entering
data, the data for each UI component is mapped to instances of the correspond-
ing DO (Steps 4 and 5). The information on how the data elements relate to
DO elements is part of the UIO (cf. Sect. 3.3). The resulting DO instances are
aggregated into one complex product request, that is enriched with context data
and thus, as shown in Step 6, ready for further processing.

3.3 Information View - Ontologies in Detail

Supply Ontology (SO): The Supply Ontology is the common vocabulary to
describe products/services provided by a seller. As in [18], this enables a mar-
ket space to process product/service data and clearly determines the data and
semantics that can be used for a certain product/service instance description.
A simple product instance is shown in Listing 1.1 as an example. It describes
a ticket offer for the musical ‘Chicago’ at the ‘Alte Oper Frankfurt’ [18] using
existing ontologies GoodRelations1 and Ticket ontology2.

Listing 1.1. Exemplary description of a offering.

1PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
2PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
3PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>
4PREFIX gr: <http://purl.org/goodrelations/v1#>
5PREFIX tio: <http://purl.org/tio/ns#>
6PREFIX dms: <http://www.itm.uni-luebeck.de/dms/#>
7
8dms:ticket1 a tio:TicketPlaceholder ;
9rdfs:label "Ticket�for�Chicago�Musical�at�Alte�Oper�Frankfurt"@en ;
10tio:accessTo <http://data.linkedevents.org/event/chicagomusical > .
11dms:TRIO Tickets ltd. gr:offers dms:PSO1 .
12dms:PSO1 a gr:Offering ;
13gr:name "Ticket�for�Chicago�Musical"@en ;
14gr:description "The�#1�American�Musical�in�Broadway�History:Chicago�at�Alte

�Oper�Frankfurt"@en ;
15gr:includes dms:ticket1 ;
16gr:hasBusinessFunction gr:Sell ;
17gr:hasPriceSpecification
18[ a gr:UnitPriceSpecification ;
19gr:hasCurrency "USD"@en ;
20gr:hasCurrencyValue "49.50"ˆˆxsd:float ;
21gr:validThrough "2016-09-26T23:59:59"ˆˆxsd:dateTime ] .

Demand Ontology (DO): The Demand Ontology is closely related to the
Supply Ontology and defines the data that can be used to describe the demand
for a certain product (e.g., concert ticket) or product category (e.g., ticketing
1 http://www.heppnetz.de/projects/goodrelations/.
2 http://www.heppnetz.de/ontologies/tio/ns.

http://www.heppnetz.de/projects/goodrelations/
http://www.heppnetz.de/ontologies/tio/ns
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Listing 1.2. Example of a request for a ticket.

1@prefix : <http://mimesis.solutions/products/concert/individuals#> .
2@prefix ... owl: rdf: xml: xsd: rdfs:
3@prefix gr: <http://purl.org/goodrelations/v1#>
4@prefix tio: <http://purl.org/tio/ns#>
5@prefix tido: <http://demandontologies.org/ticketdemands#>
6@base <http://mimesis.solutions/products/concert/individuals > .
7
8### http://mimesis.solutions/products/concert/individuals#_i1462530726859
9:_i1462530726859 rdf:type owl:NamedIndividual ;
10:concertdata :ticketrequest_i1462530726859 .
11
12### http://mimesis.solutions/products/concert/individuals#

ticketrequest_i1462530726859
13:ticketrequest_i1462530726859 rdf:type <tido:TicketRequest > ,
14owl:NamedIndividual ;
15gr:name "Chicago" ;
16tido:eventcategory "musical|rockconcert"ˆˆ<tido:eventcategorylist > ;
17gr:hasPriceSpecification :hasPriceSpecification_i1462530726859 .
18
19### http://mimesis.solutions/products/concert/individuals#

hasPriceSpecification_i1462530726859
20:hasPriceSpecification_i1462530726859 rdf:type <gr:UnitPriceSpecification > ,
21owl:NamedIndividual ;
22gr:hasMaxCurrencyValue "35"ˆˆ<xsd:float> .

in general). The DO describes the maximum of requestable information, thus,
what the market space is able to understand and handle regarding the questions
related to the corresponding Supply Ontology. Listing 1.2 shows an example of a
request following a DO for event tickets. It describes a demand for a ticket for a
musical or rock concert with a name containing ‘Chicago’ (could be the musical
or the band).

Although, the DO is related to a corresponding SO (here the Ticket
Ontology), it extends the elements with request-related extensions (e.g.,
tiod:eventcategory ; for a more general demand for event categories, or the use of
gr:hasMaxCurrencyValue for specifying a maximum price for a ticket.

User Interface Description Ontologies (UIO): A set of User Interface
Description Ontologies is used to describe the possible UIs for the buyer side.
A UIO describes the UI for a specific dialog variant by describing the data
to be collected in sufficient detail. It contains all necessary information needed
to (1) derive a User Interface and (2) to relate the collected data to a demand
instance specified by Demand Ontologies.

For the description of UIs we apply the approach of the mimesis project
introduced in [10] and its application onto ontologies [11]. The basic idea of the
approach is to define a model of the data processed/collected by the application
and derive UIs for different platforms and user contexts from this model. For this
purpose, the basic data model is enriched with information needed to derive UIs:
this includes structural information (e.g., type restrictions, grouping, sequence
of elements) and behavioural information (e.g., visibility rules, reactions to the
changes, validations to perform). The resulting model is data centric, technology
agnostic and can be used to derive UIs for different kinds of platforms and
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contexts of use (e.g., mobile apps, web based-, rich client- or speech based UIs).
Further details of the approach can be found in [10].

The idea of the mimesis approach – to describe the semantics of the data
in more detail – additionally allows to add information for each element on
how it is to be mapped to elements defined within a DO. Using that
information an instance (individual) of the UIO containing the user input can
be used to generate a corresponding instance of the DO as resulting output.

The approach is suitable to meet the requirements R1, R2 and R3 listed in
Sect. 2.2. To achieve that, ontological descriptions of the UI for different product
demands are used. These contain:

– a description of the data with UI specific enhancements, as defined in
mimesis for the derivation of UIs (as proposed in [11]) and

– the information for the mapping of that data onto DO instances, needed
to produce the demand requests.

Hereby, different UI variants for a demand can be defined, that might contain
different questions depending on the user’s context (cf. R1). Since the mapping
information contained in the UI description can reference arbitrary ontologies,
it is also possible to provide UIs containing questions spanning different DOs
(cf. R3). The approach is also capable to address requirement R3: the CPR
Builder is able to choose a set of different UIOs as building blocks from which
an aggregated UI can be presented to the user.

Figure 3a shows a possible variant for a UI relating to the above example
DO instance, in Listing 1.2. The UI for a concert demand contains two groups
of questions (Details for title or genre and Price range). It illustrates, that
the relation to the DO is not one-to-one. For example, the data are grouped
differently and there is no currency selectable (which is already set by the CPR
Builder from the user’s context data). Additionally, there is a value restriction

Fig. 3. UI and its structure.
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Listing 1.3. Basic User Interface Ontology for a concert demand (excerpt).

1@prefix : <http://mimesis.solutions/products/concert#> .
2@prefix owl: rdf: xsd: rdfs:
3@prefix mdt: <http://mimesis.solutions/datatypes#>.
4@prefix man: <http://mimesis.solutions/annotations#>
5@base <http://mimesis.solutions/products/concert> .
6<http://mimesis.solutions/products/concert> rdf:type owl:Ontology .
7
8########### Classes ##########
9:Concertdata rdf:type owl:Class .
10:Concertdetails rdf:type owl:Class .
11:Pricerange rdf:type owl:Class .
12...
13########### Object Properties ##########
14:Concertdata.concertdetails rdf:type owl:FunctionalProperty , owl:

ObjectProperty ;
15rdfs:domain :Concertdata ; rdfs:range :Concertdetails .
16:Concertdata.pricerange rdf:type owl:FunctionalProperty ,owl:ObjectProperty ;
17rdfs:domain :Concertdata ; rdfs:range :Pricerange .
18...
19########### Data properties ##########
20:Concertdetails.concertcategory rdf:type owl:DatatypeProperty , ... ;
21rdfs:range mdt:manyOfMany ; rdfs:domain :Concertdetails .
22:Concertdetails.name rdf:type owl:DatatypeProperty , owl:FunctionalProperty ;
23rdfs:range xsd:text ; rdfs:domain :Concertdetails .
24:Pricerange.maxprice rdf:type owl:DatatypeProperty , owl:FunctionalProperty ;
25rdfs:domain :Pricerange ; rdfs:range xsd:integer .
26...

for concert category, which might be a subset of the possible values defined in
the DO.

Figure 3b shows a structural graph of the UIO for the displayed UI. The UI
consists of two groups (Pricerange and Concertdetails). These encompass the
data fields and their types (e.g., name and concertcategory) to be presented to
the user. Listing 1.3 shows an excerpt of the UIO in OWL/Turtle notation [23].

The additional information needed for the derivation of a concrete UI and
for the mapping to the Demand Ontology is shown in Listing 1.4. As this is
meta information, describing the element in more detail, mimesis uses the anno-
tation concept of OWL to specify these details. For each element (data element
or group) there exist mimesis-specific entries (e.g., the sequence of the questions
in line 3, or specific type information and restrictions in lines 4 and 5). The
mapping onto instances for DO elements is provided using annotations starting
with the prefix ‘sw:’. It contains information to which class an entity belongs
to (e.g., line 19 maps Concert.concertdata to a tiod:TicketRequest). It is defined
to which property a data element maps, which type it has and to which indi-
vidual it belongs to (e.g., lines 6–8 map Concertdetails.concertcategory to the
type tiod:eventcategorylist and assigns it to the ticketrequest instance using the
property name tiod:eventcategory). Given that information a demand instance,
following the DO as shown in Listing 1.2, can be generated in combination with
the instance data gathered by the UI.

4 Demonstrator

As a proof of the concept, we built a demonstrator that implements the proposed
approach for aggregating the UIs for a complex product request and matching
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Listing 1.4. Additional UI and DO related Data for a concert demand.

1
2########### Annotations ###########
3:Concertdetails.concertcategory man:sequence "2" ;
4man:type "manyOfMany" ;
5man:restrictedTo >"musical|classical|rock|jazz|all" ;
6man:swForIndividual "ticketrequest" ;
7man:swProperty "tiod:eventcategory" ;
8man:swType "tiod:eventcategorylist" .
9:Concertdetails.name man:sequence "1" ;
10man:swProperty "gr:name" ;
11man:swType "gr:name" ;
12man:swForIndividual "ticketrequest" .
13:Concertdata.pricerange man:sequence "2" ;
14man:swClass "gr:UnitPriceSpecification" ;
15man:swProperty "gr:hasPriceSpecification" ;
16man:swIndividual "hasPriceSpecification" ;
17man:swForIndividual "ticketrequest" .
18:Concert.concertdata man:sequence "0" ;
19man:swClass "TicketRequest" ;
20man:swIndividual "ticketrequest" .
21:Pricerange.maxprice man:sequence "1" ;
22man:initialValue "30" ;
23man:unit "EUR" ;
24man:swProperty "gr:hasMaxCurrencyValue" ;
25man:swForIndividual "gr:hasPriceSpecification" ;
26man:type "number" ;
27man:swType "xmls:float" .
28:Concertdata.concertdetails man:sequence "1" .
29...

the collected data to a Demand Ontology. As a use case, we chose ‘organising
a city trip’ which includes the planning of events, transportation and overnight
stays. The buyer should be able to select the desired components for his trip,
and enter the required demand information for each component. As the final
step of the demonstrator, the collected data for each component is shown as an
instance of the related Demand Ontologies.

The demonstrator implements the solution architecture outlined in Sect. 3.2
and shown in Fig. 2. Its central component, the CPR Builder, is implemented as
a web application using HTML/JavaScript as a platform technology, and uses a
local repository for the management of available UI descriptions. Additionally,
the UI Builder and Ontology Mapper components are implemented as separate
Web Services, based on the work in [11].

The UI Builder Service is responsible for generating the UIs based on the UI
Description Ontologies; it accepts UIOs as input and is able to generate a final
UI for different technology platforms (here HTML/Javascript). The Ontology
Mapper Service, on the other hand, is responsible for generating a DO instance,
based on a certain UIO and corresponding user input submitted in the form of
a JSON object.

The demonstrator follows the workflow outlined in Sect. 3.2. First, the buyer
searches for product components using a google-like search facility, and selects/-
collects the components according to his preferences and requirements as shown
in Fig. 2, Step 1. An example of such a search is shown in Fig. 4a, where the user
enters ‘travel’ into the search field, and gets available components matching the
search criteria (e.g., ‘visit a concert’ of ‘rent a car’). The user selects viable com-
ponents, which are collected like products in a shopping cart (Fig. 4a). When the
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Fig. 4. Aggregating UI and entering data

user finished the selection, the corresponding UIOs of the selected components
are sent to the UI Builder Service that generates final UIs (Fig. 2, Steps 2
and 3). These are aggregated by the client application into one UI and pre-
sented to the user for input. The aggregation of the UI based on the selected
components is shown in Fig. 4b.

After having entered the demand data for each component, the CPR Builder
sends the collected data along with the corresponding UIO to the Ontology
Mapper Service, which is responsible for mapping the collected data to the
DO according to the information contained in the UIO, and returns an instance
of the DO (Fig. 2, Steps 4 and 5). The results of this step are finally displayed
by the demonstrator for each component as shown in Fig. 4c. In a further step
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(not part of the demonstrator) these DO instances can be aggregated into one
complex demand and processed by the CPR Builder, as described in Sect. 2.1.

Summarizing, the demonstrator shows that it is basically possible to dynam-
ically generate UIs for complex products, satisfying the requirements defined in
Sect. 2.2. Users can be enabled to choose the UIs they want/need and combine
them to build requests for desired complex products. These UIs may span dif-
ferent domains and can be combined to build a unified interface for the users.
Moreover, the demonstrator also underlines the advantage of using UIOs as sep-
arate descriptions; since a UIO contains all information to generate a UI, as
well as the information about how to produce instance data (understandable by
the market spaces), the UIOs are actually independent from the target system.
Therefore, they can be independently distributed and modified – as long as the
output conforms to the specified demand ontologies.

Yet, our demonstrator does not cover all functionality needed to combine
different demands in a seamless manner; currently it combines UIs for product
components as separate, self relying units – ignoring possible relations between
them. For example, it does not implement a context, which components and
their UIs may share and react to (e.g., recognizing and omitting questions, that
were already asked in other components, or pre-fill values from a global context).

5 Related Work

In this section, we provide an overview of the operational solutions, concepts
and approaches relevant to the presented work, and briefly discuss why these
are not suitable to meet the defined requirements.

Electronic marketplaces (e-marketplaces), as well-established solutions
for commercial exchange, enable only compositions of individual products/ser-
vices within their domain boundaries, or they offer pre-defined combinations of
them, which are traditionally bought together and determined by recommender
systems. Even though there exist some advanced solutions, such as, e.g., [8]
enabling the composition of individual services considering a wider set of user-
defined criteria, these are domain-specific solutions, and as such, are limited in
their capabilities to support users requesting complex products spanning over
different product/service domains related to the complexity of the user’s demand.

The Intention Economy (IE) [22], also called Project Vendor Relation-
ship Management (VRM), refers to an exchange environment that focuses on a
buyers’ intention to conduct a transaction with potential sellers (i.e., vendors).
By using VRM tools, buyers are supported to describe their needs by creating
a personal request for proposal (pRFP) and make them visible for the vendors.
Even though, the VRM tools support pRFP there is no obvious evidence that
they support composing context-focussed UIs.

Web of Needs (WoN) [14], refers to a framework for a distributed and
decentralized e-marketplace on top of the Web. WoN aims to standardize the
creation of owner proxies, which describe supply or demand, represent the inten-
tion to enter a transaction, as well as contain information of the owner needed for
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conducting the transaction [13]. Generally, WoN supports describing the user’s
need for complex products, but, if the user wants the system to process the com-
plex product, he can publish a ‘complex need’, waiting for a matching service
capable of interpreting his ‘complex need’. Given that, the effects of adverse
selection are still retained, and native support for requesting complex products
remains insufficient.

Concluding, contemporary solutions of commercial exchange are limited in
supporting users requesting complex products; approaches such as IE or WoN,
address some of the requirements, but do not represent a comprehensive solution.
Either they provide tools that need to be integrated with other solutions to be
fully usable, or they address our requirements only partly.

Next, we elaborate on the approaches focusing on automatic generation of
UIs and the different aspects of the UI generation that can be applied to our
presented work.

User Interface Description Languages (UIDL) focus mainly on the
description of concrete UIs in a technology independent way. Examples are
JavaFX [7], UIML [1], and XForms [5]. The essential idea is to model dialogs and
forms by declarative descriptions of in-/output controls and relations between
elements and behavior (e.g., visibility) within a concrete UI.

Task-/conversation based approaches describe applications by dialog
flows which are derived from task models - e.g., MARIA [17] or model conversa-
tions, like in [19,20]. They focus on a model of the dialog flows and their variants.
To generate an application frontend, the steps in a dialog flow are associated with
technology independent UI descriptions displayed to the user.

Existing ontology based approaches generally rely on the concepts of
the mentioned approaches and use ontologies to represent the information. For
instance, in analogy of UIDL approaches, Liu et al. [15] propose an ontology
driven framework to describe UIs based on concepts stored in a knowledge base.
Khushraj et al. [12] use web service descriptions to derive UI descriptions based
on a UI ontology, adding UI related information to the concept descriptions. In
analogy with task based approaches, Gaulke et al. [9] use a profiled domain model
enriched with UI related data to describe a UI and associate it with an ontology
driven task model which models the interaction. ActiveRaUL [21] combines an
UIDL with a data-centric approach and thus contributes to the generation of UIs
for arbitrary ontologies. They derive a hierarchical presentation of an ontology
and map it to an – yet simple – ontology based on the UI description.

In view of our requirements (cf. Sect. 2.2) it can be stated that the afore-
mentioned approaches are restricted mainly to the definition of UIs and dialog
flows. They do not contain concepts to associate (map) the collected data to
results of arbitrary ontology instances that might have a different structure as
in the UI. Additionally, they are restricted to the environments where a reasoner
is available at runtime to infer the dynamic behavior of UIs based on already
entered data (e.g., showing/hiding UI parts, as in [15]). This is a drawback for
environments like web-based, single-page applications, where a reasoner is not
available at runtime. Finally, UIs and task models are mostly modeled using
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a large amount of artifacts, thus, they can hardly be used to generate target-
system independent variants that differ in content, depending on the context of
use [4].

6 Conclusion and Future Work

In this paper, we proposed a concept for generic UIs that enables users requesting
complex products within DMS in the IoE. In order to express their demand
for a particular complex product, in a way, that is interpretable by the DMS,
users need flexible UIs that allow context-focused data collection related to the
complexity of the user’s demand.

In order to identify the overall objectives, which need to be supported by the
generic UIs concept, we first looked at the prerequisites and objectives derived
from the DMS as the application context. Afterwards, we operationalized these
objectives into the requirements and used them as the rationale to conceptualize
the overall solution as well as to elaborate on existing approaches and initiatives
related to the presented work. Thereafter, and in the view of these requirements,
we implemented an initial demonstration of the proposed generic UIs concept,
using an exemplary use case.

As the demonstrator shows, it is basically possible to dynamically generate
UIs for complex products where UIs may span different domains, and can be
combined to build a unified interface for the users. It also underlines the advan-
tage of using User Interface Ontologies as separate descriptions, so that they
can be independently shared and modified. However, the presented demonstra-
tor does not cover all functionality needed to combine different demands; cur-
rently it composes UIs for product/service components as separate, self-relying
parts ignoring possible relations between them. Furthermore, it does not con-
sider a wider user-related context that components and their UIs may share and
react to.

In our future work, we will concentrate on these two areas of improvements, as
well as, on the extensive prototypical implementation to conduct a sophisticated
analysis of the strengths and weaknesses of the proposed concept.

References

1. Abrams, M., Phanouriou, C., Batongbacal, A.L., Williams, S.M., Shuster, J.E.:
UIML: an appliance-independent XML user interface language. In: WWW 1999
Proceedings of the Eighth International Conference on World Wide Web, pp. 1695–
1708 (1999)

2. Akerlof, G.A.: The market for lemons: quality uncertainty and the market mecha-
nism. Q. J. Econ. 84, 488–500 (1970)

3. Cisco: The internet of everything for cities (2013). http://www.cisco.com/web/
about/ac79/docs/ps/motm/IoE-Smart-City PoV.pdf

4. Coutaz, J.: User interface plasticity: model driven engineering to the limit! In: EICS
2010 Proceedings of the 2nd ACM SIGCHI Symposium on Engineering Interactive
Computing Systems, No. Eics, pp. 1–8 (2010)

http://www.cisco.com/web/about/ac79/docs/ps/motm/IoE-Smart-City_PoV.pdf
http://www.cisco.com/web/about/ac79/docs/ps/motm/IoE-Smart-City_PoV.pdf


44 M. Hitz et al.

5. Dubinko, M., Klotz, L., Merrik, R., Raman, T.: XForms 1.0 W3C Recommendation
(2003). http://www.w3.org/TR/xforms

6. El Sawy, O.A., Pereira, F.: Business Modelling in the Dynamic Digital Space: An
Ecosystem Approach. Springer, Heidelberg (2013)

7. Fedortsova, I., Brown, G.: JavaFX Mastering FXML, Release 8 (2014). http://
docs.oracle.com/javase/8/javafx/fxml-tutorial/preface.htm
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Abstract. Complex active systems have been proposed as a formalism
for modeling real dynamic systems that are organized in a hierarchy of
behavioral abstractions. As such, they constitute a conceptual evolution
of active systems, a class of discrete-event systems introduced into the
literature two decades ago. A complex active system is a hierarchy of
active systems, each one characterized by its own behavior expressed
by the interaction of several communicating automata. The interaction
between active systems within the hierarchy is based on special events,
which are generated when specific behavioral patterns occur. Recently,
the task of diagnosis of complex active systems has been studied, with an
efficient diagnosis technique being proposed. However, the observation of
the system is assumed to be linear and certain, which turns out to be
an over-assumption in real, large, and distributed systems. This paper
extends diagnosis of complex active systems to cope with uncertain tem-
poral observations. An uncertain temporal observation is a DAG where
nodes are marked by candidate labels (logical uncertainty), whereas arcs
denote partial temporal ordering between nodes (temporal uncertainty).
By means of indexing techniques, despite the uncertainty of temporal
observations, the intrinsic efficiency of the diagnosis task is retained in
both time and space.

Keywords: Complex systems · Discrete-event systems · Fault
diagnosis · Communicating automata · Uncertainty

1 Introduction

Often, dynamic systems can be modeled as discrete-event systems [4]. Semi-
nal works on diagnosis of discrete-event systems (DES’s) maximize offline pre-
processing in order to generate an efficient online diagnoser [20,21]. However,
this requires generating the global DES model, which is bound to be impractical
for large and distributed systems.

Other approaches, like diagnosis of active systems (AS’s) [1,13,15], avoid
generating the global model of the system by reconstructing online only the
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behavior which is consistent with the observation. Still, in the worst case, the
number of behavior states is exponential with the number of components. This
is why efficient techniques need to be designed in order to mitigate the explosion
of the reconstructed behavior.

This paper deals with diagnosis of a class of DES’s called complex active
systems (CAS’s), based on a class of observations called uncertain temporal
observations.

In the literature, the term complex system is used to encompass a research
approach to problems in a variety of disciplines [2,6–8,10,19,22]. Generally
speaking, a complex system is a group or organization which is made up of
many interacting components. In a complex system, interactions between com-
ponents lead to an emergent behavior, which is unpredictable from a knowledge
of the behavior of the individual components only. Inspired by complex systems
in nature and society, complexity has been injected into the modeling and diag-
nosis of active systems [13], a special class of discrete-event systems [4], which are
modeled as networks of interacting components, where the behavior of each com-
ponent is described by a communicating automaton [3]. To this end, the notion
of context-sensitive diagnosis was first introduced in [14] and then extended in
[18], for active systems that are organized within abstraction hierarchies, so that
candidate diagnoses can be generated at different abstraction levels. Active sys-
tems have been equipped with behavior stratification [16,17], where different
networks of components are accommodated within a hierarchy. This resembles
emergent behavior that arises from the vertical interaction of a network with
superior levels based on pattern events. Pattern events occur when a network
performs strings of component transitions matching patterns which are specific
to the application domain. Complex patterns are also considered in research on
cognitive systems [5,23,24].

Recently, diagnosis of complex active systems has been addressed, with an
efficient diagnosis technique being proposed [11]. However, the observation of
the system is assumed to be linear and certain, which turns out to be an over-
assumption in real, large, and distributed systems. This paper extends diagnosis
of complex active systems to cope with uncertainty in temporal observations. An
uncertain temporal observation is a DAG where nodes are marked by candidate
labels, whereas arcs denote partial temporal ordering, as proposed in [12] for
diagnosis of (plain) active systems. In virtue of specific indexing techniques, the
efficiency of the diagnosis task introduced in [11] is kept in both time and space
when uncertain temporal observations come into play.

2 Active Systems

An active system A is a network of components, each one being defined by
a topological model and a behavioral model. The topological model embodies
a set of input terminals and a set of output terminals. The behavioral model
is a communicating automaton where each state transition is triggered by an
event ready at one input terminal. When triggered, the transition may generate
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Fig. 1. Component models sensor (left) and breaker (right)

Fig. 2. Active-system model Protection (left) and its instantiation into active system
P (right)

events at some output terminals. Since each output terminal of a component c
is connected with the input terminal of another component c′, a transition in c
may cause the triggering of a transition in c′. More generally, since components
in A form a network, one single transition in one component may result in a
reaction of A involving several (possibly all) components in A.

Example 1. Displayed in Fig. 1 are the topological models (top) and behavioral
models (bottom) of sensor and breaker. The connection of output terminal O
of sensor with input terminal I of breaker gives rise to an active-system model,
namely Protection, outlined on the left-hand side of Fig. 2. An active system P
is obtained as an instantiation of Protection model, which requires the instantia-
tions of sensor and breaker component models by relevant components, namely
s and b, respectively, as outlined in the right-hand side of Fig. 2. We assume
that active system P is designed to protect one side of a power transmission line
from short circuits. To this end, sensor s detects variation in voltage, possibly
commanding breaker b to either open or close. Transitions in behavioral models
are detailed below, where event e at terminal t is written e(t):

– (Sensor) s1 detects low voltage and outputs op(O); s2 detects normal voltage
and outputs cl(O); s3 detects low voltage, yet outputs cl(O); s4 detects normal
voltage, yet outputs op(O);

– (Breaker) b1 consumes op(I) and opens; b2 consumes cl(I) and closes; b3
consumes op(I), yet keeps being closed; b4 consumes cl(I), yet keeps being
closed; b5 consumes cl(I); b6 consumes op(I).

An active system (AS) A can be either quiescent or reacting. If quiescent, no
event occurs and, consequently, no transition is performed. A becomes reacting
when an external event occurs, which can be consumed by a component in A.
When reacting, the occurrence of a component transition moves A to a new
state, with each state being a pair (S, E), where S = (s1, . . . , sn) is the array of
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the states of components in A, whereas E = (e1, . . . , em) is the array of events
within links in A.1 We assume that, sooner or later, A becomes quiescent anew.

The sequence of component transitions moving A from the initial (quiescent)
state to the final (quiescent) state is the trajectory of A. Given the initial state
a0 of A, the graph embodying all possible trajectories of A, rooted in a0, is the
behavior space of A, written Bsp(A). A trajectory h = [t1(c1), t2(c2), . . . , tq(cq)]
in Bsp(A), from initial state a0 to final state aq, can be represented as:

a0
t1(c1)−−−−→ a1

t2(c2)−−−−→ a2 . . .
tq−1(cq−1)−−−−−−−→ aq−1

tq(cq)−−−−→ aq

where intermediate states a1, a2, . . . , aq−1 of A are indicated.

3 Complex Active Systems

A complex active system A is a hierarchy of interacting active systems
A1, . . . , Ak. In order to make AS’s interact with one another, four actions are
required for each AS A:

1. Definition of a set of input terminals, each one being connected with an input
terminal of a component in A;

2. Definition of a set of output terminals;
3. Specification of a set of patterns, with each pattern being a pair (p(ω), r),

where p is a pattern event, ω an output terminal of A, and r a regular expres-
sion whose alphabet is a set of component transitions in A.2

4. Connection of each output terminal of A with an input terminal of another
AS A′.

Given a pattern (p(ω), r), pattern event p is generated at output terminal ω
of A when a subsequence of the trajectory of A matches regular expression r.
Since there is a link from output terminal ω of A to an input terminal of A′,
which is in its turn connected with an input terminal of a component c′ of A′, it
follows that the occurrence of p is bound to trigger a transition of c′. This way,
the behavior of A is doomed to influence (although not completely determine)
the behavior of A′.

Like an active system, a complex active system A can be either quiescent
or reacting. A is quiescent when all AS’s in A are quiescent and all generated
pattern events (if any) have been consumed. When reacting, the occurrence of
an AS transition moves A to a new state. Each state of A is a triple (A, E, P),
where:

1 We assume that at most one event can be stored in a link. If the link is empty (no
stored event), the corresponding value in array E is denoted ε (empty event).

2 We assume the classical operators for regular expressions, namely concatenation, dis-
junction, optionality, and repetition. If necessary, additional more specific operators
can be involved.
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– A = (a1, . . . , an) is the array of the states of AS’s in A, namely A1, . . . , An;
– E = (e1, . . . , em) is the array of pattern events within links between AS’s in A;
– P = (p1, . . . , pk) is the array of states of pattern-event recognizers.3

The sequence of AS transitions moving A from the initial (quiescent)
state to the final (quiescent) state is the trajectory of A. Given the ini-
tial state α0 of A, the graph embodying all possible trajectories of A,
rooted in α0, is the behavior space of A, written Bsp(A). A trajectory h =
[t1(A1), t2(A2), . . . , tq(Aq−1), tq(Aq)] in Bsp(A), from initial state α0 to final
state αq, can be represented as:

α0
t1(A1)−−−−→ α1

t2(A2)−−−−→ α2 . . .
tq−1(Aq−1)−−−−−−−→ αq−1

tq(Aq)−−−−→ αq

where intermediate states α1, α2, . . . , αq−1 of A are indicated.

Example 2. Displayed in Fig. 3 is a power transmission line. Each side of the
line is protected from short circuits by two breakers, namely b and r on the left,
and b′ and r′ on the right. Both b and b′ (the primary breakers) are connected
to a sensor of voltage. If a short circuit (for instance, a lightning) strikes the
line, then each sensor will detect the lowering of the voltage and command the
associated breaker to open. If both breakers open, then the line will be isolated,
thereby causing the short circuit to vanish. If so, the two breakers are commanded
to close in order to restore the line.

Fig. 3. Protected power transmission line

However, faulty behavior may occur: either the sensor does not command the
breaker to open or the breaker does not open. Such misbehavior is detected by
a monitor (one for each side of the line). For example, similarly to the sensor,
the monitor on the left-hand side commands the recovery breaker r to open. In
doing so, it also informs the monitor on the right-hand side to perform the same
action on recovery breaker r′. For safety reasons, once opened, recovery breakers
cannot be closed again, thereby leaving the line isolated.

The protected line can be modeled as the CAS outlined in Fig. 4, called L,
which is composed of four AS’s, namely: P (the protection hardware on the left,
including sensor s and breaker b), P ′ (the protection hardware on the right,
including sensor s′ and breaker b′), M (the monitoring apparatus, including
monitors m and m′, and recovery breakers r and r′), and L (including line l).
Arrows within AS’s denote links between components. For instance, P includes
a link from s to b, meaning that an event generated by s can be consumed by b.
3 As detailed in Sect. 6, the need for pattern matching of (possibly overlapping) pattern

events against relevant regular expressions requires the (offline) generation of specific
recognizers, these being DFA’s named pattern spaces.
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Fig. 4. CAS L modeling the protected power transmission line displayed in Fig. 3

Fig. 5. Component models monitor (left) and line (right)

For the sake of simplicity, we assume that, when an event is already present
in a link, no transition generating a new event on the same link can be trig-
gered. Links between m and m′ allow monitors to communicate to one another.
Instead, arrows between AS’s denote links aimed at conveying pattern events.
For instance, the link from P to M makes pattern events (occurring in P ) avail-
able to m in M .

Models monitor and line are displayed in Fig. 5. As such, monitor involves
input terminals E and I, and output terminals O and R. Terminal E is entered by
the link exiting the protection hardware (either P or P ′), conveying the pattern
events occurring in the latter. R is linked with the recovery breaker, while O
and I are linked with the other monitor. Displayed under the topological models
are the behavioral models. Transitions for monitor and line are detailed below
(where pattern events are in bold).

– (Monitor) m1 consumes nd(E) and outputs op(R) and rc(O); m2 consumes
nd(E) and outputs op(R) only; m3 consumes rc(I) and outputs op(R); m4

consumes nd(E); m5 consumes di(E); m6 consumes co(E); m7 consumes
nc(E); m8 consumes di(E); m9 consumes co(E); m10 consumes nc(E).

– (Line) l1, l2: consume ni(E); l3, l4: consume ni′(E′); l5, l6: consume nr(E);
l7, l8: consume nr′(E′); l9, l10: consume ps′(E); l11, l12: consume ps(E′).

Pattern events have the following meaning. di: the protection hardware dis-
connects the side of the line; co: the protection hardware connects the side of
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the line; nd: the protection hardware fails to disconnect the side of the line;
nc: the protection hardware fails to connect the side of the line; nr, nr′: the
left/right side of the line cannot be reconnected; ni, ni′: the left/right side of
the line cannot be isolated; ps′, ps: the short circuit persists on the left/right
side of the line.

Patterns for P , P ′, and L are listed in Table 1. For example, pattern event nd
occurs either when s3(s) (the sensor fails to open the breaker) or s1(s) b3(b) (the
sensor commands the breaker to open, yet the breaker fails to open). For each
pattern (p(ω), r) in Table 1, the alphabet of r is defined as follows. For P and
P ′, the alphabet of r is the whole set of transitions of the involved components
(breaker and sensor). For M , the alphabet equals the set of transitions involved
in r only.

4 Uncertain Temporal Observations

During its trajectory, a CAS A, embodying AS’s A1, . . . , Ak, generates a
sequence of observable labels, called the trace of the trajectory. Observable labels
are generated for observable transitions only. In this respect, the trace is the
projection of the trajectory on the labels associated with observable component
transitions. Still, what is perceived by the observer, and given in input to the
diagnosis engine, is a relaxation of the trace called an uncertain temporal obser-
vation. An uncertain temporal observation is an array (O1, . . . ,Ok), where Oi,
i ∈ [1 .. k], is the uncertain temporal observation of Ai. The relaxation of a trace
T = [�1, . . . , �m] into O = (O1, . . . ,Ok) is obtained as follows:

1. T is relaxed into an array T ∗ = (T1, . . . , Tk) of sequences, with each Ti,
i ∈ [1 .. k], being the subsequence of T involving the labels of T which are
associated with transitions of components in Ai;

2. Each Ti = [�i
1, . . . , �

i
mi

] in T ∗ is relaxed into a sequence Li = [Si
1, . . . , S

i
mi

],
where Si

j , j ∈ [1 .. mi], is a set of labels including �i
j , along with possibly addi-

tional spurious labels (possibly including the null ε label), thereby obtaining
T ∗

S = [L1, . . . ,Lk];
3. Additional spurious sets can be inserted into each Li in T ∗

S , with each spu-
rious set involving at least two labels, one of which is necessarily ε, thereby
obtaining T ∗

ε = [L′
1, . . . ,L′

k];
4. Each L′

i in T ∗
ε is relaxed into a DAG Oi, where sets in L′

i are the nodes of Oi,
while an arc Si

p → Si
q is in Oi only if Si

p precedes Si
q in L′

i, thereby obtaining
the uncertain temporal observation O = (O1, . . . ,Ok).

The mode in which a trace is relaxed into an uncertain temporal observation
is not under the control of the observer; therefore, the original trace generated
by the CAS is, generally speaking, unknown to the observer.

Example 3. Let T = [awk , awk ′, trg , opb′, opr ] be the trace of CAS L (dis-
played in Fig. 4). Based on the steps above, a relaxation of T into O can be
obtained as follows:
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Table 1. Specification of patterns by regular expressions

Active Pattern Regular expression

system event p(ω)

P di(O) b1(b)

co(O) b2(b)

nd(O) s3(s) | s1(s) b3(b)

nc(O) s4(s) | s2(s) b4(b)

P ′ di′(O) b1(b
′)

co′(O) b2(b
′)

nd′(O) s3(s
′) | s1(s

′) b3(b
′)

nc′(O) s4(s
′) | s2(s

′) b4(b
′)

M nr(O) m7(m) | m10(m) | b1(r)

ni(O) (m1(m) | m2(m) | m4(m)) b3(r) | b3(r) m4(m)

ps′(O) m6(m) m5(m)

nr′(O′) m7(m
′) | m10(m

′) | b1(r
′)

ni′(O′) (m1(m
′) | m2(m

′) | m4(m
′)) b3(r

′) | b3(r
′) m4(m

′)

ps(O′) m6(m
′) m5(m

′)

1. T ∗ = ( [awk ] , [awk’, opb’ ] , [trg, opr ] , [ ] );
2. T ∗

S = ([{awk , alr}], [{awk ′, ε}, {opb′}], [{trg , opr}, {opr}], [ ]);
3. T ∗

ε = ([{awk , alr}, {clb, ε}], [{awk ′, ε}, {clb′, ε}, {opb′}], [{trg , opr}, {opr}],
[ ]);

4. O = (OP ,OP ′ ,OM ,OL), where the DAG’s representing OP , OP ′ , and OM

are outlined on the left-hand side of Fig. 6, whereas OL is empty.

Within a DAG OA representing the uncertain temporal observation of an AS
A, the notion of precedence ‘≺’ between two nodes is used. This is defined as
the smallest relation satisfying the following two conditions (where n, n′, and
n′′ denote nodes, while n → n′ denotes an arc from n to n′): (1) if n → n′ is an
arc then n ≺ n′; (2) if n ≺ n′ and n′ ≺ n′′ then n ≺ n′′.

The extension of a node n in OA, denoted ‖n‖, is the set of labels associated
with n. A candidate trace Tc of OA having set NA of nodes, is a sequence of
labels so defined:

Tc = [� | � ∈ ‖n‖, n ∈ NA] (1)

where nodes n are chosen based on the partial order defined by arcs, while ε
labels are removed. The extension of OA is the set of candidate traces of OA,
written ‖OA‖.

Likewise, the notion of extension can be defined for an uncertain temporal
observation O = (O1, . . . ,Ok) as follows:

‖O‖ = { (T1, . . . , Tk) | ∀i ∈ [1 .. k], Ti ∈ ‖Oi‖ } . (2)
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Fig. 6. Uncertain temporal observations (left), prefix spaces (center), and index spaces
(right)

It is possible to prove that, for each Ti in array T ∗, i ∈ [1 .. k], resulting from
the first relaxation step of T , we have Ti ∈ ‖Oi‖. Hence, in virtue of Eq. (2),
T ∗ ∈ ‖O‖.

Example 4. With reference to Example 3 and the uncertain temporal observa-
tions OP , OP ′ , and OM displayed on the left-hand side of Fig. 6, we have:

– ‖OP ‖ = {[awk , clb], [awk ] , [alr , clb], [alr ]},
– ‖OP ′‖ = {[awk ′, opb′, clb′], [awk’, opb’ ] , [opb′, clb′], [opb′], [awk ′, clb′, opb′], [clb′, opb′]},
– ‖OM‖ = { [trg, opr ] , [opr , opr ]},

where shadowed candidate traces equal the corresponding traces in T ∗.

In order to match the behavior of the CAS reconstructed by the diagnosis
engine against the uncertain temporal observation O = (O1, . . . ,Ok), each Oi,
i ∈ [1 .. k], needs to be somehow indexed. To this end and for efficiency rea-
sons, for each Oi, an index space of Oi, namely Idx (Oi) is generated. This is a
deterministic finite automaton (DFA) obtained by determinization of a nondeter-
ministic finite automaton (NFA) called the prefix space of Oi, namely Pfx (Oi).
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To define Pfx (Oi), we need to define a prefix of Oi and the index of a prefix.
A prefix of Oi with set of nodes Ni, is a subset of Ni defined inductively as
follows:

1. The empty set ∅ is a prefix of Oi;
2. If p is a prefix of Oi and n′ ∈ Ni − p where ∀n ∈ Ni such that n ≺ n′ we have

n ∈ p, then p ∪ {n′} is a prefix of Oi.

The index of a prefix p, denoted I(p), is the subset of p defined as follows:

I(p) = {n | n ∈ p, ∀n′, n′ ≺ n (n′ ∈ p),∀n′′, n ≺ n′′ (n′′ /∈ p) }. (3)

Given an index I of p, the set of nodes in p is denoted by I−1. An index I is
final when I−1 = Ni.

The prefix space of Oi is the NFA Pfx (Oi) = (Σ,S, τ, s0, Sf), where:

– Σ is the alphabet, which is composed of the labels in Oi;
– S is the set of states, with each state being the index of a prefix of Oi;
– s0 = ∅ is the initial state;
– Sf is the singleton {sf}, where sf ∈ S, I−1(sf) = Ni;
– τ : S × Σ 	→ 2S is the nondeterministic transition function, where s

�−→ s′ ∈ τ
iff:

s′ = I (s ∪ {n}) , � ∈ ‖n‖, n ∈ Ni − s,∀n′ → n ∈ Oi (n′ ∈ s) . (4)

Example 5. Consider the uncertain temporal observations OP , OP ′ , and OM

displayed on the left-hand side of Fig. 6. The corresponding prefix spaces
Pfx (OP ), Pfx (OP ′), and Pfx (OM ) are outlined in the center, with states being
renamed by numbers. Index spaces Idx (OP ), Idx (OP ′), and Idx (OM ) are shown
on the right-hand side of the figure, with states being renamed by symbols 
i,
i ∈ [0 .. 4].

5 Problem Formulation

Once a real system is modeled as a CAS A composed of AS’s A1, . . . , Ak, it can
be diagnosed based on the uncertain temporal observation O = (O1, . . . ,Ok).
In this paper we focus on a posteriori diagnosis. That is, we assume that O is
relevant to a complete trajectory of A, which moves A from the known initial
(quiescent) state to an unknown final (quiescent) state.

In order to match O against the behavior of A it is essential to know which
are the observable transitions of components and their associated observable
labels. This is specified by a viewer of A, namely V = (V1, . . . ,Vk), which is the
array of the local viewers of the AS’s, with each local viewer Vi, i ∈ [1 .. k], being
a set of pairs (t, �), where t is an observable transition of a component in Ai and
� an observable label.

The projection of a trajectory h of A on viewer V = (V1, . . . ,Vk) is the array
of AS traces defined as follows:

h[V] = (T1, . . . , Tk),∀i ∈ [1 .. k] (Ti = [� | t(c) ∈ h, c ∈ Ai, (t(c), �) ∈ Vi ]) . (5)
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We say that trajectory h is consistent with O when h[V] ∈ ‖O‖. Generally
speaking, O is not sufficient to identify the actual trajectory. Rather, several
(possibly an infinite number of) candidate trajectories of A are possibly consis-
tent with O.

Similarly to a local viewer which specifies observable transitions, faulty tran-
sitions are specified by a local ruler, a set of pairs (t, f), where t is a component
faulty transition and f a fault. The array of all local rulers Ri, one for each Ai

in A, gives rise to the ruler of A, namely R = (R1, . . . ,Rk).
For each candidate trajectory h of A, there is a candidate diagnosis of A,

denoted h[R], which is the set of faults associated with the faulty transitions
within the trajectory:

h[R] = {f | t(c) ∈ h, c ∈ Ai, (t(c), f) ∈ Ri} . (6)

A diagnosis problem for A is a quadruple:

℘(A) = (α0,V,O,R) (7)

where α0 is the initial state of A, V a viewer of A, O the uncertain temporal
observation of A, and R a ruler of A.

The solution of ℘(A), namely Δ(℘(A)), is the set of candidate diagnoses δ
associated with the candidate traces of A that are consistent with O:

Δ(℘(A)) =
{

δ | δ = h[R], h ∈ Bsp(A), h[V] ∈ ‖O‖}
. (8)

However, the diagnosis engine is not expected to generate the solution of a
diagnosis problem based on Eq. (8). In fact, Eq. (8) relies on Bsp(A), the behavior
space of A, whose generation is, generally speaking, practically infeasible. Still,
the set of candidate diagnoses generated by the diagnosis engine shall equal
Δ(℘(A)). In other words, the diagnosis technique shall be not only efficient but
also sound and complete.

Example 6. With reference to Example 2, we define a diagnosis problem for L
as:

℘(L) = (λ0,V,O,R) (9)

where:

– In initial state λ0, breakers are closed, sensors are idle, and monitors are watch
(see component models in Figs. 1 and 5);

– V = (VP ,VP ′ ,VM ,VL), where VP = {(b1(b), opb), (b2(b), clb), (b5(b), alr),
(b6(b), alr), (s1(s), awk), (s2(s), ide), (s3(s), awk), (s4(s), ide)},
VP ′ = {(b1(b′), opb′), (b2(b′), clb′), (b5(b′), alr ′), (b6(b′), alr ′), (s1(s′), awk ′),
(s2(s′), ide ′), (s3(s′), awk ′), (s4(s′), ide ′)}, VM = {(m1(m), trg), (m2(m),
trg), (m3(m), trg), (b1(r), opr), (b2(r), clr), (m1(m′), trg ′), (m2(m′), trg ′),
(m3(m′), trg ′), (b1(r′), opr ′), (b2(r′), clr ′)}, and VL = ∅ (that is, L is unob-
servable);
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– O = (OP ,OP ′ ,OM ,OL), where OP , OP ′ , and OM are displayed on the left-
hand side of Fig. 6, whereas OL is empty (necessarily so, being L unobserv-
able);

– R = (RP ,RP ′ ,RM ,RL), where RP = {(b3(b), fob), (b4(b), fcb), (s3(s), fos),
(s4(s), fcs)}, RP ′ = {(b3(b′), fob′), (b4(b′), fcb′), (s3(s′), fos ′), (s4(s′), fcs ′)},
RM = {(m2(m), fm), (m2(m′), fm ′), (b3(r), for), (b4(r), fcr), (b3(r′), for ′),
(b4(r′), fcr ′)}, RL = {(l1(l),fls), (l2(l),fls), (l3(l),fls ′), (l4(l),fls ′), (l5(l),fli),
(l6(l),fli), (l7(l),fli ′), (l8(l),fli ′), (l9(l),flp), (l10(l),flp), (l11(l),flp′), (l12(l),
flp′)}.

6 Preprocessing

For efficiency reasons, it is convenient to perform some preprocessing on the
CAS specification before the diagnosis engine is operating. The extent of such
offline preprocessing is varying and depends on the performance requirements of
the application domain. In particular, in order to detect pattern events, we need
to maintain the recognition states of patterns. Since patterns are described by
regular expressions, specific automata-based recognizers are to be generated as
follows:

1. For each pattern (p(ω), r), a pattern automaton P equivalent to r is generated,
with final states marked by p(ω);

2. The set P of pattern automata is partitioned based on AS and the alphabet
of r;

3. For each part P = {P1, . . . , Ph} in P, four actions are performed:
(3a) A nondeterministic automaton N is created by generating its initial

state n0 and one empty transition from n0 to each initial state of Pi,
i ∈ [1 .. h];

(3b) In each Pi, i ∈ [1 .. h], an empty transition from each non-initial state to
n0 is inserted (this allows for pattern-matching of overlapping strings of
transitions);

(3c) N is determinized into P, where each final state d is marked by the
pattern event that is associated with the states in d that are final in the
corresponding pattern automaton (in fact, each state d of the determin-
istic automaton is identified by a subset of the states of the equivalent
nondeterministic automaton; besides, we assume that only one pattern
event at a time can be generated);

(3d) P is minimized into the pattern space of part P.

Example 7. Displayed on the left-hand side of Fig. 7 is the nondeterministic
automaton N generated in action (3b) for pattern events di(O), co(O), nd(O),
and nc(O). The tabular representation of the resulting pattern space PP is
outlined on the right-hand side. Listed in first column are the states (0 is the
initial state), with final states being shaded. For each pair state-transition, the
next state is specified. Listed in the last column are the pattern events associated
with final states. Pattern space PP ′ is generated in the same way.
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b1 b2 b3 b4 s1 s2 s3 s4
0 1 2 3 4 5 6

1 1 2 3 4 5 6 di(O)

2 1 2 3 4 5 6 co(O)

3 1 2 5 3 4 5 6
4 1 2 6 3 4 5 6

5 1 2 3 4 5 6 nd(O)

6 1 2 3 4 5 6 nc(O)

Fig. 7. Generation of pattern space PP

Since regular expressions of pattern events for M are defined on different
alphabets, six additional pattern spaces are to be generated: Pnr, Pni, Pps′ ,
Pnr′ , Pni′ , and Pps.

7 Problem Solving

Behavior reconstruction in diagnosis of CAS’s avoids materializing the behavior
of the CAS, that is, the automaton whose language equals the set of CAS tra-
jectories. Instead, reconstruction is confined to each single AS based on the local
observation and the interface constraints on pattern-event occurrences coming
from neighboring inferior AS’s within the hierarchy of the CAS.

The essential point is that such pattern events come with diagnosis informa-
tion from inferior AS’s, which is eventually combined with the diagnosis infor-
mation of the superior AS, thereby allowing for the sound and complete solution
of the diagnosis problem.

Intuitively, the flow of reconstruction in the hierarchy of the CAS is
bottom-up. For an AS A with children A1, . . . , Ak, the behavior of A, namely
Bhv(A), is reconstructed based on the interfaces of the children, namely
Int(A1), . . . , Int(Ak), and the local observation of A, namely OA. The inter-
face is derived from the behavior. Thus, for any AS A, both Bhv(A) and Int(A)
are to be generated (with the exception of the root, for which no interface is
generated).

As such, the notions of behavior and interface depend on each other. However,
such a circularity does not hold for leaf nodes of the CAS (e.g. P and P ′ in Fig. 4):
given a leaf node A, the behavior Bhv(A) is reconstructed based on OA only,
as no interface constraints exist for A. On the other hand, the behavior of the
root node (e.g. L in Fig. 4) needs to be submitted to further decoration-based
processing in order to distill the set of candidate diagnoses.

In short, four sorts of graphs are required in reconstruction: unconstrained
behavior (for leaf nodes), interface (for non-root nodes), constrained behavior
(for non-leaf nodes), and decorated behavior (for root node).
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Fig. 8. Index space, unconstrained behavior, and interface for P (left) and P ′ (right)

Table 2. Details on states for Bhv(P ) and Bhv(P ′) displayed in Fig. 8

Behavior Bhv(P ) Behavior Bhv(P ′)
State s b I(b) PP Idx(OP )

0 idle closed 0 �0

1 awaken closed op 3 �1

3 awaken closed 5 �1

State s′ b′ I(b′) PP ′ Idx(OP ′)

0 idle closed 0 �0

1 awaken closed op 3 �2

3 awaken open 1 �3

Example 8. With reference to CAS L in Fig. 4 and the diagnosis problem
defined in Example 6, namely ℘(L) = (λ0,V,O,R), we first need to generate
the unconstrained behavior of AS’s P and P ′ based on local observations OP

and OP ′ , respectively.
Displayed in Fig. 8 are the index space, the unconstrained behavior, and the

interface relevant to P (left) and P ′ (right). Consider the generation of Bhv(P ′).
As detailed in the right-hand side of Table 2, each state is identified by five fields:
the state of sensor s′, the state of breaker b′, the event (if any) ready at terminal
I(b′), the state of pattern space PP ′ , and the state of the index space Idx (OP ′).

The generation of the behavior starts at the initial state 0 and progressively
materializes the transition function by applying triggerable transitions to each
state created so far. A state is final when all events are consumed and the state
of the index space is final. The transition from 1 to 3 is marked by di′(O) pattern
event as the state of PP ′ becomes final in 3 (namely, state 1 in the right-hand
side of Fig. 7, where di(O) needs to be replaced by di′(O)).

In what follows, a diagnosis δ is a set of faults. We make use of the join
operator between two sets of diagnoses, namely Δ1 and Δ2, defined as follows:

Δ1 �� Δ2 = { δ′ | δ′ = δ1 ∪ δ2, δ1 ∈ Δ1, δ2 ∈ Δ2 }. (10)

Example 9. Shown on the right of each behavior in Fig. 8 are interfaces Int(P )
and Int(P ′), derived from the corresponding behavior as follows.

1. The identifier of a component transition t(c) marking an arc of the behavior
and associated with a pattern event is replaced by:
– The singleton {∅}, if t(c) is normal;
– The singleton {{f}}, if t(c) is faulty, with f being the associated fault.
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Fig. 9. Index space, constrained behavior, and interface for M (left-hand side), and
decorated behavior for L (right-hand side)

2. Interpreting as ε-transitions those transitions which are not associated with
pattern events, the obtained nondeterministic automaton (NFA) is deter-
minized so that each state of the resulting deterministic automaton (DFA)
contains the ε-closure in all its structure (rather than the subset of NFA states
only, as is in the classical determinization algorithm [9]).

3. Within each state d of the DFA, each NFA state n is marked by the diagnosis
set generated by all paths starting at the root state in d and ending at n,
while identifiers of component transitions are eventually removed.

4. Let p be the pattern event marking a transition t exiting a state d in the DFA,
Δp the diagnosis set associated with p in step 1, and Δ the diagnosis set asso-
ciated with the NFA state in d from which t is derived in the determinization
process. Δp is replaced by Δ �� Δp.

Example 10. Displayed in Fig. 9 is the constrained behavior Bhv(M), which
is generated based on index space Idx (OM ). Each state of Bhv(M) includes
two sorts of additional information: the pattern events ready (if any) at input
terminals of M , and the pair (i, i′) of interfaces states relevant to interfaces
Int(P ) and Int(P ′), respectively. A final state needs the additional condition that
both states in (i, i′) are final in the respective interface. When reconstructing a
transition triggered by a pattern event, the latter is required to mark a transition
exiting the corresponding state in the interface, otherwise the transition cannot
be reconstructed.

Compared with Example 9, the derivation of interface Int(M) shown in
Fig. 9 exhibits two peculiarities: step 2 creates a DFA state resulting from
two NFA transitions, exiting states 6 and 8 respectively, both marked by pair
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(b1(r),nr(O)), and step 3 shall account for the diagnosis sets associated with
pattern events.

Once generated, the behavior shall be decorated by sets of diagnoses asso-
ciated with states, in a way similar to step 3 in marking NFA states within
interface states.

Example 11. Outlined on the right of Fig. 9 is the decorated behavior Bhv∗(L).
Starting from the singleton {∅} marking state 0, the candidate set associated
with state 1 is Δ(1) = {∅} �� {{fob, fm}} = {{fob, fm}}. Since l5(l) is faulty
(associated with fault fli), eventually we have Δ(2) = Δ(1) �� {{fli}} =
{{fob, fm,fli}}. Hence, the solution of the diagnosis problem ℘(L) defined in
Example 6 consists of one single diagnosis involving three faults: breaker b fails
to open (fob), monitor m fails to communicate with monitor m′ (fm), and line
l is isolated (fli).

8 Conclusion

As shown in [11], despite their complexity, CAS’s can be diagnosed more effi-
ciently than monolithic DES’s, whose diagnosis is affected by exponential com-
plexity (in the number of components), either offline when generating the diag-
noser [20,21], or online when reconstructing the system behavior [1,13]. Specif-
ically, in [11], complexity (in time and space) is shown to be linear with the
number of components within the CAS.

The contribution of this paper is to extend diagnosis of CAS’s introduced in
[11] by means of uncertain temporal observations. Unlike a (certain) temporal
observation, which consists of a sequence of totally ordered observable labels,
within an uncertain observation, observable labels are both uncertain and par-
tially ordered. Despite this dissimilarity, an uncertain temporal observation can
be thought of as a set of candidate temporal observations. The notion of index
space allows the diagnosis engine to account for all candidate temporal observa-
tions by means of a scalar value, the observation index 
, which is a surrogate
of an integer indexing a temporal observation within states of the reconstructed
behavior. In other words, when uncertain temporal observations are considered,
the integer is replaced by a scalar value 
 identifying a state of the index space.
Consequently, neither space nor time complexity is expected to deteriorate when
uncertain temporal observations come into play in diagnosis of CAS’s.

Despite being introduced based on a simple reference example, diagnosis of
CAS’s is a general technique which can be applied to any real system that can
be conveniently modeled as a CAS, in terms of interconnected AS’s and relevant
pattern events.

Diagnosis of CAS’s is still in its infancy. Further research is expected in
several directions. Offline preprocessing can be performed in order to acceler-
ate the online diagnosis engine by generating in a suitable form the behavior
space of each AS embedded in the CAS. Also, monitoring-based diagnosis can be
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envisioned, where the diagnosis engine does not operate a posteriori but, rather,
it reacts to each fragment of available observation by providing the diagnosis
information relevant to such a fragment only.
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Abstract. This paper presents a framework for analyzing and pre-
dicting the performances of a business process, based on historical
data gathered during its past enactments. The framework hinges on an
inductive-learning technique for discovering a special kind of predictive
process models, which can support the run-time prediction of some per-
formance measure (e.g., the remaining processing time or a risk indicator)
for an ongoing process instance, based on a modular representation of
the process, where major performance-relevant variants of it are equipped
with different regression models, and discriminated through context vari-
ables. The technique is an original combination of different data mining
methods (namely, non-parametric regression methods and a probabilis-
tic trace clustering scheme) and ad hoc data transformation mechanisms,
meant to bring the log traces to suitable level of abstraction. In order
to overcome the severe scalability limitations of current solutions in the
literature, and make our approach really suitable for large logs, both
the computation of the trace clusters and of the clusters’ predictors are
implemented in a parallel and distributed manner, on top of a cloud-
based service-oriented infrastructure. Tests on a real-life log confirmed
the validity of the proposed approach, in terms of both effectiveness and
scalability.

Keywords: Data mining · Prediction · BPM · Cloud/grid computing

1 Introduction

In many real-life application contexts, business processes are bound to the
achievement of goals expressed in terms of performance measures (possibly
representing an indicator security/risk or a measurement of quality), which
are monitored continuously at run-time. Historical log data, gathered during
past enactments of a process, are a valuable source of hidden information on
the behavior of the process, which can be extracted with the help of process
mining techniques [1], and exploited to improve the process, and meet such
performance-oriented goals. In particular, it is definitely relevant to this regard
the recent stream of research on the automated discovery of predictive process
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models (see, e.g., [2,7]), capable to estimate a given performance measure
over new instances of a process, as long as they are carried out. Indeed, such
performance forecasts can help optimize the process at run time, by possibly
developing advanced operational support services, such as task/resource recom-
mendation [11], and the notification of alerts (possibly associated with some
form of diagnostics).

Technically, all current approaches to the (log-based) discovery of a perfor-
mance prediction model rely on abstracting the given log traces into a summa-
rized propositional form, suitable for recognizing patterns that are likely to be
correlated to the analyzed performance measure (constituting the target of the
prediction task). For example, in [2], an annotated finite-state machine (AFSM)
model is induced from a given log, where the states correspond to different
abstract representations of all the sequences of process activities appearing in
the log. The discovery of such AFSM models was combined in [7] with a context-
driven (predictive) clustering approach, so that different execution scenarios can
be discovered for the process, and equipped with distinct local predictors. How-
ever, choosing the right abstraction level is a delicate task, requiring to reach an
optimal balance between the risks of overfitting and of underfitting.

In order to free the analyst from the responsibility of choosing the right level
of abstraction for the log’s traces, it was proposed in [8] to induce the predic-
tion model of each discovered trace cluster by applying any standard regression
method to propositional representation of the traces falling in the cluster. The
context-aware prediction models obtained with such a clustering-based learning
strategy were empirically proven to improve the accuracy of previous solutions.
However, both the approaches in [7,8] require that a number of frequent struc-
tural patterns are preliminary extracted from the log traces, in order to map the
latter onto a space of performance-oriented target features, in order to guide the
clustering phase towards the discovery of groups of traces with similar perfor-
mance trends. Once such clusters have been discovered, a distinct performance
predictor can be induced from each cluster, by either using an AFSM-based
learner [7] or standard regression algorithms [8]. Such a pattern-based clustering
technique suffers from two main drawbacks: (i) the computation of structural
patterns is not guaranteed to scale well over large logs, seeing as the number of
discovered patterns may be, in general, combinatorial in the number of process
activities; (ii) the discovered trace clusters are not guaranteed to reach the high-
est predictive clustering model, due to the loss of information determined when
converting the log into a propositional dataset.

Contribution. Still relying on the core idea of [7,8] of combining performance pre-
diction with a clustering technique, we try to overcome the two major limitations
mentioned above at two levels. First, we resort to a rougher form of log sketch
than [7,8] for clustering the log traces, which can be quickly computed by pick-
ing up a fixed number of performance values at predefined positions within the
traces, but are yet capable of helping recognize groups of traces exhibiting similar
performance over the time—as confirmed by our experimental findings. More-
over, we replace the traditional (hard) clustering of the logics-based predictive
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clustering framework [3] used in [7,8] with a probabilistic clustering scheme, in
order to reduce the risk of obtaining lowly accurate cluster predictors (due to the
greedy clustering algorithm and to the underlying approximated representation
of the log). In order to overcome the severe scalability limitations of [7,8] and
make our approach suitable for large logs, both the computation of (probability-
aware) trace clusters and of the clusters’ predictors are implemented in a parallel
and distributed manner, according to the Grid-services-based conceptual archi-
tecture defined in [4] for the specification and execution of Distributed Data
Mining (DDM) tasks. The underlying grid services were developed according to
the WSRF (Web Services Resource Framework) specifications of the WS-Core
(a component of the Globus Toolkit 4 (GT4) [9]), and deployed onto a pri-
vate Cloud-computing platform. By the way, the usage of a Cloud infrastructure
to automatically deploy virtual machines hosting a GT4 container is not new
(see, e.g., [10,12]), and it widely reckoned as a successful way of providing a high
flexible and customizable environment for transparently and efficiently running
costly computational tasks.

2 Preliminaries

Log Data. As usually done in the literature, we assume that for each process
instance (a.k.a “case”) a trace is recorded, storing the sequence of events hap-
pened during its unfolding. Let T be the universe of all (possibly partial)
traces that may appear in any log of the process under analysis. For any trace
τ ∈ T , len(τ) is the number of events in τ , while τ [i] is the i-th event of τ , for
i = 1 . . . len(τ), with task(τ [i]) and time(τ [i]) denoting the task and timestamp
of τ [i], respectively. We also assume that the first event of each trace is always
associated with task A1, acting as unique entry point for enacting the process.
This comes with no loss of generality, seeing as, should the process not have
such a such a unique initial task, it could be added artificially at the beginning
of each trace, and associated with the starting time of the corresponding process
instance.

Let us also assume that, like in [7], for any trace τ , a tuple context(τ) of
data is stored in the log to keep information about the execution context of τ ,
ranging from internal properties of the process instance to environmental factors
pertaining the state of the process enactment system. For ease of notation, let
AT denote the set of all the tasks (a.k.a., activities) that may occur in some trace
of T , and context(T ) be the space of context vectors— i.e., AT = ∪τ∈T tasks(τ),
and context(T ) = {context(τ) | τ ∈ T }.

Further, τ(i] is the prefix (sub-)trace containing the first i events of a trace τ
and the same context data (i.e., context(τ(i] = context(τ)), for i = 0 .. len(τ).

A log L is a finite subset of T , while the prefix set of L, denoted by P(L), is the
set of all the prefixes of L’s traces, i.e., P(L) = {τ(i] | τ ∈ L and 1 ≤ i ≤ len(τ)}.

Let μ̂ : T → R be an (unknown) function assigning a performance value
to any (possibly unfinished) trace. For the sake of concreteness, we will focus
next on a particular instance of such a function, where the performance measure
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corresponds to the remaining time (denoted by μRT ), i.e. the time needed to
finish the respective process instance. In general, we assume that performance
values are known for all prefix traces in P(L), for any given log L. This is clearly
true for the measure mentioned above. Indeed, for each trace τ , the (actual)
remaining-time of τ(i] is μ̂RT (τ(i]) = time(τ [len(τ)]) − time(τ [i]).

SOA, OGSA and WSRF. The Service oriented architecture (SOA) is a model
for building flexible, modular, and interoperable software applications. The key
aspect of SOA is the concept of service, a software block capable of performing
a given task or business function. The most popular implementation of SOA
is represented by Web Services, whose popularity is mainly due to the adop-
tion of widely accepted technologies such as XML, SOAP, and HTTP. Also the
Grid provides a SOA framework whereby a great number of services can be
dynamically located, balanced, and managed, so that applications are always
guaranteed to be securely executed, according to the principles of on demand
computing. The Grid community has adopted the Open Grid Services Architec-
ture (OGSA) as an implementation of the SOA model within the Grid context.
In OGSA every resource is represented as a Web Service that conforms to a set
of conventions and supports standard interfaces. OGSA provides a well-defined
set of Web Service interfaces for the development of interoperable Grid systems
and applications.

WSRF has been defined as an evolution of early OGSA implementations [5].
WSRF defines a family of technical specifications for accessing and managing
stateful resources using Web Services, as required by OGSA. In other words,
WSRF depicts some specifications to implement OGSA-compliant Web Services.
Another way of expressing this relation is that, while OGSA is the architecture,
WSRF is the infrastructure on which that architecture is built on [13]. The com-
position of a Web Service and a stateful resource is termed as WS-Resource.
The possibility to define a state associated with a service is the most important
difference between WSRF–compliant Web Services, and pre-WSRF ones. This
is a key feature in designing Grid applications, since WS-Resources provide a
way to represent, advertise, and access properties related to both computational
resources and applications. In order to implement services in a highly decen-
tralized way, it is commonly used a design pattern that allows a client to be
notified when interesting events happen in a server. The WS-Notification spec-
ification defines a publish/subscribe notification model for Web Services, which
is exploited to notify interested clients and/or services about changes that occur
to the status of a WS-Resource. In other words, a service can publish a set of
topics that a generic client can subscribe to; as soon as the topic changes, the
client receives a notification of the new status.

Cloud Computing. Cloud computing can be defined as a distributed computing
paradigm in which all the resources, dynamically scalable and often virtualized,
are provided as services over the Internet. Cloud systems are typically classified
on the basis of their service model (Software-as-a-Service, Platform-as-a-Service,
Infrastructure-as-a-Service) and their deployment model (public cloud, private
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cloud, hybrid cloud). Software-as-a-Service (or SaaS) defines a delivery model in
which software and data are provided through Internet to customers as ready-to-
use services (e.g. Google Docs or MS Office 365). In this case, both software and
data are hosted by providers, and customers typically can access them in a easy
way (without using any additional hardware or software) on a pay-per-use basis.
Platform-as-a-Service (or PaaS) provides users with a programming environment
and APIs for creating Cloud-based applications exploiting the computational
resources of the platform (like e.g. Google App Engine, and Microsoft Azure).
Finally, Infrastructure-as-a-Service (or IaaS) is a model under which customers
ask for physical resources (e.g. CPUs, disks) to support their computational
requirements (e.g., Amazon EC2, RackSpace Cloud). Cloud computing services
are further classified according to three main deployment models: public, private,
and hybrid. In a public cloud model, providers directly manage their data centers,
and publicly delivers services built on top of them through the Internet. In a
private cloud schema, operations and functionalities are offered as-a-service and
usually hosted in a company intranet or in a remote data center. Finally, a hybrid
cloud is obtained by composing two or more (private or public) clouds that, yet
linked together, remain different entities.

3 Reference Architecture for Distributed Data Mining

This section is meant to briefly illustrate the service-oriented architecture pro-
posed in [4] for carrying out Distributed Data Mining (DDM ) tasks over a Grid.

The architecture, shown in Fig. 1, supports the specification and execution on
the Grid of DDM algorithms, designed according to a master-worker pattern.
Specifically, it features two kinds of Grid Services: the GlobalMiner-WS and the
LocalMiner-WS. The architecture was conceived to follow a typical DDM schema
contemplating the presence of an entity acting as coordinator (the GlobalMiner-
WS ) and a certain number of entities acting as miners (LocalMiner-WS ) on local
sites. A resource is associated with each service: the GlobalModel Resource with
the GlobalMiner-WS and the LocalModel Resource with the LocalMiner-WS.
Such resources are used to store the state of the services, in this case represented
by the computed models (globally and locally, respectively). Additionally, the
resources are published also as topics, in order to be considered as “items of
interest of subscription” for notifications. As it appears clearly in Fig. 1, the two
types of nodes are equipped with code libraries that implement the mining algo-
rithms to be executed, which are named Global Algorithm Library (GAL) and a
Local Algorithm Library (LAL), respectively. In the following we describe all the
steps composing the whole process, by pointing out details of the interactions
between entities composing the architecture. Let us suppose that a client wants
to execute a distributed mining algorithm on a dataset D, which is split in N par-
titions, {D1, ...,DN}, each one stored on one of the nodes {Node1, ..., NodeN}.
In order to be processed correctly, any request to perform a mining task needs
to follow a three-step scheme.

In the first step, a client wanting to submit a request must invoke the
createResource operation of the GlobalMiner-WS to create a GlobalModel
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Resource. In turn, the GlobalMiner-WS dispatches this operation in a sim-
ilar way: for each local site with a running LocalMiner-WS (assuming the
GlobalMiner-WS to hold a list of them), it invokes the createResource opera-
tion (of the LocalMiner-WS ) to create a LocalModel Resource. At this point, the
client invokes the subscribe method to subscribe a listener (inside the Client) as
consumer of notifications on the GlobalModel topic. Finally, the GlobalMiner-WS
invokes the subscribe method to subscribe a listener as consumer of notifica-
tions on the LocalModel topic. As an effect of such subscription steps, as soon
as a resource changes, its new value will be delivered to its listener.

The second step constitutes the core of the application, i.e., the execu-
tion of the mining process and the result return. The Client invokes the
submitGlobalTask operation, by passing a GlobalTaskDescriptor, i.e. a complete
description of the task to be executed (algorithm name, parameters, initialization
type, etc.). By interacting with the Global Algorithm Library, the GlobalMiner-
WS runs the code executing the steps to be done. During this phase, suitable
data structures are initialized and a suitable set of LocalTaskDescriptor are cre-
ated. It invokes the submitLocalTask operation, by passing a LocalTaskDe-
scriptor. At this stage, each ith LocalMiner-WS begins the analysis of the local
dataset for computing a local model and local statistics. Such a task is executed,
with the support of the LocalAlgorithmLibrary, concurrently on different Grid
sites. While every local task is in progress, the GlobalMiner-WS does not need
to periodically poll if they are terminated: the notification mechanism, indeed,
is able to deliver asynchronous messages warning about the termination of local
tasks. As soon as a local computation terminates, the value of the LocalModel
Resource is set by the value of the computed local model. The changes in this
resource are automatically notified to the listener on the GlobalMiner-WS ; this
way, the local model computed at the ith local site is delivered to the global
site. As soon as all the local models are delivered to the GlobalMiner-WS, the
integration of all these local models is performed. According to the logic of the
chosen algorithm (provided by the GlobalAlgorithmLibrary), the GlobalMiner-
WS evaluates whether the algorithm is terminated (or not). If it is, the global
model computed by the GlobalMiner-WS is stored on the GlobalModel Resource,
which is immediately delivered (via the notification mechanism) to the client.
Otherwise, the GlobalMiner-WS asks for further processing, by invoking one
more time a submitLocalTask operation and waiting for the delivering of the
result. Such latter actions are executed as many times as the GlobalMiner-WS
needs, until the computation reaches some convergence condition.

In the final step, as soon as the computation terminates and its results
have been notified to the Client, the Client invokes the destroy opera-
tion of the GlobalMiner-WS, which eliminates the resource previously created
(GlobalModel). Similarly, the GlobalMiner-WS asks for the destruction of the
LocalModel.

From a practical (user-side) point-of-view, any new DDM task can be exe-
cuted on this architecture provided that it suitably implements the interfaces
globalAlgorithm and localAlgorithm. Specifically, they export the signatures
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Fig. 1. Architectural model of distributed data mining services.

for those methods each distributed algorithm running on this architecture needs
to invoke, i.e. initialize, computeGlobalModel, needsMoreIteration and finalize
for the globalAlgorithm; initialize, computeLocalModel and finalize for the
localAlgorithm.

4 Formal Framework for Process Performance Prediction

The ultimate goal of this work is to devise a scalable approach to the discovery of
a (predictive) Process Performance Model (PPM), capable to accurately predict
the performance outcome of any ongoing process case, based on the information
stored in its associated (partial) trace. Such a model can be viewed as a function
μ : T → R that provides an estimate for μ̂ all over the trace universe —including
the prefix traces of all possible process instances. Discovering a PPM is an induc-
tive learning task, where the training set takes the form of a log L, and the value
μ̂(τ) of the target measure is known for each (sub-)trace τ ∈ P(L). Notably,
current approaches to this problem [2,7,8] rely on preliminary converting the
given process traces in to a propositional form, with the help of some suitable
trace abstraction function. The rest of this section provides the reader with a few
technical details on the trace abstraction functions considered in our approach,
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as well as on the specific (clustering-based and probability-aware) kind of PPM
that we want to eventually learn from the abstracted traces.

Trace Abstraction. An abstracted (structural) view of a trace summarizes the
tasks executed during the corresponding process enactment. Two simple ways
to build such a view consist in regarding the trace as a tasks’ set or multiset
(a.k.a. bag), as follows.

Definition 1 (Structural Trace Abstraction). Let T be a trace universe
and A1, . . . , An be the tasks in AT . A structural (trace-) abstraction function
structmode : T → Rmode

T is a function mapping each trace τ ∈ T to an abstract
representation structmode(τ), taken from an abstractions’ space Rmode

T . Two
concrete instantiations of the above function, denoted by structbag : T → N

n

(resp., structset : T → {0, 1}n), are defined next, which map each trace τ ∈ T to
a bag-based (resp., set-based) representation of its structure: (i) structbag(τ) =
〈count(A1, τ), . . . , count(An, τ)〉, where count(Ai, τ) is the number of times that
task Ai occurs in τ ; and (ii) structset(τ) = 〈occ(A1, τ), . . . , occ(An, τ)〉, where
occ(Ai, τ) = true iff count(Ai, τ) > 0, for i = 1, . . . , n. �	

The two concrete abstraction “modes” (namely, bag and set) defined above
summarize any trace τ into a vector, where each component corresponds to a
single process task Ai, and stores either the number of times that Ai appears in
the trace τ , or (respectively) a boolean value indicating whether Ai occur in τ
or not. Notice that, in principle, we could define abstract trace representations
as sets/bags over another property of the events (e.g., the executor, instead of
the task executed), or even over a combination of event properties (e.g., the task
plus who performed it).

As a matter of fact, the structural abstraction functions in Definition 1 are
similar to those used in previous approaches to the discovery of predictive process
models [2,7,8].

PPM Discovery as Predictive Clustering: Limitations of Current Solutions.
From a conceptual point of view, we rephrase the induction of a PPM, out
of a given log, as a predictive clustering [3] task, similarly to [7,8]. Essentially,
the core idea underlying predictive clustering approaches is that suitably parti-
tioning the training instances into clusters and inducing a specific predictor from
each cluster helps obtain better predictions than using a single predictor (learnt
from the whole training set). At run-time, for any new instance, the prediction
is built by first assigning the instance to one of the clusters, and then making it
undergo the predictor of that cluster. More precisely, these approaches assume
that two kinds of features are available for any element z in the reference instance
space, say Z = X ×Y : descriptive features and target features (to be predicted),
denoted by descr(z) ∈ X and targ(z) ∈ Y , respectively. Then, a predictive clus-
tering model (PCM), for a given training set L ⊆ Z, is a function q : X → Y
of the form q(x) = p(c(x), x), where c : X → N is a partitioning function that
assigns x to a cluster, and p : N× X → Y is a (possibly multi-target) prediction
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function. Clearly, whenever there are more than one target features, q encodes
a multi-regression model.

Following this general scheme, and similarly to [7,8], we adopt a modular
kind of PPM that consists of two different types of components: a partition-
ing function c that maps any trace to a distinguished cluster, and a collection
μ1, . . . , μk of PPMs, one per cluster. A propositional encoding enc(τ)is exploited
for any possible trace τ , which mixes up the context data possibly available for
τ with an abstracted view of the history of τ , obtained with the help of one of
the abstraction function in Definition 1. The features appearing in enc(τ) play
the role of descriptive attributes, while clearly considering the the performance
values μ(τ) as the target of prediction. Clearly, applying standard predictive
clustering solutions to such data would not make sense, since we are not inter-
ested in predicting the final performance measure of a complete trace (as are
those stored in the above-described training set), but rather in making predic-
tions on all possible prefixes (i.e. partial incremental versions) of any new trace
as far as it unfolds, in a step-by-step fashion—as discussed in [7], learning the
clustering model based on all partial traces in Pr(L) is costly and hardly effec-
tive. Therefore, both the approaches in [7,8] faced the problem heuristically, by
dividing it into two sub-problems: (1) induce a predictive clustering model out
of a summarized representation (named “log sketch”) of the given log, where
each (full) trace in the log is used as a single clustering instances, associated
with a number of target values that capture the evolution of the μ at several
relevant (“pivot”) stages of the process (2) induce a PPM out of each discovered
cluster. In particular, in [7,8], the computation of the target attributes for the
traces relied on the preliminary extraction of frequent structural patterns cho-
sen greedily, based on their apparent capability to discriminate among different
performance profiles.

However, such a approach suffers from two main drawbacks: (i) the com-
putation scheme cannot scale over large logs, mainly due to the fact that the
extraction of structural patterns may take a time that is combinatorial in the
number of process activities; (ii) the discovered clusters of traces are not guar-
anteed to reach the highest predictive clustering model (due to both the very
two-phase optimization scheme, and to the loss of information determined by
converting the original log into a propositional dataset).

A New Kind of (Clustering-Based) PPMs: PCB-PPM. We here try to overcome
both these limitations at two levels. First, we resort to a rougher form of log
sketch than [7,8] for clustering the log traces, which does not require the com-
putation of frequent structural patterns, but simply consists on extracting a fixed
number of performance values at predefined positions of the traces. These addi-
tional (target-oriented) features, which are formally defined in the next Section
(cf. Definition 3), are meant to introduce a bias towards the discovery of groups of
traces exhibiting similar performance patterns over the time. On the other hand,
we extend the traditional (hard) clustering of standard predictive clustering set-
tings with a probabilistic clustering scheme. This choice is meant to curb the
risk of obtaining a poorly accurate PPM as a result of the heuristics clustering
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strategy adopted in [7,8] (due to both the very greedy clustering method and
the usage of an approximated representation of the traces). In particular, as
discussed in the following section, such a probabilistic clustering model is com-
puted efficiently through a parallelized distributed version of the well-known EM
method [6], hence solving the scalability limitations of [7,8].

We are now in a place to formally define the novel, probabilistic-aware
clustering-based, type of PPM that our learning approach is meant to extract
from a given log.

Definition 2 (Probabilistic Clustering-Based PPM Model (PCB-PPM)).
Let L be a log (over T ), with context features context(T ), structural abstract
representations structmode(T ) (where mode ∈ {set, bag}), and μ̂ : T → R be a
performance measure, known for all τ ∈ P(L). Let also enc(τ) = context(τ) ⊕
structmode(τ) be the propositional encoding for each τ ∈ P(L), where ⊕ stands
for tuple concatenation. Then a probabilistic clustering-based performance pre-
diction model (PCB-PPM) for L is a pair M = 〈c, 〈μ1, . . . , μk〉〉 (where k is the
number of clusters found for L) encoding a probabilistic predictive clustering
model, where (i) c : enc(T )×{1, . . . , k} → [0, 1] is a probabilistic clustering func-
tion that assigns any (possibly partial) new trace τ to each cluster with a certain
probability (based on the encoding of τ), and (ii) μi : T → R is a PPM associ-
ated with the i-th cluster, for i ∈ {1, . . . , k}. Model M is meant to estimate the
unknown performance function μ̂ as follows: for any trace τ ∈ T , the correspond-
ing performance value μ̂(τ) is computed as

∑k
j=1 c(enc(τ), j) · μj(enc(τ)). �	

In such a model, each cluster is equipped with a separate PPM, tailored to
capture how μ̂ depends on both the structure and context of any trace that may
be assigned to the cluster. The prediction for any new trace τ is computed as a
linear combination of the predictions made by the PPMs of all the clusters τ is
estimated to possibly belong to, with their respective membership probabilities
used as weights. In general, such an articulated kind of PPM can be built by
inducing a predictive clustering model and multiple PPMs (as the building blocks
implementing c and all μi, respectively). In our approach, we face this sub-task
by resorting to standard regression methods, defined for propositional data. As
observed in [8], indeed, this frees the analyst from the burden of defining a
suitable level of details over the representation of the relevant states of the
process (as required in the case of the AFSM models used in [2,7]).

5 Solution Approach to the Discovery of a PCB-PPM

Figure 2 illustrates the main steps of our approach to the discovery of a PCB-PPM
model, in the form of an algorithm, named PCB-PPM Discovery. Essentially, the
problem is approached in three main phases. In the first phase (Step 1), the
given log L is transformed into a propositional dataset Dtraces, containing one
distinguished tuple for each trace of the log. As in [7,8], the tuple encoding any
trace τ in L stores both the context-oriented attributes of τ and the summarized
structural view structmode(τ), produced according to the abstraction criterion
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Fig. 2. Algorithm PCB-PPM Discovery.

mode (specified as input to the algorithm)—these two kinds of information are
here represented as two different sub-tuples, concatenated one with the other.
A series of performance-oriented attributes (denoted as pProf(τ)) are stored
as well in the propositional representation of τ , in order to bias the clustering
phase towards the discovery of groups of traces that exhibit similar performance
patterns over the time. These trace attributes are formally defined next.

Definition 3 (Performance profile (for trace clustering)). Let T be a
trace universe, and μ̂ : T → R be a performance measure. Let h be a
number in N

+ chosen by the analyst1. For any trace τ in T , the perfor-
mance profile of τ (w.r.t. μ̂ and m) is an h-sized (sub-)tuple pProf(τ) =
〈pProf(τ, 1), pProf(τ, 2), . . . , pProf(τ, h)〉, such that, for each j ∈ {1, . . . , h},
it holds:

pProf(τ, j) =
{

τ [ij ], if ij < len(τ)
NULL, otherwise

where ij = (j − 1) ×
⌊

len(τ)
h

⌋
+ 1. �	

Notably, computing such a representation of a trace’s performance profile sim-
ply amounts to picking up a fixed number of performance values at predefined
positions of the trace, which can be done in linear time in the size of the input
log. By converse, the propositional log sketch used in [7,8] for trace clustering
requires the preliminary extraction of frequent structural patterns, which is far

1 In all the tests described here, we simply set h as the 40th percentile of the log’s
traces length.
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more expensive (possibly combinatorial in the number of process activities) in
terms of computation time.

In the second phase (Steps 2–3), a probabilistic clustering model is mined
out of Dtraces by exploiting a distributed version of popular algorithm EM [6],
implemented by function P-EM according to the data-parallel scheme of Fig. 1.
This function, described in details later on, requires the data to be preliminary
split into different datasets {D1, . . . , DM}, based on some partitioning strategy.
Specifically, here we simply divided the tuples of Dtraces into groups of (approx-
imately) the same size (Step 2).

In the third phase (Steps 4–5), a regression model is induced from each of the
discovered trace clusters, by applying the learning method REGR specified as
input to the algorithm. In order to obtain a predictive model that can be applied
to (new) ongoing process instances, the learner is provided with a set of training
instances representing partial (prefix) traces, labelled each with the respective
performance measurement. To this purpose, all the prefix traces in Pr(L) are
preliminary stored into a propositional dataset Dprefixes), which encodes all the
context-oriented and structure-oriented features of each trace (in addition to its
target performance value). The discovered clustering model C is then applied to
Dprefixes in a “hard” way, in order to obtain a partition D′

1, . . . , D
′
K of it, where

each tuple z ∈ Dprefixes is assigned to the cluster it appears the most likely to
belong to (Step 5). These clusters of prefix traces are then exploited to train a
list of regression models, one per cluster. This is accomplished by the distributed
function P-REGR (Step 6), following the same distributed paradigm as P-EM—
further details on the function too are given later on. Clearly, in such a regression
task, for each prefix trace τ , the features in context(τ) and structmode(τ) are
considered as input values, while the performance measurement μ̂(τ) is the target
variable to be predicted.

The rest of the algorithm is simply meant to put the discovered clustering
model and regression models in the form of a PCB-PPM, and to eventually return
the latter.

Function P-EM Expectation Maximization (EM ). is a well-known method for
inducing a probabilistic clustering model. The method relies on the assumption
that the given dataset were generated by a mixture of K probability distrib-
utions of some given form (e.g., Gaussian), representing each a distinguished
cluster. The clustering task then consists in trying to maximize the fit between
the dataset and such a probabilistic model, by suitably setting, the membership
probabilities of the data instances and the parameters of the overall generative
model—indeed, this information is not assumed to be known in advance, and it
must be estimated from the given data. Classic EM algorithm needs to be pro-
vided with an initial (typically randomly chosen) setting of the mixture model’s
parameters. Each EM iteration computes new estimates for these parameters
that are proven not to decrease the likelihood of the model, denoted hereinafter
as PerfEM . The process is repeated until the value of PerfEM converges to a
local maximum.
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Different distributed versions of EM algorithm have been presented in the
literature. Our approach essentially exploits the distributed computation scheme
defined in [4], in accordance with the DDM framework of Fig. 1.

In a nutshell, function P-EM takes as input different subsets, say D1, . . . , DN , of
the dataset, and the maximum number of clusters, say K. The clustering process
is distributed among N local miners (i.e., nodes equipped with an instance of
LocalMiner-WS, as explained in Sect. 3), storing each one of the sub-datasets
D1, . . . , DN , with a further node acting as coordinator (provided with an instance
of a GlobalMiner-WS ).

Specifically, in the initialization phase (method initialize), the coordinator
randomly initializes, for each of cluster Ck (with k = 1, . . . ,K), the center mk,
the covariance matrix Σk and the mixing probability p(mk), and sends a copy
of these data to each local node.

The method computeLocalModel, implemented by each local miner, consists
of three steps that are described next. First, the local miner estimates (for each
x ∈ D, for each k = 1, . . . , K) the probability p(mk|x) that x belongs to cluster
Ck—precisely, it computes p(mk|x) = p(x|mk)·p(mk)∑K

k=1 p(x|mk)·p(mk)
, where p(mk) is the

mixing probability and p(x|mk) is the prior probability, taking the specific form
of a Gaussian distribution. Then, it computes a collection SS(i) of local statis-
tics, consisting of the following values: f (i) =

∑
x∈Di

[− log
∑K

k=1 p(x|mk)p(mk)];
s1

(i)
k =

∑
x∈Di

p(mk|x); s2
(i)
k =

∑
x∈Di

p(mk|x)x; and s3
(i)
k =

∑
x∈Di

p(mk|x)(x −
mk)

T (x −mk), (with k = 1, . . . ,K). As a last step of computeLocalModel, these
local statistics are sent to the coordinator.

In order to implement method computeGlobalModel, the coordinator needs
to combine local information stored in the data summaries SS(1), . . . SS(N)

(received from the local nodes), and update the clustering model. In particu-
lar, for each cluster Ck, the updated versions of the center mk, the covariance
matrice Σk, the mixing probabilities p(mk) for k, k = 1, . . . , K are produced—
namely, mk =

∑N
i=1 s2

(i)
k /
∑N

i=1 s1
(i)
k , Σk =

∑N
i=1 s3

(i)
k /
∑N

i=1 s1
(i)
k , and p(mk) =

∑N
i=1 s1

(i)
k /|D|. Moreover, a performance measure PerfEM is computed for the

resulting clustering model as follows: PerfEM =
∑N

i=1 f (i).
At the end of each iteration of this computation scheme, the coordinator

must check (through an invocation of method needsMoreIteration) if the measure
PerfEM has converged to a (local) optimum or the number of iterations has
reached a given bound. If one of these conditions holds, the algorithm finishes;
otherwise a new iteration of the algorithm starts, where the coordinator sends a
copy of the novel clustering parameters (i.e., mk, Σk and p(mk), for k = 1, . . . ,K)
to the local miners, and so on.

Function P-REGR. Due to space limitations, we do not describe this function in
detail. In fact, rephrasing this function in terms of the framework in Fig. 1 is
simple enough for being explained without any precise formalization.

Basically, the method initialize of interface globalAlgorithm simply consists
in assigning the given K datasets to different local miners (i.e. instances of
LocalMiner-WS ). Each local miner is responsible for extracting a single regressor
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out of one of the datasets by using the selected regression algorithm REGR
(hence playing as the actual implementation of method computeLocalModel in
localAlgorithm). Once each local regressor has been induced, it is passed to the
global miner (i.e. the node implementing an instance of GlobalMiner-WS ), which
does not need to perform any further computation—method needsMoreIteration
in globalAlgorithm is “immaterial” in that it always returns false. Finally,
the method computeGlobalModel of GlobalModel only must store all the local
regressors received from the remote sites, into a list, ensuring that they follow
the same mutual order as the clusters they have been induced from.

6 Experimental Results

In order to test our approach, we implemented both the distributed functions
P-EM and P-REGR (see Sect. 5) as a composition of Grid Services, according to
the model of Fig. 1. The services have been developed by using the Java WSRF
library provided by the WS-Core, a component of the Globus Toolkit 4 [9].
These GT4-based Grid Services were deployed onto a private Cloud computing
infrastructure, by instantiating a pool of virtual machines (one for each grid
node). Precisely, we used a physical Grid consisting of 18 nodes, each running
a Linux CentOS 7.0 distribution and equipped with 1TB (SATA) hard drive, a
dual-core processor Intel Xeon E2 2650 2GHz, and 128GB of RAM. For scalabil-
ity analyses, different subsets of these nodes, namely, of size N = 1, 2, 4, . . . , 16,
were allocated to the execution of the whole PCB-PPM Discovery.

The LocalMiner-WS services (using either in P-EM or in P-REGR) were distrib-
uted as uniformly as possible over a number of dedicated virtual machines in
the Cloud – in practice, M local miners were deployed onto V virtual machines
by assigning M/V local miners to each machine. Each virtual machine, instead,
is instantiated on a distinct node of the Grid. It is worth noticing that two
distinguished nodes were kept reserved for the GlobalMiner-WS services of the
functions P-EM and P-REGR, and another one for the main algorithm PCB-PPM
Discovery—acting as a client of those GlobalMiner-WS ’s.

The rest of the section discusses a series of experimental activities that we
conducted to assess the validity of our approach, in terms of both effectiveness
and scalability. To this purpose, we used a collection of 5336 log traces generated
by a real transshipment system. Each trace stores a sequence of major logistic
activities (4 on the average) that were applied to a distinguished container, pass-
ing through the system in the first third of year 2006. Basically, each container
is unloaded from a ship, temporarily placed by the dock, and then carried to a
yard slot for being stocked. Symmetrically, at boarding time, the container is first
placed close to the dock, and then loaded on a cargo. Different kinds of vehicles
can be used for moving a container, including, e.g., cranes, “straddle-carriers”,
and “multi-trailers”. This basic life cycle may be extended with further transfers,
devoted to make the container approach its final embark point or to leave room
for other ones. Several data attributes are available for each container as con-
text data, which include: the origin and final ports, its previous and next calls,
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various properties of the ship unloading it, physical features (such as, e.g., size,
weight), and some information about its contents. As in [7], we also considered
several “environmental” context features for each container: the hour (resp., day
of the week, month) when it arrived, and the total number of containers that
were in the port at that moment.

In all the tests described next, the remaining processing time (for all the prefix
traces extracted by this log) was considered as the target performance measure
to predict.

Table 1. Average errors made by PCB-PPM Discovery (here denoted as Ours) and
the competitors, for different abstraction modes (namely, BAG and SET ). The best
outcomes are in bold.

Metric BAG SET

Ours Ours AA-TP AA-TP CA-TP Ours Ours AA-TP AA-TP CA-TP

(IB-k) (RepTree) (IB-k) (RepTree) (IB-k) (RepTree) (IB-k) (RepTree)

rmse 0.217 0.213 0.205 0.203 0.291 0.299 0.294 0.287 0.286 0.750

mae 0.061 0.059 0.064 0.073 0.142 0.102 0.098 0.105 0.112 0.447

mape 0.117 0.111 0.119 0.189 0.704 0.225 0.189 0.227 0.267 2.816

Effectiveness Results. Since the ultimate goal of our approach is to predict a
performance measure (namely, the remaining processing time) over partial log
traces, the effectiveness of our approach was evaluated by computing (via 10-fold
cross validation) three standard error metrics, quantifying all how much the
predicted values differ from the real ones in the average: root mean squared
error (rmse), mean absolute error (mae), and mean absolute percentage error
(mape). For ease of interpretation, the results have been divided by the average
processing time (over all the log’s traces).

As a term of comparison we considered two approaches that were defined
in the literature for the discovery of a clustering-based PPM: AA-TP [8], and
CA-TP [7]. By the way, it is known from the literature such these techniques
were all capable to neatly improve the achievements of non clustering-based
predictors. In a sense, the quality of the forecasts that a clustering-based PPM
eventually provides can be considered as an indirect indicator of the validity
of its underlying clustering model (which has indeed a “predictive clustering”
nature, and serves the purpose of supporting the prediction task). Following this
line of reasoning, no quality measure is shown here for the discovered clusters,
in addition to the very accuracy of the predictions that they allowed to make.

For our empirical effectiveness analysis, we run PCB-PPM Discovery by heuris-
tically setting the number K of clusters to �log2(|L|)
, where |L| is the number
of traces in the given log, while always keeping M = 16.

Tables 1 shows the average errors made by our algorithm, for two different
instantiations of the regression method REGR (namely, and IB-k and Rep-
Tree)—in both cases we resorted to the implementations available in the popular
Weka [14] library. In particular, the first half of the table regards the case when
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the bag mode is used for abstracting traces, whereas the second half concerns
the usage of set abstractions.

The values shown for AA-TP were computed by averaging the ones obtained
with different settings of its parameters, namely minSupp ∈ {0.1, . . . 0.4},
kTop ∈ {4,∞}, and maxGap ∈ {0, 4, 8,∞}. For CA-TP, instead, we report the
average of the results that it obtained with different values of the horizon para-
meter h (precisely, h = 1, 2, 4, 8, 16), and the best-performing setting for all the
remaining parameters.

In order to correctly interpret the results in Table 1, it is important to notice
that the kind of clustering used by AA-TP and CA-TP is more precise than the
one adopted in our approach, as discussed in Sect. 4. In spite of this, PCB-PPM
still achieves better results in terms of mae and mape than AA-TP (our rmse
outcomes, instead, are slightly worse than AA-TP’s ones), and more accurate
outcomes (over all error metrics) than CA-TP, irrespective of the abstraction
function (i.e. BAG or SET ) used. The former behavior can be explained as an
effect of the probabilistic clustering scheme that underlies our PCB-PPM’s, and
makes the prediction of trace performances more robust to the discovery of sub-
optimal trace clusters. The lower prediction errors produced by both PCB-PPM
and AA-TP, w.r.t. CA-TP, find a justification on their capability to fully exploit
the context information available for the log traces in both the clustering and
prediction phases—whereas CA-TP uses them during the clustering step only.

Efficiency Results. To test the scalability of our approach, we first generated 4
distinct datasets with different sizes (namely, DS1, DS2, DS3, DS4), obtained
by replicating every trace in the given log L for 256, 512, 1024, and 2048 times,
respectively. We studied the scalability, speedup and efficiency performances
when varying the number of grid nodes (from 1 to 16) that were actually used.
For space reasons, we next focus on the case where REGR = RepTree and
mode = BAG—similar trends were obtained, indeed, with the SET abstraction
and IB-k. Similarly to what done in the effectiveness tests, the number of desired
trace clusters was set to �log2(|L|)
.

Figure 3(a) shows the execution times spent against each of the datasets, when
using 1 to 16 Grid nodes. We can simply observe that these times strongly
decrease for all datasets when increasing the number of available nodes. It
is important to observe that the time needed to process the dataset DS4
(i.e., the biggest one, with more than 10M traces and 43M of events) is longer
than 4 hours when using a single node, while it decreases to only 16.3 min when
exploiting 16 nodes. In Fig. 3(b) the execution speed-up curves are depicted for
each of the datasets. The speed-up is almost linear for all datasets up to the case
where 8 Grid nodes are used; an appreciable trend of gain is maintained over
higher numbers of nodes. Notably, a speed-up value of 15 is obtained for the
extreme case of dataset DS4 when using all of the 16 nodes, hence substantiat-
ing the scalability of our distributed computation strategy and of the underlying
framework. Finally, Fig. 3(c) shows the system efficiency, vs the number of nodes
and for different datasets. As shown in the figure, a good efficiency trend can
be seen as long as the number of nodes increases. As a matter of fact, for the
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Fig. 3. Efficiency results of PCB-PPM for different data sizes when RepTree is used as
regressor.

largest dataset DS4, the efficiency on 8 nodes is equal to 0.99, whereas on 16
nodes it is equal to 0.94, i.e. the 99 % and 94 % of the computing power of each
used node is exploited, respectively.

7 Conclusions

We have presented a novel context-aware clustering-based approach to the dis-
covery of predictive models for supporting the forecast of process performance
measures. The approach overcomes the severe scalability limitations of similar
solutions currently available in the literature, and takes advantage of a distrib-
uted implementation of its more expensive computational tasks, based on a col-
lection of ad hoc grid services, deployed on top of a cloud-computing platform.
It is worth noticing that, despite the approach introduces some approximation
in the computation of trace clusters (for the sake of efficiency), the accuracy
of the predictions obtained in a real-life application scenario is quite satisfac-
tory. This is likely due to the capability of our probabilistic clustering scheme
to compensate such a loss of precision in the clustering phase.

As future work, we plan to integrate more powerful regression methods into
our approach, as well as investigate the possibility to exploit sequence-oriented
kernel-based methods for both the clustering of the traces and for inducing each
cluster’s predictor.
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Abstract. Most Machine Learning (ML) researchers focus on automatic
Machine Learning (aML) where great advances have been made, for
example, in speech recognition, recommender systems, or autonomous
vehicles. Automatic approaches greatly benefit from the availability of
“big data”. However, sometimes, for example in health informatics, we
are confronted not a small number of data sets or rare events, and with
complex problems where aML-approaches fail or deliver unsatisfactory
results. Here, interactive Machine Learning (iML) may be of help and
the “human-in-the-loop” approach may be beneficial in solving compu-
tationally hard problems, where human expertise can help to reduce an
exponential search space through heuristics.

In this paper, experiments are discussed which help to evaluate the
effectiveness of the iML-“human-in-the-loop” approach, particularly in
opening the “black box”, thereby enabling a human to directly and indi-
rectly manipulating and interacting with an algorithm. For this purpose,
we selected the Ant Colony Optimization (ACO) framework, and use it
on the Traveling Salesman Problem (TSP) which is of high importance in
solving many practical problems in health informatics, e.g. in the study
of proteins.
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1 Introduction and Motivation for Research

Automatic Machine Learning (aML) is increasingly making big theoretical as
well as practical advances in many application domains, for example, in speech
recognition [1], recommender systems [2], or autonomous vehicles [3].

The aML-approaches sometimes fail or deliver unsatisfactory results, when
being confronted with complex problem. Here interactive Machine Learning
(iML) may be of help and a “human-in-the-loop” may be beneficial in solv-
ing computationally hard problems, where human expertise can help to reduce,
through heuristics, an exponential search space.

We define iML-approaches as algorithms that can interact with both com-
putational agents and human agents and can optimize their learning behaviour
through these interactions [4]. To clearly distinguish the iML-approach from a
classic supervised learning approach, the first question is to define the human’s
role in this loop (see Fig. 1), [5].

Fig. 1. The iML human-in-the-loop approach: The main issue is that humans are not
only involved in pre-processing, by selecting data or features, but actually during the
learning phase they are directly interacting with the algorithm, thus shifting away the
black-box approach to a glass-box; there might also be more than one human agent
interacting with the computational agent(s), allowing for crowdsourcing or gamification
approaches

There is evidence that humans sometimes still outperform ML-algorithms,
e.g. in the instinctive, often almost instantaneous interpretation of complex pat-
terns, for example, in diagnostic radiologic imaging: A promising technique to fill
the semantic gap is to adopt an expert-in-the-loop approach, by integrating the
physicians high-level expert knowledge into the retrieval process and by acquir-
ing his/her relevance judgments regarding a set of initial retrieval results [6].

Despite these apparent assumption, so far there is little quantitative evidence
on effectiveness and efficiency of iML-algorithms. Moreover there is practically
no evidence of how such interaction may really optimize these algorithms as it is
a subject that is still being studied by cognitive scientists for quite a while and
even though “natural” intelligent agents are present in large numbers throughout
the world [7].

From the theory of human problem solving it is known that for example,
medical doctors can often make diagnoses with great reliability - but without
being able to explain their rules explicitly. Here iML could help to equip algo-
rithms with such “instinctive” knowledge and learn thereof. The importance of
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iML becomes also apparent when the use of automated solutions due to the
incompleteness of ontologies is difficult [8].

This is important as many problems in machine learning and health infor-
matics are NP-hard, and the theory of NP-completeness has crushed previous
hopes that NP-hard problems can be solved within polynomial time [9]. More-
over, in the health domain it is sometimes better to have an approximate solution
to a complex problem, than a perfect solution to a simplified problem - and this
within a reasonable time, as an average medical doctor has on average less than
five minutes to make a decision [10].

Consequently, there is much interest in approximation and heuristic algo-
rithms that can find near optimal solutions within reasonable time. Heuristic
algorithms are typically among the best strategies in terms of efficiency and
solution quality for problems of realistic size and complexity. Meta-heuristic algo-
rithms are widely recognized as one of the most practical approaches for combina-
torial optimization problems. Some of the most useful meta-heuristic algorithms
include genetic algorithms, simulated annealing and Ant Colony Optimization
(ACO).

In this paper we want to address the question whether and to what extent
a human can be beneficial in direct interaction with an algorithm. For this pur-
pose we developed an online-platform in the context of our iML-project [11], to
evaluate the effectiveness of the “human-in-the-loop” approach and to discuss
some strengths and weaknesses of humans versus computers. Such an integra-
tion of a “human-into-the-loop” may have many practical applications, as e.g. in
health informatics, the inclusion of a “doctor-into-the-loop” [12,13] can play a
significant role in support of solving hard problems, particularly in combination
with a large number of human agents (crowdsourcing).

2 Background

2.1 Problem Solving: Human Versus Computer

Many ML-methods perform very badly on extrapolation problems which would
be very easy for humans. An interesting experiment was performed by [14]:
humans were presented functions drawn from Gaussian Processes (GP) with
known kernels in sequence and asked to make extrapolations. The human learn-
ers extrapolated on these problems in sequence, so having an opportunity to
progressively learn about the underlying kernel in each set. To further test pro-
gressive function learning, they repeated the first function at the end of the
experiment, for six functions in each set. The authors asked for extrapolation
judgements because it provides more information about inductive biases than
interpolation and pose difficulties for conventional GP kernels [15].

Research in this area, i.e. at the intersection of cognitive science and compu-
tational science is fruitful for further improving aML thus improve performance
on a wide range of tasks, including settings which are difficult for humans to
process (for example big data and high dimensional problems); on the other
hand such experiments may provide insight into brain informatics.
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The first question is: When does a human still outperform ML-algorithms?
ML algorithms outperform humans for example in high-dimensional data
processing, in rule-based environments, or in automatic processing of large quan-
tities of data (e.g. image optimization). However, ML-algorithms have enormous
problems when lacking contextual information, e.g. in natural language trans-
lation/curation, or in solving NP-hard problems. One important issue is in so-
called unstructured problem solving: Without a pre-set of rules, a machine has
trouble solving the problem, because it lacks the creativity required for complex
problem solving. A good example for the literal competition of the human mind
and its supposed artificial counterpart are various games, because they require
human players to use their skill in logic, strategic thinking, calculating or cre-
ativity. Consequently, it is a good method to experiment on the strength and
weaknesses of both brains and algorithms. The field of ML actually started with
such efforts: In 1958 the first two programs to put the above question to the test
were a checker program by Arthur Samuel and the first full chess program by
Alex Bernstein [16]. Whilst Samuel’s program managed to beat Robert Nealey,
the Connecticut checkers champion at that time, chess proved to be the comput-
ers weakness at that time; because on average just one move offers a choice of 30
possibilities, with an average length of 40 moves that leaves 10120 possible games.
Recently, computers had impressive results in competitions against humans: In
1997, the world chess champion Garry Kasparov lost a six-game match against
Deep Blue. A more recent example is the 2016 Google DeepMind Challenge, a
five-game match between the world Go champion Lee Sedol and AlphaGo, devel-
oped by the Google DeepMind team. Although AlphaGo won the overall game,
it should be mentioned that Lee Sedol won one game. These examples just shall
demonstrate how much potential a combination of both sides may offer [17].

As test case for our approach we selected the Traveling Salesman Problem,
which is a classical hard problem in computer science and studied for a long
time, and where Ant Colony Optimization has been used to provide approximate
solutions [18].

2.2 Traveling Salesman Problem (TSP)

The TSP appears in a number of practical problems in health informatics, e.g.
the native folded three-dimensional conformation of a protein is its lowest free
energy state and both a two- and three-dimensional folding processes as a free
energy minimization problem belong to a large set of computational problems,
assumed to be very hard (conditionally intractable) [19].

The TSP basically is about finding the shortest path through a set of points,
returning to the origin. As it is an intransigent mathematical problem, many
heuristics have been developed in the past to find approximate solutions [20].

Numerical examples of real-world TSP tours are given in [21]; so, for example
in Sweden for 24,978 cities the length is approximative 72,500 km [22] and in
Romania: for 2950 cities, the length is approximative 21,683 km) [23]. The World
TSP tour, with the length 7,516,353,779 km was obtained by K. Helsgaun using
1,904,711 cities [22].
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The Mathematical Background of TSP. The TSP is a important graph-
based problem which was firstly claimed to be a mathematical problem in 1930
[24]. Given a list of cities and their pairwise distances: find the shortest possible
tour that visits each city exactly once. It is a NP-hard problem, meaning that
there is no polynomial algorithm for solving it to optimality. For a given number
of n cities there are (n − 1)! different tours.

In terms of integer linear programming the TSP is formulated as fol-
lows [25–27].

The cities, as the nodes, are in the set N of numbers 1, . . . , n; the edges are
L = {(i, j) : i, j ∈ N , i �= j}

There are considered several variables: xij as in Eq. (1), the cost between
cities i and j denoted with cij .

xij =
{

1, the path goes from city i to city j
0 otherwise (1)

The Traveling Salesman Problem is formulated to optimize, more precisely
to minimize the objective function illustrated in Eq. (2).

min
n∑

i=1

n∑

i�=j,j=1

cijxij (2)

The TSP constraints follow.
– The first condition, Eq. (3) is that each node i is visited only once.

∑

i∈N ,(i,j)∈L
xij +

∑

j∈N ,(i,j)∈L
xji = 2 (3)

– The second condition, Eq. (4), ensures that no subtours, S are allowed.
∑

i,j∈L,(i,j)∈S
xij ≤ |S| − 1,∀S ⊂ N : 2 ≤ |S| ≤ n − 2 (4)

For the symmetric TSP the condition cij = cji holds. For the metric version
the triangle inequality holds: cik + ckj ≥ cij ,∀i, j, k nodes.

3 Ant Algorithms

There are many variations of the Ant Colony Optimization applied on different
classical problems. For example an individual ant composes a candidate solution,
beginning with an empty solution and adding solution components iteratively
until a final candidate solution has been generated [28]. The ants solutions are
not guaranteed to be optimal and hence may be further improved using local
search methods. Based on this observation, the best performance is obtained
using hybrid algorithms combining probabilistic solution constructed by a colony
of ants with local search algorithms as 2-opt, 3-opt, tabu-search etc. In hybrid
algorithms, the ants can be seen as guiding the local search by constructing
promising initial solutions. Conversely, the local search guides the colony evo-
lution, because ants preferably use solution components which, earlier in the
search, have been contained in good locally optimal solutions.
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3.1 Ant Behaviour and Pheromone Trails

Ants are (similar as termites, bees, wasps) socially intelligent insects living in
organized colonies where each ant can communicate with each other. Pheromone
trails laid by foraging ants serve as a positive feedback mechanism for the sharing
of information. This feedback is nonlinear, in that ants do not react in a pro-
portionate manner to the amount of pheromone deposited, instead, strong trails
elicit disproportionately stronger responses than weak trails. Such nonlinearity
has important implications for how an ant colony distributes its workforce, when
confronted with a choice of food sources [29].

This leads to the emergence of shortest paths and when an obstacle breaks
the path, ants try to get around the obstacle randomly choosing either way. If the
two paths encircling the obstacle have the different length, more ants pass the
shorter route on their continuous pendulum motion between the nest points in
particular time interval. While each ant keeps marking its way by pheromone the
shorter route attracts more pheromone concentrations and consequently more
and more ants choose this route. This feedback finally leads to a stage where
the entire ant colony uses the shortest path. Each point at which an ant has to
decide which solution component to add to its current partial solution is called
a choice point.

The ant probabilistically decides where to go by favouring the closer nodes
and the nodes connected by edges with higher pheromone trails. After the solu-
tion construction is completed, the ants give feedback on the solutions they have
constructed by depositing pheromone on solution components which they have
used in their solution. Solution components which are part of better solutions or
are used by many ants will receive a higher amount of pheromone and, hence,
will more likely be used by the ants in future iterations of the algorithm. To avoid
the search getting stuck, typically before the pheromone trails get reinforced, all
pheromone trails are decreased by a factor [30,31].

Such principles inspired from observations in nature can be very useful for the
design of multi-agent systems aiming to solve hard problems such as the TSP.
Pioneer work in that respect was done by Marco Dorigo, the inventor of the
Ant Colony Optimization (ACO) meta-heuristic for combinatorial optimization
problems [32].

In summary it can be stated that ACO algorithms are based on simple
assumptions:

– Foraging ants construct a path in a graph and some of them (according to
updating rules) lay pheromone trail on their paths

– Decisions are based on pheromone deposited on the available edges and on the
distance to the available nodes

– Pheromone evaporates over time
– Every ant remembers already visited places
– Foragers prefer to follow the pheromone trails and to choose close nodes
– Local information improve the information content of pheromone trails
– The colony converges to a high quality solution.
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Convergence is a core-competence of distributed decision-making by insect
colonies; an ant colony operates without central control, regulating its activi-
ties through a network of local interactions [33]. The evolution in this case is
a probabilistic stepwise construction of a path, making use of pheromones and
problem-specific heuristic information to incrementally find a solution [34,35].

ACO Procedure. Ant Colony Optimization (ACO) metaheuristic is a frame-
work for solving combinatorial optimization problems. Depending on the specific
problem tackled, there are many successful ACO realizations. One of the oldest
and specifically dedicated to TSP is the Ant Colony System (ACS) [36]. In ACS,
ants concurrently traverse a complete graph with n nodes, construct solutions
and deposit pheromone on their paths. The distances between nodes are stored
in the matrix (dij), and the pheromone on edges are in (τij).

The pseudocode of Ant Colony Systems is illustrated in Algorithm1.

Algorithm 1. Ant Colony System Algorithm
Input : ProblemSize, m, β, ρ, σ, q0
Output: Pbest
Pbest ← CreateHeuristicSolution(ProblemSize);
Pbestcost ← Cost(Pbest);
Pheromoneinit ← 1.0

ProblemSize×Pbestcost
;

Pheromone ← InitializePheromone(Pheromoneinit);
while ¬StopCondition() do

for i = 1 to m do
Si ← ConstructSolution(Pheromone, ProblemSize, β, q0);
Sicost ← Cost(Si);
if Sicost ≤ Pbestcost then

Pbestcost ← Sicost;
Pbest ← Si;

end
LocalUpdateAndDecayPheromone(Pheromone, Si, Sicost, ρ);

end
GlobalUpdateAndDecayPheromone(Pheromone, Pbest, Pbestcost, ρ);

end
return Pbest ;

The characteristics of ACS are:

– the decision rule for an ant staying in node i for choosing the node j is a mix
of deterministic and probabilistic processes.

– two rules define the process of pheromone deposit.

The most important ACS parameters are: the number of ants (m), the bal-
ance between the effect of the problem data and the effect of the pheromone
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(β), the threshold for deterministic decisions (q0) and the evaporation rate of
the pheromone (ρ). These parameters allow the following description of ACS.

At the beginning, a TSP solution is generated, using a heuristic method (for
example, the Nearest Neighbor). At this step, this solution is considered the
global best. The ants are deployed at random in the nodes and they move to
other nodes, until they complete a solution. If an ant stays in the node i, it can
move to one of the unvisited nodes. The available nodes form the set Ji.

The next node j is chosen based on the pheromone quantity on the corre-
sponding edge, on the edge’s length, and on an uniformly generated random
value q∈ [0, 1]. η is considered the inverse of the distance between two nodes.
If q ≤ q0, then the Eq. (5) holds. Otherwise,j is randomly selected from the
available nodes using a proportional rule, based on the probabilities (Eq. 6).

j = argmaxl∈Ji
(τil · [ηil]β) (5)

pij =
τij · [ηij ]β∑

l∈Ji
τil · [ηil]β

(6)

After all the solutions are constructed, their lengths are computed, and the
global best is updated, if a better solution is founded. The local pheromone
update is applied. Each ant updates the pheromone on its path using Eq. (7).

τij(t + 1) = (1 − ρ) · τij(t) + ρ
1

n · Linitial
(7)

where Linitial is the length of the initial tour. The current iteration of the ACS
is ended by applying the global pheromone update rule: Only the current best
ant reinforces the pheromone on its path, using Eq. (8).

τij(t + 1) = (1 − ρ) · τij(t) + ρ
1

Lbest
(8)

where Lbest is the length of the best tour. The algorithm is repeated until the
stopping conditions are met and exits with the best solution.

3.2 Inner Ant System for TSP

In [37] the Inner Ant System (IAS) is introduced, also known as Inner Update
System in [38] where the “inner” rule was firstly introduced to reinforce the
local search during an iteration. The structure of the IAS is similar with the Ant
Colony System. After the inner rule the Lin-Kernighan 2-opt and 3-opt [39] are
used to improve the local solution.

After each transition the trail intensity is updated using the inner correction
rule, Eq. (9), from [38].

τij(t + 1) = (1 − ρ)τij(t) + ρ
1

n · L+
(9)

where L+ is the cost of the best tour.
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In Ant Colony Systems only ants which generate an optimal tour are allowed
to globally update the pheromone. The global update rule is applied to the edges
belonging to the best tour. The correction rule is Eq. (8). In IAS the pheromone
trail is over an upper bound τmax, the pheromone trail is re-initialized as in [40].
The pheromone evaporation is used after the global pheromone update rule.

4 Experimental Method, Setting and Results

The ACO as an aML algorithm usually use no interaction. The ants walk around
and update the global weights after each iteration. This procedure is repeated
a distinct number of times. Following the iML-approach the human now can
open the black-box and can manipulate this algorithm by changing the behavior
of the ants. This is done by changing the pheromones, i.e. the human has the
possibility to add or remove pheromones after each iteration.

4.1 Experimental Method

Based on the Inner Ant System for TSP this could be understood as adding or
removing of pheromones on a track between cities. So the roads become more
or less interesting for the ants and there is a high chance that they will consider
road changes. In pseudocode we can write Algorithm 2.

For testing the Traveling Salesman Problem using iML we implemented an
online tool with the following workflow:

−→ Click on the empty field to add new cities.
−→ Press “Start” to initialize the ants and to let them run.
−→ With a click on “Pause/Resume” the algorithm will be paused.
−→ Selection of two edges (first vertex and second vertex).
−→ Between these two edges the pheromones can be now adjusted by the

slider below.
−→ With “Set Pheromone” changes of pheromones are written in the graph.
−→ Another click on “Pause/Resume” continues the algorithm.
−→ The steps above can be repeated as often as needed.

4.2 Implementation Details

The implementation is based on Java-Script. So it is a browser based solution
which has the great benefit of platform independence and no installation is
required.

For the test-setup we used 30 ants, 250 iterations. For the other parameters
we choose fixed default values: α =1; β =3; ρ =0.1. The parameters are in the
current prototype fixed, this makes it easier to compare the results.

When starting the application an empty map appears on the left side. By
clicking on the map a new city is created. The script automatically draws
the connections between all the cities. After starting the algorithm, a list of
cities/numbers will appear in the control center (see Fig. 2).
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Algorithm 2. Ant Colony Algorithm iML
Input : ProblemSize, m, β, ρ, σ, q0
Output: Pbest
Pbest ← CreateHeuristicSolution(ProblemSize);
Pbestcost ← Cost(Pbest);
Pheromoneinit ← 1.0

ProblemSize×Pbestcost
;

Pheromone ← InitializePheromone(Pheromoneinit);
while ¬StopCondition() do

for i = 1 to m do
Si ← ConstructSolution(Pheromone, ProblemSize, β, q0);
Sicost ← Cost(Si);
if Sicost ≤ Pbestcost then

Pbestcost ← Sicost;
Pbest ← Si;

end
LocalUpdateAndDecayPheromone(Pheromone, Si, Sicost, ρ);

end
GlobalUpdateAndDecayPheromone(Pheromone, Pbest, Pbestcost, ρ);
while isUserInteraction() do

GlobalAddAndRemovePheromone(Pheromone, Pbest, Pbestcost, ρ);
end

end
return Pbest;

After selecting two of them, the pheromones on the track between the cities
can be adjusted with the slider. The current amount of pheromones is displayed
as blue line with variance in the width for the amount of pheromones. After each
iteration the current shortest path is calculated. If the new path is shorter than
the old one, the green line will be updated. For the evaluation on testing process
there are some pre-defined data sets. From these data sets the best solution is
known. The original data sets can be found on [41].

The results of the pre-defined datasets can be compared with the optimal
solution after finishing the algorithm by clicking on “Compare with optimal
tour”. The optimal tour is displayed with a red line.

It is also possible to extend the existing data sets by adding points. A deletion
of points is currently not possible, but we are working on it, as this allows a lot of
interesting experiments (perturbation of graph structures). Saving and loading
modules brings the benefit that the user can store and share the results if he
discovered something interesting. During the loading the saved data is maximized
to the size of the window.

4.3 Experimental Results

The update of the pheromones on a path changes the ant’s behavior. Because
of human interaction such as adding pheromones the chances that an ant might
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Fig. 2. The control-panel of our Java-Script code (Color figure online)

take that path become higher. Consequently, this is a direct interaction with
the algorithm. The interaction could not be effective through the evaporation of
pheromones if this happens the user has to set pheromones again.

The interaction only changes the probability that the path could be taken.
It has no effect on the shortest path. So it is obvious that a change of the
pheromones may not necessarily result in a better path. An increase of this
probability that it has an effect can be done by increasing the numbers of Itera-
tions. If we take a closer look at our data set “14 cities in Burma”, Burma14.tsp,
it is possible to see this effect. The path between city 1 and 10 is part of the
shortest path (see Fig. 3).

If we start the algorithm without interaction the probability that the shortest
path is taken is very low. If we now increase some of our parameters like colony
size (from 20 to 40) and the number of iterations (from 250 to 500), the chances
become higher, that the algorithm will return the shortest path. When we now
do the same with human interaction (add pheromones to path 1–10 and decrease
pheromones on the surrounding paths), after iterations 10, 60, 100 and 150, then
there is a high probability that the shortest path can be found in 250 iterations
(see Fig. 4).
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Fig. 3. Not optimal path of Burma14.tsp dataset using an ant algorithm without iML
after 250 iterations and using twenty ants.

Fig. 4. Optimal path of Burma14.tsp dataset using iML, after 250 iterations including
four human interactions and twenty ants for the ant algorithm.

5 Discussion and Future Research

As we see in the test results above, the iML-approach poses benefits, however,
further evaluations must also answer questions regarding the cost, reliability,
robustness and subjectivity of humans-in-the-loop. Further studies must answer
questions including: “When is it going to be inefficient?” In the example above
the number of iterations can be reduced from 500 to 250, by three human inter-
actions. The benefit is that after a few iterations the user can intuitively observe
whether and to what extent ants are on a wrong way. The best number of cities,
for an intuitively decision, is between about 10 and 150. A number beyond 150
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cities poses higher complexity and prevent a global overview. An increase of
the cities is possible, if there is for example a preprocessing phase of subspace
clustering [42].

Further challenges are in the transfer of our approach to other nature
inspired algorithms which have a lot of potential for the support of solving hard
problems [43].

iML can be particular helpful whenever we are lacking large amounts of data,
deal with complex data and/or rare events where traditional aML-algorithms
suffer due to insufficient training samples. A doctor-in-the-loop can help where
human expertise and long-term experience is useful, however, the optimal way
will be in hybrid solutions in combining the “best of two worlds”, following the
HCI-KDD approach [17,44].

In the future it is planned to use gamification [45] and crowdsourcing [46],
with the grand goal to make use of many humans to help to solve hard problems.

6 Conclusion

We demonstrated that the iML approach [5] can be used to improve current
TSP solving methods. With this approach we have enriched the way the human-
computer interaction is used [47]. This research is in-line with other success-
ful approaches. Agile software paradigms, for example, are governed by rapid
responses to change and continuous improvement. The agile rules are a good
example on how the interaction between different teams can lead to valuable solu-
tions. Gamification seeks for applying the Games Theory concepts and results to
non-game contexts, for achieving specific goals. In this case, gamification could
be helpful by considering the human and the computer as a coalition. There
are numerous open research directions. The challenge now is to translate these
approach to other similar problems, for example on protein folding, and at the
same time to scale up on complex software applications.
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Abstract. The rapid growth of social networks, primarily Facebook, has
coincided with an increasing concern over personal privacy. This explains
why more and more users personalize their Facebook privacy settings.
As a matter of fact, the list of friends is often one of the profile sections
kept private, meaning that this information is perceived as sensible.

In this paper, we study the robustness of this privacy protection
feature, showing that it can be broken even in the less advantageous
conditions for the adversary. To do this, we exploit both the poten-
tial information extracted from user alter accounts in Twitter and a
social network property, recently demonstrated for Twitter, called inter-
est assortativity. The preliminary experimental results reported in this
paper, give a first evidence of the effectiveness of our attack, which suc-
ceeds even in the most difficult case that is when the information about
the victim are minimum.

Keywords: Facebook privacy · Assortativity · Identity management

1 Introduction

Facebook’s privacy setting gives a user the possibility to choose who is allowed to
see their profile information. Hence, a user who wants not to reveal his friend list
information to everyone can specify to hide such an information in the privacy
setting page. By default, everyone can see the friends of a user. As a matter of
fact, there are many Facebook users having a private list of friends, meaning
that this information is often (reasonably) perceived as sensible. In this paper,
we study the robustness of this privacy protection feature, showing that it can
be broken even in the less advantageous conditions for the adversary. Obviously,
if the adversary knows the victim in the real life or has information about the
contexts in which the victim lives, he can easily guess some Facebook profiles
owned by a real-life friend of the victim whose friend list is public. It is rather
intuitive that only few seeds are enough to discover incrementally large portions
of private friends, as usually friends form highly connected clusters. Therefore,
this case is trivial. But we want to consider the most difficult case. The adversary
has only the name of the victim and the link to his Facebook profile, he can

c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
F. Buccafurri et al. (Eds.): CD-ARES 2016, LNCS 9817, pp. 96–105, 2016.
DOI: 10.1007/978-3-319-45507-5 7
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guess only some general information about him (nationality, for example), but
has no information about his real life, his job, his interests, etc. This case, for
example, may occur in Web investigation. Again, the privacy of the list of friends
can be broken once only a few friends (even one) is found with public profile.
But, how to find them? Since guessable general information selects a very large
portion of Facebook users, it would seem that the only way for the adversary
is to try an infeasible guess-and-check attack. In this paper, we show that, by
exploiting a social network property recently demonstrated for Twitter [9], a
much more efficient attack is possible, allowing the adversary to break the privacy
of the victim in the most cases. This short paper includes the first experimental
evidence of this result, thus encouraging us to more deeply analyze this issue in
the next future.

The plan of this paper is as follows. In Sect. 2, we present our approach
to discover private friendships in Facebook. Section 3 describes the preliminary
experimentation carried out to study the effectiveness of our technique. Section 4
deals with literature related to our work. Finally, in Sect. 5, we draw our con-
clusions.

2 Approach Formalization

In this section, we describe the technique we propose to discover (at least a part
of) friends of a social network user who decided to make private his friend list.
First, we observe that our approach works for social networks, such as Facebook,
in which friendship relations are symmetric (that is, if the user u1 is friend of
u2, then also u2 is friend of u1).

The intuition underlying our approach is that privacy setting of an account
is indicated by the account owner, meaning that u1 can choose to make private
his friendship with u2, whereas u2 can choose to make public his friendship with
u1. Consequently, by looking at u2’s account, the friendship between u1 and u2

can be inferred even thought u1 tries to hide it. It is worth noting that the mere
execution of the strategy sketched above has a strong limitation that makes
this trivial search unfeasible. Indeed, due to the huge number of social network
accounts, the search space of possible friends is limitless. Moreover, this strategy
returns at most one friend for each possible friend analyzed.

To overcome these drawbacks, we designed a technique more sophisticated
than the above one to reach two important advantages. The first one is to provide
a relatively limited number of accounts to analyze (say candidates), thus reducing
the search space and making this solution feasible. The second advantage is that,
thanks to a suitable selection of each candidate, the processing of each candidate
account is able to return more friends of the initial account u1 (to obtain this,
we exploit the mechanism of friend community present in social networks).

The technique used to discover private friends basically relies on three
procedures, find alter accounts, select candidates, and find common friends.
For the sake of presentation, we describe at high level how our proposal works,
whereas the detailed implementations of the above three procedures are provided
in Sects. 2.1, 2.2 and 2.3, respectively.
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Fig. 1. Graphical representation of the approach.

The input of our technique is uF , which is the account of the user u in a
social network F that supports symmetric friendship relations. In the follow,
we instantiate F with Facebook, the most popular social network. Clearly, the
friend list of uF is private. The output of our technique is a set of accounts fiuF

that are friends of uF in Facebook. Our approach is schematized in Fig. 1 and
consists of 4 steps.

1. In order to discover private friends of uF , the first step we run is finding alter
accounts of uF . This step aims to identify a secondary account of u in another
social network(how to perform this task is described in Sect. 2.1).
It is well know that users register account on different social networks and
use them for different purposes [8,26]. Among all the social networks in which
u has registered an account, we are interested in his secondary account in
Twitter: indeed, Twitter is a very famous and common social networks, which
is used to exchange very short messages. At the end of this step, we obtain
uT , which is the account of the user u in Twitter.

2. Now, we run the second step of our technique, that is select candidates. This
steps aims to identify Twitter accounts that are in the same community of
u and that can lead to discover the private friends of uF . Among the three
steps, this is the core one and is deeply explained in Sect. 2.2. Let cT1 , . . . , c

T
n

be the set of candidates outputted at this step.
3. In this step, we run the procedure finding alter accounts for each candidate

cTj , in order to discover his/her account on Facebook, say cFj . At the end of
this step, we have found some accounts on Facebook that hopefully are in the
same Facebook community of uF (because they are alter accounts of users in
the same community of u in Twitter).

4. In the last step, for each cFj , we run the procedure finding common friends in
order to find the list of friends in common between cFj and uF . This procedure,
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which can appear magic, is instead provided by many social networks in
order to give members the opportunity to find new friends. The detail on the
implementation of this step is given in Sect. 2.3 At the end of this step, we
obtain the set fiu

F containing some (hopefully all) private friends of uF .

From the high-level description of how our technique works, it is clear we
cannot guarantee that this approach is always able to break the privateness
of friend list: indeed, it is necessary that alter accounts are found and friend
community exists. However, as we will show in Sect. 3, we experimented that
for many real-life accounts, the execution of this technique is able to discover at
least a portion of private friend list.

In the next sections, we will describe the implementation of the three proce-
dures used in our technique.

2.1 Finding Alter Accounts

Many social networks provide their users with the possibility to add in their
own profiles a link toward one of their accounts in another social site or external
website. This feature is typically enabled during the creation of the user profile.
This information is extremely useful in our approach because it allows the iden-
tification of the accounts belonging to the same person in a multi-social network
scenario.

Technically speaking, users who explicitly declare their alter accounts via
social network tools, physically create special links among social networks. These
special links are referred as me edges [10,22]. Information about these inter-social
network links can be extracted in several ways. The basic strategy leverages the
use of social network APIs, a set of methods and services, typically available for
social network developers, allowing the interaction with social-network data and
functionalities to create new software on top of them.

However, not all social networks provides APIs to extract this informa-
tion. Therefore, another possibility to extract alter accounts relies on the XFN
(XHTML Friends Network) standard, an HTML microformat to represent rela-
tionship among user accounts. This is obtained by empowering the set of val-
ues that the rel attribute of the HTML tag <a> (which represents a link) can
assume. In particular, the value “me” (i.e., rel=‘me’) is used to indicate that
the corresponding <a> link represents a me edge.

Finally, in cases in which users do not declare explicitly their alter accounts,
several approaches proposed by the scientific community can be applied to detect
missing me edges (see, for example, [12,19,27,33]).

In summary, alter accounts can be retrieved by using social network APIs,
XFN, or techniques such as those defined in [12,19,27,33]. Observe that, in the
case of Facebook and Twitter, XFN is adopted for declaring alter accounts.

2.2 Selecting Candidates

The approach we follow to obtain the set of candidates leverages the concept of
assortativity in social networks. Assortativity is an empirical measure describing
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a positive correlation in personal attributes of people socially connected with
each other [29]. Hence, if a network is assortative with respect to a given
attribute, it means that the majority of its users tend to act as their friends
when it comes of the aspect expressed by that particular attribute.

It is proved that Twitter shows assortative behavior with respect to user
interests [11], where interest assortativity is defined as the preference for friends
to share the same interest (e.g., sport, music). Indeed, in Twitter there exist
accounts belonging to public figures, which, due to their influence w.r.t. a specific
topic, act as a sort of representative for that topic [15]. This way, the abstract
concept of interest (or topic) can be mapped to the concrete entity of a public
figure.

Assortativity w.r.t. an interest I, say IAI , is given by the difference between
the fraction of the users interested in I having at least one friend interested
in I measure in the real network, and that computed in the random graph
corresponding to the real network, said null model [29]. Indeed, the random graph
models the case in which no assortativity occurs and is obtained by preserving the
nodes of the social network and replacing the deterministic occurrence of edges
by a random variable in such a way that node degree distribution is unaltered.
More in details, the fraction referred above has as numerator the number of
nodes that: (1) follow a public figure associated with the interest I and (2) have
at least a friend who is follower of any other public figure representative of I; the
denominator is the total number of nodes following any public figures associated
with I.

Thanks to the assortative behavior of Twitter users, we can find people
belonging to his clique by searching on the neighbors of a public figure of interest
for a given user, obtaining a set of suitable candidates for our technique.

2.3 Finding Common Friends

By following the reasoning described in Sect. 2.2, we can extract a set of Twitter
accounts, which are potentially “close” to the user, say u, for whom we want
to reconstruct the friend list. Now, for each of the candidates obtained we can
adopt the strategy described in Sect. 2.1 to find their alter-accounts in Facebook,
thus obtaining a set of Facebook-candidate accounts.

At this point, if these candidates have a public friend list, we can verify
whether u is present in any of these lists. Each time we find an account in any
of these lists, due to the bidirectional nature of Facebook friendships, we have
discovered an element of the friend list of u. Because the set of candidates may
be very big, it is very likely that we can reconstruct the entire friend list of u.
However, this strategy would require a very large number of checks to verify the
membership of u in any of the friend list of the candidates.

Fortunately, Facebook provides a very powerfull set of APIs, namely Graph
API [1], that can give us some advantages in our objective. Graph APIs are a
low-level HTTP-based APIs useful to retrieve data from Facebook.

Specifically, it is possible to discover the mutual friends between two Face-
book users by performing an HTTPS request at the following link:
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https://www.facebook.com/friendship/<screen-name1>/<screen-name2>

where the parameters <screen-name1> and <screen-name2> represent the
string ids used to univocally identify the two users in Facebook. Interestingly,
this API method works also if one of the two accounts (that of u in our case) has
the friend list private. Due to the tendency of Facebook users to form cliques
[31] the above API method allows us to discover a very large set of items of the
friend list of u with a single call. This reduces the number of operations required
to reconstruct the entire friend list.

3 Preliminary Evaluation

Our experiments were performed on a machine equipped with a 2 Quad-Core
E5440 processor and 16 GB of RAM. The operating system was Linux Ubuntu
Server 14.04.4 LTS, with kernel version 4.2.0-35, Java Virtual Machine version
1.8.0 45 (64-Bit) and Twitter4J [2] as external library for Twitter API support.
We wrote our implementations in Java.

To obtain the initial set of Facebook profiles to test our approach perfor-
mance, we could not rely on existing datasets as they do not provide information
about me edges. To extract necessary data, we exploited the SNAKE system [14]
which allows the extraction of profile contact information from a very large set
of social networks. One of the main issues in this activity was the detection of
the profiles showing the right features for our investigation (i.e., an alter account
in Twitter and a private friend list). However, using one of the classical crawling
technique [30] is not suitable for two main reasons:

1. First, the percentage of accounts with a me edge is very low [13], so it is
extremely difficult to find these particular users. This implies that an almost
complete visit should be performed to obtain necessary information. How-
ever, full structural information of the network is not needed, because we are
interested only in Facebook users with an alter account in Twitter.

2. Secondly, a crawling technique may privilege the visit of some nodes with par-
ticular structural properties (i.e., very high degree) introducing some biases
in our results.

As a consequence, we decided to perform uniform sampling. Although, uni-
form sampling is not a trivial task in general, for Facebook and Twitter, it is
facilitated by how user identifiers are organized. Indeed, both social networks
adopt 64-bit identifiers for user accounts. However, because we are looking for
private Facebook accounts, we cannot start our sampling from Facebook. We
started by uniformly sampling Twitter to collect accounts having a me edge
towards Facebook1. In particular, the URL address of the profile page of Twit-
ter has the following structure: http://twitter.com/account/redirect by id?id=xxx,
where xxx is a 64-bit positive integer. Hence, to obtain a uniform sampling, we gen-
erated numbers uniformly at random in a suitable interval and then we checked if it

1 Observe that, the direction of the me edge is not relevant for our objective, because
we only need to know that the two accounts belong to the same person.

http://twitter.com/account/redirect_by_id?id=xxx
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corresponds to a real account with a me edge towards Facebook and whose alter account
in Facebook has a private friend list. From this sampling step we obtained a set of 355
accounts.

We proceeded by analyzing the set of Twitter friends for each of the accounts above,
and we selected public figures among them. In our case, because the set of candidates
(see Sect. 2) is a subset of followers of these public figures, we neglected those public
figures who have a too high in-degree and considered only accounts with an in-degree
ranging from 500 to 1500. Clearly, this choice was made only to guarantee computation
feasibility, and did not affect the performance of our technique as will be shown in the
following.

After this, we considered the Facebook alter accounts of the candidates, extracted
in the previous step, and continued by calling the Graph API method described in
Sect. 2.3 to verify whether we were able to reconstruct the private friend list of the
original set of 355 users. As a result, we succeeded in 259 cases, thus obtaining a
probability of success of 0.73.

4 Related Work

The more social networks take a central role in people everyday life, the more users
privacy becomes a critical issue for researchers. As stated in [4], although a considerable
part of Facebook users are not aware of privacy options or do not use them, there is
an always increasing number of active users having more online privacy literacy.

Indeed, a number of studies [5,16,18,23,24,28] analyse users behaviour when it
comes of privacy in social networks. In particular, the authors of [28] measure the
disparity between what users desire and their actual privacy settings, and perform an
analysis of problems emerging from a not proper management of privacy. They found
that privacy settings match users’ expectations only in 37% of the time, exposing
content to more users than expected. Hargittai et. al [23] examine how users privacy
practices have changed over time according to modifications on Facebook privacy set-
tings. However, concerning the problem faced in this paper, no change of privacy setting
can affect neither the issue nor the solution. The study presented in [16] aims at explor-
ing relationships between concern about mediated lurking and strategic ambiguity on
Facebook, and Facebook privacy management. Moreover, the authors of [5,24] focus
on privacy settings of adolescents on Facebook. As explained in [17] unintentional dis-
closure to friends and acquaintances on Facebook can led to bullying/meanness and
unwanted contacts, especially among adolescents. Other work surveys users’ awareness,
attitudes, and privacy concerns towards profile visibility and show that only a minority
of users change the default privacy preferences on Facebook [3,21].

From Facebook birth, privacy flaws have continued to keep appearing. For instance,
in 2006 Facebook introduced a new functionality, called “News Feed”, which tracks and
displays the online activities of a user’s friends on start pages of the user. Although
none of the individual actions were private, users felt deprived of their sense of control
over their information and began to form protest groups on Facebook [6]. Subsequently,
Facebook introduced privacy controls that allowed users to determine what was shown
on the news feed and to whom.

The information gained can be exploited for a number of reasons [21,25]. An
attacker could, for instance, deduce social security numbers (which are often derived
from name, gender, and date of birth) from the information posted on the user profiles
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[7,21]. Moreover, data on relationships or common interests in groups can be exploited
for phishing [25].

In order to mitigate privacy threats, authors of [20] propose a recommender system
that suggests privacy settings automatically learned for a given profile (cluster) of users.
Whereas, in [32] the authors investigate what strategies undergraduate students have
developed in addition to the use of the default privacy settings, to protect their privacy
on Facebook. These are excluding contact information, using the limited profile option,
untagging and removing photographs, and limiting friendship requests from strangers.

Despite these attempts and in addition to the low level of users privacy awareness,
there exist more complex ways to bypass privacy setting on Facebook. Indeed, our work
shows how, leveraging Twitter data, a user can discover the private Facebook friend list
of a victim. This combined use of multi-social network resources adds further privacy
concerns to the above literature.

5 Conclusion

Although a considerable part of Facebook users is not aware of privacy options or do
not use them, there is an always increasing number of active users who decide to protect
their personal information by restricting the access to their profile. One of the most
sensitive profile information is the friend list. In this paper, we described a possible
attack on the privateness of the list of friends.

For this purpose, we started by the observation that if the adversary has information
about the contexts in which the victim lives, he can easily guess some Facebook profiles
owned by the victim real-life friends, and from them reconstruct some portions of the
victim friend list (as usually friends form highly connected clusters).

Therefore, our attention moved toward the most difficult case: The adversary knows
the minimum information that is only the name of the victim and his Facebook profile.
In this scenario, it would seem that the only way for the adversary is to try an infeasible
guess-and-check attack. In this paper, we showed that, a much more efficient strategy
is possible, allowing the adversary to bypass Facebook privacy settings and break the
privacy of the victim in most cases. Our attack exploits the concept of alter accounts
combined with a recently studied property, named interest assortativity.

Starting from the victim Facebook profile, we first identify his alter account on
Twitter (if any), and then, thanks to interest assortativity, we are able to select some
suitable candidates that can lead to some public friends in common with the victim,
thus breaking his privacy. The attack incrementally proceeds, by discovering the most
of private friends.

This short paper includes the first experimental evidence of this result, thus encour-
aging us to more deeply analyze this issue in the next future.
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Abstract. Authentication encryption (AE) is a procedure that satisfies
both privacy and authenticity on the data. It has many applications in
the field of secure data communication such as digital signatures, ip-
security, data-authentication, e-mail security, and security of pervasive
computing. Additionally, the AE is a potential primitive of security solu-
tion for IoT-end device, RfID, and constrained device. Though there are
many constructions of AE, but the most important argument is whether
the AE is secure under nonce-reuse or nonce-respect. As far our under-
standing, the McOE is the pioneer construction of nonce-reuse AE. Fol-
lowing that, many schemes have been proposed such as APE, PoE, TC,
COPA, ElmE, ElmD, COBRA, and Minalphar. However, Hoang et al.
(OAE1) claimed that the concept of nonce-reuse in the AE is not secure
and proper. Hence, a door is re-opened for the nonce-respect AE. More-
over, the construction of AE should satisfies the properties of efficiency
and upper security bound due to limitation of power and memory for
the constrained device. Therefore, we propose a blockcipher based AE

that satisfies upper privacy security bound
(
Priv = O

(
22n/3

))
and it

operates in parallel mode. It doesn’t need decryption oracle in the sym-
metric encryption module of the AE. The proposed construction satisfies
padding free encryption. Furthermore, the efficiency-rate of the proposed
scheme is 1.

Keywords: Blockcipher · Constrained device · Authentication · Com-
pression function

1 Introduction

Authentication encryption (AE) is a procedure, where a sender sends data to a
receiver in such a way that the receiver can identify whether the data is altered
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or not [1–3]. Additionally, the AE checks the originality of the sender including
message. There are many applications of AE in the field of secure communica-
tion such as digital signatures, ip-security, data-authentication, e-mail security,
and IoT [18–21]. Furthermore, the AE is a potential primitive of cryptographic
solutions for resource constrained device, and IoT-end device [36–38]. For exam-
ple, there are numerous bunch of senders and receivers in the domain of data
communication [4–8]. Hence, it is infeasible and expensive to establish private
network for all parties [2,3,6–8]. Under this circumstance, the only way is to
implement such a security solution under public network that ensures the pri-
vacy and authenticity of the data. Generally, the AE has two components such
as symmetric encryption (SE) and message authentication code (MAC) [1–3,7].
The grammar of SE is SE (K,M) → C, where K, M , and C means key, mes-
sage and ciphertext respectively [2,3,9,10,30]. Moreover, the MAC inherits tag
(T ) and verification such as MAC (K,C) → T and Verf (K,C, T ) → M or ⊥.
Usually, the symmetric encryption ensures the privacy of data. In addition, the
authenticity of the data is preserved by MAC [2,3,30]. For example, a doctor
D1 needs to send medical report of a patient (P) to doctor D2 for consulting
(Fig. 1). Under this circumstance, it is mandatory to protect the confidential-
ity of the patient’s report and record. Moreover, the originality of doctor D1 is
also needed to verify as a valid sender. The combined form of the two different
components of AE can achieve both the goals. Therefore, the summery of the
functions of AE are:

– receiver can perceive the altered data
– infeasible for adversary to get success in forgery
– infeasible for adversary to retrieve the entire message

1 2
sender receiver

Perspective of Adversary Defense Solution

tries to inject false data
tries to retrieve data
tries to alter data

Data privacy
Data authenticity 

Symmetric encryption
MAC including verification AE

Authentication Encryption

Fig. 1. Simple concept of AE

The AE is constructed through a scratch or blockcipher [2,3,16–19]. Usually,
the blockcipher based AE is more suitable than the scratch based AE because of
direct implementation of blockcipher rather than the encryption function [20–23].
Now-a-days, the applications of IoT-end device, RfID, and resource constrained
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device are increasing exponentially [11–15]. However, these devices have cer-
tain drawbacks of limited memory, power, and processor [7,12,12,20,21]. There-
fore, the blockcipher based AE is more relevant due to light operation [21,24,
36,37]. On the contrary, there are certain ISO standards of cryptographic prim-
itive for IoT-end device or resource constrained device such as ISO/IEC29192-
1, ISO/IEC29192-2, ISO/IEC29192-3, ISO/IEC29192-4 [31–33]. In addition, the
ISO standard of ISO/IEC29192-2 directs the blockcipher as a core cryptographic
primitive for low-resource devices. Furthermore, a certain size of blockciphers,
security parameters, and resource utilizations have been emphasized according to
the above standardizations. Later, the standard of ISO/IEC 29192-5 emphasized
the encrypted length as 80, 128, 160, 256 bits for IoT-end device and resource con-
strained device [32,33]. Usually, the traditional blockcipher and lightweight-cipher
satisfies the above encryption size [31–33]. Thus, an efficient and upper security
bounded construction of blockcipher based authentication encryption is required.

Table 1. Comparison study of the proposed scheme and others [18–26,35–38]

Scheme name Mode D.O. FME Padding r PRF. Security #E blockciphers

McOE S Y N Y 1 O
(
2n/2

)
a + m + 1

OTR P N Y N 1 O
(
2n/2

)
a + m + 2

COPA P Y N Y 1/2 O
(
2n/2

)
a + m + 2

PoE P Y N Y 1 O
(
2n/2

)
a + m + 1

OAE1,2 S Y N Y 1 O
(
2n/2

) −
OCB P Y Y N 1 O

(
2n/2

)
a + m + 2

COBRA S N N Y 1 O
(
2n/2

)
m + 5

CLOC S N N Y 1 O
(
2n/2

)
a + m + 1

SILC S N N Y 1 O
(
2n/2

)
a + m + 1

Proposed P N Y N 1 O
(
22n/3

)
m + 3

FME: Flexible size of message encryption per iteration, r: Efficiency-rate
P, S: Parallel or Serial operational mode, D.O.: Decryption oracle
#E: total number of used blockciphers, a,m: each block of associate data
and message
Y: Yes, N: No

1.1 Motivation

There are many schemes of authentication encryption (AE) such as McOE, OCB,
OTR, COPE, PoE, OAE1,2, COBRA, CLOC, and SILC [18–24,34–37]. Among
these, the OCB is one of the pioneer construction. It is based on blockcipher
also [22]. The strong features of the OCB are parallel and efficiency (r = 1). The
privacy security of this scheme is bounded by O

(
2n/2

)
. However, the OCB needs

decryption oracle which increases the overhead-cost of authentication encryption
process [38]. Hence, the actual efficiency of the OCB has been decreased [38].
On the evaluation of OCB, Minematsu proposed a scheme of OTR [38] that
overcomes the above drawback (decryption oracle) of the OCB. Furthermore,
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the OTR satisfies an upper efficiency-rate (r = 1) including a reasonable pri-
vacy security bound

(
Priv = O

(
2n/2

))
. In addition, the OCB and OTR follows

none-respecting construction. On the other hand, the McOE scheme brings a
breakthrough in the domain of nonce reusing AE [21]. Thereafter, a bunch of
schemes have been proposed based on the properties of the McOE such as COPA,
PoE, APE, and ELmE [20,35]. However, Hoang et al. showed that the concept
of nonce reusing is no more secure for any online authentication scheme [35]. In
addition, Hoang et al. claimed that the online characteristic is a parameter of
efficiency [35]. Therefore, a window is re-opened for off-line and nonce respecting
AE. Furthermore, the McOE needs decryption oracle and it’s privacy security
is bounded by O

(
2n/2

)
. Most recently, there are two more proposals such as

CLOC and SILK [36,37]. The constructions of CLOC and SILK are good for
short message. Additionally, these two schemes are free of decryption oracle.
However, the operation mode of CLOC and SILK is serial.

According to Table 1 and the above discussions, the most of the authenti-
cation scheme’s privacy security are bounded by O

(
2n/2

)
. Furthermore, many

schemes need decryption oracle. Additionally, a padding mechanism is neces-
sary for symmetric encryption module of AE when message and blocklength
is not equal. However, the padding technology itself has certain dis-advantages
[2,3]. Usually, there is a common attack that is called length extension attack
[2,3,26,27]. Therefore, we outline our motivations in the following way:

• higher efficiency and upper security bound
• competitive mode
• free of decryption oracle in encryption and decryption module
• allowed flexible size of message encryption
• no padding
• minimization of blockcipher calling
• efficient and low-cost primitive

1.2 Contribution

In this paper, we present a construction of authentication encryption. Our pro-
posed scheme is based on blockcipher based compression function. Furthermore,
our scheme is nonce respecting authentication encryption including associate
data. The symmetric encryption module of the proposed scheme is a variant of
OCB. Furthermore, the module of MAC follows a variant of PMAC plus. The
achievements of the proposed scheme are listed below:

� efficiency-rate = 1
� parallel mode
� free of decryption oracle in encryption and decryption module
� allowed flexible size of message encryption (FME)
� no padding
� Priv = O

(
22n/3

)

� supports less call of blockcipher calling
� blockcipher based compression function
� nonce respecting including associate data
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1.3 Organization

We define preliminaries in Sect. 2. The propose scheme’s definition and corre-
sponding security notions are available in Sect. 3. We mention the security proof
of the proposed construction in Sect. 4. Furthermore, the summaries are given
in Sect. 5.

2 Preliminaries Including Security Notions

2.1 Fundamental Notations

Let X and Y are finite length of strings under the set of X and Y. Additionally,
C, T are set of uniform distribution for the strings of ciphertext (C) and MAC
(T : tag). Let N , AD, and M direct the space for Nonce, Associate data, and
Message. Furthermore, K and n means key and block-length. In addition, there
are certain operators used in the proposed authentication encryption such as ⊕
(XOR). Additionally, we use a defined function operator CS (·) in encryption and
decryption module. The operation of CS (·) is complement including bitwise left-
shift. For example, we generate α and β before encryption or decryption (Fig. 2).
The value of α and β need to use in each iteration of encryption or decryption
module. Furthermore, these values should be different in every iteration for tight
security bound [18,19,22,38]. Thus, it can be used as counter or unique nonce and
associate data. Literally, the function operator of CS (·) takes the value of α and
returns one bit left-shift after complement when i = 1|i : number of iteration.
If i increases then left-shift also will be increased bitwise according to the value
of i. In each iteration, the output of CSi (α) and CSi (β) are defined as pi and
qi, where i ≤ l (Fig. 2). Our defined another parameter is τ , which is created as
a by-product of encryption/decryption module. Generally, the τi is created in
each iteration. Thereafter, the XOR values of all τi are used for tag generation
(Fig. 3).

2.2 Blockcipher

A blockcipher (n, k) consists of a pair of algorithm such as E = {0, 1}n ×
{0, 1}k → {0, 1}n and E−1 = {0, 1}n × {0, 1}k → {0, 1}n(n, k : block and
key length). Usually, query of blockcipher is (m, k) and output is c, where key
is randomly permuted. Hence, a triplet is the combine form of m, k, and c as
(m, k, c). Additionally, the blockcipher oracle doesn’t permit for similar query
or triplet in principle. For example, if (m1, k1) = c1 is queried to oracle then
(c1, k1) = m1 is not permitted for asking to oracle. Let block (n, k) is the set of all
blockciphers of (n, k) according to the ICM [28,29]. Generally, adversary A tries
to explore encrypted plaintext under a given key. However, to retrieve the infor-
mation of the desire plaintext using different key set is infeasible for adversary.
Moreover, to find an actual plaintext or message is infeasible for A if blockcipher
changes [28–30]. Usually, a PRP security comes from the property of blockcipher
[22–24]. Hence, the PRP-security of a blockcipher block (n, k) is defined as the
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success probability of adversary, where A tries to distinguish between the output
of blockcipher oracle and random permutation oracle [22–24,28–30].

2.3 Authentication Encryption

The authentication encryption is noted as AE. Generally, there are two algo-
rithms of encryption and decryption (MAC included for both the algorithms)
under the AE. Furthermore, Algorithm 1 is noted as E-AE and E-DE. In addition,
the algorithm of E-AE consists of nonce and associate data including message
and returns ciphertext. Moreover, the message exploration and tag verifica-
tion process are executed under the module of D-AE. If verification process
is valid then return message or ⊥. In this section, we define the basic encryption
and decryption module only. Later, the modified version of E-AE and D-AE
(Algorithm 1) will be used in symmetric encryption module of the proposed
construction.

Fig. 2. Encryption procedure of AE

2.4 PRF Security

Let FK : K×X → Y be a pseudo-random function (keyed), where K→${0, 1}k is
a secret key space. On the contrary, a random function is defined as FR, which is
chosen randomly and uniquely from all functions of X → Y according to the sim-
ilar domain-range of FK . The PRF security is defined as the success probability
of distinguishing between FK and FR. For example, there is a distinguish-er Dt
that can can interplay with both the oracle of FK and FR. Hence, the advantage
of PRF security of FK over FR is defined as follows:

AdvPRF [Dt] = Pr
[
DtFK ⇒ 1

] − Pr
[
DtFR ⇒ 1

]
(1)

The first probability of (1) is based on K→${0, 1}k and the second probability
is taken over FR : X→$Y . Thus, FK is PRF secure iff the advantage of Dt is
small. Moreover, FK and FR are respectively considered as real and ideal world.
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Algorithm 1. Encryption Module and Decryption Module (Basic Module)
1: Encrypt M
2: partitioning mj

i ∈ M s. t.
(
m1

1,m
2
1

)
, . . . ,

(
m1

l ,m
2
l

)
, where j ∈ {1, 2} , i ≤ l

3: initialization: α ← EAD0⊕K1

(
N0

) ⊕ N0, β ← EAD0⊕K2
(N0) ⊕ N0

4: for i = 1 to l do
5:

Ui ← ECSi(α)⊕K1

(
CSi (β)

)
, Vi ← ECSi(α)⊕K2

(CSi (β)) ,

y1
i ← Ui ⊕ m1

i , y2
i ← Vi ⊕ m2

i

6: end for
7: C ← (

y1
i ⊕ y2

i ⊕ . . . ⊕ y1
l ⊕ y2

l

) ∧ return C
8: Decrypt C
9: partitioning yj

i ∈ C s. t.
(
y1
1 , y

2
1

)
, . . . ,

(
y1

l , y2
l

)
, where j ∈ {1, 2} , i ≤ l

10: initialization: α ← EAD0⊕K1

(
N0

) ⊕ N0, β ← EAD0⊕K2
(N0) ⊕ N0

11: for i = 1 to l do
12:

Ui ← ECSi(α)⊕K1

(
CSi (β)

)
, Vi ← ECSi(α)⊕K2

(CSi (β)) ,

m1
i ← Ui ⊕ y1

i , m2
i ← Vi ⊕ y2

i

13: end for
14: M ← (

m1
i ⊕ m2

i ⊕ . . . ⊕ m1
l ⊕ m2

l

) ∧ return M

2.5 PRP Security

Let blockcipher block (n, k) is a pseudo-random permutation, where E =
{0, 1}k ×{0, 1}n → {0, 1}n. Furthermore, {0, 1}k←$KE is a keyed and ideal per-
mutation of blockcipher. On the other hand, there is a random permutation RP
s. t. RP←$Pm (n) |Pm : Permutation. Therefore, the PRP security means the
winning probability of differentiating between block (n, k) and RP . We assume
that dT is a distinguish-er that can interact with the oracle of block (n, k) and
RP . Thus, the advantage of PRP security is defined as follows:

AdvPRP [dT] = Pr
[
dTE(·) ⇒ 1

]
− Pr

[
dTRP (·) ⇒ 1

]
(2)

The first probability depends on {0, 1}k←$KE and later one is based on
RP←$Pm (n).

3 Proposed Authentication Encryption Scheme

We define our proposed construction of blockcipher based authentication encryp-
tion as AEP

T (P: parallel, T : tag). The proposed AEp
T has three modules of

M1, M2, and M3. The informal definition of M1, M2, and M3 are respectively
initialization of nonce and associate data, encryption including tag genera-
tion, and decryption including verification. Formally, the proposed scheme looks
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AEp
T = (M1| Initialization, E-AEp

T ,D-AEp
T ). Furthermore, the key, nonce, asso-

ciate data, message, ciphertext, and tag are respectively come from the spaces
of KAEp

T
, NAEp

T
ADAEp

T
,MAEp

T
, CAEp

T
, and TAEp

T
. On the contrary, our scheme is

a variant of OCB, where symmetric key encryption module follows CTR mode
using unique nonce and AD. Moreover, the tag generation or MAC function
follows the variation of a PMAC plus construction.

We use three Algorithms of 2, 3, and 4 for the formal definition of M1, M2,
and M3. Additionally, the basic of encryption and decryption module comes from
the Algorithm 1. In addition, we use two key sets of K1 and K2 for encryption and
decryption module. Thereafter, K3 and K4 key sets are used in tag generation
and verification process. Though, the decryption oracle doesn’t need in the entire
procedure of the proposed AE, but it needs for verification process of re-tag
generation only.

3.1 Privacy Notion of AEp
T

The privacy notion is based on AEp
T = (E-AEp

T , D-AEp
T ). We assume an adver-

sary A is unique nonce, AD based game and it has access to the encryp-
tion oracle and decryption oracle of AEp

T . On the contrary, adversary A is

Fig. 3. Proposed construction of AEp
T

Algorithm 2. Module M1 (α, β) of AEp
T

1: initialization of N0 and AD0

2: α ← EAD0⊕K1

(
N0

) ⊕ N0

3: β ← EAD0⊕K1
(N0) ⊕ N0

4: return (α, β)
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Algorithm 3. Module M2 (C, T ) of E-AEp
T : Encryption and tag Generation

1: Input M|set of message
2: CallM1 s. t. M1 → (α, β)
3: M j

i ∈ M s. t.
(
M1

1 ,M2
1

)
, ... ,

(
M1

l ,M2
l

)
, where j ∈ {1, 2} , i ≤ l

4: for i = 1 to l do
5: {

Xi ← ECSi(α)⊕K1

(
CSi (β)

)
,

Yi ← ECSi(α)⊕K2
(CSi (β))

C1
i ← Xi ⊕ M1

i , C2
i ← Yi ⊕ M2

i ,
τ1
i ← Xi ⊕ CSi (β) , τ2

i ← Yi ⊕ CSi (β)

6: end for
7: C ← C1

i ⊕ C2
i ⊕ ... ⊕ C1

l ⊕ C2
l

8: γ ← τ1
i ⊕ τ2

i ⊕ τ1
i+1 ⊕ τ2

i+1 ⊕ ... ⊕ τ1
l ⊕ τ2

l

9: t1 ← EC⊕K3 (γ̄) ⊕ γ̄ ⊕ CSl (α) , t2 ← EC⊕K4
(γ) ⊕ γ ⊕ CSl (β)

10: t1,2 ← t1 ⊕ t2
11: T ← t1,2 ⊕ (α ⊕ β)
12: return (C, T )

Algorithm 4. Module M3 (M or ⊥) of D-AEp
T : Decryption including

Verification
1: CallM1 s. t. M1 → (α, β)
2: CallM2 s. t. M2 → (C, T )
3: Cj

i ∈ C s. t.
(
C1

1 , C2
1

)
, ... ,

(
C1

l , C2
l

)
, where j ∈ {1, 2} , i ≤ l

4: for i = 1 to l do
5:

Xi ← ECSi(α)⊕K1

(
CSi (β)

) ⊕ CSi (β) ,
Yi ← ECSi(α)⊕K2

(CSi (β)) ⊕ CSi (β)
M1

i ← Xi ⊕ C1
i , M2

i ← Yi ⊕ C2
i

τ1
i ← Xi ⊕ CSi (β) , τ2

i ← Yi ⊕ CSi (β)

6: end for
7: M ← M1

i ⊕ M2
i ⊕ ... ⊕ M1

l ⊕ M2
l

8: γ ← τ1
i ⊕ τ2

i ⊕ τ1
i+1 ⊕ τ2

i+1 ⊕ ... ⊕ τ1
l ⊕ τ2

l

9: t′1 ← E−1C⊕K3 (γ̄) ⊕ γ̄ ⊕ CSl (α) , t′2 ← E−1
C⊕K4

(γ) ⊕ γCSl (β)
10: t′1,2 ← t′1 ⊕ t′2
11: T ′ ← t′1,2 ⊕ (α ⊕ β)
12: if T = T ′ then
13: return M is valid and explore
14: else
15: ⊥
16: end if

inclusively bounded for encryption oracle (E-AEp
T ) and random-bits oracle. Thus

the encryption oracle takes input as (N,A,M) ∈ NAEp
T

× ADAEp
T

× MAEp
T

and
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returns (C, T ) ← E-AEp
T (N,A,M). The random-bits oracle and $ oracle inherit

(N,A,M) ∈ NAEp
T

×ADAEp
T

×MAEp
T
, where the output is (C, T ) ←${0, 1}|M |+T .

Therefore, the privacy advantage is defined as follows:

Advpriv
AEp

T
(A) = Pr

[
AE-AEp

T (.,.,.) = 1
]

− Pr
[
A$(.,.,.) = 1

]
,

where the first probability comes from K←$KAEp
T

and second one is based on
random-bits oracle including randomness of A. Furthermore, adversary is based
on unique nonce and associate data. In principle, adversary can’t make duplicate
query.

3.2 Authenticity Notion of AEp
T

The authenticity notion is based on AEp
T = (E-AEp

T , D-AEp
T ). Let adversary

A has access on encryption and decryption oracle of E-AEp
T and D-AEp

T . The
input of encryption oracle is (N,A,M) ∈ NAEp

T
× ADAEp

T
× MAEp

T
. Thus the

output is (C, T ) ← E-AEp
T (N,A,M). Furthermore, the decryption oracle invokes

(N,A,C, T ) ∈ NAEp
T

× ADAEp
T

× CAEp
T

× TAEp
T
. Hence, the feedback is M ←

AEp
T (N,A,C, T ) or ⊥. The advantage of authenticity is defined as follows:

Advauth
AEp

T
(A) = Pr

[
AE-AEp

T ,D-AEp
T forges

]
,

where the probability is taken from K←$KAEp
T

and randomness of A. Fur-
thermore, A forges if decryption oracle returns message strings for a query
(N,A,C, T ), when (C, T ) didn’t part of encryption oracle. More specifically,
adversary gets success for the condition of (Ni, Ai, Ci, Ti) 
= (Nj , Aj , Cj , Tj). In
principle, adversary doesn’t make query (N ′, A′, C ′, T ′) to decryption oracle if
(C ′, T ′) ← (N ′, A′,M ′) was feedback of encryption oracle. Additionally, adver-
sary is based on unique nonce and AD.

4 Security Analysis

4.1 Privacy Security Analysis

Privacy of AEp
T is defined as the success probability of distinguish between the

ciphertext and uniform distribution of string by adversary A. Furthermore, A is
based on unique nonce and associated data. The privacy security is formalized
through a set of games. Thereafter, we take a pair of games for each segment.
Gradually, we forward by taking pair of games and find the success probability
of distinguish between two games. Thus we will show that the difference between
two oracles are nominal. Let A be an adversary that makes q queries such as
(N1, A1,M1) . . (Nl, Al,Ml). Moreover, A is nonce-respecting and unique AD
based adversary. The total length of message is σ2l, where l is the number of iter-
ation (two blocks message/iteration). In principle, we follow the proof technique
of [22–24,39] according to our scheme properties.
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Theorem 1. Let AEp
T be the proposed authenticated encryption including

encryption algorithm E-AEp
T , where n ≥ 1. An adversary A is allowed to access

random-bits oracle and E-AEp
T . Furthermore, adversary A can query upto q. The

total message length is σ2l. Thus the advantage of A is to distinguish between
E-AEp

T from random oracle-bits and $. Hence, the advantage is of adversary is
bounded as follows:

Advpriv
AEp

T
(A) ≤ σ (σ + 1)

/
22n+3/2n

Proof. We use certain sequential games that have different targets and goals.
In addition, the final goal is to locate the advantage of adversary for privacy
of the proposed AE. Our approach is very simple such as to implement a game
GA, which performs the proposed scheme AEp

T . Moreover, our final game is
GE. The task of GE is to inherit random oracle. We move forward by taking
pair of consecutive games. Our target is to distinguish the pair of games. The
success probability of distinguishing the two consecutive games is defined as the
advantage of adversary. In this way, we reach into the final game of GE. Thus,
we show that the adversarial advantage of distinguishing the most recent game
and the last game is nominal. Moreover, we take the all probability values of
success. Thereafter, we calculate the union bound of these values and get the
provable privacy security bound of the proposed scheme.

Our construction is based on blockcipher compression function. Therefore,
the output of each iteration including input should be unique. If current output
collides with previous entry then the adversary wins. Furthermore, an event is
created as WIN in the aspect of adversarial win. Moreover, the new and fresh
value comes from the random oracle if WIN occurs. In addition, the collide
data/value needs to eliminate from the oracle of the proposed scheme AEp

T .
Thereafter, the success probability of the event (WIN ) indicates the advantage
of adversary for distinguishing the consecutive pair of games. Additionally, we
use PRF/PRP switch method in the given security proof [34].

On the contrary, we use a variant of PMAC-plus for MAC generation [23].
Therefore, two blockciphers are used to generate a tag (T ). For better secu-
rity, we actually use two sets of key under two blockciphers. The generation
of MAC depends on the ex-or values of all ciphertext (Ci) and XOR values of
all τi. Actually, these two are used as input of blockcipher. Thereafter, the out-
put (size: 2n-bits) is produced and XOR with the most recent values of CS (·).
Thus, the security can be achieved better than the birthday bound. Generally,
the collision resistance of blockcipher is defined as to find a similar output for
different two input is infeasible for adversary [1–3]. Under this section, we play
with the games through pairwise. Furthermore, the success probability of the
adversary is given by the event of WIN . At first, we take the proposed scheme
and game GA.

GAME GA. GA inherits the proposed scheme AEp
T . Moreover, GA invokes

N,A,M as parameter of input. Thus, the corresponding responses are C, T . On
the contrary, the queries of AEp

T uses random function. Therefore,
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Pr
[
AAEp

T

RP = 1
]

= Pr
[AGA = 1

]
(3)

GAME GB. Let the queries of RP belongs to random function. Thus, the
game GB provides random output. However, the uniqueness of output can’t be
confirmed due to random function. Furthermore, if any collision occurs with
previous any response then an event WIN is called. Therefore, the advantage of
adversary is to distinguish between the game GB and GA. The success probability
of the event WIN is the advantage of adversary. All queries of RP for AEp

T

are stored in the database of DAEp
T
, where RP is queried by σ times by AEp

T .
Therefore, the advantage of adversary is:

Pr
[AGB = 1

] − Pr
[AGA = 1

] ≤ σ/2n (4)

GAME GC . In this section, the proposed scheme AEp
T inherits random func-

tion. Furthermore, the database DAEp
T

is updated and synchronized. Therefore,
the game GC and GB are in-distinguishable in the aspect of adversary. As a result,
the advantage of adversary is as follows:

Pr
[AGC = 1

]
= Pr

[AGB = 1
]

(5)

GAME GD. We will use PRF/PRP switch theme [34] in this section. The
ciphertext should be indistinguishable in respect of random oracle. According
to our AE construction definition, the ciphertext is created by the ex-or values
of blockcipher compression output and message. Though, adversary can control
message, but it can’t control the output of blockcipher output. In addition, the
nonce and associate data are unique. Therefore, there are four cases for collision
occurred (Figs. 4 and 5). If collision occurs then an event (WIN ) is re-called in
the respect of adversary.

� Case-1. In this section, we evaluate the probability of collision under blockci-
pher output. For example, the pair of output is Xi and Yi (i ≤ l). Thus, two
types of collision can be occurred such as query of double and single query.

• SubCase-1 (query of double). The requirements of collision under this
SubCase are two different queries for the iteration of i, j (i ≥ j) and sim-
ilar output for input of any two queries. For example, the output are Xi

and Yi for the iteration of i. In addition, Xj and Yj are the output of
j-th iteration. Thus, there is a chance to collide with Xi = Xj , Yj or
Yi = Xj , Yj (Fig. 4). If collision occurs then an event is called. Moreover,
the random and uniform values come from the set of X and Y. Thereafter,
these new values are replaced by collide values. The success probability
of the event WIN is:

Pr [WIN ] = Pr [WIN1 ∨ WIN2 ∨ ...WINσ]
≤ Pr [WIN1] + Pr [WIN2] + ...Pr [WINσ]
≤ σ (σ − 1)/22n

(6)
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Fig. 4. Under the game GD

• SubCase-2 (single query). The output of i-th iteration are Xi and Yi.
Therefore, there is a chance to make a collision between Xi = Yi. There-
after, an event WIN is called in the aspect of adversarial success. More-
over, the collide values are replaced by the random and uniform values
(Fig. 4). For example, Xi ← X , Yi ← Y. The success probability of WIN
under this SubCase is:

Pr [WIN ] = Pr [WIN1 ∨ WIN2 ∨ ...WINσ]
≤ Pr [WIN1] + Pr [WIN2] + ...Pr [WINσ]
≤ σ · (1/2n)

(7)

� Case-2. According to our construction definition, the nonce is unique for each
iteration. Thus, the ex-or values blockcipher output and nonce is random.
However, there is a chance to occur collision such as τ1

i = τ1
j , τ2

j and τ2
i =

τ1
j , τ2

j . The event WIN is defined if collision occurs. Thereafter, the collide
values are replaced by random and uniform distribution of U (τ) (Fig. 4). So,
the success probability of the event WIN is:

Pr [WIN ] = Pr [WIN1 ∨ WIN2 ∨ ...WINσ]
≤ Pr [WIN1] + Pr [WIN2] + ...Pr [WINσ]
≤ 2σ/22n

(8)

� Case-3. This section is responsible for evaluation of tag collision. Generally,
two different blockciphers including two unique key sets are used to generate
tag. For example, the random value of ciphertext (C) and most recent CS (·)
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Fig. 5. Under the game GD

value are used to generate tag. Therefore, there is a chance to collide between
t1 and t2 (Fig. 5). If collision occurs then an event is defined as WIN . The
advantage of adversary is to find the probability of the event WIN . Therefore,
the advantage is:

Pr [WIN ] = 2/2n (9)

� Case-4. The final tag is produced by the ex-or values of t1, t2 and (α ⊕ β).
If t1 and t2 are random then the ex-or output of T is also random. However,
there is a chance to make collision such as T = T ′. Hence, the probability of
the event WIN is:

Pr [WIN ] = 1/2n (10)

Adding the value of 6, 7, 8. 9 and 10, we get the advantage of distinguishing
the game of GC and GD.

GAME GE. The GE simulates the random oracle model. The database DAEp
T

is updated and synchronized after the operation of game GD. Therefore, the
current all entries are random and uniformly distributed. Hence, the game of
GD and GE are identical in the aspect of adversary. So, the advantage of the
adversary to distinguish the game of GE and GD is:

Pr
[AGE = 1

]
= Pr

[AGD = 1
]

(11)

Therefore, taking the union bound of 4, 6, 7, 8, 9, and 10, Theorem 1 satisfies.

4.2 Authenticity Security Analysis

The authenticity of AEp
T scheme is based on both oracle of encryption and

decryption. The authenticity is said to be broken when adversary can inject
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under the condition of N ′, A′, C ′, T ′ (N ′, A′, C ′, T ′) 
= (N,A,C, T ). For example,
encryption queries are (N1, A1,M1) , . . . ., (Nq, Aq,Mq). Moreover, list of decryp-
tion queries are (N ′

1, A
′
1, C ′

1, T
′
1) . . . (N ′

q, A
′
q, C

′
q, T

′
q). The total length of

message for encryption and decryption are respectively σ2l and σ2l′ . Let there
is an experiment EXPp

auth, which outputs 1 iff the adversary successfully forges
N ′, A′, C ′, T ′ for M ′|M 
= M ′. Therefore,

Advauth
AEp

T
(A) = Pr [EXPp

auth (A) = 1] (12)

Theorem 2. Let AEsim
T be the proposed authenticated encryption, where

E-AEsim
T and D-AEsim

T be the encryption and decryption algorithm. Furthermore,
adversary A is allowed to access both the oracles. Thus the advantage of A is
success probability of injecting false data instead of valid data through the defined
experiment EXP. Therefore, the advantage of adversary is bounded as follows:

Advauth
AEp

T
(A) ≤ σ (σ + 1)

/
22n+5/2n + σ2/2n+1

5 Conclusion

In this paper, we have studied the familiar constructions of authentica-
tion encryption (AE). Moreover, the applications of AE have been evalu-
ated. Recently, the AE has been considered as an important cryptographic
tool/primitive for the security solution of IoT-end device, RfID, and resource
constrained device. Thus, the AE should satisfies the properties of efficiency
and better security. Though there are many constructions such as OCB, OTR,
CLOC, SILK, APE, McOE, PoE, COPA, and COBRA but most of the scheme’s
privacy security are bounded by O

(
2n/2

)
. Moreover, decryption oracle is neces-

sary for all constructions except the OCB, OTR, CLOC, and SILK. Therefore,
we have presented a blockcipher based AE that satisfies upper privacy security
bound

(
Priv = O

(
2n/2

))
. Our proposed scheme operates without decryption

oracle in the module of encryption and decryption. Furthermore, the efficiency-
rate is 1 and the operation mode is parallel. Moreover, the proposed construction
can support flexible message encryption without padding. Our proposed scheme
is a variant of OCB. More specifically, the symmetric encryption module fol-
lows the CTR mode and the MAC module follows the PMAC Plus construction.
However, the proposed scheme can’t support small domain encryption includ-
ing format preserving encryption. Furthermore, decryption module is not online.
Therefore, our target is to overcoming these limitations in future.
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Abstract. A cryptographic hash (CH) is an algorithm that invokes an
arbitrary domain of the message and returns fixed size of an output.
The numbers of application of cryptographic hash are enormous such
as message integrity, password verification, and pseudorandom genera-
tion. Furthermore, the CH is an efficient primitive of security solution
for IoT-end devices, constrained devices, and RfID. The construction
of the CH depends on a compression function, where the compression
function is constructed through a scratch or blockcipher. Generally, the
blockcipher based cryptographic hash is more applicable than the scratch
based hash because of direct implementation of blockcipher rather than
encryption function. Though there are many (n, 2n) blockcipher based
compression functions, but most of the prominent schemes such as MR,
Weimar, Hirose, Tandem, Abreast, Nandi, and ISA09 are focused for
rigorous security bound rather than efficiency. Therefore, a more effi-
cient construction of blockcipher based compression function is proposed,
where it provides higher efficiency-rate including a satisfactory colli-
sion security bound. The efficiency-rate (r) of the proposed scheme is
r ≈ 1. Furthermore, the collision security is bounded by q = 2125.84

(q = numer of query). Moreover, the proposed construction requires two
calls of blockcipher under single iteration of encryption. Additionally, it
has double key scheduling and it’s operational mode is parallel.

Keywords: Cryptographic hash · Collision resistance · Constrained
device

1 Introduction

A cryptographic hash (CH) is defined as to proceed data from an arbitrary
domain to a fixed domain [1,2,6–8,10]. The applications of CH are enormous.
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Fig. 1. Basic concept of cryptographic hash [2,6,8,34]

Generally, the CH is used in message verification, password verification, pseudo-
random generation, and message authentication [1–3,7]. Furthermore, the cryp-
tographic hash is an efficient primitive of security solution for IoT-end device,
RfID, and resource constrained device [35–39,44]. Usually, the internal construc-
tion of CH depends on compression function [16,17]. The compression function is
based on scratch or blockcipher [6,8,16,17,31]. The blockcipher based compres-
sion function is a combination of component functions (Fig. 1). The component
functions depend on the 16 modes of PGV construction so far [8,16,17]. Addi-
tionally, a classical structure of Merkle Damgrad is used for message encryption
of the cryptographic hash, if message size is bigger than the blocksize [1–3].
According to Fig. 1, message (M) is multiple of blocklength. Hence, message is
partitioned as M |mi=1||. . .||ml. Thereafter, partitioned message injects as input
with initial vector value (IV ). The function Fi is called compression function,
which is built by blockcipher or scratch. Usually, one of the PGV modes needs
to select as a component function of compression function [8,16,17]. On the con-
trary, the generic of blockcipher compression function is more suitable than that
of the scratch for encryption of a constrained device, IoT-end device because of
implementation of blockcipher rather than the encryption function [5,6,13,14].

Usually, the blockcipher based compression function is classified as single
block-length (SBL) and double block-length (DBL). Due to short size of out-
put, the application of SBL is limited now [2,9,33]. On the other hand, the
DBL is more reliable construction due to its better resistance against birth-
day attack [2,13,16,18,21,28]. Moreover, the DBL is categorized as (n, n) and
(n, 2n) blockcipher (base is key size). The (n, 2n) blockcipher is better due to
upper security bound (larger key space) [6,8,13,20,23]. Generally, there are cer-
tain parameters that indicate the strength of blockcipher based compression
function such as:

– security bound (CR : collision and PR : preimage resistance)
– efficiency-rate (r)
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– number of calling blockcipher (#E)
– key scheduling (KS)
– operational mode (OM)

The CR is defined as a game, where an adversary tries to find similar out-
put under two different input, but the advantage of adversary is very lim-
ited [6,13,21]. Under PR, it is infeasible for adversary to find any m (message)
such that y = F (m), where y is predefined by the adversary [2,6,16]. The num-
ber of blockcipher (#E) depends on number of calling blockcipher per message-
block encryption. The KS directs the number of key requirement for single mes-
sage block encryption [16]. Furthermore, the OM stands for operational mode
(parallel or serial) [17,18]. In addition, the efficiency-rate [6,15] is defined as:

r =
size of message block/per iteration

(number of blockcipher call) × block-length

Table 1. Result of existing familiar schemes

Name CR KS r # E OM

MR [23,31] O(2n) 1 1/2 2 Parallel
Weimar [6] O(2n) 2 1/2 2 Parallel
Hirose [13] O(2n) 1 1/2 2 Parallel
Tandem [6,14] O(2n) 2 1/2 2 Parallel
Abreast [6,14] O(2n) 2 1/2 2 Parallel
Nandi [20] O(2

2n
3 ) 3 2/3 3 Serial

ISA09 [21] O(2n) 3 2/3 3 Serial
CR: Collision resistance, KS: Key Schedul-
ing, r: Efficiency rate
#E: Number of blockcipher calls,
OM : Operational mode

Motivation. The parameters of CR, PR, r, #E, OM , and KS are vital for
any satisfactory scheme of blockcipher based compression function [1,6–8,13,21].
Firstly, certain gaps are identified from the current familiar schemes based on
the above parameters. Thus, the importance of the findings are shown in the
field of efficient and secure communication. For example, the key scheduling
cost is analysed in respect of construction of compression function. Usually, 176
bytes are needed for operating of single key scheduling [27]. Hence, minimization
of key scheduling is a common practice. Additionally, the operation mode is
very crucial for resource limited devices, where the parallel mode can provide
maximum support in respect of memory system [29,30]. Moreover, the efficiency-
rate needs to reach the landmark (r = 1) [6,13,15,21]. There are some well-
known schemes of blockcipher compression function such as MR, Weimar, Hirose,
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Tandem, Abreast, Nandi, and ISA09 (Table 1). For example, the CR of MR
scheme is bounded by q = 2126.70 but the r is 1/2 (q : number of queries). The
scheme of Weimar-DM provides tight security bound such as q = 2126.23 [6].
Moreover, it follows double key scheduling including 1/2 efficiency-rate. The
scheme of Hirose delivers marginal security bound as q = 2124.55 but it ensures a
single key scheduling. However, the CR and PR bound of the Tandem-DM and
Abreast-DM are not satisfactory as that of the MR, Weimar, and Hirose [23].
Moreover, the efficiency-rate of Tandem-DM and Abreast-DM is 1/2 like MR,
Weimar, and Hirose [6,11,12]. Though the scheme of Nandi is bounded by q =
O

(
22n/3

)
but it provides higher efficiency-rate (r = 2/3) [20]. Additionally, the

construction of ISA09 provides better efficiency-rate (r = 2/3) [21]. According
to the above discussions and Table 1, most of the existing schemes have rigorous
security margin. However, the efficiencies are low for the constructions of MR,
Weimar, Hirose, Tandem and Abreast. On the other hand, the schemes of Nandi
and ISA09 satisfies higher efficiency-rate. Moreover, the constructions of Nandi
and ISA09 satisfies KS = 3 and #E = 3 [20,21]. On the contrary, the OM
is serial for Nandi and ISA09 schemes. Thus, the overall efficiencies are not
adequate for the ISA09 and Nandi schemes.

Now-a-days, the importance of an efficient blockcipher compression function
are enormous [6,8,13,33,34,40,41,44]. The blockcipher is one of the important
cryptographic primitive for the security solution of IoT environment according to
certain standards such as ISO/IEC29192-1, ISO/IEC29192-2, ISO/IEC29192-3,
and ISO/IEC29192-4, [42–44]. Generally, IoT-end device, RfID, and constrained
device are used in IoT environment [39–42]. Furthermore, these devices need to
operate fast but the major draw-backs are limited memory, power, and proces-
sor [37,38,42–44]. Therefore, the cryptographic solution scheme should satisfies
the property of better efficiency. In summary, the targets for an efficient block-
cipher compression function are as follows:

– higher efficiency-rate
– reasonable key scheduling
– less number of calling blockcipher (#E)
– operational mode
– satisfiable security bound

Contribution. In this paper, a blockcipher based compression function is pro-
posed. The component function of the proposed construction follows one of the
secure modes of PGV. The contributions of the proposed construction are as
follows:

– efficiency rate, r = 0.996
– KS = 2
– #E = 2
– Parallel mode
– CR security bound, q = 2125.84|q : number of query
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Table 2. Comparison: the proposed scheme and existing familiar schemes [6,14,15,20,
21,23]

CR r KS #E OM

MR 2126.70 r = 0.5 1 2 P

Weimar 2126.23 r = 0.5 2 2 P

Hirose 2124.55 r = 0.5 1 2 P

Tandem 2120.87 r = 0.5 2 2 P

Abreast 2124.42 r = 0.5 2 2 P

proposed scheme 2125.84 r = 0.996 2 2 P

Nandi O(22n/3) r = 0.66 3 3 S

ISA09 O(2n) r = 0.66 3 3 S

MDC-2 O(2n) r = 0.5 2 2 P

MDC-4 O(2n) r = 0.5 4 4 SP

P : Parallel, S: Serial, SP : Semi-Parallel

In addition, a comparative study of the proposed construction and current
familiar schemes is given through Table 2.

Outline. The basic preliminaries are provided in Sect. 2. The technical details of
the proposed scheme are given in Sect. 3. Section 4 is responsible for the analysis
of security bound. Furthermore, the result analysis is given including perfor-
mance analysis in Sect. 5. Finally, the conclusions and future works are provided
in Sect. 6.

2 Preliminaries

2.1 Ideal Cipher Model (ICM)

In ideal cipher model, a blockcipher is defined as B (n, k) where n means block-
length and k means key-length. The operation of B (n, k) is E = {0, 1}n ×
{0, 1}k → {0, 1}n. The reply of forward (E) and backward

(E−1
)

query is random
and independent permutation of K ∈ {0, 1}k. Let BLOCKk

n is the set of all block-
ciphers B (n, k). Under ideal cipher model, E is chosen randomly from BLOCKk

n.
Actually, E invokes key and plaintext as input and returns ciphertext as output.
On the contrary, input of E−1 are key and ciphertext. Then output is plain-
text. Usually, the query and response through E and E−1 are stored as ki, xi, yi.
Moreover, the adversary is not allowed to make any duplicate query [17,22].

2.2 Security Definition

There are certain properties, which are responsible for analysing the security
issue of blockcipher compression function. For example, collision resistance (CR),
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preimage resistance (PR), padding oracle attack, and initial value (CV ) attack
are the most familiar properties [6,13,23,24]. In this section, the collision and
preimage resistance of the blockcipher compression function are briefly dis-
cussed [16–19].

Collision Resistance of Compression Function. The adversary A is allowed
for accessing to the blockcipher oracle

(
E ∈ BLOCKk

n

)
. Hence, the output of

compression function are (α1, β1,m1) and (α2, β2,m2). Furthermore, an experi-
ment is defined as Exp-collfE (A). The output of the experiment is 1 iff following
condition satisfies.

fE (α1, β1,m1) = fE (α2, β2,m2) ∧ {(α1, β1,m1) �= (α2, β2,m2)} ,

where fE is a blockcipher compression function and α, β are chaining values
including m|message. The advantage of adversary for finding a collision under
fE is defined below. Let, Advcoll

fE (A) = Pr [Exp-collfE (A) = 1], where coll stands
for collision. The advantage of adversary A is quantified by the number of
queries that are allowed to ask blockcipher oracle. Therefore, Advcoll

fE (q) =

maxA
{

Advcoll
fE (A)

}
, where the maximum is taken over all adversaries that ask

at most q oracle queries [16,19].

Preimage Resistance of Compression Function. The adversary A has
access on blockcipher oracle

(
E ∈ BLOCKk

n

)
. Furthermore, A selects value of

α, β randomly before making any query to blockcipher oracle. Let the feedback
of oracle are α′ and β′ in respect of adversarial query. In addition, assume an
experiment Exp-prefE (A), where pre stands for preimage. Hence, the output of
the defined experiment is 1 iff:

fE (α1, β1,m1) = (α, β) ,

where fE is a blockcipher compression function and α1, β1 are chaining values
including m|message. The advantage of adversary for finding a preimage under
fE is defined by Advpre

fE (A) = Pr [Exp-prefE (A) = 1]. Moreover, the advantage
of A is evaluated through the total number of queries. Therefore, Advpre

fE (q) =

maxA
{

Advpre
fE (A)

}
, where the maximum is taken over all adversaries that ask

q oracle queries [16,19].

3 Proposed Scheme

Usually, the efficiency-rate can be increased by using three calls of blockcipher.
The above method is used in Nandi and ISA09 [20,21]. Furthermore, a method of
using a pair of chaining values including message in the two blockciphers is also
useful. Such kind of method is used in MDC-2 and later in MDC-4 [4,9,32,45].
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Fig. 2. Proposed Scheme (Variant of MDC-2, 4)

The proposed construction is actually inspired and followed by the construc-
tion of MDC-2 and MDC-4 [4,9,45]. However, in respect of security there is
a drawback for these (MDC-2, 4) kind of construction. In MDC-2, two chain-
ing values are used as input, where message is common for two blockciphers.
There is no dependency between two chaining values as input. On the con-
trary, it can be said that the computations of the two block ciphers used in
the compression function are completely isolated. For example, given the input
and output (x1, y1 → x2, y2), if the input is swapped then the new output will
be swapped values of the old output (y1, x1 → y2, x2). It actually suffers for
symmetric property. Therefore, certain changes are occurred in the proposed
construction (Fig. 2). For example, one constant bit 0 and 1 is used to each of
the block ciphers as part of the key for the proposed scheme (trivial practice in
cryptography, [14]). Hence, the attacker can’t predict the output of the chain-
ing values which is given under the assumption where the attacker can freely
alter the input of chaining values and message. This premise is used for break-
ing the symmetric property of the proposed scheme, where x||y and y||x will be
treated as two different values. Moreover, the scheme is secured under a generic
attack because of the ideal cipher model primitive [26]. Additionally, the MDC-2,
MDC-4 are (n, n)-bit DBL hash functions with efficiency-rate 1/2 and 1/4 [24],
where the proposed scheme is based on (n, 2n) blockcipher. Furthermore, a dif-
ferent component function is used in respect of the MDC-2 and MDC-4. The
proposed scheme can compress 4n bits into 2n bits, where MDC-2 and MDC-
4 can compress 3n bits to 2n bits. Furthermore, the proposed scheme satisfies
type-1 (from Stam’s conjecture), where two blockciphers El, Er are distinct and
independent under the ICM [8,16]. In general, the proposed scheme is defined
as variant of the MDC-2 and MDC-4.

Definition 1. Let E ∈ BLOCKk
n be a block cipher taking a set of k-bit key

and n-bit block-length such that El,r = {0, 1}k × {0, 1}n → {0, 1}n. Edbl =
{0, 1}k ×{0, 1}2n → {0, 1}2n is defined as a double block length (dbl) cipher and
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parallel calling of two independent blockciphers of El, r such that,

xi ← El,(mi||c)
(
ai−1 ⊕ l (mi)

)

yi ← Er,(mi||c̄) (bi−1 ⊕ l (mi))

where parameters are defined as mi ∈ {0, 1}2n−1
, (a, b, x, y) ∈ {0, 1}n and

l (mi) = lsb of mi ∈ {0, 1}n, c = {1}. Thus, the final output is fE (ai, bi) where,
{

ai ← xi ⊕ (ai−1 ⊕ l (mi)) ⊕ c
bi ← yi ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄

Definition 2. Let fE = {0, 1}k × {0, 1}2n → {0, 1}2n be a blockcipher based
compression function such as (ai, bi,mi) = f (ai, bi,mi) , where, ai ∈ {0, 1}n,
bi ∈ {0, 1}n, mi ∈ {0, 1}2n−1, and c = {0, 1}. Therefore, fE consists of ideal
blockcipher (E) such as:

⎡

⎣
ai = fl

(
ai−1 ⊕ l (mi), m̄i||c

)
⊕ (ai−1 ⊕ l (mi)) ⊕ c ←

El

(
ai−1 ⊕ l (mi), m̄i||c

)
⊕ (ai−1 ⊕ l (mi)) ⊕ c

⎤

⎦

[
bi = fr (bi−1 ⊕ l (mi) ,mi||c̄) ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄ ←
Er (bi−1 ⊕ l (mi) ,mi||c̄) ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄

]

4 Security Analysis

The security proof of the proposed scheme follows an ICM [16,17], where A is not
allowed to make any duplicate query. For example, the query of E (k, x) = y isn’t
being executed by the adversary, if E−1 (k, y) = x query is already in the query
storage (Q). The adversary A searches for a collision under a pair of different
inputs (query) through the blockcipher oracle. Additionally, A tries to find an
output of compression function for making collision with initial chaining value.
Moreover, the preimage attack means: Adversary A selects α′, β′ randomly and
tries to find f (α, β,m) = α′, β′. In addition, the advantage of A is very limited
to get the above success.

4.1 Collision Security Analysis

An adversary A has access to a blockcipher oracle for finding a collision. The
query is Qi and corresponding response is triplet as (m : mesage, k : key,
c : ciphertext). For any i-th iteration (i ≤ q), the query process looks either
Qi ∈ {(m, k) = c} or Qi ∈ {(c, k) = m}. The Qi stores in Q ∈ (Q1, Q2, ..., Qi)
for each iteration of i where Q : query storage. Under this circumstance, adver-
sary A has target to find,

fE (mi, ki, ci) = fE (mj , kj , cj)| ∵ (mi, ki, ci) �= (mj , kj , cj) ∧ (i �= j) (1)

According to the definition of proposed scheme, 1 is re-defined as:

fE (ai, bi,mi) = fE (aj , bj ,mj)| ∵ (ai, bi,mi) �= (aj , bj ,mj) ∧ (i �= j) (2)
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Theorem 1. Let fE be a double block-length compression function (Definitions 1
and 2). An adversary, A is assigned for finding a collision (coll) under the fE
after q pairs of queries. Hence, the advantage of A is bounded by,

AdvcollfE (q) ≤ 6q2 − 2q

(2n − q)2

Proof. An adversary A makes a relevant query to the blockcipher oracle, where
the number of query is limited by q queries. For any i-th query, the reply of xi

and yi randomly selects by the adversary from the blockcipher oracle. The main
difficulty is to find out the set size of an oracle from where these fresh value come.
There are three possible incidents that are responsible for collision-hit under
any i-th iteration. In the beginning, the three incidents are clarified through two
targets (T AR1, T AR2). The goal of the first incident is to find a collision for
two distinct queries (j < i) where T AR1 represents the responsibilities of the
first incident. The T AR2 is responsible for second and third incident. Since A
has target to find a collision through single query. Furthermore, A investigates
for a collision against initial chaining values. Finally, three phases of QUERY,
RESPONSE , and CHECK have been defined under T AR1 and T AR2. Let
adversary A is allowed to ask query to blockcipher oracle at QUERY phase.
Moreover, corresponding feedback assign under RESPONSE phase. In addition,
a collision is checked in the phase of CHECK.

Algorithm 1. T AR1 (for notations follow Definitions 1 and 2)

1: Q: Query storage, q: query, A: Adversary, T AR1Ci: event, m : message
2: for each node (i < q) do

3: QUERY:
(
E ← BLOCKk

n

)
← AE,E−1

4: RESPONSE :
5: qi,1 ←

(
xi = E(mi||c)

(
ai−1 ⊕ l (mi)

))
∧ qi,2 ← yi

6: CHECK:
7: if (qi,1, qi,2)=(qj,1, qj,2), where j < i then
8: 1. Call: T AR1Ci ∧ terminate
9: else

10: write the value of qi,1, qi,2 to Q
11: end if
12: end for

Collision probability based on the first incident (T AR1). Under an iteration of
i, a pair of query is executed that returns two distinct outputs. According to
Algorithm 1, there is a chance to make collision through two different query-pairs
after any i-th (j < i < q) iteration. For example, a query pair of j-th iteration
are: [

aj ← El,m̄j ||c
(
aj−1 ⊕ l (mj)

)
⊕ (aj−1 ⊕ l (mj)) ⊕ c,

bj ← Er,mj ||c̄ (aj−1 ⊕ l (mj)) ⊕ (aj−1 ⊕ l (mj)) ⊕ c̄

]
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Moreover, the query responses are ai ← El,m̄||c
(
ai−1 ⊕ l (mi)

)
⊕ (ai−1 ⊕ l (mi))

⊕c and bi ← Er,m||c̄ (ai−1 ⊕ l (mi)) ⊕ (ai−1 ⊕ l (mi)) ⊕ c̄ on the i-th (j < i) iter-
ation. Let T AR1Ci be an event, where adversary tries to find a collision through
different two iterations (j < i ≤ q). Thus, Eq. 2 is re-defined as:

{{ai ← (c ⊕ ai−1 ⊕ l (mi) ⊕ xi)} =
{aj ← (c ⊕ aj−1 ⊕ l (mj) ⊕ xj)} ∨

{{ai ← (c ⊕ ai−1 ⊕ l (mi) ⊕ xi)} =
{bj ← (c̄ ⊕ bj−1 ⊕ l (mj) ⊕ yj)}

(3)

{{bi ← (c̄ ⊕ bi−1 ⊕ l (mi) ⊕ yi)} =
{aj ← (c ⊕ aj−1 ⊕ l (mj) ⊕ xj)} ∨

{{bi ← (c̄ ⊕ bi−1 ⊕ l (mi) ⊕ yi)} =
{bj ← (c̄ ⊕ bj−1 ⊕ l (mj) ⊕ yj)} (4)

From 3 ∧ 4, the probability of collision hit under the event of T AR1Ci is
2(i−1)

(2n−(i−1))2
(when j < i ≤ q). Therefore, the probability of single event under

the T AR1 is:

Pr
[T AR1C]

= 2 (i − 1)
/

(2n − (i − 1))2

If T AR1C be the events of all colliding pairs under the fE for q pairs of queries.
Hence,

Pr
[T AR1C]

= Pr
[T AR1C2 ∨ .. ∨ T AR1Cq

]

≤
q∑

i=2

Pr
[T AR1Ci

] ≤ 2 × 2 × (i − 1)
(2n − i)2

=
2q2 − 2q

(2n − q)2
(5)

Collision probability based on the second and third incident (T AR2). Let ai, bi
be the output of compression function (i < q), where

{(ai ← xi ⊕ (ai−1 ⊕ l (mi)) ⊕ c) , (bi ← yi ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄)}
Hence, there is a probability to make collision when ai = bi. Let T AR2Ci be a col-
lision event for the above condition under the check phase of i < q. Furthermore,
there is an option to make a collision with initial chaining values. For example,
the output pair of the proposed scheme ai, bi collides with the initial chain-
ing values (a0, b0) at any phase of query process. Therefore, the conditions of
collision-hit under the initial key attack are {ai = (a0) , (b0)}∨{bi = (a0) , (b0)}.

Hence, the probability of collision under two incidents is at most 1/(2n − i)×
2 × 2/(2n − i). Finally, the probability of these two incidents under the event of
T AR2C for q pairs of queries is:

Pr
[
T AR2C

]
= Pr

[
T AR2C1 ∨ ..T AR2Cq

]

≤
q∑

i=1

Pr
[
T AR2Ci

]
=

q∑

i=1

1

(2n − i)
× 2 × 2

(2n − i)
≤ q

(2n − q)
× 2 × 2 × q

(2n − q)
=

4q2

(2n − q)2

(6)

Adding the values of 5 and 6, Theorem 1 satisfies.
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Algorithm 2. (for T AR2)
1: T AR2: line 2 to 7 is replaced of T AR1 (from line 4)
2: if (qi,1 = qi,2) then
3: create the event

(T AR2Ci

) ∧ terminate
4: “AND”
5: if (qi,1, qi,2) = (q0,1, q0,2) then
6: create the event

(T AR2Ci

) ∧ terminate
7: end if
8: end if

4.2 Preimage Security Analysis

A standard proof technique of Armknecht et al. is used for the preimgae security
proof of the proposed scheme [14]. The PR security bound of MR, Weimar,
Hirose, Tandem and Abreast is also based on [14]. The two important concepts
are adopted such as query: super, normal and adjacent query-pair from [6,14].
Let A randomly picks the output value of compression function (a′, b′). Now A
has target to find a probability for preimage-hit through fp

E (ai, bi,m) = (a′, b′)
condition, where ai, bi,m : input of compression function and ai �= bi.

Theorem 2. Let fE be a double block-length compression function. An adver-
sary A is defined for finding a preimage-hit under the fE after q pairs of queries.
Hence, the advantage of A is bounded by,

AdvprefE (q)≤ 8q
/

N2 + 8q
/

(N − q)2

Proof. An adversary A keeps a query database in the form of,
[{

ai ← El,m||c
(
ai−1 ⊕ l (mi)

)
⊕ (ai−1 ⊕ l (mi)) ⊕ c

}

and
{
bi ← Er,m||c̄ (bi−1 ⊕ l (mi)) ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄

}

]

In such a fashion, when the oracle size reaches N/2 (N : Oracle size (2n)), the rest
of the queries under the key-set reaches the adversary as free query [6,14,25].
This free set of queries exist in the domain which is called the super query
database (SQD). On the other hand, the first N/2 is defined as a normal query
database (NQD) [14]. Additionally, the free queries are asked by the adversary
non-adaptively in the super query database (SQD). Therefore the successful
conditions of a preimage-hit are:

{
ai ← El,m̄i||c

(
ai−1 ⊕ l (mi)

)
⊕ (ai−1 ⊕ l (mi)) ⊕ c

}
,

{
aj ← El,m̄j ||c

(
aj−1 ⊕ l (mj)

)
⊕ (aj−1 ⊕ l (mj)) ⊕ c

}
= {(a′) , (b′)}

(7)

{
bi ← Er,m||c̄i (bi−1 ⊕ l (mi)) ⊕ (bi−1 ⊕ l (mi)) ⊕ c̄

}
,{

bj ← Er,m||c̄j (bj−1 ⊕ l (mj)) ⊕ (bj−1 ⊕ l (mj)) ⊕ c̄
}

= {(a′) , (b′)} (8)
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Algorithm 3
1: procedure Preimage Target
2: for i < N/2 do (for normal query)
3: run QUERY ∧ RESPONSE ∧ CHECK
4: end for
5: for N/2 < i < N do for super query
6: (QUERY ∧ CHECK)
7: end for
8: end procedure

Equations 7 and 8 can occur in either in the domain of a normal query win
(NQW) or super query win (SQW). Therefore, the probability of the preimage-
hit is Pr [NQW] + Pr [SQW].

Probability of NQW. The adversary A makes any relevant query independently
and receives ai, bi. Furthermore, A executes until the oracle set size reaches
to N/2 [6,14]. According to the above mentioned conditions (7, 8), the hitting
probability is 2 × 2

/
(2n − q).

If A makes a query El,mi||c
(
ai−1 ⊕ l (mi)

)
(left block) then the answer of a

right block provides as free query to A because of the adjacent query pair [6,14].
Thereafter, the set size is (2n −q)/2 which outfits the probability as 2

/
(2n − q).

Thus, the probability of the normal query is:

Pr [NQW] = q × 2 × 2/(2n − q) × 2/(2n − q) = 8q
/
(2n − q)2 (9)

Probability of SQW. The concept of a super query oracle is very simple [6,14].
If the query oracle reaches at the point of N/2, then the rest of the queries set as
free to the adversary [6,14]. Later these queries are asked by the adversary non-
adaptively [14] for finding a preimage-hit (Algorithm3). Moreover, the preimage-
hit is notified either in this domain (SQD) or not. Thus, the probability is either
2/N or 0 for any output value of ai/bi. Now a pair of conditions under SQW
are:

{ai ← (l (mi) ⊕ ai−1 ⊕ xi) ⊕ c} = (a′) , (b′) (10)

{bi ← (l (mi) ⊕ bi−1 ⊕ yi) ⊕ c} = (a′) , (b′) (11)

According to 10, the answer of ai has a possibility to come from the set size of
N/2. Hence, the probability is 2/N . Recalling the concept of an adjacent query
pair (free query) [6,14], where the answer of another block (right block) comes
from the set size of N/2. As a result, the probability of 10 is in total 4/N2.
In similar way, the probability of 11 is 4/N2. Now, the final probability of the
SQW is evaluated based on the the number of points for a SQW, the cost of
SQW and the probability of obtaining preimgae-hit such as:

Pr [SQW] = q/(N/2) × (N/2) × 2 × (
4
/
N2

)
= 8q

/
N2 (12)

Adding the values of 9 and 12, Theorem 2 satisfies.
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5 Result Analysis

5.1 Collision Resistance Analysis

Theorem 1 provides a probability of collision hit under the given adversary A.
The number of queries (q) is important for finding an upper bound of the collision
security. Hence, the value of q is required to investigate when the adversarial
advantage is 1/2 (birthday attack).

Let, N = 2n and Advcoll
fE (A) ≤ 6q2−2q

(2n−q)2
[Theorem 1], where n = 128. Accord-

ing to the birthday attack [1,6,13,20,21], Advcoll
fE (A) = 1

2 . Thus, the number of
queries are q = 2125.84.

5.2 Efficiency-rate

The efficiency-rate of a blockcipher based compression function is defined as
r = |m|

(n×#E) , where |m| = length of message, n = blocklength and #E = number
of blockcipher calls. According to the definitions (Definitions 1 and 2) of the
proposed scheme, the efficiency-rate is r = 0.996 ⇒ r ≈ 1. In Fig. 3, the proposed
scheme is compared with the existing schemes in respect of efficiency-rate.

Fig. 3. Comparison of efficiency-rate

5.3 Performance Analysis

In this section, a comparison study is given for the proposed scheme in respect
of memory resources. It is known that 176 bytes of memory is required for single
key scheduling [27]. For example, a 2n-bit size of message is taken for encryption.
Therefore, the following Tables 3 and 4 are made based on the characteristics of
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Table 3. Required memory for key scheduling [20,21,27]

Name KS Required memory (in byte, B)

Proposed scheme 2 2 × 176B
Nandi [20] 3 3 × 176B
ISA09 [21] 3 3 × 176B

Table 4. Required memory for key scheduling [6,23,27]

Name KS l B V B + V
Proposed scheme 2 l = 1 a ← 2 × 176B γ a

MR [23] 1 l = 2 b ← 1 × 176B γ b + γ

Weimar [6] 2 l = 2 c ← 2 × 176B γ c + γ

Hirose [13] 1 l = 2 d ← 1 × 176B γ d + γ

Tandem [12] 2 l = 2 e ← 2 × 176B γ e + γ

Abreast [11] 2 l = 2 f ← 2 × 176B γ f + γ

l: number of iteration for processing 2n-bit mes-
sage
B: required memory for key scheduling in byte
V: memory require for storing output (γ = 2nbit)
B + V: total required memory for key scheduling,
when message = 2n

Table 5. Required memory for key scheduling, when m = tn

Name l V B + V
Proposed scheme l = tn/2n γ a + γ

MR l = tn/n γ b + γ

Weimar l = tn/n γ c + γ

Hirose l = tn/n γ d + γ

Tandem l = tn/n γ e + γ

Abreast l = tn/n γ f + γ

a, b, c, d, e, f: these values come from
the Table 4 (column B)

the current familiar schemes and the proposed scheme. For any DBL compression
function, the output is 2n-bit. Therefore, assume that the minimum 2n → γ bit
is required to store the output value (denoted as V) of i-th iteration. In Table 4,
the message size is 2n-bit for example. Hence, the memory resource doesn’t
need to store the output for the proposed scheme. Next, the above cost (Table 4)
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is generalized including the number of iterations (l) for tn-bit message (t > 2)
in Table 5. Additionally, the proposed scheme is faster than that of the MR,
Weimar, Tandem, Abreast (if, m > 2n) in certain cases.

6 Conclusion

This paper studied the gap between security bound and efficiency of com-
pression function for the cryptographic hash. Additionally, study result intro-
duces that the blockcipher based compression function is more suitable
than the scratch based construction for security solution of IoT-end devices,
RfID, and constrained devices. Thus, a better efficient compression function
(blockcipher based) is proposed in this paper. Additionally, the proposed scheme
provides improved efficiency-rate, less call of blockcipher, and reasonable secu-
rity bound. It satisfies two calls of 2n-bit key property, where two block ciphers
are independent. The proof technique of this scheme depends on the ICM tool.
The proposed scheme has a provision of fixed size message encryption property.
Therefore, this property opens a window for new applications, where a variable
length of the message can be encrypted without padding. Finally, the proposed
scheme is secure under one of the modes of PGV which can be extended to make
the scheme secure under all modes of the PGV [17–19].
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Abstract. In this paper we propose an approach to the development of the
computer network visualization system for security monitoring, which uses a
conceptually new model of graphic visualization that is similar to the Voronoi
diagrams. The proposed graphical model uses the size, color and opacity of the
cell to display host parameters. The paper describes a technique for new
graphical model construction and gives examples of its application along with
traditional graph based and other models.
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1 Introduction

Computer networks are rapidly growing today. Meanwhile, the more devices are in the
network, the harder it is to ensure its security. This problem is met by operators of
security systems of corporate level (e.g., security information and event management
systems, SIEM systems), when the analyzed computer network is measured not only by
hundreds of employees’ workplaces and high order technical equipment, but also by
smart doors, servers, various sensors of climate, security, etc.

To cope with the control of growing networks we need to apply systems for
monitoring network security, which give us possibility to visualize the computer net-
work and parameters of its state in a simple and efficient manner. But, as a rule, in such
systems the network is presented with the application of rather traditional graphical
models, for example, in the form of graphs or tables, that are difficult to understand in
the case of large networks and display of a variety of parameters. In order to cope with
this problem it is necessary to improve the efficiency of visualization means by
complex use of various graphical models such as graphs, matrices, treemaps, parallel
coordinates, etc. in the framework of the multiple view concept [1]. At the same time it
is necessary to increase the efficiency of visualization of particular graphic models.

In the case of visualization of computer networks and their security, different
techniques are developed that allow clustering of segments of the network (e.g., based
on clustering of graph elements) or encapsulation of the state parameters [2].
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Yet another solution to the problem is to develop conceptually new graphical models,
which are able to present information in a form that is new for the user and that allows
to increase the efficiency of the user’s work.

The novelty of this paper is to use a conceptually new graphic visualization model
similar to the Voronoi diagrams, which allows to increase the effectiveness of visual
analysis for the computer network security, for example, as one of functions of the
SIEM system. It is expected that this model will be used in the developed visualization
system in the framework of the supported multiple view concept.

The main contribution of the paper lies in the fact that it offers a new technique of
visualization of network security, as well as reveals the theoretical and practical side of
how this technique can be used in SIEM systems. The organization of the paper is as
follows. Section 2 analyzes existing graphical models that can be used to visualize
parameters of computer network security with description of their advantages and
disadvantages. In Sect. 3 we describe the developed conceptually new graphical model.
Section 4 discusses the developed system for visualization of computer network
security and provides examples of application of the proposed graphical model in the
framework of this system. In Sects. 5 and 6 the proposed graphical model is evaluated,
as well as its comparison with other graphical models is performed. Section 7 discusses
conclusions and future research directions.

2 Review of Computer Network Visualization Techniques

Within the developed computer network visualization system, graphs, matrices, and
treemaps were mainly used to realize the multiple view concept. The listed graphical
model (Fig. 1) have different advantages and disadvantages [3], which can also be
expressed in terms of informativity and ease of perception and use.

Fig. 1. Examples of graphical models (left to right): graphs, treemaps and matrices
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Informativity can be represented as the detailization level, which is expressed in the
compliteness of simultaneously displayed data. Ease of perception and use can be
represented in the form of speed and simplicity of user interactions with displayed data.
It is obvious that different graphical models have different ratio of informativity and
ease of perception and use. Thus, often increase of the informativity due to the resulting
congestion of the graphical model negatively affects the ease of perception and use, and
vice versa. Some examples are an informative but difficult to read table, and an
uninformative, but easy to understand semaphore shown in Fig. 2.

Let us consider from this point of view the graphic models [4, 5], which are most
often used to visualize the security of computer networks. Matrices [6] (Fig. 1, right)
are efficient in displaying the relations of elements of a small computer network that
has complex topology and where each host has many connections. Security parameters,
determined based on network traffic, can be set using the color and transparency of
cells, located at intersections of rows and columns. However, the size of the cells
depends on the dimension of the matrix, which is set by the number of network hosts.
With the increase in the number of rows and columns of the matrix, the size of a
particular cell goes to one pixel, the perception of the color tone and the more trans-
parency of which is difficult. Inefficient use of space of matrices should be noted, when
most of the cells remains blank, which has negative effect on the users’ perception of
parameters, especially when large computer networks are visualized. It is also worth
considering that the matrices can visualize the links parameters, but not the parameters
of the computer network hosts.

On the other hand, matrices efficiently display clusters of network, and they can be
used to construct attack graphs [7] (Fig. 3, left) and to analyze entire segments of the
network, rather than individual hosts.

Matrices can also be expanded by displaying multidimensional data in 3D space.
For example, the 3D analogue of a matrix is the dispersion chart [8], which is repre-
sented as a cube which axes are local IP addresses, global IP addresses and port
numbers, and the color of the dot shows successful and unsuccessful attempts to
establish TCP connections (Fig. 3, right). Thus, the presence of long lines or planes,
consisting of the points on the dispersion chart, can inform about network scanning.

For efficient visualization of host parameters (for example, the data of the vul-
nerability scanners [6] (Fig. 4, left), assessment of criticality of assets, etc.) of a
computer network, one can also use treemaps [9] (Fig. 1, in the center). Treemaps are
efficient to display parameters, as they can handle the color, depth and size. It should be
noted that in the presence of cells of large area, one can also use transparency as an

Fig. 2. Examples of a table and a semaphore
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additional parameter. However, treemaps are suitable to visualize purely hierarchical
networks and are unable to visualize the interaction parameters. However, along with
matrices, treemaps can be expanded, for example, for constructing attack graphs [10],
when the steps of the intruder are displayed by directed edges (Fig. 4, right).

Graphs [11], as the most common way to visualize computer networks, are efficient
for topology visualization and can display parameters of hosts using the vertices of the
graph, as well as interaction parameters using edges. However, like matrices, graphs
inefficiently use space, leaving large empty areas. However, graphs are often used to
display the network topology, when host type is used as vertices (Fig. 5).

For visualization of parameters vertices of graphs can be replaced by glyphs [12].
Glyphs can be represented in a pie chart in which the number of equal sized segments
depends on the number of displayed parameters (Fig. 6). The parameters themselves
can be expressed in the form of segments’ color and their transparency. The glyphs can
be augmented by the ring with the same number of segments that display the previous
parameter value. Due to this, it is possible to produce a historical analysis.

Fig. 3. Usage of a matrix to visualize attack graphs (left) and as the dispersion chart (right)

Fig. 4. Visualization of security vulnerabilities (left) and attack graph (right) using treemaps
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The disadvantage of glyphs is that when they are used the graphical model becomes
overloaded, thereby ease of perception deteriorates. It is worth saying that the graphs have
many variations of how they are built and used. For example, graphs can be used for visual
analysis of granting access to resources [13] with the role access system that supports
hierarchies or groups of users, to visualize patterns of network traffic [14], for visualizing
logs of financial transactions [12], for visualization of computer attacks [15, 16], etc.

At the analysis of existing graphic models the features were outlined that allow the
user to efficiently analyze information. First, the user perceives better spatial mapping
(plane and spacial figures), while the color and shape of figures are optional parameters.
It is easy to demonstrate: the most important security parameters in treemaps (Fig. 4)
are displayed with size of the planes; graphs (Figs. 5 and 6) operate with the sizes of
the vertices; and at rendering in the form of a matrix (Fig. 3) the operator most often
searches for and analyzes structures in the form of planes and lengthwise lines, con-
sisting of individual cells. Second, it can be concluded that to visualize the links
parameters it is better to use matrices, but they are unable to visualize hosts. For
visualization of hosts parameters it is better to use treemaps, but they are unable to
visualize links. In the case when it is necessary to visualize both hosts and links one
needs to use graphs. Thus, the analysis of the advantages and drawbacks of existing
graphical models showed that the simultaneous display of parameters of hosts and links
is only possible with the use of graphs. However, if the vertices in the graphs are
displayed in the form of planes, the operator will be able to analyze the information
faster. Thus, analysis of relevant works showed that the creation of graphical models
that will allow to effectively display both parameters (as in the treemaps) and the
topology (as in graphs) is a perspective approach.

3 The Proposed Graphical Model

For monitoring of computer network security a graphical model is proposed [17],
which visually resembles Voronoi diagram [18], however, it is not the same from
a mathematical point of view (Fig. 7). The main idea is to integrate capabilities of
graphs to visualize the topology of the computer network and treemaps to visualize

Fig. 5. A graph displaying host type Fig. 6. A graph, augmented by glyphs
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parameters. The solution appeared from the representation of network hosts in the form
of cells, and links between hosts in the form of links between these cells. At the same
time in the graphical model there are separators (dark grey in Fig. 7) which divide the
cells that are next to each other, but have no links. For ease of understanding, we can
present an analogy in the form of a maze: cells-polygons that represent hosts can be
interpreted as the maze rooms; the links of the cells that represent the relationship
between hosts can be interpreted as doors between the maze rooms; the separators that
represent the lack of links can be interpreted as the maze walls.

The algorithm for constructing the proposed graphical model is more complex than
the algorithms for constructing graphs, matrices or treemaps, and consists of four steps:
(1) building of the convex hull of a given planar graph; (2) implementation of the
restricted Delaunay triangulation [18]; (3) formation of cells, based on triangulation;
(4) selection of separators.

Let us consider the algorithm for constructing the proposed graphical model in
more detail, on the example of the implemented software tool that provides a visual
interface to display the security parameters of computer networks.

The proposed graphical model is implemented on the basis of the graph adjacency
matrix. The first step builds a planar graph, which is supplemented by the convex hull.
The convex hull is required for obtaining the convex figure, which is used to perform
the next step. Graph which will be used in this example, and the result of the first step
are shown in Figs. 8 and 9 respectively.

Fig. 7. The proposed graphical model

Fig. 8. Planar graph Fig. 9. The construction of the convex hull
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In the next step for the resulting figure we should produce a restricted Delaunay
triangulation [18]. It is worth noting the importance of implementing exactly limited
triangulation, as it allows to triangulate the figures taking into account already existing
relations and to avoid crossing of edges. The result of this step is shown in Fig. 10. The
next step is to form the cells that will serve as the basis of the graphical model. For this
we need to associate a subset of the triangles, obtained as the result of triangulation,
with the corresponding vertex of the graph.

For each vertex of the host (in Fig. 11 it is selected as a light grey circle) we find
a subset of triangles (in Fig. 11 they are highlighted in gray) that includes this vertex.
Next for triangles of this subset the weight centers are determined (in Fig. 12 they are
shown as light gray points), union of which gives the desired polygon (in Fig. 12 it is
highlighted in light gray edges).

The resulting polygon corresponds to the host, based on which we defined the
subset of triangles of the triangulation. The result of the step is shown in Fig. 13, where
the edges of the figure resulting from the triangulation are black, and the edges of the
desired cells are red (in Fig. 13 it is light grey).

The next step is to outline the separators. Since each cell corresponds to a specific
host, the edges of the cells-hosts, with which there is a link, can be designated a certain
color, for example gray. All other edges will be separators and will have an appropriate

Fig. 10. The graph and its triangulation

Fig. 11. The determination of triangles required
to build a cell

Fig. 12. The construction of the cell
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color (e.g. red in Fig. 14). To obtain a figure of a certain shape (e.g. rectangle as in
Fig. 14) we can also add points to the cells of the convex hull, or move these points to
the required positions. In Fig. 14 the resulting shape is depicted with addition of new
points, and Fig. 15 shows a figure with relocation of the common points of the
polygons-hosts of the convex hull.

Therefore, the graphical model allows to display hosts in the form of planes, and
the links between the hosts – in the form of contact planes. The formal description of
the algorithm to build the presented graphical model can be represented as the fol-
lowing pseudo code:

Fig. 13. The result of building the cells of the graphical model
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It should be noted that from the mathematical point of view [18], the proposed
model is not a Voronoi diagram, despite the visual similarity, since the Voronoi dia-
gram has the different mathematical meaning, and existing algorithms for its con-
struction do not allow to visualize the computer network topology when constructing
the chart based on vertices of the graph.

4 Examples of Application of the Proposed Graphical Model

The proposed graphical model can be used to visualize the security parameters of
a computer network or to analyze the behavior of the attacker. It may be required when
informing the operator of SIEM system about the threats of a security breach or by
visual analysis of computer network security. Let us consider examples of application
of the proposed graphical model in the framework of implementation of the visual-
ization system in more details.

4.1 Description of the Visualisation System

To analyze the security of a computer network the visualization system is developed,
which supports the display of the computer network using both the classical methods of
visualization, such as graphs, graphs augmented with glyphs, treemaps and matrices
and the graphical model, proposed in this paper. The example of dashboard of the
developed visualization system is depicted in Fig. 16.

The system includes the ability to manage data sources, aggregation and correlation
of data collected from sources and tools for visual analytics of computer network
security. Tabs to navigate to the relevant controls are at the top of the dashboard in
Fig. 16.

In the left part of the dashboard in Fig. 16 there is enumeration of representations of
computer networks formed on the basis of data from different sources.

The central part of the dashboard is the implementation of the multiple view
concept, when the data is displayed in different views: as graph; as the graph aug-
mented with glyphs; charts and diagrams; treemaps; matrices and as graphical model,
formed as the analogue of Voronoi diagrams, presented in this paper.

Fig. 14. Adding new points to the polygons Fig. 15. Relocation of points of the polygons
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In various usage scenarios, the user selects the graphical model, which is capable to
visualize data the user needs at the moment most efficiently. In the following sub-
sections the examples of scenarios of using the developed graphical model in com-
parison with the graphs will be presented.

4.2 Description of the Source Data

Data of a computer network (Fig. 17), which consists of 9 segments, will be used as
source data for visualization.

The segment, which consists of external users who have remote connection to the
computer network via the Internet, is represented in block 1. Block 2 displays the web
server for remote connectivity, as well as hosts needed to operate the web server. Block

Fig. 16. The dashboard of the developed visualization system

Fig. 17. Segments of a computer network
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3 represents the security system located between the web server and the demilitarized
zone (DMZ). The demilitarized zone is shown by block 4 and includes segments of the
internal network of the company. Block 5 and block 9 are the computers of the internal
network users. Block 6 displays the devices connected to the network through Wi-Fi
connection. Block 7 is the server of storing and processing data. Block 8 corresponds to
the virtualization server, together with the virtual machines placed on it.

4.3 Example 1. Visualization of the State of Computer Network Security

To visualize the security of a computer network for each host the indicators of pro-
tection from attacks and possible damage in case of compromise of this host are
calculated. In the proposed graphical model the security level against attacks can be
represented in the form of a polygon color – hosts that have passed the threshold are in
red color (in Fig. 18 – dark grey), and possible damage is shown as the size of the
polygon (area of polygon). We shall also consider the example of visualization based
on the graph, where the security is represented by vertex color, and the possible
damage – as the radius of the vertex. Let us consider two variants.

In the first case (Fig. 18) the vulnerable hosts are red (dark grey in Fig. 18) are
strongly scattered. Almost every network segment has vulnerable hosts. Despite the fact
that damage at their compromise a small, scatteredness gives greater variability of actions
for the attacker due to the presence of many potential hosts from which attack may occur.

Figure 19 shows the corresponding visualization based on the graph, where the
value of the possible damage in case of compromise is outlined by radius of vertex, and
the presence of vulnerability is marked in red color (in Fig. 19 light gray, as they are
almost invisible, they are indicated by arrows). It is obvious that the proposed graphical
model allows us to more quickly identify vulnerable hosts and produce visual analysis
of the damage done when they are compromised.

In another case (Fig. 20), it is clear that virtualization platform is under vulnera-
bility, and therefore all machines, located on it, as well as some computers of internal
users are also under vulnerability. Corresponding visualization based on the graph is
shown in Fig. 21. As in the previous case, visual analysis of potential damage and
identifying the vulnerable segment are more efficient when using the proposed model.

Fig. 18. Scattered unprotected hosts are pre-
sented on the basis of the proposed model

Fig. 19. Scattered unprotected hosts are
presented on the basis of the graph
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4.4 Example 2. Visualization of the Attack Route

Visualization of the route of the attack (Fig. 22) may be noted as another example of
using the proposed graphical model.

The host from which an attacker carries out an attack is one of the computers of
internal users. This host can be denoted in blue (dark gray in Fig. 22). All hosts, to
which the actions of the attacker were recorded, can be also displayed in blue, however
with different degree of transparency, which will depend on the intensity of the actions
of the attacker. Thus it is possible to analyze which segment of the network is affected
by the attack and if the attacker compromised the most important hosts or not. One can
also estimate how close the attacker came to certain hosts for subsequent selection of
protection strategies. In Fig. 22 it is seen that in such a scenario only some elements of
the network will be affected (virtualization platform and servers for storing and pro-
cessing data), however the potential damage from compromise is unreasonably great.

Fig. 20. Two segments of the network with
unprotected hosts, presented on the basis of
the proposed model

Fig. 21. Two segments of the network with
unprotected hosts, presented on the basis of
the graph

Fig. 22. Visualization of the attack route
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5 Evaluation of the Proposed Graphical Model

In order to evaluate the proposed graphical model two groups of indicators were
identified – performance indicators and functionality indicators.

Functionality indicators define the set of scenarios that the proposed graphical
model is able to visualize, such as network connectivity, network size, abilities to
display topology, possibility to display the parameters of hosts and links between hosts.
Performance indicators define the efficiency of user’s perception of information and
ease of working with data, for example: the efficiency of indicators perception, effi-
ciency of finding a way to attack, efficiency of analysis of network segments.

The evaluation of the proposed graphical model was carried out in comparison with
the visualization of a computer network as a graph.

The evaluation was performed using a survey of experts. All experts note that in
a scenario, when the computer network is a non-planar graph, application of the pro-
posed graphical model is impossible, which is the main drawback of the proposed
graphical model. In some scenarios, when non-planar graphs are rarely used or not used
at all, the proposed graphical model is by an order more efficient. It is also noted that
the proposed graphical model is not efficient in visualization of small computer net-
works, and to visualize them it is more efficient to use matrices and graphs.

Thus, the graphical model is most appropriate to be used when rendering a medium
to large scale computer networks. High computational complexity of the algorithm is
also a disadvantage, however this can be shortened by using a client-server architec-
ture, when only coordinates of the cells will be transferred to the thin client.

As a whole experts agree in opinion that the proposed graphical model has more
options for visualizing metrics and network segments in comparison with the classical
methods of visualization that are based on graphs, matrices and treemaps.

Thus, the proposed graphical model is an alternative to visualization of computer
networks in the form of graphs, treemaps and matrices. The use of human spatial
perception (the location of the cell-computers relative to each other) and the absence of
necessity of edges provides a number of advantages at the cognitive level of perception
of visualization. On the other hand, a disadvantage of the presented graphical model is
that it can help to visualize exclusively planar graphs, which reduces the usage scope.
However, in some scenarios, when graphs are not planar, are rarely used or not used at
all, the proposed graphical model is by order more efficient. It is also worth noting that
the use of the proposed graphical model is applicable for visualization of any object
that can be represented as a planar graph.

It is supposed that the proposed graphical model can improve the efficiency of
visual analytics using the graphical models to visualize the computer networks within
the multiple view concept in SIEM systems.

6 Discussion

Based on the evaluation of the proposed graphical model a comparative table (Table 1)
was built with three other graphical models – graphs, treemaps and matrices. It should
be noted that graphical models are considered in the minimum version, i.e. without
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additions and excluding the presentation of information in the form of text and sig-
natures. The table shows the display capabilities and the number of simultaneously
displayed parameters of security of network hosts, network connections, possibility of
extension of graphical models for visualization in 3D space, possibility of visualization
of topological parameters and possibility of display of networks of different topological
types. The cells contain evaluations of the efficiency of parameters display perception
in one way or another. Four estimations are outlined: (1) does not support – graphical
model does not support this method of visualization; (2) supports – graphical model
supports this method of visualization, but with restrictions; (3) good – graphical model
supports this method of visualization; (4) fine – graphical model supports this method
of visualization, the efficiency of the perception is high and the user easily analyzes the
information.

Graphs are not restricted in display of size and color of vertices, size and color of
connections, clustering, and can also display any topological types. Graphs have a limit

Table 1. Comparison of the possibilities of graphs, treemaps, matrices, and the proposed model

Graphs Treemaps Matrices The
proposed
model

Hosts parameters
display

size good fine does not
support

fine

color good fine does not
support

fine

transparency supports good does not
support

good

Display of
parameters of
links

size good does not
support

does not
support

good

color good does not
support

good good

transparency supports does not
support

supports good

shape supports does not
support

supports supports

Possibilities of extension for display in
3D

supports does not
support

supports supports

Display of
topology
parameters

hosts
clasterization

good good fine good

incapsulation of
hosts
(nestness)

does not
support

fine does not
support

fine

Display of
different
topological
types

hierarchical good fine good fine
planar good does not

support
good fine

non-planar good does not
support

fine does not
support
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on the transparency of the elements, as with the transparency of less than 30 % the item
will be hard to read. Graphs also can display hosts and connections by a limited set of
geometric shapes to be visualized in 3D, provided that clustering of the vertices is
done. The only thing that graphs do not support is display of nesting.

Treemaps do well with display of hosts using the size and color of planes. It is the
use of planes that allows the user to efficiently analyze information. With it, treemaps
have no restrictions in the display of hosts with transparency, because even at minimal
transparency the outlines of the plane are kept, and the user cannot miss it, as it would
be in the case of graphs. However, treemaps cannot display the parameters of the links
and cannot be displayed in 3D. But at the same time they do not have restrictions on
clustering of hosts and perfectly display nesting, as it is the basis of the very concept of
the treemaps. However, because of the nesting treemaps allow to display exclusively
hierarchical networks.

Matrices cannot display hosts, but allow to visualize them when using the cells’
colors and their transparency. Matrices cannot operate with cells’ sizes. Transparency
of the matrix cells have the same restriction as graphs (at least 30 % transparency), but
they have no restrictions in colors. Cells themselves can also be represented as a limited
set of geometric shapes and can be displayed in 3D. Matrices cannot visualize nesting
of the hosts, however, with the help of links they can efficiently display the network’s
clusters that will be represented in the form of planes (Fig. 1, right part). Matrices can
display without limitations any topological types, however they are most efficient in
finding clusters in complex non-planar networks.

The proposed graphical model uses the size, color and opacity of the cell for
displaying of parameters of the host, as in the trees of maps, so their estimations
coincide. To display the links’ parameters it uses size, color and transparency of edges
of cells. Edges are visualized as lines like in graphs, therefore their estimations are also
identical, except for the transparency – in the proposed model, even at zero trans-
parency the contour of lines is preserved. The proposed graphical model can be rep-
resented in the form of a 3D polyhedron, where the edges will correspond to the cells.
The graphical model also has the capability of clustering, as shown in Fig. 18, and
through the use of planes, inside which one can place similar planes, it supports
nesting. The proposed graphical model also supports the display of hierarchical and
planar networks, but does not support non-planar network.

Thus, we can see that the proposed model in some cases (in the hierarchical and
planar network topologies) can provide an alternative to graphs, treemaps or matrices,
or be used as a supplement to graphical models within the multiple view concept, based
on which the dashboard of security systems are built.

The development of the presented graphical model is been continued. At the
moment the development of the algorithm of the polymorphism of cells is performed,
in order to be able to change the size and shape of the cells without violating the
topology. The development of the algorithm of display of proposed graphical model in
3D is carried out, this can be achieved by imposing points of the graphical model on the
sphere, and then to draw cross-sections of the sphere at the points that correspond to the
cells.

Another direction for future research is to analyze the possibility and efficiency of
using the proposed graphical model for visualization of processes associated with
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information security, but which are not associated with computer networks. Any
process that is currently visualized using planar graphs (some examples are displayed
in Sect. 2), can be visualized with the proposed graphical model. Thus, despite the fact
that in the implemented system the proposed model is used to find vulnerabilities, risk
assessment and other parameters of a computer network, the scope and possibility of
application to ensure information security are much wider.

7 Conclusion

In this paper the analysis of existing visualization methods was performed and the new
graphical model based on the analogue of Voronoi diagrams was presented. We
demonstrated that the proposed graphical model of visualization of computer networks
allows in some cases to display data more efficiently, compared to already existing
graphical models. The developed visualization system was presented used to analyze
the security of computer networks, and examples of visual analysis of the computer
network state were provided. The estimation of the proposed model for visualizing the
security parameters of computer network was done, and the comparison of its efficiency
with graphs, matrices and treemaps was performed. Directions of future research based
on the use of the proposed graphical model were presented, in particular the devel-
opment of algorithms for polymorphism and nesting of cells, display in 3D and using
the proposed model for visual analytics of processes and objects, which were previ-
ously represented as graphs.
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Abstract. The pervasive growth and diffusion of complex IT sys-
tems, which handle critical business aspects of today’s enterprises and
which cooperate through computer networks, has given rise to a signif-
icant expansion of the exposure surface towards cyber security threats.
A threat, affecting a given IT system, may cause a ripple effect on
the other interconnected systems often with unpredictable consequences.
This type of exposition, known as cyber systemic risk, is a very important
concern especially for the international banking system and it needs to be
suitably taken into account during the requirement analysis of a bank IT
system. This paper proposes the application of a goal-oriented method-
ology (GOReM), during the requirements specification phase, in order
to consider adequate provisions for prevention and reaction to cyber sys-
temic risk in banking systems. In particular, the context of the Italian
banking system is considered as a case study.

Keywords: Business Continuity · Disaster Recovery · Systemic risk ·
Cyber threat · Goal-Oriented Methodology · Requirements Engineering

1 Introduction

During the last few years, the diffusion of cyber threats has seen a steep growth at
a rate which is predicted to increase in the near future [13]. Cyber security threats
include events such as accidental cyber-related incidents or deliberate actions
coming from external entities such as hacker attacks and virus/worm/malicious
software infiltrations [17]. These threats might directly affect industrial control
systems and processes and need to be properly managed [22]. The effects of a
threat exploit on a given system, may propagate through communication net-
works causing damages to other interconnected systems and giving rise to a
ripple effect. This phenomenon, where a threat triggers a knock-on effect among
different enterprises, is known as systemic risk and has been the subject of many
studies in the financial and economic domains [16].

Provisions against the cyber systemic risk are usually directed to establish a
strategy for circumscribing negative effects, e.g. by activating alternative solu-
tions to the damaged systems, and to slow down, and possibly to stop the prop-
agation towards the other interconnected systems.
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Nowadays, a big-enterprise IT system is usually geographically distributed,
pervasive and ubiquitous for its internal and external users. Therefore, each of
such systems consists of a network of subsystems where the cyber systemic risk
must be reduced as much as possible. Cyber security risk has to be continuously
monitored, while real-time recovery and support procedures, assuring an enough
degree of system availability, have to be provided [1,4]. Systemic effects have
to be reduced and global collaboration among all stakeholders, both public and
private, should be provided for an effective proactive prevention of a cyber shock
of our global, not only financial, networked systems [21].

In a recent white paper [5], the Depository Trust & Clearing Corporation
(DTCC) affirms that a global cyber systemic risk could become less dangerous if
the defense is both collective and coordinated, otherwise the failure is quite sure.
The last DTCC report on systemic risk [14] is very alarming on the cyber risk for
the worldwide financial markets. Therefore, instead of providing specific cyber
risk defenses for each system, a global cyber systemic risk [26,27] strategy should
be devised and enforced by means of the adoption of shared rules, regulations
and common approaches.

This paper focus on the banking context and, specifically on the business
continuous plan (BCP) and its disaster recovery plan (DRP), as regulated by
the Bank of Italy for the banking operators located in Italy [6]. However, each
Bank operating in the European Union must provide similar guidelines for BCP
and DRP of their banking operators.

The definitions of BCP and DRP are driven worldwide by many sectoral rules
and regulations [25], without any global coordination. A supervising institution,
having the authority to push and actually drive the different BCPs, would be
able to manage the global systemic risk by a coordinated strategy. Moreover, the
2016 edition of “The Global Risks Report” [11], by the World Economic Forum,
outlines the need for cooperation among stakeholders for risk management and
cites some tests performed in Germany.

We model, by means of a goal oriented methodology [23] named GOReM [18],
the requirements for the cyber systemic risk treatment for a bank operating in
Italy. All Italian banks follow rules and regulations delivered by the Bank of
Italy. However, each European Nation has a central banking institution which
establish similar guidelines for the local banks. Then, the developed models
might be applied, with small adaptations, to whichever bank in Europe.

In particular, the models obtained using GOReM, follow what established
by Bank of Italy in the guidelines [6]. Those models allowed to easily highlight
how a BCP has two different ways to handle the cyber systemic risk. The first
includes critical processes which might develop contagion only to the internal
stakeholders of the bank (including counterparts cooperating to the business of
the bank). In this case the ripple effect of an incident is treated at the bank level
and the Bank of Italy is only notified. The second cyber systemic risk treatment
is related to the safeguard of systematically important processes of the payment
systems and of the access to financial markets. In this case, both BCP and the
handling of a possible ripple effect of an incident on other banks and, more
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generally, on external entities, is strongly centralized by the Bank of Italy. The
latter is a hierarchical control, although with rigid response time, which might
introduce delays in the tentative to slow down or stop contagion in the European
and even worldwide financial system [16].

GOReM has already been successfully employed in the context of some indus-
trial research projects, involving enterprises such as ACI Informatica [7] and
Poste Italiane [10]. The numerous GOReM practical models in different con-
texts, including that of system security compliance in cloud [19], allowed to
improve the methodology potentialities and to achieve a very good satisfaction
of the many stakeholders, which are different in backgrounds and for desired
goals.

The rest of the paper is structured as follows: Sect. 2 describes an overview
of GOReM; the requirements specification of a Cyber Systemic Risk in Bank is
presented in Sect. 3. Finally, results and conclusions are drawn in Sect. 4.

2 An Overview of GOReM

This description of GOReM is a small overview which we use often with the aim
to give a mean to understand the models hereafter introduced. GOReM uses
the UML notation [9]. As a consequence, it is easy to employ and it simplifies
the concept sharing among a wide variety of stakeholders [15]. The resulting
requirements modeling activity has been recognized by the users to be easy and
effective. Typical activities of requirements engineering (RE) [23], i.e. elicitation
of requirements, analysis, validation, verification and management, are expressed
in GOReM mainly in term of: (i) stakeholders and their goals, (ii) use cases
and involved processes and (iii) work-product documentations. The methodology
consists of three main phases, each of which is devoted to modeling specific
aspects of a RE process: Context Modeling, Scenario Modeling and Application
Modeling (see Fig. 1).

Context Modeling aims at clearly representing the reference domain. The
work-products of this phase are: a Stakeholder Diagram, which shows a, often
hierarchical, specification of all the stakeholders involved in the specific context;
each stakeholder is in turn characterized by a set of Softgoals [20] they intend to
pursue; a Softgoal Dependency Diagram, which shows the relationships between
the stakeholders and the softgoals, as well as the relationships among softgoals
(i.e., contributes, hinders, includes, extends, specializes); moreover, the Rules
and Regulations that govern the context are individuated and analyzed in a
work-product.

Scenario Modeling specifies different business scenarios in terms of Roles
that are played by the involved stakeholders, their specific Goals, and the specific
Rules and Regulations that govern the business scenario. A SWOT Analysis
(Strengths, Weaknesses, Opportunities and Threats) is often performed with
the aim to guide decisions on future work.

Application Modeling defines application scenarios in order to specify the
functionalities which should be provided by a single business scenario resulting
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Fig. 1. Reference process model of GOReM and work products

from the previous phase. Each application scenario is characterized by functional-
ities that are modeled by UML-based Use Cases, Actors and possibly Processes.

These phases are repeated iteratively and feedback among them is allowed
in order to support an incremental refinement process. Furthermore, scenarios
and applications are specified concurrently. A BPM model [3] of the reference
process for GOReM, along with its main work-products, is reported in Fig. 1.

3 Modeling the Banking Cyber Systemic Risk

This Section describes a comprehensive subset of the requirements specification
of the business continuity for Italian banks, as established by Bank of Italy in its
guidelines in [6], as it has been worked out, employing GOReM, in the context
of the project [10].

The context model of the business continuity in a bank and the description
of one of the possible business scenarios, that is the risk treatment in bank, are
first described. Then, one specific application scenario, concerning the treatment
of cyber systemic risk for the so called “systematically important processes” [6]
of a bank, is modeled in terms of actors, use cases and processes.
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3.1 The Context Model: Banking Business Continuity

The banking system has a complex organizational infrastructure. In the follow-
ing, we model a small subset with the only objective to give an idea of the
effectiveness and powerfulness of employing GOReM for this purpose.

The term Business Continuity (BC) refers to all of the organizational, tech-
nical and staffing measures employed in order to: (i) ensure the continuation of
core business activities in the immediate aftermath of a crisis and (ii) gradually
ensure the continued operation of all business activities in the event of sustained
and severe disruption [2].

To this end, each bank must define a Business Continuity Plan (BCP), i.e.
a formal document stating the principles, setting the objectives, describing the
procedures and identifying the resources for business continuity management
concerning critical and systemically important corporate process [6]. The bank
must also use internal audit, testing activity and continuously improvement
implementations of its BCP, with the aim to: (i) analyze well the exposure
to risks, (ii) identify vulnerabilities, and (iii) evaluate, implement and maintain
updated, appropriate BC and Disaster Recovery (DR) solutions. A critical part
of the BCP is the Disaster Recovery Plan (DRP), i.e. a document establishing
the technical and organizational measures to cope with events that put electronic
data processing (EDP) centers out of service.

Despite suitable tools and countermeasures are constantly in action to pre-
vent their occurrence, unfortunately accidents happen. In this cases, it is essential
that a BCP is promptly put in operation, to ensure the continuity of services.
Hence, the appropriated Disaster Recovery procedures, as specified by the DRP,
have to begin immediately.

Figure 2 shows a GOReM diagram that depicts the stakeholders which were
identified for this context, their softgoals and the dependencies among them.

The main stakeholders are: the Bank of Italy; Banking System Oper-
ator, which can be of two different types, i.e. Operator of technological
infrastructures or networks, and operating companies, i.e. wholesale mar-
kets in government securities, multilateral wholesale trading facilities in gov-
ernment securities, multilateral deposit trading systems, securities settlement
systems, central counterparties and central securities depositories, with regis-
tered offices and/or operational headquarters in Italy; Bank personnel, i.e.
people, including corporate bodies, which work internally in the bank; Service
Provider, i.e. external stakeholders that provide IT services and other commodi-
ties, by stipulating specific contracts with the bank; Selling Net; Shareholder
and Customer.

Each stakeholder is associated to a set of softgoals as it can be seen from
Fig. 2. The identified softgoals are resumed in the following.

SG1: Supervising the non-interruption of the bank’s services.
SG2: Every operator has to put into execution the suitable provisions, according
to the BCP, for ensuring business continuity and disaster recovery in reaction to
threats.
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Fig. 2. Context model: the banking business continuity’s softgoals and dependencies
diagram

SG3: Planning, keeping into operation, validating and testing, auditing and
monitoring, updating the BCP. This softgoal is shared by all kinds of considered
bank operators.
SG4: Guaranteeing the service level specified in the contract (i.e. external
providers must stipulate a contract with the bank that specifies a service level
agreement among the parties and that has to be compliant to the business con-
tinuity needs).
SG5: Safeguarding assets from threats. Shareholders need to be ensured about
the safety of their financial assets.
SG6: Guaranteeing secure and continuous operation of the bank. Both customers
and selling nets need always working and safe banking services.

Figure 2 also outlines the existing dependencies among Softgoals. In partic-
ular, the achievement of SG3 and SG4 contributes to SG2. Similarly, reaching
SG2 has a positive effect on SG5 and analogously the same holds for SG3 on
SG6.

3.2 Scenario Model: Risk Treatment

The scenario we choose to model is about the treatment of risks coming from
bank defaults, financial and market crashes, human mistakes, cyber threats and
so on. This scenario includes situations such as: destruction or inaccessibility of
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important structures, unavailability of critical information systems, unavailabil-
ity of human resources essential to corporate processes, interruption of operation
of infrastructure (e.g. electricity, telecommunications, interbank networks, finan-
cial markets), alteration or loss of critical data and documents.

According to the Bank of Italy guidelines [6], operators must define, monitor,
test and maintain updated, a BCP for coping with the above situations of crisis
involving the operators or significant counterparts as, other group members,
major suppliers, prime customers, specific financial markets, clearing, settlement
and guarantee systems.

An important step in applying GOReM is the identification of the roles played
by each involved stakeholder. Each Stakeholder, while playing a given role, has
some specific goals he want to reach inside the scenario. The stakeholders-roles
mapping alongside the role-specific goals are resumed by the diagram reported
in Fig. 3.

Table 1 details each goal of the considered scenario while Table 2 lists a sub-
set of the rules and regulations of interest for the scenario of Risk treatment.
A unique identifier is associated to each rule/regulation and some relationships
of warning with respect to others rules/regulations is given (column W) for
indicating the need of a deeper analysis when applied in practice.

Customer

Banking system
Operator

Bank of Italy

Shareholder

Bank Personnel

Service Provider

Selling Net

Operator of 
technological

infrastuctures or 
netwoks

BC supervisor / 
Damage impact 

receiver

BC guidelines 
maker

Systemically
important
processes
establisher

Contract
underwriter

Damage alerter

BC planner

BC ResponsibleCorporate bodies

Critical process 
responsible

checker of BC 
measures

BC Internal Audit

Damage impact 
reporter

Disaster Recovery 
Responsible

G1

«plays»

«plays»

«plays»

«plays»

«plays»

«plays»

«plays»

G2G3

«plays»
«plays»

«plays»

G4

G5

G6

G7

G8

G9

G10

«plays»

G11«plays»

G12

G13

G14

G15

«plays»
«plays»

G16

G17

G18

G19

G20

G21

«plays»

G24

G23

G22

«plays»

«plays»

Fig. 3. Scenario model for risk treatment: softGoals-roles-goals diagram
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Table 1. Scenario model for risk treatment: role and goal description

Stakeholder Role Goal Description

Bank of Italy BC supervisor /
Damage
impact
receiver

G1 Each operator has its suitable Business
Continuity Plan and the impact of
possible damages undergone by its Banks
for specific systemically important
processes, is managed

Systemically
important
processes
establisher

G2 Systematically important processes are
individuated and assigned for being
protected by a suitable operator

BC guidelines
maker

G3 Each operator refers to guidelines for
business continuity aligned with the
actual European level of risk knowledge

Bank personnel Corporate
bodies, i.e.
considered
part of the
bank
personnel

G4 Establish objectives and strategies for BCP
of the bank

G5 Assign human, technological and financial
resources sufficient to attain the
objectives of the BCP

G6 Approve the BCP and successive
modifications resulting from technological
and organizational adjustments and
formally accept the residual risks not
covered by the BCP

G7 Control the results of checks on the
adequacy of the BCP and of its measures,
done at least once a year

G8 Designate the person responsible for business
continuity planning

G9 Promote the development and regular
checking of the BCP and its adaptation
to any significant organizational,
technological or infrastructural
innovations and in the case of detection
of shortcomings or the materialization of
new risks

BC Responsible G10 Supervise the planning of the BCPs by
means of the coordination of every
involved BC planner

BC Planner G11 Establish the BCP for the operator,
compliant to the guidelines provided by
Bank of Italy

BC Internal
Audit

G12 Check, at fixed times, the BCP and its
updating by examining the test
programs, taking part in the tests and
checking the results, and suggesting
changes to the BCP on the basis of the
shortcomings found

G13 Analyze the criteria for escalation in the case

of incidents, by evaluating the length of

time required to declare the state of crisis

(Continued)
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Table 1. (Continued)

Stakeholder Role Goal Description

G14 Test the BCPs of the outsourcers and other

critical suppliers and may decide to rely on

the controls performed by the structures of

the latter if they are deemed professionally

capable, independent and transparent

G15 Examine the outsourcing contracts to make

sure that the level of safeguards conforms

the corporate objectives and standards

Banking System

Operator

Damage Impact

reported

G16 Produce an impact analysis, preliminary to the

drafting of the BCP and regularly update

the impact analysis, with the aim to

determine the level of risk for each

corporate process and highlight the

repercussions of a service outage. The

impact analysis considers, in addition to

operational risks, also such other risks as

market and liquidity risk

G17 Document the residual risks, not handled by

the BCP, which must be explicitly accepted

by the competent corporate bodies

Critical process

responsible

G18 Identify relevant processes relating to corporate

functions whose non-availability, owing to

the high impact of the resulting damage,

necessitates high levels of business

continuity to be achieved through preventive

measures and BC solutions activated in case

of incident

Checker of BC

measures

G19 Shareholders, together with the bank system

operators and the selling net, as well as with

customers, cooperate in defining the

procedures for testing the planned business

continuity measures in real crisis scenarios

G20 Determine an appropriate frequency of the

testing task for each measures

G21 Write down and notify the results of tests to the

competent corporate bodies and transmit,

for the matters under their respective

competence, to the operational units

Service provider Contract

underwriter

G22 Ensure the service levels agreed with the

operators, as formally state in the signed

contract, in the case of crisis and ensure the

continuity provisions to be put in place in

keeping with attainment of corporate

objectives and with the indications of the

Bank of Italy

Damage alerter G23 Notify promptly the operator of any incident,

in order to allow immediate activation of

the BC procedures

Operator of

technological

infrastructures or

networks

Disaster

Recovery

Responsible

G24 Define and maintain updated the DRP, with

reference to central and peripheral

information systems
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Table 2. Scenario model for risk treatment: rules and regulations diagram

Id Rules and regulations Type Location/ W

Adopter

A CPMI-IOSCO consultative paper
“Guidance on cyber resilience for
financial market infrastructure”,
November 2015

Best
practice

EU B, C

B Opinion of the European Central Bank of
25 July 2014 on a proposal for a
directive of the European Parliament
and of the Council concerning
measures to ensure a high common
level of network and information
security across the Union
(CON/2014/58)

Policy EU A, C

D Guidelines on business continuity for
market infrastructures

Best
practice

Italy A,B, E, F

E Legislative Decree 385/1993 (the
Consolidated Law on Banking)

Law Italy A, B, G

F Legislative Decree 58/1998 (the
Consolidated Law on Finance)

Law Italy A, B, H

G Business continuity oversight
expectations for systemically
important payment systems, issued by
Eurosystem in June 2006

Best
practice

European
Union

E, F, H

H Principles for Financial Market
Infrastructures, issued by Bank for
International Settlements Committee
on Payment and Settlement Systems
(CPSS) and IOSCO Technical
Committee, April 2012

Best
practice

European
Union

E, F, G

3.3 Application Model: Cyber Systemic Risk for Banks in Italy

The application model we consider is related to the Cyber Systemic Risk as dealt
with by the Bank of Italy. This is one of the application models that might be
derived from the above presented Risk Treatment scenario.

This application model deals with business continuity and safeguards for
the so referred “Systematically Important Processes”, which are identified and
controlled directly by the Bank of Italy and which govern essential services in
the payment system and in the access to the financial markets. A malicious
exploitation of a cyber threat for these processes might evolve in a systemic crisis
inside other operators and on the whole financial system. For those processes,
the Bank of Italy controls, asks for updates, and manages every risk of crisis and
incidents.
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Fig. 4. Application model for cyber systemic risk: actor diagram

The Bank of Italy requires that the operators, involved in systematically
important processes, work actively for adjustment of the BCP. These oper-
ators must comply with stricter business continuity requirements than those
which normally apply to all operators. In particular, these requirements are
concerned with the recovery time of systemically important processes, the loca-
tion of standby facilities, and the resources allocated to crisis management (see
Sect. 3 of [6]).

Figure 4 shows the Actors Diagram relevant to this application model, where
scenario roles are mapped to actors, and Fig. 5 resumes the main use cases involv-
ing the identified actors.

Some use cases are extensions of some others which are supposed to be
already defined in another application model, named “Business continuity man-
agement”, where the constraints by the Bank of Italy are less stringent and
related to critical processes which are not systematically important processes.
A short description of these use cases is given below.

BCP adjustments and compliance monitoring (eUCa). This use case extends the
use case UCa which is part of the use cases concerning critical processes which
do not belong to the set of those considered systematically important. BC and
DR plans, defined in the application model “Business Continuity Management”,
require some adjustments to become compliant with the stricter requirements
defined by the Bank of Italy. The operator must also ensure continuous compli-
ance with the special requirements and all this must be done by the responsible



Modeling Cyber Systemic Risk for the Business Continuity Plan of a Bank 169

Business Continuity Management

+ UCa: Business continuity plan definition
+ UCb: Business continuity plan audit
+ UCc: Business continuity plan checking
+ UCd: Crisis notification to bank of Italy
+ UCe: Critical processes breach management
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Fig. 5. Application model for cyber systemic risk: main use case diagram

for these activities (i.e. the actor “BC and DR plans requirement adjustment
and compliance responsible”).

Main incidents and recurrent criticality check (eUCc). This use case extends the
use case UCc (Business continuity plan checking). The Bank of Italy requires
at least one a year of test for the safeguards provided for the continuity of the
systemically important processes. Operators must actively participate in tests
and market-wide simulations, organized or promoted by authorities, by markets
and by the main financial infrastructures. In addition, this use case prescribes the
drafting of a yearly report about: the main features of the business continuity
plan; the adaptations that have been made to it; the additions implemented
during the year; the tests conducted on the main incidents and criticalities.

Managing crisis notification to and from Bank of Italy (eUCd). This use case
extends the use case UCd, related to notification to Bank of Italy, when the
blockage of essential infrastructures is related to internal critical processes. In
this case, the actor “crisis manager” must instead communicates promptly to
the Bank of Italy every cyber attack and state of crisis coming from some threat
to its systemically important processes. Furthermore, the use case includes the
sending of an assessment report, drafted according to UC4. In addition, this use
case dictates that the “crisis manager” receives the notification, coming from the
Bank of Italy, that other operators are subject to a cyber attack, which might
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cause contagion to some of its systematically important processes. Then, this
actor should raise an alert so that recovery procedures may immediately begin
(see UC3).

Systemically important processes breach management (eUCe). This use case
extends the use case UCe. The actor “systemically important processes man-
ager” activates immediately the recovery procedures as indicated by the BCP
and DRP when a breach to some process under its observation occurs. As spec-
ified by the guidelines, these procedures govern:

(i) the recovery time that, if the cause of the blockage is internal to the operator,
must not exceed four hours and the restart time must not exceed two hours.
If the blockage is due to an external contagion, the operator must activate
his DR within two hours from the restart of the first affected operator.
For information systems with on line duplication of operational data the
time between the recovery point and the incident should zeroed. In case of
extreme situations, promptly recovery of systemically important processes,
using protected off line PCs, faxes, and telephone contacts with selected
counterparts, is allowed.

(ii) the location of standby facilities, which must be distant from their primary
facilities, possibly outside the metropolitan area in which the primary facil-
ity is located and it must be served by utilities (i.e. telecommunications,
electricity, water) different from those serving the primary facility.

(iii) the resources allocated to crisis management. Human, technological and
logistical resources needed to keep systemically important processes oper-
ating are established in the BCP.

BC requirements the management of systematically important processes (UC1).
Stricter BC requirements for systematically important processes are established
by Bank of Italy. This use case directly controls the operators adjustment and
the compliance of their BCPs to the evolving requirements imposed by the Bank
of Italy.

Establish which operator has systematically important processes (UC2). The
Bank of Italy is in charge to individuate the specific set of operators having
systematically important processes.

Manage the crisis declaration coming from operators (UC3). For incidents that
may have significant impact on systemically important processes, the declaration
of the state of crisis is managed by CODISE, part of Bank of Italy, which begins
this activity with an initial assessment of potentially damaged operators.

Internal and external impact assessment (UC4). In the occurrence of crisis, the
actor “systematically important processes manager”, prepares the assessment
of the impact on operations of its central and peripheral structures and of the
current relations with customers and counterparts.
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Fig. 7. Application model for cyber systemic risk: incident management process

Figures 6 and 7 report two activity diagrams that respectively model the
process of handling cyber systemic risk for important banking processes and the
process of managing the possible know-on effect of a cyber systemic incident
inside the important processes of an operator.

4 Results and Conclusions

We tested the suitability of GOReM for modeling the context of business conti-
nuity in of a Bank and the requirements related to handling of the cyber systemic
risk as regulated by the guidelines issued by the Bank of Italy. In the complex and
touchy scenario of banking, the relevant models have been defined and graphi-
cally represented [15]. GOReM allowed to easily identify stakeholders, roles and
specific goals from which the main use cases and processes, have been derived.



172 A. Furfaro et al.

The result of this study is a requirements specification that may be employed as
a good starting point for the devising a global approach towards the management
of the cyber systemic risk in the financial and banking domain. In fact, it gives
the adequate planning independence to the single bank, but under the riverbed
of the constraints dictated by a supervisor authority, like the Bank of Italy for
the Italian banking operators. Moreover, this vision could scale at the behavior
of a node inside a bigger network, where other nodes are the other Bank of the
other European Nations. In turn, this model might be applied to a coordinated
European supervision institution, e.g. the European Systemic Risk Board [12].
Even more, it is also desirable to scale worldwide under the control of a global
authority, which might coordinate business continuity and disaster recovery for
preventing and managing a cyber systemic risk, for the global financial world.

As a final consideration, special attention should be paid to the time needed
for a given operator to react to a cyber incident: be “promptly” might not be
an adequate answer. Two observations come from this modeling experience:

(i) Cyber systemic effects are here handled by a central authority, which in this
case is the Bank of Italy, that establishes the state of crisis and manages the
know-on effect on other operators. This centralization may result in a waste
of time even though prudential politics suggest that this is a good strategy.

(ii) Time of response to a state of crisis that is communicated after some “hours”
(see use case eUCe) might be a very large interval of time, especially at a
worldwide level, compared to the speed of cyber threats.

A possible solution might be in modifying the hierarchical organization in a more
horizontal and collaborative one, which might come only from common decided
rules and regulations [8]. However, Cyber Systemic Risk treatment in Europe and
worldwide is nowadays urgent. According to [24], while business areas are already
supervised, the supervision agreement for network and information security is
still a work in progress. This is a big delay for cyber systemic risk that must be
regained soon.
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Abstract. As a basis for offering policy and setting tariffs, cyber-
insurance carriers need to assess the cyber risk of companies. This paper
explores the challenges insurance companies face in assessing cyber risk,
based on literature and interviews with representatives from insurers.
The interview subjects represent insurance companies offering cyber-
insurance in a market where this is a new and unknown product. They
have limited historical data, with few examples of incidents leading to
payout. This lack of experience and data, together with the need for an
efficient sales process, highly impacts their approach to risk assessment.
Two options for improving the ability to perform thorough yet efficient
assessments of cyber risk are explored in this paper: basing analysis on
reusable sector-specific risk models, and including managed security ser-
vice providers (MSSPs) in the value chain.

Keywords: Cyber-insurance · Risk management · Risk modeling

1 Introduction

Cyber-insurance has been defined in literature as “the transfer of financial risk
associated with network and computer incidents to a third party” [9]. It can take
many forms, offering third party or first party coverage, and covering a variety of
threat types [8,24]. The demand for this insurance product is increasing [35,36].
Although cyber-insurance has been around in some form for several decades,
the cyber-insurance products are still relatively immature. This is underlined by
statements such as “cyber policies are still the Wild West of insurance policies”
[11] and “products are untested, pricing appears arbitrary and experimentation in
contract writing is commonplace” [4]. Academic research on cyber-insurance has
identified a number of challenges and knowledge gaps [4,24,40], some of which
are related to assessing cyber risk.

Taking on cyber in their product portfolio is associated with a greater risk
for insurance companies than other traditional covers, which is reflected in the
product’s pricing. According to a UK study, the cost of cyber-insurance rela-
tive to the limit purchased is typically three times the cost of cover for more
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established general liability risks, and six times higher than for property insur-
ance [18]. The UK study additionally points out that cyber-insurance has a lower
price differentiation across customers, something that may be due to a lack of
historical data in underwriting or inappropriate means of assessing the cyber
risk of potential customers. This is concerning as it undermines the role that
insurance can have in increasing the security posture of insurance buyers, since
they will not see any benefit in terms of lower insurance cost [18].

As a basis for offering policy and setting tariffs, cyber-insurance carriers need
to assess the cyber risk of companies. Insurance companies do this to differen-
tiate between potential clients, thus reducing the risk of adverse selection [34].
This paper explores the challenges insurance companies face in assessing cyber
risk, based on literature (Sect. 2) and interviews with representatives from insur-
ance companies (Sect. 3). Section 4 outlines two options for improving the abil-
ity to perform thorough, yet efficient assessments of cyber risk: basing analysis
on reusable sector-specific risk models, and including managed security service
providers (MSSPs) in the value chain. Section 5 discusses the contribution of the
paper and provides suggestions for further work. Section 6 concludes the paper.

2 Known Challenges for Assessing Cyber Risk
of Insurance Customers

A large number of standards, guidelines and research papers suggest methods
for information security risk assessments [39]. Though they have their differ-
ences, the methods tend to include similar steps: characterisation of the sys-
tem; threat and vulnerability assessment; risk determination; control identifica-
tion, and; evaluation and implementation of controls [15]. Figure 1 provides an
overview of the risk assessment process and key challenges for insurance compa-
nies, identified through searches in academic literature as well as non-academic
sources, such as news articles, technical reports and white papers (see Tøndel
et al. [40] for more details on the method used for the literature study).

The cyber risk of an organisation depends on various internal and external
conditions, including the organisation’s assets, the technology they are using
and its vulnerabilities, the security awareness and competence of the employees,
routines relevant for cyber security, the security of the organisation’s vendors,
vulnerabilities in common infrastructure which the organisation relies on, and the
motivation of potential attackers. With all these factors to consider, and limited
knowledge of the impact of the various factors on the organisation’s overall risk,
risk is complex to understand and evaluate, and it is impossible to verify that
the risk estimation is correct [24]. This is true for the organisation itself, but
also for an insurance company offering cyber-insurance to the organisation. The
premium paid by all insurance holders should cover any payouts plus return
profit to the insurance company. To limit their own risk exposure, the insurers
seek a mix of customers which provide a sufficient premium income compared
to the overall risk portfolio, and a steady flow of payouts.
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Fig. 1. The risk assessment process and challenges

The question of what constitutes “good IT security” has not been answered
conclusively [13]. Research and practice on measuring information security has
progressed, and there are many indicators and measurement frameworks avail-
able, see e.g. Herrmann [17] and ISO/IEC 27004 [20]. Still, there is no agreed set
of metrics to predict information security risk in the general case [41]. Setting
security baselines, or providing rewards for companies with documented security
best practices, is difficult due to lack of knowledge about the effect of different
security controls [26]. Simple metrics, like the number of records lost, does not
always correlate with the total cost of the breach [30]. Currently, different insur-
ance carriers evaluate risk in different ways, and they consider a variety of risk
factors, covering both technical and organisational aspects [26,27].

The lack of robust actuarial data has been pointed out by various sources as
a reason for limited success of the cyber-insurance market [5,13,14,41]. Several
sources of historical cyber-incident information exist, e.g. from CERTs, security
companies or researchers [13]. Examples of surveys that provide relevant data on
costs of cyber-incidents are a NetDiligence survey of insurance payouts related to
cyber liability [30] and Ponemon’s Cost of Data Breach Study [37]. However, it is
not easy to determine which sources of information should be relied upon more
than others [13]. Barriers for information sharing include reluctance by firms to
reveal details on security incidents [5,16,41], and limited ability to quantify costs
associated with such incidents [41]. Toregas and Zahn make the following claim:
“Given that many companies are either unaware of a cyber attack or unwilling
to disclose such attacks, and added to the fact that those attacks are hard to
quantify, actuarial data for the cyber-insurance market is missing and unlikely to
be available in the near future” [41]. Insurance carriers are also reluctant to share
incident information, due to a competitive market, and because they fear that
they would ultimately “give more than they get” [26]. The significant information
asymmetries currently present require insurance companies to perform costly
state verification and upfront risk assessments [8].
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Carriers engage clients heavily during the underwriting process. Historically
they used extensive questionnaires [3,27], but it is becoming more common to
speak directly with clients to understand their vulnerabilities and risk manage-
ment controls [27]. In this process customers may need to share a potentially large
amount of information with the insurance company. It has been pointed out that
in a competitive environment, potential customers may favour insurance com-
panies with less demanding assessment processes [26]. Likewise, potential clients
may not like being dictated by the insurance company on how to mitigate cyber
risks [28]. Insurance companies are however also interested in having an efficient
assessment process, illustrated by quotes such as “carriers typically don’t spend
weeks with potential insureds reviewing every single aspect of an organization to
see what’s happening with its implementation of information security policies”
[26] and “cybersecurity insurance underwriting essentially tries to weed out the
20 percent of companies who have no clue about cybersecurity from the pool of
potential insureds” [27]. Despite this need to have an efficient process, from the
viewpoints of both customers and providers, it should be pointed out that the
upfront risk assessment performed by insurance companies can have positive
side-effects on increased self-protection, and the consulting and risk assessment
services provided by the insurance company is one central driver of product
value [8].

The experienced cyber risk may change rapidly based on technology changes,
discovery of vulnerabilities, political actions etc. There is a need to understand
how to take these changes into account when it comes to cyber-insurance. Organ-
isational resilience, i.e. the capability of recognizing, adapting to and coping with
the unexpected [42] is relevant for this. In the safety domain, research has pro-
gressed on measuring organisational resilience through risk awareness, response
capacity and support [32], and such a measurement framework has been adapted
to the ICT domain [7]. Rapid changes are additionally a challenge for collecting
reliable actuarial data, as changes in technology and attacker profiles can cause
empirical information on incidents to quickly become outdated [8,24,26].

According to Böhme and Schwartz [9], cyber risk is characterised by both
interdependent security and correlated risk; the security of a node is dependent
on the security of other nodes and incidents may strike in a correlated fashion.
Interconnected nodes [3,9] and dominant products [3] are key causes for this
interdependency. An incident in one organisation may thus cause or increase
the likelihood of incidents in another organisation. This risk comes in addition
to the potential impact of an incident on third parties, up and down in the
supply chain [10]. For insurance companies, these characteristics increase risk
of concurrent claims [3]. Additionally, cyber incidents may cause pay-outs on a
number of different insurance policies [22].

Table 1 gives a summary of key points from the literature related to these
challenges.
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3 Study of Insurance Companies

In addition to studying relevant literature, we have performed a study of expe-
riences and practices of insurance companies when it comes to their cyber risk
assessment of customers. The study reported in this paper is part of a bigger
ongoing study with the overall goal of identifying what type of decision support
and information is needed for evaluating cyber-insurance offerings, both from
the perspectives of insurance companies and prospective customers.

3.1 Method

We have performed a study among key insurance companies offering cyber-
insurance products in the Nordic market. The study included interviews per-
formed in October/November 2015 and examination of relevant documentation.
Relevant insurance companies for the study were identified by studying the web
sites of such companies operating in the Nordic market, and the decision on
which actors to approach for the study was based on the goal of covering the
main actors in one country. The semi-structured interviews were carried out at
the insurance companies’ premises by one or two researchers, and the interviews
were audio recorded and transcribed. The interview guide included the following
topics: role of the interviewee; details of the cyber-insurance products offered;
process for getting in touch with customers, evaluating risk and communicating
policy terms to customers, and; future plans regarding cyber-insurance prod-
ucts. We talked with one representative from each company, and these were in
underwriter or manager roles. Each interview lasted about one hour. All tran-
scripts were thematically coded, and organised into thematic networks [2]. As
the Nordic cyber-insurance market is small with a limited number of providers,
we do not give any further details about the insurance companies that partici-
pated, in order to preserve anonymity. However, we point out that the number
of companies interviewed is small, but still comprise the main actors in one of
the Nordic countries. Regarding the context of the study, it should be noted that
cyber-insurance is a relatively new product in the Nordics, and it is only the last
few years that pure cyber-insurance products have been marketed here. Many
Nordic companies are still unaware of cyber-insurance products’ existence.

3.2 Results

The insurance companies we have studied seem to have relatively similar
approaches to differentiate insurance customers in terms of risk. In general, they
seem confident that their current approach and evaluation is good enough. At the
same time they experience challenges and constraints in evaluating prospective
customers’ cyber risk. Figure 2 provides an overview of the central themes that
came up in the interviews related to assessment of risk. In the following we go
into these in more detail. An overview of the findings, related to the challenges
identified in literature, can be found in Table 1.
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Table 1. Overview of identified challenges from literature and interviews

Challenge Overview of state of the art Interview study

Understand risk

factors and their

interaction;no

standard metric

• Uncertainty in what factors are

most important for risk

[13,24–26,41].

• No clear priorities on what risk

factors are most important.

• Challenging to achieve good

measures of cyber risk [25,33].

• Do not have the competence

in-house (use external security

experts to perform

assessments)

• Insurers lack experience and

standards [24].

• Metrics considered by insurance

companies are varied [3,26,27].

Access to data • Lack of robust actuarial data is one

reason for limited success of the

cyber-insurance market

[5,13,14,41].

• Cyber-insurance is a new

product, i.e. having limited

historical data to build on.

• Companies can be reluctant and

unable to share reliable data on

incidents [5,16,24,25,41].

• Getting hold of reliable data

from customers can be

challenging.

• Cyber-incident cost is not clearly

defined and hard to measure

[5,10,24].

• A competitive environment hinders

information sharing among

providers [26,27].

• Challenges of information

asymmetry [3,8,9,24].

Demands on

customers; efficient

process for

customers and

insurance

companies

• Clients may not like being dictated

on how to mitigate cyber risk

[24,28], and may choose carriers

with less stringent assessment

practices [26].

• Implementation of basic security

measures is required, and risk

assessment may introduce

further requirements.

• Insurance companies aim to reduce

effort of assessments [3,26,27].

• Large customer base is needed,

thus also efficient risk

assessment processes.

• The sales process needs to be

quick with a clear and

easy-to-understand message.

Risk is constantly

changing

• Rapid technological development

and changes in attacker profiles

may cause historical data to

become outdated quickly

[8,24–26].

• It is challenging to stay updated

in the field, things change

quickly.

Globally correlated

and interdependent

risk

• Interdependent security and

correlated risk; the security of a

node is dependent on the security

of other nodes and incidents may

strike in a correlated fashion

[3,9,24].

• When concerned about

catastrophic incidents, this

impacts policy terms (become

more risk averse).

• Cyber incidents may cause pay-out

on a number of different insurance

policies [22].
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Fig. 2. Thematic network showing how insurance companies differentiate between
potential customers.

Key Risk Factors. The interviewees did not provide any clear priorities on
which risk factors they consider most important, except that commonly used
factors include revenue and other metrics of the size of the business, as well as
the organisation’s operating sector. Instead, the insurance companies address a
broad range of factors (e.g. based on the ISO/IEC 27001 standard [21]). They
put some requirements on basic security measures that need to be in place for
all customers, but they can also pose more specific requirements on individual
customers. The criteria for deciding which security measures should be required
from customers were not laid out by any of the interviewees.

Some of the interviewees are concerned about what could be called
catastrophic risk, i.e. the risk of incidents which impact the majority of their
customers at the same time. The interviews however give no indication of fac-
tors being considered most important to understand and address such risk.

Constraints. An interviewee explained how they find it challenging to stay
updated on the field of cyber security. This may in part be related to the fact
that cyber-insurance is a new product where they have limited experience and
actuarial statistics to build on. But it is also pointed out that cyber security
is an area where things change quickly, depending on the creativity of various
threat actors.

Access to data is one challenge often experienced. The information most
commonly collected (such as revenue and business sector) is easily obtained and
trusted. However, other types of information (data protection is particularly
mentioned) may be more difficult to get hold of. The interviewees mentioned
a number of reasons for this: competence available in the business on cyber
security and privacy; availability of the right people that have the competence,
and; unwillingness to share information. In addition comes the risk of getting
erroneous answers to the questions asked related to risk.

Insurance companies need to have a large customer base for their cyber-
insurance products. This means that they need to be able to handle a large
number of customers in an efficient manner, but also that the sales process and
the steps needed to become a customer is easy enough, not to hinder adoption.
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Additionally, the requirements regarding implementation of security measures
must not be too strict. Currently, new customers are primarily reached through
two channels (and this varies a bit between the insurance companies): insurance
brokers and in-house sales personnel. Especially when in-house sales personnel
are used, it seems important to exhibit a clear and easy-to-understand sales
message and a quick process to sign up for cyber-insurance.

Making Compromises. Today, insurance companies make several compro-
mises in the process of evaluating risk, agreeing on policies and setting premiums.
The following key areas came up in the interviews.

To get a large customer base, the insurance companies need to have efficient
processes for evaluating risk and it must be easy for customers to buy insurance.
At the same time, insurance companies need to be able to trust the assessments
they make regarding cyber risk of customers, and thus need to get hold of a
range of data related to risk. The collection process should ensure that data
can be trusted. To achieve a balance between these needs, the insurance com-
panies today differentiate their customers, and only perform thorough analysis
of companies that are considered high risk. Differentiation is mainly done based
on size, either of the company or of the amount insured. Small sized companies
will have to answer only a very limited number of questions, ensuring the ability
of the insurance company to reach and handle a mass of customers. For larger
sized companies, a more thorough analysis is made, but also here some compro-
mises have to be made to ensure an efficient collection process. Approaches made
to data collection include questionnaires filled out by company representatives,
interviews and security testing. Use of questionnaires requires less effort from
the insurance company, but potentially at the cost of trust in the data. There
is also the issue of how often to re-evaluate risk. The insurance companies are
aware that cyber risk is dynamic over time. At the same time, they have limited
capacity to re-evaluate risk on a regular basis.

The insurance companies in our study use third parties (cyber security
experts) to perform the evaluation of company risks. Some interviewees state
that a key reason for this is limited competence on cyber risk management in-
house. The use of third party experts allows for high quality evaluations, and also
opens possibility for learning from the third parties and thus gradually build-
ing more competence in-house. The insurance companies currently seem very
dependent on the evaluations made by these third parties.

The insurance companies do put some baseline security requirements on their
customers. As one interviewee states: “We don’t want to insure a burning house!”
At the same time, the companies want a volume of users, and to achieve this
they cannot raise the bar too high for their customers. Currently, requirements
on having anti-virus software and firewalls are common, either for becoming
a customer or as part of the insurance terms. Insurance companies may have
more strict requirements for larger customers, based on the results of the risk
evaluation.
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4 Approaches to Efficient and Thorough
Risk Assessments

The results from our interview study supports the current literature on risk
assessment challenges for cyber-insurance carriers. The interview subjects all
represent insurance companies offering cyber-insurance in a market where this
is a new and unknown product. They have limited historical data to build on,
and there has not been many incident cases yet. This lack of experience and data
and the need for an efficient sales process highly impacts their approach to risk
assessment. In the following we explore two options for being able to perform a
thorough, and yet efficient assessment of risk in this context.

4.1 Reusable Sector-Specific Risk Models

As part of the process of differentiating cyber risk, insurance companies collect
information from customers in a structured and repeatable manner, for instance
through reusable questionnaires. We do, however, get the impression that the
process of determining the appropriate risk level based on the collected informa-
tion is not always structured, and can be based on expert judgement alone, which
may result in arbitrary and poorly documented decisions. A common alternative
to expert judgement is to use a risk model. A risk model is often specified in a
modeling language that provides a precise and well-documented way of deter-
mining/calculating the risk level based on the information in the model. Creating
risk models, however, can be time consuming, and making a new model from
scratch for every assessment may not be feasible for insurance companies. One
way of mitigating this problem is to create a generic risk model which captures
some common knowledge and which can be reused in each assessment. Further-
more, the reusable risk model may be used as a basis for determining what kind
of information should be collected from the customers.

In many settings, building a reusable risk model may not be worth it because
the risk models vary too much across different assessments. However, in the set-
ting of differentiating cyber risk insurance customers, several factors suggest that
the use of reusable risk models may be appropriate: (1) The risk assessments have
to be performed in a relatively short period of time, and the duration does not
vary greatly from customer to customer. (2) The type of risks considered in each
risk assessment are similar. These risks may for instance precisely correspond
the type of cyber risks that are to be insured and which have precise legal defi-
nitions in the cyber-insurance terms and conditions, e.g. Data Breach, Material
Interruption, or System Failure. (3) The information needed in each risk assess-
ment is often collected from the customer in a structured manner and the type
of information collected is similar across different customers.

In the field of risk assessment, several kinds of risk modeling techniques exists.
These often build on tree-based and graph-based notations. Fault tree analysis
(FTA) [19], event tree analysis (ETA) [1] and attack trees [38] are examples of the
former and provide support for reasoning about the sources and consequences
of unwanted incidents, as well as their likelihoods. Cause-consequence analysis
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(CCA) [31], CORAS [23], and Bayesian networks [6] are examples of graph-based
notations.

None of the above mentioned techniques have dedicated support for risk
model reusability. In our opinion, for a risk modeling technique to support
reusability, it should at a minimum: (1) Clearly distinguish between the infor-
mation in the risk model which is parameterized (i.e. information that may vary
across different risk model instances) and static information which should stay
the same across different instances. (2) Provide clear guidelines for how the
reusable risk model may be instantiated, i.e. how the parameterized information
should be replaced with information specific to the instantiation domain.

Although none of the above mentioned risk modeling techniques have dedi-
cated support for reusability, all of them can be extended to support this. One
straightforward procedure for doing this in the setting of cyber risk insurance
is as follows: (1) Make a risk model capturing general cyber attacks and cyber-
insurance risks. (2) Identify and clearly mark which estimates in the risk model
that are to be parameterized. (3) For each parameterized estimate, formulate a
natural language question whose answer will allow the estimate to be determined
for a given instantiation of the risk model.

By following the above steps, we obtain a set of questions in addition to a
general risk model whose parametrized estimates are marked. To instantiate the
risk model for a given cyber-insurance customer, we can give the questions to
the customer, then determine the values of the parameterized estimates based
on the answers to the questions, and finally determine the risk level using the
guidelines of the risk modeling technique.

As an example, consider the reusable risk model shown in Fig. 3 specified
in the CORAS risk modeling language. A CORAS risk model is a graph whose
nodes describe the occurrence of events, and whose edges describe causal rela-
tionships between events represented by the nodes. Nodes may be annotated with
likelihood values specifying how often events occur, and edges may be annotated
with conditional likelihood values specifying the likelihood that one event leads
to another event given that the former event has occurred. Consequences may

Fig. 3. Example of a reusable risk model specified in CORAS
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also be specified. In CORAS, this is done by including special nodes called assets
(the money bag in Fig. 3). The consequence that a node has on the asset may
then be specified by drawing an edge from the node to the asset and labelling
the edge with a consequence value. The meaning of the risk model specified in
Fig. 3 is: Threat Hacker initiates the threat scenario Denial of Service (DoS)
Attack with likelihood A1 which leads to the unwanted incident Material Inter-
ruption with conditional likelihood A2 which impacts the asset Availability with
consequence A3.

The CORAS modeling language does not have explicit support for specifying
parameterized values. However, in Fig. 3, we have indicated the parameterized
values by the variables A1, A2, and A3. In addition, we have specified questions
that may help estimate these values. In particular, question Q1 will help estimate
the likelihood A1 of DoS attacks, question Q2 will help determine the conditional
likelihood A2 that a DoS attack will cause Material Interruption given that the
attack is initiated, and Q3 will help estimate the consequence A3 of the Material
Interruption risk if it occurs.

In general, mapping an answer to an estimate may not be straightforward.
However, in the current example, this is fairly straightforward since the ques-
tions have been identified based on the risk model (as opposed to building an
appropriate risk model from a set of questions). To make matters even easier (for
the insurance company), the answers to the questions could be constrained such
that they can be directly replaced with the estimates they help determine in the
risk model. For instance, the possible answers to question Q1 could be a choice
between the likelihood values Low, Medium, or High, whose values have been
given a precise meaning, e.g. Low could mean less than one time per ten years.
Note that the likelihood estimate of the unwanted incident Material Interruption
in Fig. 3 is not parameterized. However, this likelihood value can be calculated
based on the other likelihood estimates in the diagram using the CORAS likeli-
hood calculation rules. Using the CORAS calculation and verification rules will
not be an issue, since we are only interested in using these rules on instances
of the reusable model after the parametrized estimates have been replaced by
actual values.

Although there may be clear advantages of using reusable risk models to
differentiate cyber risk of insurance customers, more research is needed to deter-
mine how well this would work in practice. A particular concern is the feasibility
of providing estimates that are sufficiently precise to determine an accurate risk
level. If this proves to be infeasible, a possible solution is to only use qualitative
estimates, or to have an explicit representation of uncertainty in the risk model
if quantitative estimates are used. Another concern is how often the models need
to be updated or the risk re-assessed, due to the dynamic nature of cyber threats.

4.2 A Role for Managed Security Service Providers

Involving companies known as managed security service providers (MSSPs) can
potentially reduce the footprint and improve the quality of cyber risk assessments
for insurance companies. MSSPs are security companies who provide a range of
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security products and services, often including 24/7 monitoring, analysis and
detection of malicious network traffic. In addition to having clear knowledge
of implemented security controls at their customers’ site, MSSPs notify their
customers about incidents as they happen and sometimes they assist customers
further with incident response services. At the MSSP the incidents are continu-
ously being documented over time, through a range of incident categories, both
aggregated and on a per-incident basis.

From a perspective where the insurance company wants to assess risk of
the customer when calculating a premium, we believe an MSSP engaged by the
customer can provide very specific input in an effective manner, compared to
existing alternatives and practices. The MSSPs have already insight into their
customer’s security architecture, strengths and weaknesses, and in particular the
historical information on incidents and how these are handled. Such involvement
mitigates the challenge on access to data, as identified in Table 1. In addition,
MSSPs need to stay updated on general security and threat research, developing
knowledge on the overall threat landscape including both public information as
well as threat intelligence collected through monitoring their other customers,
and through threat intelligence sharing channels. A partnership with an MSSP
could help an insurance company better understand cyber risk, make the assess-
ment process more efficient using previously collected knowledge, and staying
up-to-date in terms of risk for the particular customer, general trends and glob-
ally correlated risks which may accumulate to catastrophic incidents.

For MSSPs and insurance companies to collaborate, incentives are needed
for the customer organisation to allow information sharing between them. The
MSSP holds very sensitive and detailed data about their customers, although
some of this information can be made less sensitive through e.g. aggregation,
anonymization or generalisation. Since MSSPs have their own security and risk
experts in-house, the process of creating a risk map of their customer could for
instance be offered as a service to the insurance company, without disclosing all
of the underlying details. The result would still provide a reliable – and much
richer – basis for the insurance company to assess risk, than simply relying on a
self-evaluation by the customer.

While this approach limits the need for a potential insurance customer to
expose sensitive information any further than already done, it also reduces
their own workload related to obtaining insurance offers/coverage. It could also
increase the likelihood that MSSP customers obtain a lower insurance premium
as a result of implemented security measures, due to larger transparency for the
insurance company and documented controls in form of the implemented security
services by the MSSP. At the same time, selling this particular service provides
an incentive for MSSPs to get involved in the value-chain, along with the poten-
tial upside for MSSPs on selling incident response services through insurance
companies whenever this serves as coverage. Finally, this process reduces costs
for the insurance company since it would be less cost-demanding than employing
another third party assessment from someone without previous knowledge of the
potential customer’s security architecture, controls and incident history.
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If the MSSP industry were able to agree with the insurance companies on
a standard for disclosing risk information about their customers, we believe
a win-win situation could arise for all parties involved. In practice this is a
matter of agreeing on a level of detail and a format of the information to be
shared between the MSSPs and the insurance companies, and a portofolio of
products they can collaborate on. It is an open question to insurance companies
whether more transparency should automatically incur lower premiums. There
could also be implemented mechanisms where the MSSP automatically alerts
the insurance company directly about incidents at the insured company in a
timely and standardised manner, making it easier for the insurance company
to provide the right assistance in less time, and at an earlier stage, which may
help in limiting costs of incident handling. One could also imagine that the
MSSP would be directly authorised by the insurance company in these situations
to implement mitigations within agreed coverage limits, which would likely be
more effective than using a third party without a day-to-day relationship with
the insured company.

5 Discussion

In this paper we have presented practice and challenges regarding assessing cyber
risk of cyber-insurance customers, from the viewpoint of insurance companies.
Practice and challenges have been identified by studying literature, and through
a study of insurance companies in the Nordic market. It needs to be noted
that the study of insurance companies reported in this paper only include a
few companies, due to the size of the Nordic market, and in order to maintain
their anonymity we do not provide any specific details on these companies. As a
consequence of these limitations, we do not claim that our results are generaliz-
able to all insurance companies. However, we believe the validity of our results
is strengthened when considered together with known challenges identified in
literature.

Table 1 compares the main results from the literature study with our study
of insurance companies. The results are very much in line; the same challenges
that are described in literature are experienced by the insurance companies we
have studied. However, what is more of a concern for the companies that we
have studied, compared to the emphasis it has been given in the literature, is
the need for an easy to understand product and an efficient sales process. As
already mentioned, the Nordic market for cyber-insurance is characterised by
this being a new and unknown product. This impacts the approach taken to risk
assessments. In addition to the need for an efficient sales process, the insurance
companies have limited experience with the product and little historical data to
build on, though they can to some extent use experiences from cyber-insurance
in other markets.

To improve cyber risk insurers’ ability to have efficient, yet thorough analy-
sis of cyber risk we have proposed two ways forward: reusable sector specific
risk-models and including MSSPs in the value chain. These are not completely
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new ideas; the potential for developing a generic modeling structure for use
with cyber-insurance has been discussed in a roundtable event organised by
Department of Homeland Security [29] as part of their work with building a
repository for sharing incident data [12], and in these discussions the potential
role of security companies came up regularly when it comes to providing incident
information [26–29]. The study we have performed further underlies the need for
improved approaches, and in this paper we have provided more details on how
one could go about building such re-usable models, and strengthen the input to
the models by including MSSPs in the risk assessment process.

There is a need for more research in order to better understand how cyber
risk assessments could be improved related to cyber-insurance. We have only
studied this topic from the viewpoint of insurance companies, but other actors
also have important roles in this respect; customers, brokers and third-party risk
assessors. Further, the approaches we have outlined that can potentially improve
current practice need to be evaluated to assess whether or not they will have the
desired effect.

6 Conclusion

Insurance companies need to be able to assess cyber risk of prospective cyber-
insurance customers. Many challenges related to performing such analysis have
been identified in literature, and our study of insurance companies offering cyber-
insurance to the Nordic market shows that these challenges described in the lit-
erature are relevant for insurers that operate in a market where cyber-insurance
is a new and relatively unknown product. In such a market, the need for an
efficient sales process and a clear sales message further constrains how insurance
companies perform assessments of cyber risk. In this paper we have proposed
two possible approaches to improve insurers’ ability to perform efficient, yet
thorough analysis of cyber risk: building reusable sector-specific risk models and
collaborating with MSSPs.

Acknowledgments. This research has been performed as part of the inSecurance
project, which is a strategic and internally funded research project at SINTEF ICT. We
would like to thank the representatives from the insurance companies that participated
in the interviews for sharing their experiences with us. We would also like to thank
our colleagues Per H̊akon Meland and Aida Omerovic for taking part in discussions
leading up to this paper and for commenting on the interview guide, and our colleague
Bjørnar Solhaug for performing and transcribing the interviews.

References

1. IEC 60300-3-9 Dependability management Part 3: Application guide Section 9:
Risk analysis of technological systems Event Tree Analysis (ETA)

2. Attride-Stirling, J.: Thematic networks: an analytic tool for qualitative research.
Qual. Res. 1(3), 385–405 (2001)



Differentiating Cyber Risk of Insurance Customers 189

3. Baer, W.S., Parkinson, A.: Cyberinsurance in IT security management. IEEE
Secur. Priv. 5(3), 50–56 (2007)

4. Bandyopadhyay, T., Shidore, S.: Towards a managerial decision framework for
utilization of cyber insurance instruments in IT security. In: AMCIS 2011 Pro-
ceedings - All Submissions (2011)

5. Bandyopadhyay, T., Mookerjee, V.S., Rao, R.C.: Why IT managers don’t go for
cyber-insurance products. Commun. ACM 52(11), 68–73 (2009)

6. Ben-Gal, I.: Bayesian networks. In: Encyclopedia of Statistics in Quality and
Reliability (2007)

7. Bernsmed, K., Tøndel, I.A.: Forewarned is forearmed: indicators for evaluating
information security incident management. In: 2013 Seventh International Confer-
ence on IT Security Incident Management and IT Forensics (IMF), pp. 3–14. IEEE
(2013)

8. Biener, C., Eling, M., Wirfs, J.H.: Insurability of cyber risk: an empirical analysis.
Geneva Pap. Risk Insur. Issues Pract. 40(1), 131–158 (2015)
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Abstract. This paper tackles the topic of data anonymization from a
vector quantization point of view. The admitted goal in this work is to
provide means of performing data anonymization to avoid single individ-
ual or group re-identification from a data set, while maintaining as much
as possible (and in a very specific sense) data integrity and structure.
The structure of the data is first captured by clustering (with a vector
quantization approach), and we propose to use the properties of this vec-
tor quantization to anonymize the data. Under some assumptions over
possible computations to be performed on the data, we give a frame-
work for identifying and “pushing back outliers in the crowd”, in this
clustering sense, as well as anonymizing cluster members while preserv-
ing cluster-level statistics and structure as defined by the assumptions
(density, pairwise distances, cluster shape and members. . . ).

1 Introduction

In this paper, we limit ourselves to the problem of user re-identification from a
dataset. We decide to focus on two very specific questions: given a set of records
with no obvious information that would allow for easily identifying a single per-
son from the dataset, (i) can we make sure that no one is easily identifiable from
the data (and identify it), and (ii) if some individuals are easy to identify, can we
modify the data so as to “blend them in” while retaining the key characteristics
of the data statistics? The approach we take is to consider the data fields (over
a set of records) as separate entities and try to build clusters of records based
on metric proximity: if the records have similar values across several vector ele-
ments, they are likely to be grouped together. We assume then that if such a
group is large enough and that the records inside that group have been “stirred”
enough, identification of a single individual becomes impossible. One of the main
assumption in this paper is that whatever further processing is to be performed
on the anonymized data, is relying on these “group statistics/properties” to be
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as intact as possible. The proposed “stirring” of the data implies that global
data statistics and structures will be preserved, but local ones are disturbed.
We basically want to preserve the underlying manifold structure (in terms of the
cluster of data that it is composed of) as much as possible, while locally shuffling
the data around. In order to clarify some of the notions presented, we introduce
here an example data set of health-related information in Table 1. We consider
for the purpose of this example that this represents the full health records from
a certain medical institution.

Table 1. Example of Health Data records from a medical institution.

ID Non-sensitive Sensitive

Zip code Age Nationality Condition

01 13053 28 Russian Heart disease

02 13068 29 American Heart disease

03 13068 21 Japanese Viral infection

04 13053 23 American Viral infection

05 14853 50 Indian Cancer

The records from Table 1 show no obvious easily identifiable information
when considering single fields. Nevertheless, relationships between the non-
sensitive fields in this data can probably make it relatively easy to identify some
individuals: within a zip code, the nationality and the age allow someone to
restrict the set of possible individuals dramatically. The last individual in the
table is even more striking as her age, nationality and zip code surely make her
stand out of the rest.In such a situation, the proposed approaches in this paper
seek to “blend in” this last individual from Table 1 with the rest of the records,
as well as making sure that all the records get “shuffled” (regarding each of the
fields) so as to make the data anonymized. In effect, we want here to actively
modify the data values, not by changing their nature (as would hashing the val-
ues do, e.g.) or by omitting them, but really by modifying the values to realistic
ones (belonging to the same category/set) in a way that preserves some of the
information.

2 High-Level Motivation for Data Privacy

In this section, we propose a high level description of the problem tackled in
this paper. The next sections then describe the proposed means of doing so.
In an ideal situation, data mining and classification or partition of data, in
particular for health and medical data [6], can be made in an unambiguous
manner; meaning that, for example, a classification of the data can be made and
the number of border cases is minimal. Application of algorithms that increase
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the privacy (or the entropy) of a system distort this in some known manner,
in terms of the direct effects on the data fields. For example κ-anonymity [2]
and �-diversity [8] reduce the distribution and amounts of unique values in the
discrete valued cases; differential privacy [4] adds noise in the continuous valued
cases, for example, speeds, distances etc. A privacy function distorts a system
such that classification and/or mining either cannot be made or becomes difficult
to make in a reasonable manner [5].

In this work, we consider the case of such privacy functions that modify the
data in such a way as to avoid changing the “format” of the data, and thus
the underlying space in which the data lies. Indeed, another way to consider
this is that the privacy functions usually alter the underlying space or topology
of the space rather than moving the elements themselves. This altering of the
topology in the best case involves continuous (in the sense of metric preserving
or homotopy preserving) stretching and shrinking, but may also include non-
continuous tearing and creasing of the space such that the resolution of the
original metric function is no longer possible. The challenge here is then to
avoid this deformation of the underlying space, by attempting to shuffle and
move the data around in the best manner (regarding increasing the privacy and
minimising the distortions on the data). The work in this paper is aimed at this
problem: proposing several practical solutions to the identification problem from
Table 1. We first define in the next section, some notations and assumptions on
the structure of the data, and first look at the problem of moving a single sample
(or a group of them) back into bigger clusters. We then tackle the problem of
increasing the privacy for the samples within a cluster so as to make sure that
re-identification, even within a cluster, is more difficult.

3 Methodology for Data Anonymization in a Data
Clustering Context

3.1 Some Notational Details

Traditionally in the data privacy literature, one defines a table T of N records
as T = {t1, . . . tN}, with attributes {A1, . . . , Ad}. We have that T ∈ Ω, the set
of all possible records (samples), and A = {A1, . . . , Ad} is the set of all possible
d attributes (in this case, all possible attributes are used in table T). Typically,
one denotes the value of a certain attribute Aj for sample ti as ti[Aj ]. In this
paper, and for the developments below, we take the liberty to note X

(j) the
set of all possible values for a certain attribute Aj . Referring to Table 1 for our
example case, if Aj is the attribute for the Zip Code of the patients, this means
that X

(j) represents the set of all possible Zip Codes (possibly limited to the
existing ones that make sense within the context of this table, e.g. limited to a
country).

We then assume that it is possible to define a distance function d(j) : X(j) ×
X

(j) −→ R+ over this set X
(j). Note that the metric space X (j) = (X(j), d(j)),

defined by these two entities need not be Euclidean. Some considerations on
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such distance functions over non-Euclidean spaces are detailed in the following
Sect. 3.2. Departing slightly from the data privacy notations and denoting by
T = [t1, . . . , tN ]T , the matrix of N samples holding the health records. A record
ti is now defined as ti = [ai,1, ai,2, . . . , ai,d] , ai,j ∈ X

(j), with X
(j) the set con-

sidered as part of the metric space X (j) = (X(j), d(j)).
With these extended notations, we can see the column [a1,j , . . . , aN,j ]

T ∈
X

(j) N×1 as a discrete random variable (or a set of realizations of the underlying
random variable, more precisely) over X (j). The following section discusses the
previous assumption of being able to define a distance function over a potentially
non-Euclidean space.

3.2 Distance Functions Over Non-Euclidean Spaces

The argument for considering the use of distances over non-Euclidean spaces
in this work, is that it is possible to tweak and modify such non-Euclidean
distances so that their distribution and properties will be “close enough” to
that of the original Euclidean distance. Most of the developments in this paper
rely on having “meaningful and consistent” distance functions across all the
dimensions, so that they can be at least compared, even if this means re-mapping
the distribution of its values.

More formally, let us assume that we have two metric spaces X (i) =
(X(i), d(i)) and X (j) = (X(j), d(j)), with X (i) the canonical Euclidean space (i.e.
X

(i) = R
d and d(i) the Euclidean norm) and X (j) a non-Euclidean metric space

endowed with a non-Euclidean metric. Drawing uniformly samples from the set
X

(j), we form x(j) =
[
x
(j)
1 , . . . , x

(j)
n

]
, a set of values (realizations of the underly-

ing random variable), with x
(j)
l ∈ X

(j). Denoting then by fd(j) the distribution
of pairwise distances over all the samples in x(j), we assume that it is possible
to modify the distribution of the values of the non-Euclidean metric d(j) (into a
distribution fmap

d(j) ) such that

lim
n→∞ fmap

d(j) = fd(i) , (1)

where fd(i) is the distribution of the Euclidean distances d(i) over the Euclid-
ean space X (i) and fmap

d(j) is a non-linear transformation of the original distribu-
tion fd(j) by a certain function.

The limit here is over n as the distribution fd(j) is considered to be esti-
mated using a limited number n of realizations of the random variables, and we
are interested in the limit case where we can “afford” to draw as many samples
as possible to be as close to the Euclidean metric as possible. That is, that we can
make sure that the non-Euclidean metric behaves over its non-Euclidean space,
as would a Euclidean metric over a Euclidean space. This assumption is “theo-
retically reasonable”, as it comes down to being able to transform a distribution
fd(j) into another fmap

d(j) , given both. And while this may not be simple nor possi-
ble using linear transformation tools, most Machine Learning techniques are able
to fit a continuous input to another different continuous output (this is basically
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the well-known Universal Function Approximator property [3]). It can be noted
that using such tools, the mapping will not be perfect (as we will work with
discrete versions of the distributions) and will not result in the equality case
from Eq. 1. Nevertheless, we assume in this paper that this is sufficient for our
needs. With this assumption in mind, we come to the problem of addressing
Differential Privacy approaches as a Vector Quantization matter.

4 Considering Differential Privacy as a Vector
Quantization Problem

Using the previous notations introduced, Differential Privacy aims at finding sets
or clusters (groups) Cl of samples

Cl = {ti, tj ∈ T|∀i, j ∈ [[1, N ]], i �= j,∀k ∈ [[1, d]],

d(k)(ai,k, aj,k) ≤ εk

}
, (2)

with εk the maximum radii of the cluster Cl (each dimension k can have a
separate radius, thus). The total number of clusters C is here determined by
the choices made for the maximum radii of them, i.e. the εk. Intuitively, these
Cl are clusters of samples that are “not too distant from each other”. If all the
metric spaces (across all dimensions) were Euclidean, Eq. 2 would simply define
the sets of samples that have pairwise Euclidean distance smaller than a certain
epsilon. In this respect, we are considering similarity between groups of sample as
a defined by cluster density across all dimensions. In our case, we generalize this
definition by potentially having a different distance function for each dimension,
thus bounded by different εk. Note that samples that are “alone” in their cluster
basically represent outliers in terms of the data they hold (and thus, individuals):
they might be very easy to identify/recognize out of the rest of the records, as
they do not “fit with others”. This observation can be generalized to clusters
that have “few samples” in the ball they define. “Few” has to be defined, in this
case. This is directly related to the κ in κ-anonymity.

Denoting by m, the previous “few”, if |Cl1| ≤ m, there are not enough records
in the cluster: They might be easy to identify, or represent too obvious a group.
The goal is then to modify as few dimensions as possible (so as to minimize
distortion of the data) to bring these records in the nearest cluster Cl2 which
respects |Cl2| > m or so that |Cl1| + |Cl2| > m. To be able to find which
nearby cluster is the most fitting for such a lonesome sample, we decide to rely
on centroids. We thus need to calculate a centroid (or representative) of the
clusters such that |Cl| > m. Note that as the sets X

(j) across which the data
is defined do not necessarily have any implied order, we have to use solely the
distances between samples to calculate the most fitting centroid.
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This comes to determining the centroid cl of cluster Cl with only inter-records
distances (pairwise distances for all samples within one cluster):

c
(j)
l = arg min

ak,j∈X(j)

⎡

⎣
∑

ai,j∈Cl

d(j)(ai,j , ak,j)

⎤

⎦ , (3)

where c
(j)
l denotes the j-th coordinate of the centroid cl of cluster Cl, and

Eq. 3 has an abuse of notations in the summation index to avoid too heavy
notations: the summation is made over the j-th coordinate ai,j of all the samples
ti in cluster Cl. This is to avoid defining the set of samples in the cluster formally.
From Eq. 3, it can be seen that the centroid coordinates are picked from the
sets X

(j), and not calculated as some mean value over the samples present in
the cluster. This would not have any sense in the case of discrete X

(j), so this
definition is more practical for the general purpose.

We do not discuss in this paper the algorithmic means of finding such cen-
troids based on this definition from Eq. 3. With the centroids of each cluster
estimated, we can then decide how to move samples that are lonesome and too
easy to identify.

4.1 Moving Samples to Nearby Clusters

The task of moving a sample (or a small enough group of them) into a near
cluster first requires the determination of the most suitable cluster for each of
these samples.

Identifying the Most Suitable Cluster. Intuitively, and in order to preserve
data as much as possible, the most suitable cluster Cl for this application is such
that the total distortion, approximated in this case by how much the outlier to is
moved across all dimensions, is minimal. Thus, denoting by to = [ao,1, . . . , ao,d]
an outlier, C = {Ck}1≤k≤C the set of all the clusters (which have a sufficient

amount of samples in them), and by d
(j)
map the mapped version of the distance

function d(j) (so that the distribution of its values matches that of an Euclidean
metric, see Sect. 3.2), we get

Cl = arg min
Ck∈C

⎡

⎣
d∑

j=1

d(j)map

(
ao,j , c

(j)
k

)
⎤

⎦ . (4)

One argument for using the mapped distances d
(j)
map in this determination of

the suitable cluster, is that we have to make a decision over all the dimensions
at once, regarding the distortion generated by moving the outlier into a cluster.
Therefore, in order to quantify this distortion across all dimensions at once,
it is important that the distances are all within similar ranges and following
similar distributions (otherwise, some dimensions will be “favoured” by the sum,
possibly unjustly). Actual weighting of the distances in order to artificially favour
some dimensions is the subject of further work.
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Moving the Sample to the Decided Cluster. Once the most suitable cluster
Cl for outlier to has been determined (note that there might not be a unique
solution to this cluster determination), the problem is to move the outlier within
that cluster so as to modify the actual values of the outlier as little as possible.
We identify three ways to do this in practice, out of which the first is probably the
best in terms of low distortion, but also the most difficult — and thus probably
not achievable in real cases. In all the following three cases, the following steps
are applied:

∀k ∈ [[1, d]],

⎧
⎪⎪⎨

⎪⎪⎩

ao,k = anew
o,k if d(k)(ao,k, c

(k)
l ) >

max
ai,k∈Cl

[
d(k)(ai,k, c

(k)
l )

]

ao,k unchanged otherwise

, (5)

where anew
o,k is the new value to be given to the k-th coordinate of the outlier to,

and maxai,k∈Cl

[
d(k)(ai,k, c

(k)
l )

]
is in fact the maximum intra-cluster distance

between cluster elements and the centroid cl of the cluster Cl. Thus, we ensure
that the modification of this specific dimension does not modify too much the
intra cluster distances. We then propose three approaches to determine the new
anew
o,k value: (a) Setting it to the centroid value, and adding some noise; (b) Setting

it to the centroid value only; (c) Setting it to an existing cluster element value.

(a) Centroid and Noise. In this case, we set the new value of the outlier coordi-
nate anew

o,k as

anew
o,k = c

(k)
l + r, (6)

where r is randomly drawn from a certain distribution such that the distri-
bution of the distances from the cluster samples to the cluster centroid is not
modified too much. More precisely, with fdCl

the distribution of the distances
between the samples in cluster Cl and its centroid, and fnew

dCl
the same distri-

bution after modifying the outlier coordinate ao,k, we want to make sure that
KL(fdCl

, fnew
dCl

) ≤ ε, where KL(·, ·) stands for the Kullback-Leibler divergence
between the two distributions [7]. In practice, other metrics could be used in
this place, such as the Earth-Mover Distance [1,9], e.g. This approach, as said
before, although probably very desirable, is rather difficult to achieve practically,
as drawing the noise value r in such a way as described above is difficult.

(b) Flattening to Centroid. This case is a direct simplified version of the previous
one. Here, we set the new value of anew

o,k as

anew
o,k = c

(k)
l . (7)

While this approach has a very clear advantage of being simple, it might
lead to moving the outlier “too close” to the centroid. Remember here that the
centroid is likely not an actual sample from the data, and we are thus inserting
a sample with unseen before coordinates, in this cluster.
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(c) Flattening to a Cluster Element Value. Finally, this third approach is proba-
bly a good compromise of simplicity of execution and low distortion of the data.
Here, we set the new value of anew

o,k as

anew
o,k = ai,k with ai,k drawn at random from Cl. (8)

In this case, we thus draw from the existing sample values from this cluster
for this specific dimension. This ensures that we avoid disturbing too much the
existing samples within the cluster, while moving effectively the outlier within
the cluster. Once we have the outlier(s) moved back into the most appropriate
cluster, we can assume that the isolated individuals these samples were repre-
senting are no longer as easy to re-identify as before. We can move on to the
second part of this work: anonymizing the data within a cluster.

4.2 Anonymizing the Data Within a Cluster

The idea behind this approach is to provide some methods to anonymize the
data (by modifying its inherent values) while retaining, as in the previous sec-
tions, the structure of it — in the same data clustering sense as in the rest
of the paper. For this, we propose two approaches that aim at anonymizing
the data within a cluster (and not the whole cluster in itself), so that samples
(individuals) within a cluster cannot be re-identified easily. The two approaches
are relatively destructive on purpose, in order to provide a means of destroying
“intelligently” the data for some specific data fields. The first one relies on flat-
tening the required dimensions: if a specific data field is deemed sensitive, it can
be summarized, for a single cluster, by a single value. The second approach is a
lot less destructive, and tries to preserve the overall cluster statistics as much as
possible, by randomizing the values within a cluster for all the samples so that
the cluster remains similar.

Flattening Dimensions. Referring back to Table 1, it is for example likely
that the data in the “Sensitive” field, namely the Condition, would need to
be modified before this data is released. For such cases where destructive data
alterations are desirable or even needed, it would be possible to replace the
sensitive values by empty or unusable ones. This would effectively destroy some
of the data statistics and structures within the cluster considered. But in the
cases where one would want to preserve some of this information in order to
keep some structure within the cluster, the question becomes: how do we modify
this data so that it is as close to destroying it as possible, while maintaining the
cluster structure/statistics? The proposed straightforward way to do this is to
“flatten” the sensitive field (dimension) to the value of the centroid. The effect
of collapsing a specific dimension is illustrated on Fig. 1. In effect, what happens
for each cluster Cl is

∀k ∈ S, ∀ti ∈ Cl, ai,k = c
(k)
l , (9)

where S is the set of the considered sensitive fields to be anonymized “destruc-
tively”. While this approach effectively destroys the data structure within the
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Fig. 1. Example of collapsing of one dimension to the centroid value. This obviously
breaks cluster distribution and distances to the centroid.

cluster to some extent, there is a risk that the cluster is already initially as
on Fig. 1; this could likely happen if the initial clustering of the data samples
is efficient already in the first place. The flattening procedure proposed here
would then have no effect and one could argue that the anonymization is not
carried out.

This is unlikely to happen for all clusters at the same time, although this is
obviously highly data-dependent. For this reason, we propose the second method,
also considered as destructive regarding the data values, but “safer” in this
respect.

Shuffling Data Around. This second method is about preserving the intra-
cluster data structure as much as possible, while still modifying the sample values
as much as possible. This approach is the most costly in terms of computations
and general costs. In this case, we shuffle the samples (on one dimension at a
time only) around the centroid. In effect, for a cluster Cl,

∀k ∈ S, ∀ti ∈ Cl, ai,k = anew
i,k s.t. KL(fdCl

, fnew
dCl

) ≤ ε, (10)

where, as before, fdCl
is the distribution of the distances between the samples

in cluster Cl and its centroid, and fnew
dCl

the same distribution after modifying

the coordinate ai,k, and anew
i,k ∈ X

(k) is the new value for the coordinate k of
sample ti in Cl. This approach is illustrated on Fig. 2, where one can see that

Fig. 2. Example of re-distributing the samples within a cluster (or adding noise to them
in a controlled fashion): The distribution of the distances to the centroid is preserved
and the overall cluster structure is preserved.
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the overall effect is to “shuffle around” within the cluster, while preserving the
distances between the samples in the cluster and the cluster centroid.

Note in this case that we do not try to preserve explicitly the pairwise dis-
tances between the samples within a cluster. Such distances will, at the whole
cluster level, be preserved somewhat in any case, by preserving the distances to
the centroid.

5 Conclusions and Future Work

In this paper, we propose an early version of a data anonymization framework,
focusing on making individual re-identification difficult, while preserving clus-
ters/group statistics and structure, over any type of data field (provided it can
be abstracted as a metric space). We first develop the means of identifying out-
liers in terms of clustering the data, and propose ways to modify the data so
as to “push back” this outlier with the rest of the crowd. We then propose sev-
eral methods to “stir” the data within a cluster, effectively modifying the data
values completely, but retaining the internal structure of the clusters. This to
allow for further data processing at a somewhat global level, while ensuring the
privacy of individuals. As can be noted, some of the data alterations proposed in
this work are relatively computationally heavy, and currently require many iter-
ations to converge to an acceptable solution (e.g. the case from Sect. 4.2 where
one shuffles data around within a cluster so as to minimize the distortions on
the distances distributions). Current and future work will focus on developing
efficient algorithms to perform the proposed anonymization tasks, and experi-
ment the proposed framework over large data sets composed of very different
data fields.
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Abstract. The usage and application of graph databases is
increasing. Many research problems are based on understanding relation-
ships between data entities. This is where graph databases are power-
ful. Nevertheless, software developers model and think in object-oriented
software. Combining both approaches leads to a paradigm mismatch.
This mismatch can be addressed by using object graph mappers (OGM).
OGM adapt graph databases for object-oriented code, to relieve the
developer. Most graph database access frameworks only support table-
based result outputs. This defeats one of the strongest purposes of using
graph databases. In order to harness both the power of graph databases
and object-oriented modeling (e.g. type-safety, inheritance, etc.) we pro-
pose an open-source framework with two libraries: (1) renesca, which
is a graph database driver providing graph-query-results and change-
tracking. (2) renesca-magic, a macro-based ER-modeling domain specific
language (DSL). Both were tested in a graph-based application and lead
to dramatic improvements in code size (factor 10) and extensibility of
the code, with no significant effect on performance.

Keywords: Graph databases · Scala · Neo4j · REST API ·
Object-graph-mapper · OGM

1 Introduction

An increasing amount of today’s applications uses graph-based data structures.
Social Network Analysis [1], bibliometrics [2], biomedical data [3], recommender

The framework is available at https://github.com/renesca/.
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systems, and neural networks are just some of the research fields that use graph-
based data structures (e.g. railroad-planning [4], remote sensing [5]). Even soft-
ware development itself can benefit from the power of graph databases [6]. Graph
databases differ from other forms of databases as they rely on graph-based data
storage internally. This comes with the benefit of naturally modeling data that
derives meaning from structure and relations. Another benefit of graph data-
bases is their performance in local search tasks that are based on relationships
of the stored data. This is particularly helpful when using social network data [7].

On the other hand a lot of software development today is done using the
object-oriented software paradigm. Object-oriented modeling and programming
allows an intuitive organization of code as it allows the developer to think in
object terms that are natural to the human mind.

Holzschuher and Peinl [8] investigated the benefits of graph databases in
comparison to Apache Shinding that uses a relational database backend. They
state that using graph-based databases comes with little performance overhead
and more readable code.

1.1 Object-Graph Mapping

Naturally, vendors have come up with Object-Graph Mapping tools that are
already in use. Neo4j comes with an OGM1 that is currently in release 2. But
also third party vendors provide OGM for Neo4j. Hibernate is a very popu-
lar example. Hibernate OGM2 also supports Neo4j and several other databases
like NoSQL but also relational Databases (ORM). A similar solution is pro-
vided by Spring Data Neo4j3 that uses AspectJ for advanced mapping features.
The NoSQL database OrientDB also comes with a type-safe property-graph
model that is ensured by the database itself4. The framework Structr5 provides
a Graph-Database and an Object Schema, but is aimed mostly at enterprise
data management and comes with graphical editing tools. To the best of our
knowledge there is no OGM that supports graph-query results, hyper-graphs
and multiple-inheritance at our time of development.

1.2 Neo4j and Scala

We picked Neo4j as it is the graph database that outperforms many of its com-
petitors [9,10]. Neo4j can be used as an embedded database or over the network
via a REST API. In the embedded case the data is stored in the file system
and is accessed by using Neo4j as a library. This allows to work imperatively
with the complete graph to traverse and modify nodes as well as relations or
to declaratively query data with the Cypher query language. The REST API
provides access to nodes and relations via REST calls or Cypher queries.
1 https://neo4j.com/docs/ogm-manual/current/.
2 http://hibernate.org/ogm/.
3 http://projects.spring.io/spring-data-neo4j/.
4 http://orientdb.com/docs/last/Schema.html.
5 https://structr.org.

https://neo4j.com/docs/ogm-manual/current/
http://hibernate.org/ogm/
http://projects.spring.io/spring-data-neo4j/
http://orientdb.com/docs/last/Schema.html
https://structr.org


206 F. Dietze et al.

Traditional relational databases have table data structures and the queries
always result in a table form. Query results coming from the Neo4j REST API
can be graphs and tables. At the time of development, the existing Scala Neo4j
REST libraries imitated ORMs (Object Relational Mapper) and were therefore
limited to list or table structures of nodes and relations. This is neither conve-
nient to work with nor does it fit the purpose of a graph database, especially
when using hypergraph data structures.

2 Our Contribution

We present the framework renesca for handling graph database query results
using a new paradigm. With renesca, the result data structure can be a graph
instead of a table. Changes to the data can be cumulatively applied (c.f. Unit of
Work [11]).

On top of this paradigm we present the framework and DSL renesca-magic
for describing graph database schemata. The DSL is implemented with Scala
macros which generate code for using renesca in a type-safe way. This allows to
interpret graph results with regards to a schema (see Fig. 1). Furthermore, the
framework allows to realize hyperrelations, which means connecting relations
with nodes.

The whole renesca framework (i.e. renesca and renesca-magic) is implemented
in Scala as a lightweight (approx. 3,200 LOC + 6,500 LOC tests) OGM which
can be used as two separate libraries.

Fig. 1. The renesca-framework uses two libraries: renesca is an abstraction layer that
allows to handle graphs over the REST-API of Neo4j. Changes can be done locally and
persistence can be deferred as a Unit of Work. renesca-magic is a type-safe wrapper
for the low-level property-graph model of Neo4j.
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3 Accessing Neo4j Using Renesca

Renesca provides the query interface to the Neo4j REST API. It manages sub-
mission of prepared statements and returns the results in appropriate data struc-
tures. The data is handled using the following concepts:

3.1 Treat Query Results as Graphs Instead of Tables

Like the embedded version of Neo4j, with renesca it is possible to query a sub-
graph from the database and get the result as a graph or table data structure.
The graph can be traversed like a Scala collection and properties are represented
as hashmaps on nodes and relations. The property values can be casted to the
expected type. The resulting graph consists of three classes: Node, Relation
(startNode, endNode) and Graph (nodes, relations).

3.2 Track Changes and Persist Later as One Unit of Work

When modifying, creating and deleting nodes as well as connecting them with
relationships, it is very expensive to submit a REST request for each change.
In renesca we track changes and apply all of them at once when persisting the
whole graph, with as few queries as possible. This takes fewer REST requests
and leaves room for optimization. Changes to properties are also tracked and
persisted. This approach allows to pass around the graph structure in the code
and after all changes have been applied, persist once.

3.3 Example Code

Listing 1.1. Usage example of renesca

1 // establishing the database connection is left out in this

example

db.query("CREATE (: ANIMAL {name:’snake ’}) -[:EATS]->(:ANIMAL

{name:’dog ’})")

5 val tx = db.newTransaction

// query a subgraph from the database

implicit val graph = tx.queryGraph("MATCH (n:ANIMAL)-[r

]->() RETURN n,r")

10 // access the graph like scala collections

val snake = graph.nodes.find(_.properties("name").

asInstanceOf[StringPropertyValue ] == "snake").get

// useful methods to access the graph (requires implicit

val graph in scope)
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15 // e.g.: neighbours , successors , predecessors , inDegree ,

outDegree , degree , ...

val name = snake.neighbours.head.properties("name").

asInstanceOf[StringPropertyValue ].value

println("Name of snake neighbour:" + name) // prints "dog"

20 // changes to the graph are tracked

snake.labels += "REPTILE"

snake.properties("hungry") = true

// creating a local Node

25 // (a Node the database does not know about yet)

val hippo = Node.create

// changes to locally created Nodes are also tracked

hippo.labels += "ANIMAL"

30 hippo.properties("name") = "hippo"

// add the created node to the Node Set

graph.nodes += hippo

35 // create a new local relation

// from a locally created Node to an existing Node

graph.relations += Relation.create(snake , "EATS", hippo)

// persist all tracked changes to the database

40 // and commit the transaction

tx.commit.persistChanges(graph)

4 The Graph-Object Impedance Mismatch

The renesca framework provides graph query results which return object-graphs
that can be worked with procedurally. Usually, entities in the business logic of
an application directly correspond to records in the database – these are nodes
in the context of graph databases. The abstraction layer renesca-magic generates
boilerplate code for Node, Relation and Hyperrelation objects using a high level
Scala DSL. This wraps the pure data-graph in an object-graph.

4.1 The Renesca-Magic Abstraction Layer

When only working with renesca, it is natural to write wrappers for specific
nodes that correspond to objects, as these objects always have specific properties.
So, instead of looking up in the property hashmap and casting every time, we
write a wrapper class which implements typed getters and setters for the needed
properties. Relations between objects can be implemented by wrapping the graph
traversal with an appropriate getter. Therefore, we extended renesca with simple
schema helpers to wrap nodes, relations and graphs.
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For large models it can be very error prone to change the model and there-
fore refactor the boilerplate code. This issue leads to the idea of generating the
boilerplate based on a compactly described model. The code generator is imple-
mented as a set of Scala macros which transform a class-based ER-model DSL
to work with the graph database in a type safe way.

Scala macros are hygienic macros and therefore work on abstract syntax trees
instead of strings of code. The trees which are read from the schema definition are
transformed and directly compiled. The macros analyze the multiple inheritance
hierarchies and relation graph of the ER-Model to decide which labels to set on
nodes and which getters / setters to generate. This is the heart of renesca-magic.
Explaining it here is beyond the scope of this article. The interested reader can
examine the code online6.

The following subsections explain how renesca-magic transforms the model
definition in order to map it to the property-graph model used by the database.

Labels. The names of the node and relation definitions are directly translated
to labels and relation-types of the property graph model.

Properties. Renesca-magic generates wrapper classes and factories for nodes
and relations. Both can have properties which can be primitives or optional
primitives. The properties can be immutable by writing them with a val and
mutable by using a var. Default values can be specified with an assignment of an
expression which is evaluated on creation. The classes are generated with getters
and setters, taking mutability and optionality into account. The factories provide
methods to wrap existing nodes or relations and methods to create new instances
with the required properties and the optional ones as default parameters.

Graphs. There is a wrapper for the whole graph, which provides access to the
different types of nodes and relations contained in the graph. This graph can be
persisted like the graph from renesca.

Relations and Neighbors. The wrapper for relations takes two additional
parameters. The start node and the end node of the directed relation. This
triggers the generation of accessors in the start node and end node wrappers to
access neighbors over this relation in both directions.

Multiple Inheritance. When using the same property over and over again
on different types of nodes it makes sense to define it only once in a trait and
compose it into all the needed nodes by inheritance7. This helps to keep the
schema definition DRY (Don’t repeat yourself). The name of the trait is added
to the list of labels. Like in OOP (Object oriented programming), all children of

6 https://github.com/renesca/renesca-magic.
7 Scala allows for multiple inheritance by using traits.

https://github.com/renesca/renesca-magic
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Fig. 2. left: A regular graph connects two nodes (N) using a relation (R). right: A
hypergraph allows for hyperrelations (H) which can be connected to a Node (N) itself
by a regular relation (R). (H) and (R) together form a hyperedge in mathematical
terms.

the trait can be handled as the same type. This allows to work with collections
of nodes sharing the same properties. There are also traits for relations with the
same functionality.

Hyperrelations. Hyperedges in mathematical terms are edges which connect
an arbitrary set of vertices. In renesca-magic we define Hyperrelations as rela-
tions which get all characteristics of a node. They can be used as a drop-in
replacement for nodes and relations. Hyperrelations can therefore connect two
nodes and be connected with other nodes (see Fig. 2). So this is a specialized
form of the mathematical definition. Internally in the generated code they are
represented by a node with an incoming and outgoing relation.

4.2 Example Boilerplate Code

Since these benefits are hard to imagine without examples we demonstrate the
benefits of using renesca-magic in a short artificial example (see Listing 1.7 in the
appendix). We want to have a simple two node-type graph with one relationship.
A class Animal has a relationship Eats with a class Food. Each class has getter
and setters to access its neighbors and its properties. We omitted any comments
in the generated code to not blow up the code unintentionally, yet we get 50
lines of boilerplate.

The amount of boilerplate needed to represent and access such a simple
relationship is far too large. Using a Scala-Macro we can reduce the 50 lines of
code to a mere 13 lines of code — including comments (see Listing 1.2).

Listing 1.2. Macro code for our example (Animal)-[eats]->(Food)

1 import renesca.schema.macros

@macros.GraphSchema

object ExampleSchemaWrapping {
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5 // Nodes get their class name as uppercase label

@Node class Animal { val name: String }

@Node class Food {

val name: String

var amount: Long

10 }

// Relations get their class name as uppercase

relationType

@Relation class Eats(startNode: Animal , endNode: Food)

}

This short example also shows how to use properties that are immutable
(using val) and mutable (using var). Accessing this graph is now equally simple
(see Listing 1.3).

Listing 1.3. Creation of objects and changing properties

1 val snake = Animal.create("snake")

val cake = Food.create(name = "cake", amount = 1000)

val eats = Eats.create(snake , cake)

5 cake.amount -= 100

4.3 Additional Features Provided by Renesca-Magic

Wrapping Induced Subgraphs. The framework renesca-magic supports
wrapping of induced subgraphs from a schema. By using such a wrapper (i.e. by
using graph) renesca-magic automatically generates accessors for each node and
relation. This comes with the benefit of traversing an induced sub-graph with
methods of the object itself. In our example (see Listing 1.4) we can see that the
relations between specified nodes will be induced.

Listing 1.4. Wrapping an induced subgraph

1 import renesca.schema.macros

@macros.GraphSchema

object ExampleSchemaSubgraph {

5 @Node class Animal { val name: String }

@Node class Food {

val name: String

var amount: Long

}

10 @Relation class Eats(startNode: Animal , endNode: Food)

// Subgraph induction

@Graph trait Zoo { Nodes(Animal , Food) }

}

15
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// Usage begins here

import ExampleSchemaSubgraph._

val zoo = Zoo(db.queryGraph("MATCH (a:ANIMAL) -[e:EATS]->(f:

FOOD) RETURN a,e,f"))

20 val elefant = Animal.create("elefant")

val pizza = Food.create(name = "pizza", amount = 2)

zoo.add(Eats.create(elefant , pizza))

zoo.animals // provides Set(elefant)

zoo.relations // provides Set(elefant eats pizza)

25 db.persistChanges(zoo)

4.4 Traits and Relations to Traits

Since Scala allows for multiple inheritance using traits, we can map our relations
to traits instead of classes. This allows for polymorphic relations between nodes
that share common traits (see Listing 1.5, line 15).

Listing 1.5. Multiple inheritance using traits

1 @macros.GraphSchema

object ExampleSchemaTraits {

// Inheriting Nodes receive their name as additional

label

@Node trait Animal { val name: String }

5

// Node with labels FISH and ANIMAL

@Node class Fish extends Animal

@Node class Dog extends Animal

10 @Relation trait Consumes {val funny:Boolean}

// Relations can connect Node traits

// instead of defining separate relations

// for Fish and Dog explicitly

15 @Relation class Eats(startNode: Animal , endNode: Animal)

extends Consumes

@Relation class Drinks(startNode: Animal , endNode: Animal

) extends Consumes

// Zoo contains all Animals (Animal expands to child

nodes)

@Graph trait Zoo { Nodes(Animal) }

20 }

4.5 Hyperrelations

We can use hypergraphs in renesca-magic by masquerading a node as a hyper-
relation (see Fig. 2). In our example (see Listing 1.6, line 13) we model an online
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document system where articles are annotated with tags. The relation tags
relates an article and a tag. The relation itself can now be in a relation sup-
ports, which can store who is supporting which tagging-action — thus a (tag,
taggable)-tuple.

Listing 1.6. Multiple inheritance using traits

1 @macros.GraphSchema

object ExampleSchemaHyperRelations {

@Node trait Uuid { val uuid: String = java.util.UUID.

randomUUID.toString }

@Node trait Taggable

5 @Node class Tag extends Uuid { val name:String }

@Node class User extends Uuid { val name:String }

@Node class Article extends Uuid with Taggable { val

content:String }

// A HyperRelation is a node representing a relation:

10 // (n) -[]->( hyperRelation) -[]->(m)

// It behaves like node and relation at the same time

// and therefore can extend node and relation traits

@HyperRelation class TaggingAction(startNode: Tag ,

endNode: Taggable) extends Uuid

// Because these are nodes , we can connect a

HyperRelation with another Node

15 @Relation class Supports(startNode: User , endNode:

TaggingAction)

}

5 Performance Evaluation

In order to asses the impact of using an additional abstraction layer on top of
Neo4j, we measure runtimes of the usage example from the renesca documenta-
tion.

In the benchmark example the database already contains two nodes con-
nected by one edge. The example consists of two transactions. In the first trans-
action we query both nodes and set an additional label and property on one
of them. Then we create another node and connect it to the previously mod-
ified node. In the second transaction we query one node and add a property.
The first trial uses change tracking provided by the renesca library, while the
native implementation uses explicit Cypher-Queries to do the same reads and
modifications to the database8.

8 The Benchmark is available at: https://github.com/renesca/renesca-benchmark.

https://github.com/renesca/renesca-benchmark
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5.1 Method

We run both implementations 2000 times on the same hardware with a local
Neo4J 3.0.3 instance. We measure runtime and compare results using a Welch
unpaired sample test. We report results using 95 % confidence interval and test-
result against a significance level of α = .05. This means that we have a 95 %
chance of missing an existing difference in our sample. Since runtime data is
often not normally distributed, we also apply BCa bootstrapping to verify our
test results.

5.2 Results

After 2000 trials we could not detect a significant difference (see Fig. 3) in per-
formance using a Welch two-sample test comparing means in required time
(t(3683.2) = −0.09142, p = .9272, n.s.). Renesca has an average runtime of
MR = 0.02894985s (SDR = 0.0165216S), while the native implementation has a
mean runtime of MN = 0.02900663s (SDN = 0.02232678s).
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Fig. 3. Performance evaluation of renesca against a native implementation. Error bars
denote 95 % confidence intervals. The left image shows means and CI, the right image
shows bootstrapped means and CIs with 10,000 BCa [12] replications.

The bootstrapped results confirm our results, even for our heavily skewed
sample (i.e. long-tail distribution). Uncertainty only shifts to longer times.

5.3 Discussion

We evaluate our frameworks with very simplistic means, to ensure no dramatic
overhead is generated from them. We can show that no meaningful overhead
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comes from using renesca in our examples. This benchmark is by far not exten-
sive, yet only explorative in nature. But it is necessary to keep in mind that
for any given abstraction layer a benchmark can be generated that brings the
benefits of the layer to a halt. Direct API access is always faster than through
any abstraction layer. The benefits are more sought in clever optimization (i.e.
removing redundant operations on higher levels of abstraction), maintainability
and increases in developing speed. The trade-off on different aspects in efficiency
(runtime vs. development) must be balanced to attain an effective abstraction
layer.

6 Fields of Application

We see potential of using renesca in applications with complex data models which
are not easily represented with ORMs. For example:

– cliques of Entities where each entity can be related to any other entity in
the clique. This usually results in an quadratic amount of N:M relations in
relational models.

– Relations to other Relations (Hyperrelations)

These examples describe advantages of graph databases in contrast to relational
databases in general. They are not limited to renesca-magic, but the boilerplate
generation allows to handle them with the same usability as ORMs for relational
databases.

6.1 Argument Mapping Systems

Using all the features of renesca we implemented a real-life online discussion
system that relies on a hypergraph-based data structure to organize its data. The
system uses tags (similar as in Listing 6) to organize tagging and voting. The
db-schema required to write 266 lines of code (LOC) including comments. Using
renesca-magic it generated 2,739 LOC of boilerplate code without comments.
This shows that we can reduce code size to a tenth using renesca-magic.

7 Conclusions and Future Work

In this paper we introduced two frameworks that improve the usability of the
Neo4j database with Scala. The framework renesca implements access to the
REST API of Neo4j and is the foundation of renesca-magic. The latter imple-
ments macros that allow object-graph-mapping (OGM). The amount of written
code can be reduced by factor of 10. This improves both maintainability and
extensibility. It also improves code-readability and facilitates Scala’s power to
use multiple inheritance.

Since cypher queries are not type safe, queries can create and retrieve data
that does not match an existing object model. This is a source of common
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pitfalls for developers. Adding a query-parser that ensures type-safety in the
query language at compile time could alleviate this burden off the user. At this
time of writing Neo4j 3.0.0 is already released. It brings a high performance
binary protocol called Bolt as an alternative to the REST API to access the
database over a network. We plan to integrate this binary protocol into renesca
to reduce the protocol overhead. We also plan to evaluate renesca using the
methodology presented by Jouili and Vansteenberghe [10]. Naturally using an
OGM will increase processing time, but determining under which circumstance
this plays a role must be identified.
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Appendix

A Boilerplate Code Example

Listing 1.7. Full boilerplate code required to access a single relation-
ship (Animal)-[eats]->(Food)

1 import renesca.graph._

import renesca.parameter._

import renesca.parameter.implicits._

5 case class Animal(node: Node) {

val label = Label("ANIMAL")

def eats: Set[Food] = node.outRelations.filter(_.

relationType == Eats.relationType).map(_.endNode).

filter(_.labels.contains(Food.label)).map(Food.wrap)

def name: String = node.properties("name").asInstanceOf[

StringPropertyValue ]

}

10

object Animal {

val label = Label("ANIMAL")

def wrap(node: Node) = new Animal(node)

def create(name: String): Animal = {

15 val wrapped = wrap(Node.create(List(label)))

wrapped.node.properties.update("name", name)

wrapped

}

}

20

case class Food(node: Node) {

val label = Label("FOOD")
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def rev_eats(implicit graph: Graph): Set[Animal] = node.

inRelations.filter(_.relationType == Eats.relationType

).map(_.startNode).filter(_.labels.contains(Animal .

label)).map(Animal.wrap)

def name: String = node.properties("name").asInstanceOf[

StringPropertyValue ]

25 def amount: Long = node.properties("amount").asInstanceOf[

LongPropertyValue]

def ‘amount_=‘(newValue: Long) { node.properties.update("

amount", newValue) }

}

object Food {

30 val label = Label("FOOD")

def wrap(node: Node) = new Food(node)

def create(amount: Long , name: String): Food = {

val wrapped = wrap(Node.create(List(label)))

wrapped.node.properties.update("amount", amount)

35 wrapped.node.properties.update("name", name)

wrapped

}

}

40 case class Eats(startNode: Animal , relation: Relation ,

endNode: Food)

object Eats {

val relationType = RelationType("EATS")

def wrap(relation: Relation) = {

45 Eats(Animal.wrap(relation.startNode), relation , Food.wrap

(relation.endNode))

}

def create(startNode: Animal , endNode: Food): Eats = {

wrap(Relation.create(startNode.node , relationType ,

endNode.node))

}

50 }
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Abstract. Sequential data has been widely collected in the past few
years; in the public health domain it appears as collections of medical
events such as lab results, electronic chart records, or hospitalization
transactions. Publicly available sequential datasets for research purposes
promises new insights, such as understanding patient types, and recogniz-
ing emerging diseases. Unfortunately, the publication of sequential data
presents a significant threat to users’ privacy. Since data owners prefer
to avoid such risks, much of the collected data is currently unavailable to
researchers. Existing anonymization techniques that aim at preserving
sequential patterns lack two important features: handling long sequences
and preserving occurrence times. In this paper, we address this challenge
by employing an ensemble of Markovian models trained based on the
source data. The ensemble takes several optional periodicity levels into
consideration. Each model captures transitions between times and states
according to shorter parts of the sequence, which is eventually recon-
structed. Anonymity is provided by utilizing only elements of the model
that guarantee differential privacy. Furthermore, we develop a solution
for generating differentially private sequential data, which will bring us
one step closer to publicly available medical datasets via sequential data.
We applied this method to two real medical events datasets and received
some encouraging results, demonstrating that the proposed method can
be used to publish high quality anonymized data.

Keywords: Data synthetization · Privacy preserving data publishing ·
Markov model · Clustering · Sequential patterns · Differential privacy ·
Medical events

1 Introduction

A large amount of sequential medical event data has been gathered in the recent
years. Studies based on this data can help address challenges in the medical field
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and may lead to new discoveries. Unfortunately, the publication of sequential
data is accompanied by a real threat to users’ privacy. Even when such data is
not widely published as it might be in an academic study, shared datasets such as
AOL’s web querying history and Netflix’s movie ratings (containing information
which is publicly available to users of the services), have been vulnerable. Users
have been identified based on linking the published data with externally available
data. Since data owners prefer to avoid this type of risk, the collected data
remains inaccessible to scientists.

The work of De Montjoye et al. [10] emphasizes the magnitude of the privacy
risk, as based on human mobility data spanning 15 months among 1.5 million
users, the authors show that human mobility traces are somewhat “unique in
the crowd”, by demonstrating that four randomly chosen locations in an hour
rounded resolution are enough to re-identify 95 % of the users. Since four events
can be obtained using very little outside information, their study represents a
major threat to individuals’ privacy.

There are two main traditional privacy models regarding record linkage,
where the attacker reveals the owner of a record. The first aims at prevent-
ing an attacker from linking to a record owner, based on some quasi identifying
attributes (QID) that were gained from external sources. K-anonymity [12] is
usually adopted for this privacy model, demanding that each record is indistin-
guishable from at least k −1 other records with respect to the QID. [7,8] place a
human agent for defining the background knowledge of the hypothetical enemy.

The second privacy model, differential privacy [4] aims to ensure that by using
the published data the attacker gains as less additional knowledge as possible.
It checks that the removal or addition of a single record does not significantly
affect results of the querying function. Typically, differential privacy is achieved
by adding noise to the outcome of a query. A randomized algorithm satisfies
ε−differential privacy if the ratio between the probability that the algorithm
outputs any output on a dataset and the probability that it outputs the same
output on a dataset that differ by exactly one record, is bounded by a constant.

Some methods have been suggested for anonymizing sequential data such as
that used in the previously mentioned cases. Ghasemzadeh et al. [6] anonymize
sequential data using a probabilistic flow graph, which is a tree representing
transition probabilities between pairs of time and location. Violating sequences
are suppressed in order to achieve LK-privacy. The inclusion of time in each state
might worsen the model’s sparsity. While this might be necessary for effective
passenger flow analysis, it is unnecessary for simpler analysis tasks. Pensa et al.
[11] use a prefix tree of transitions between states and a pruning technique to
ensure k-anonymity in sequential data. Each pruned trajectory propagates an
increase in the support of the most similar trajectory in the prefix tree. The
last two methods use tree-based techniques, which do not scale well to large
domains (complexity increases quadratically with the number of transitions).
Furthermore, these approaches are built based on partition-based privacy models
and therefore provide limited privacy protection. We prefer to apply differential
privacy that makes no assumptions about the attacker’s existing knowledge.
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Chen et al. [3] propose a sanitization algorithm to generate differentially
private sequential data by making use of a noisy prefix tree based on the under-
lying variable-length n-gram model behind the data. Each node holds the count
of sequences described by the nodes in the current branch, and Laplace noise
is added to these counts. Their method lacks some features that are required
in order for it to be applied in certain domains, such as medical events. First,
input sequences are truncated to a predefined length, since the method does
not perform well for long sequences. Second, the input data does not include
a time dimension; this method can therefore neither support the generation of
occurrence times, nor take into account possible dependencies of the sequential
patterns with some other attributes that appear in the data.

Our suggested method addresses these gaps. We suggest a new privacy preser-
vation method for sequential data, which generates differentially private syn-
thetic data while preserving the sequential patterns of the source data. Data
quality is maintained by using an ensemble of Markovian models, each of which
captures another level of periodicity that considers dependency with an influ-
encing attribute. Privacy is provided by using only the models’ elements that
fulfill differential privacy. In order to support the generation of occurrence times,
each model also maintains transition times. Long sequences are handled by
being partitioned into shorter parts, which are then clustered, condensed, and
anonymized. The original long sequences are eventually reconstructed using a
secondary ensemble of Markovian models.

To the best of our knowledge, this is the first use of Markovian generators
to help ensure privacy preservation. Markovian generators have been applied
to the task of sequence generation in other domains; for text generation, music
composition and wind speed prediction.

The main contribution of this work is twofold; (1) demonstrating the gener-
ation of a differentially private medical events dataset, and (2) overcoming gaps
in existing methods for sequential data anonymization, by providing a solution
that incorporates generation of the time dimension, handles anonymization of
long sequences, and considers dependencies of the sequential patterns with some
predefined influencing attributes.

We evaluated the suggested method based on real world medical events data
and received some encouraging results regarding its use.

The rest of this paper is organized as follows: in Sect. 2 background infor-
mation and basic definitions are provided. Section 3 describes the model, and
Sect. 4 presents the algorithm. In Sect. 5 we analyze performance and discuss
experimental results. Finally, Sect. 6 concludes this work.

2 Background and Basic Definitions

2.1 Sequential Data

Let E = e1, e2, .., e|E| be the universe of all possible states within a sequence,
where the meaning of a state varies from one domain to another. A state in
a sequence can be, for example, a charted event like a ventilator setting, or a
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laboratory value as appears in medical electronic chart data. Other examples of
states in the medical events domain include procedures that appear in medical
billing data, or a hospital unit that takes care of a patient within data that
describes transfers of patients within different units in the hospital.

A transactional sequential dataset D contains records of the form 〈O, t, e〉 .
Each record indicates a state e that occurred at time t and is attributed to an
object O.

In this work, we apply sequence reconstruction for gaining the sequences’
anonymity while preserving their other features; we use Markovian generators
for this task. As can be seen in (1), each state ei adds a multiplication with
the probability Pr(ei|ei−1) to transfer from the previous state to ei. The prob-
ability of accurately reconstructing a sequence, therefore, decreases with the
sequence’s size:

p(S) = Pr(e1)Π
|S|
i=2Pr(ei|ei−1) (1)

It is also harder to apply differential privacy to long sequences, since the longer
the sequence is, the less support it has. We therefore divide the original sequence
of states S into several shorter sequences si.

Considering all states that are attached to a certain object as a single
sequence S may yield long sequences; for example, when the data describes
hourly resolution transactions for a specific patient over three years, the object
is comprised of a sequence with around 3 ∗ 365 ∗ 24 = 26, 280 states. In order
to avoid the shortcomings that come with long sequences, we initially split long
sequences into shorter ones, as discussed in Subsect. 3.3. This results in several
possible sequences per objects which necessitates the following revision to our
dataset definition:

Definition 1. (a sequential dataset): A sequential dataset D contains records
of the form 〈O, t, e〉 . Each record indicates a state e that occurred at time t and
is attributed to sequence s of object O.

Definition 2. (a sequence): A sequence s is an ordered list of states s =
e1→e2→..→e|s|, where ei ∈ E. Records in a sequential dataset that belong to
a single sequence s1 share the same sequence Id (s) and object Id (O), and their
times ti dictate the order of states ei in the sequence. A transition exists between
two records that are attached to the same sequence, and have sequential times ti
and ti+1. The transition time, therefore, is equal to ti+1 − ti.

Consecutive states in a sequence can be identical (for example: s = e3→e2→e2).
For convenience, we denote the original long sequence with S and the divided
shorter sequence with s.

2.2 Cluster of Sequences

Our suggested method is based on the assumption that input objects share some
common sequential patterns. In order to recognize common patterns, we ini-
tially cluster parts of sequences into groups. We measure the similarity between
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sequences by applying MinHash [2], a locality sensitive hashing (LSH) method
that is often used for reducing dimensionality. With LSH the similarity is mea-
sured as the ratio of common hashed tokens for the two compared sequences
using a family of hash functions H; the w-shingling (n-grams) method σ con-
verts a sequence into a set of tokens.

LSH(s1, s2) =
counth∈H [h(σ(s1)) = h(σ(s2))]

|H| (2)

Using the MinHash technique, the hash signature of a sequence s, h(s), is con-
structed of minimal hash values of the tokens in the sequence. Using θ to hash
each shingle z, we can hash a sequence s as follows:

h(s) = min
∀z∈σ(s)

(θ(z)) (3)

The MinHash technique can be used to efficiently measure the distance between
sequences of unfixed size. Its low complexity stems from the fact that only |H|
comparisons are eventually made in order to estimate the distance between two
sequences.

Definition 3. (a cluster of sequences): A cluster C is a group of similar
sequences si, according to the LSH similarity measure; C = s1, s2, ..sn.

The cluster’s centroid represents sequential patterns that are commonly made
by members of this cluster. When the cluster’s members are similar, the cluster’s
centroid can be used to maintain sequential patterns of a higher quality than
those maintained based on unclustered data. A cluster’s centroid is represented
as two Markovian chains, one for the times and the other for the states, as
described later in Subsect. 3.1. An object can be attached to several sequences
and can therefore be attached to several different clusters.

Definition 4. (the similarity between two sequential datasets): The similarity
between an origin dataset D, and an anonymized dataset D′ is measured as the
mean LSH similarity between each sequence in D′ and it’s nearest neighbor in D.
The distance is the complementary to one of the similarity.

sim
(
D,D

′)
=

∑

s′ ∈D′

max∀s∈D

(
LSH

(
s, s

′
))

|D′ | (4)

2.3 Differential Privacy

The differential privacy model [5] guards against privacy breaches by ensuring
that any computation made on the data by a randomized algorithm is insensitive
to the presence of a single record. Applying this notion for sequential data,
therefore, requires bounding the influence of each individual record.
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Definition 5. (differential privacy): A data generation method M provides a
ε−differential privacy if, for any two datasets D and D′ that differ on a sin-
gle record (state transition), and for any possible output R ∈ range(M), the
probability to achieve the same output may only differ by a constant:

pr (M(D) = R) = Pr (M(D′) = R)×eE (5)

According to the composition property of differential privacy, a sequence of dif-
ferentially private computations also provides differential privacy:

Theorem 1. [5]: Let Mi be an ε − differential privacy computation, then a
sequence of n computations over a dataset D provides (

∑n
i=1 Ei)-differential pri-

vacy.

We can therefore compose a data generation method from several computational
phases. Each phase, though, adds another level of noise εi to the anonymized
data, which might damage the quality of the data.

2.4 Markov Model

Predicting a sequence of states requires some heavy computations, especially
when it comes to long sequences. A common approach is to adopt the Markov
independence assumption. In an m-order Markov model, the probability for the
appearance of a state in a sequence depends only the previous m states of the
sequence. A 2-order Markov model has the lowest computational cost, since it
only examines the previous state when predicting the current state.

Pr (ei+1=a | e1, e2, .., ei) =Pr (ei+1=a | ei) (6)

In order to generate a sequence of states, frequencies of starting states and state
transitions are collected; let FD denote the frequency of a given term according
to dataset D, so that:

StartProb (a) =FD (e1=a) (7)

TransitionProb(a, b) =FD (ei+1=b | ei=a) (8)

3 The Model

3.1 State & Time Markovian Model (STMM)

Two Markovian chains are required in order to supply a solution that includes
generation of occurrence times. While the first chain handles transitions between
states, the second chain models navigation along the time dimension. The
two chains are combined, since each time transition matches a specific state
transition.
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Definition 6. (a state and time Markovian model (STMM)): a STMM model
maintains statistics regarding a Markovian chain of transitions between states
and its matching transition times according to dataset D.

STMM(D) =⎧
⎪⎨

⎪⎩

∀a ∈ range(E) | StartStateFreq(a),
∀t ∈ {1..24} | StartT imeFreq(t),
∃T ←

{
∀|D−1|

i=1 (ei, ei+1)
}

⇒ ∀a, b ∈ range (T ) | TransitionProb(a, b)

⎫
⎪⎬

⎪⎭

(9)
where T denotes transitions within dataset D, and the maintained statistics are
as follows:

Two types of statistics regarding the start of the chain:

StartStateFreq(a) = FD (e1 = a) (10)

StartT imeFreq(t) = 〈FD (t1 = t) ,LD(t1 = t)〉 (11)

e1 is the starting state, and t1 is its occurrence time. StartStateFreq(a) is there-
fore the frequency of records in D that contain the state a, and StartT imeFreq(t)
is the frequency of records in D that start at time t, as well as the estimated
(mean and standard deviation of) duration LD for transitions in D that start at
time t.

Another type of statistic is maintained regarding transitions along the chain:

Transition(a, b) = 〈FD(ei+1 = b | ei = a), TD(ei+1 = b | ei = a)〉 (12)

where Transition(a, b) holds both the frequency FD of a transition a → b accord-
ing to dataset D, and the (mean and standard deviation of) transition time TD

for a → b according to D.

3.2 Modelling State Transitions

In order to generate an anonymized dataset of high quality, we attempt to cap-
ture as many characteristics of the data as possible, and to consider several
optional periodicity levels that appear in the data. In order to accomplish this,
we gather a number of models and design an ensemble based method; each
model focuses on a certain trend at a specific level of accuracy. Let’s clarify this
by providing the two following definitions:

Definition 7. (influencing factor): an influencing factor f is a direct or derived
attribute within dataset D, which the sequence is assumed to depend upon. For
each possible value of this attribute v ∈ range(f), a model is trained to represent
a specific sequential trend.

We can assume, for example, that diverse sequential patterns exist on different
weekdays, so that f = weekday and v ∈ {Sun,Mon, Tue,Wed, Thu, Fri, Sat}.
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Definition 8. (support level): A support level l is a set of four possible categories
l ∈ {cluster&factor, factor, cluster, all}.
The various categories will derive the homogeneity level of the trained model;
categories with higher support level train more models in the ensemble, each
addresses a smaller population with higher homogeneousness. The most accu-
rate support level is cluster&factor; models at this level are trained based on
members of a given cluster C, while considering dependencies with factor f . The
consideration of dependencies with a factor means that a separated STMM is
created for each value v of that factor. The following support level is factor;
here the model is trained based on the entire population of D, while considering
dependencies with factor f . The next support level is cluster, where the model is
trained based on members of a given cluster C, while considering no influencing
factors. The least accurate level is all, in which a single model is trained based
on the entire population of D, while considering no influencing factors.

Definition 9. (a state and time Markovian model ensemble (STE)): An ensem-
ble of state and time Markovian models is the set of STMM models that were
trained according to each support level �, given a clustered sequential dataset D′′,
a set of clusters C, and a set of factors F .

STE(D, �, C, F ) =

⋃
∀l∈�

⎧
⎪⎪⎨

⎪⎪⎩

∀c ∈ C, v ∈ f, f ∈ F |STMM(D′′
cluster=c∩f.value=v) l = c × f

∀v ∈ f, f ∈ F |STMM(D′′
f.value=v) l = factor

∀c ∈ C|STMM(D′′
cluster=c) l = cluster

STMM(D′′) l = all

⎫
⎪⎪⎬

⎪⎪⎭

(13)

3.3 Dividing Sequences into Shorter Parts

Existing methods for differentially private sequence generation only handle short
sequences [1,3]. In these techniques the source sequences are initially truncated
into a predefined length, and the truncated set is then used as an input for the
sanitization process. In this work we address this gap and provide a solution
that also suits long sequences. For this task we apply the concept of dividing
long sequences into smaller parts and then reconnect the parts; in this approach
most of the training work is performed on short sequences, including clustering,
state transitions modeling, and model anonymization. By processing shorter
sequences, our method obtains more homogenous clusters that better reflect
common patterns within the data.

The division of a single long sequence into smaller sections can be performed
artificially according to a predefined sequence length, but a more natural sep-
aration could take place by analyzing the input data. Dealing with data that
includes a time dimension, for example, comes with the benefit of being able
to estimate the natural separation into sections based on the distribution of
transition times within the data. Transition time is the time it takes to reach
from one state to another, which is actually derived from the difference between
timestamps of two successive object’s records. We assume that some regularity
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Fig. 1. A histogram of transition times for the TRANSFERS data, based on 25,000
sampled transitions; the red line indicates the recognized splitting point (16,800 h
between transitions). (colour figure online)

in transition times or distances exists while a certain part of a sequence is active.
Whenever the regularity seems to change drastically, we infer the occurrence of
a stop, and therefore the sequence is split at this point.

Let’s demonstrate this analytic process as it was conducted on the TRANS-
FERS dataset that was used in our experiment (described in more detail later).

The histogram is based on the first 25,000 records in the data. As can be seen
in Fig. 1, there seems to be some regularity of transition times that is distributed
around the zero bar, diminishing at around 16,800 h. The small peaks after this
regularity indicate the duration of various stops.

3.4 Reconstructing Divided Sequences

Processing shorter sequences facilitates the extraction of patterns with higher
quality and enables their anonymization, but it requires an additional phase that
connects the short sections into a whole sequence again. In order to reconnect
sections of a divided long sequence, we use another Markovian chain that tra-
verses from one section to another until connecting the entire original sequence
back together. As mention before, each cluster represents some common sequen-
tial pattern. Assuming that members of each cluster are similar, by sampling a
cluster we are able to ascertain (roughly) the pattern of a specific section of the
sequence. The generation of a long sequence starts by sampling the initial clus-
ter, according to which the first section of the sequence is generated. Each of the
following sections of the sequence is then added to the sequence by sampling the
transition to the following cluster and generating a short section of the sequence
accordingly.

In order to strengthen our methods reconstruction ability, instead of modeling
cluster transitions using a single Markovian chain, we suggest using an ensemble
of such models that also takes into account some predefined factors. For this
task we use another ensemble of STMMs which we call a cluster transitions
ensemble (CTE).
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Definition 10. (CTE): An ensemble of state and time Markovian models,
which is a set of STMM models that were trained according to each accuracy
level �, given a sequence of clusters per object Dclusters, and a set of factors F .

CTE(Dclusters, �, F ) =
⋃

∀l∈�

{∀v ∈ f, f ∈ F |STMM(Dclustersf.value=v
) l = factor

STMM(Dclusters) l = all

}
(14)

Since CTE represent chains of transitions between clusters, the state in this
chain is the cluster. The starting state frequency StartStateFreq(a) therefore
represents the frequency of a specific starting cluster a and the estimated size
of the starting sequence according to Dcluster; a minor difference from the use
of STMM in STE is that in CTE we preserve statistics for the mean number of
sections per sequence, while in STE we preserve statistics for mean duration per
sequence. In a similar manner, StartT imeFreq(t) is the frequency of sequences
starting at time t.

The transition frequency Transition(a, b) represents the frequency of tran-
sitioning from cluster a to cluster b, as well as the estimated time between
the starting times of subsequent sequences in these two clusters, according to
Dcluster.

3.5 Anonymizing the Model

As stated in Definition 5, a method M realizes differential privacy if it provides
the same output as it would have provided in the absence of each possible input
record.

Denoting the source data as D and the same data with one less record as D′,
differential privacy applies the following constraint to each possible calculation:

Pr (M(D) = R)
Pr (M(D′) = R)

≤ eε (15)

Applying differential privacy in our method, therefore, requires that all calcu-
lations in the model maintain this constraint. The pertinent statistics in our
basic STMM model are frequencies of starting states, starting times, and tran-
sitions. By maintaining a count alongside the frequencies, we can easily check
whether a given statistic meets the constraint; this is done by dividing the cur-
rent frequency with the frequency achieved by removing a single record (from
both numerator and denominator). For example, if the frequency of transition
a → b is 0.3, based on three occurrences of this transition out of 10 transitions
from a elsewhere, we must check the following constraint:

Pr (transition(D) = a → b)
Pr (transition(D′) = a → b)

=
3/10

(3 − 1)/(10 − 1)
≤ eε

The ε parameter calibrates the amount of the permitted difference between
calculations with and without a single record; using higher ε values permits
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a greater difference and therefore reduces the anonymity level. In the current
example, the constraint is supplied for ε = 0.4, but it is not supplied for ε = 0.3.
If the ε parameter is predefined as 0.3, the transition a → b is suppressed from
the model, and statistics are normalized and checked for the differential privacy
constraint again; this continues until no further suppressions are made.

3.6 Additional Statistics

Some additional statistics are maintained in order to facilitate the data genera-
tion process. First, a list is compiled that, for each date maintains the number of
starting objects, as well as the number of sections (mean and standard deviation)
that form a starting object on this date. Next, some generic mean and standard
deviation statistics are maintained for state transition time, cluster transition
time, and sequence duration, as well as starting hour frequencies which are also
kept. These statistics are held without the enforcement of differential privacy;
it is possible to anonymize these statistics, but our assumption is that they are
not considered sensitive.

However, other statistics are maintained, in adherence with differential pri-
vacy. For the sake of “fixing” a transition whenever relevant parts in the model
were suppressed during the anonymization process, we maintain frequencies of
neighbors for states, as well as for clusters. By using these statistics we can reach
an indirect neighbor whenever no direct neighbor was found in the model. The
frequency for each pair of states is based on the number of sequences that contain
these two states (although not necessarily successively). In a similar manner, for
each pair of clusters, the frequency is based on the number of objects that are
attached to these two clusters.

4 Synthetic Data Generator

Our anonymization method adopts the sanitization-based approach. It trains a
model, based on the assumption that input objects share some common sequen-
tial patterns, and generates data accordingly. We use the source sequential
dataset as an input, and deliver an equivalent anonymized data as the out-
put. Statistics and patterns can then be extracted from the output using various
queries. This approach imposes no limitations on the analyzing capabilities, as
opposed to techniques that anonymize data mining results.

The generation process includes three main phases: (1) sampling the daily
number of new starting objects; (2) sampling start and end times for each section
in the object’s sequence, as well as an attached cluster, which represents the
general pattern for this section; (3) filling these time slots with a sequence of
state and occurrence time pairs.

Since we deal with an ensemble of models, it is possible that relevant models
lead to the sampling of different values. For example, sampling a starting state
which has two factors in the model (weekday and hour), requires the combination
of two models. If the current generation point is Monday at 6:00, then the starting



230 S. Shaked and L. Rokach

state’ frequencies of the 6:00 model should be combined with those of Monday’s
model. We use weighted means for combining matching values within the various
relevant models.

In order to emphasize the effect of less common trends, we manipulate the
weights so that models with lower support gain more weight. In our example,
when the Wednesday model has the support of 20,000 transactions, and the
6:00 model has the support of 100 transactions, we give more weight to the
latter, since in this example, 6:00 is more specific. The inversion of the weights
is calculated as one divided by the support of each model, with an additional
step of normalizing the inverted weights so that their total sum is one.

5 Performance Analysis

We consider both quality and anonymity of the synthesized data while evaluating
our suggested method. We use two quality measures; the first is the distance
between two sequential datasets as presented in Definition 4. This measures the
mean similarity between each object in the anonymized data and its nearest
object in the source data. The second measure is the intersection of the top
20 frequent patterns in the two compared datasets (only 2-gram patterns were
considered, as a fast estimation).

Anonymity is measured as the mean support for statistics in the model. We
also consider the percentage of suppressed records in the model in order to gain
a deeper understanding of the trade-off between quality and anonymity.

We applied our proposed method to two tables of the MIMIC-III (Medical
Information Mart for Intensive Care III) database [9], which is a large, freely-
available database comprising de-identified health-related data associated with
over 40,000 patients who stayed in critical care units at Beth Israel Deaconess
Medical Center between 2001 and 2012. The TRANSFERS table contains phys-
ical locations for patients throughout their hospital stay. The CPTEV ENTS
table contains current procedural terminology (CPT) codes, which facilitate
billing for procedures performed on patients. A sample of patient data from
each of the tables was used to evaluate our method, as described in Table 1.

The described methods were implemented in R and ran using AWS (com-
munity AMI ID: ami-753e7c10; instance type: m4.xlarge). The number of clus-
ters was set to 15 % of the number of sequences. Sequence duration, weekday,
and day hour were predefined as factors that are considered when generating
a sequence of states, and weekday, month, and year were predefined as factors
that are considered when re-constructing a long sequence from shorter sections.
The separation into shorter sections was conducted according to transition times
of at least 16,800 h in the TRANSFERS data, as described in Subsect. 3.3. In
the CPTEV ENTS data which contains no valid data in the time dimension, a
fabricated time dimension was calculated according to the order of procedures
(ticketID seq); splitting by transition times is irrelevant in this case. We exam-
ined the performance of our suggested method under different privacy budgets
(as set by the ε parameter), as well as under different settings of the LSH simi-
larity measure (number of hash functions and shingle size). The anonymization
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Table 1. Attributes of the experimental data

Dataset Objects Sequences Max records
per object

Records States Defined
state

TRANSFERS 4,370 4,655 138 24,996 85 curr warid+
eventtype
(unit+
operation)

CPTEV ENTS 3,171 3,171 116 25,000 117 cpt cd (pro-
cedure)

process was repeated ten times for each combination of four different values of
the ε parameter (0.05, 0.35, 0.65, and infinity), three possible numbers of hash
functions (100, 250, and 500), and three different shingle sizes (1, 2, and 3). The
main characteristics for each of the experimental data samples are described in
Table 1, including the number of objects, sequences, records, and states for each
sample, and the maximal number of records per object. The defined state is also
described.

Figures 2 and 3 report the quality of the anonymized data according to two
quality measures: mean distance and top frequent patterns intersection rate.
These measures are described under various privacy budgets, as well as various
settings of the LSH distance measure.

As illustrated in Fig. 2, the higher the privacy budget (the ε parameter) is,
the lower the mean distance which is obtained, indicating that the anonymized
data is more similar to the source data using higher privacy budgets. This mainly
occurs since as anonymity demands become more restrictive, uncommon trends
are suppressed, and the common trends remain quite similar to their source
form. 90 to 100 % similarity was obtained for the CPTEV ENTS data, where
higher support for common patterns exists, and 76 to 81 % similarity for the
TRANSFERS data, where there is more pattern variety. We also examined
the influence of different settings of the LSH distance measure; this measure was
used for measuring similarity between sequences in the clustering phase. One
shingle was found to provide lower distance according to the Friedman test (at
a 95 % significance level). No additional significant difference was found within
the various examined settings.

As presented in Fig. 3, there is no clear trend of the frequent patterns inter-
section rate measure with regard to the increase in privacy budget (the ε para-
meter). Moreover, no significant differences in this measure were found within
the various examined settings of the LSH distance measure.

Figures 4 and 5 report the anonymity of the generated data according to
the mean support rate measure and examine the tradeoff between quality
and anonymity according to the suppression rate measure. These measures are
described under various privacy budgets (the ε parameter), as well as various
settings of the LSH distance measure (number of hash functions and shingle
size).
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Fig. 2. Mean distances between source and anonymized data (y dimension) versus
anonymity level as set by the ε parameter (x dimension) for the CPTEV ENTS and
TRANSFERS data (on the left and right, respectively). Three examined shingle sizes
for the LSH distance measure are distinguished by color, and three examined number
of hash functions used by the LSH are indicated by shape. One shingle was found to
provide lower distance according to the Friedman test.

Fig. 3. Frequent patterns intersection rate between source and anonymized data (y
dimension) versus anonymity level as set by the ε parameter (x dimension) for the
CPTEV ENTS and TRANSFERS data (on the left and right, respectively). Three
examined shingle sizes for the LSH distance measure are distinguished by color, and
three examined number of hash functions used by the LSH are indicated by shape.

As presented in Fig. 4, the higher the privacy budget (the ε parameter) is, the
few records are suppressed. This demonstrates the tradeoff between anonymity
and quality, since the suppression provides anonymity at the expense of damag-
ing data quality. We also examined the influence of different settings of the LSH
distance measure; smaller shingle sizes provides lower suppression rates; using
100 hash functions also decreases suppression rate. These findings are supported
by Friedman tests (at a 95 % significance level).

As illustrated in Fig. 5, the higher the privacy budget (the ε parameter) is,
the lower mean support is provided. This can be explained by the fact that as



Publishing Differentially Private Medical Events Data 233

Fig. 4. Suppression rate between source and anonymized data (y dimension) versus
anonymity level as set by the ε parameter (x dimension) for the CPTEV ENTS and
TRANSFERS data (on the left and right, respectively). Three examined shingle sizes
for the LSH distance measure are distinguished by color, and three examined number
of hash functions used by the LSH are indicated by shape. Lower shingle sizes, as well
as smallest number of hash functions, were found to provide lower suppression rates.

Fig. 5. Mean support between source and anonymized data (y dimension) versus
anonymity level as set by the ε parameter (x dimension) for the CPTEV ENTS and
TRANSFERS data (on the left and right, respectively). Three examined shingle sizes
for the LSH distance measure are distinguished by color, and three examined number
of hash functions used by the LSH are indicated by shape. One shingle was found to
provide higher mean support.

the privacy budget increases, less common trends (which tend to have lower
support) influence. We also examined the influence of different settings of the
LSH distance measure; one shingle provides higher mean support (supported by
Friedman tests at a 95 % significance level).
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6 Conclusions

In this paper, we proposed a novel privacy preservation approach for publishing
differentially private sequential data based on an ensemble of Markovian models
and demonstrated how it can be applied to anonymize medical events data.
We designed a method for synthesizing sequential data, which allows published
sequences to be used for a wider range of data analysis tasks, while preventing
invasion or misuse of users’ privacy.

Extensive experiments on actual medical events datasets demonstrated that
our solution provides high quality anonymized data in terms of mean distance
between the source and anonymized data. It also indicated that minimal perfor-
mance demanding settings of the used similarity measure (one shingle and 100
hash functions) supply the best level of quality and anonymity, perhaps since
using a more accurate distance measure results in less support for each pattern
and increases the suppression rate.

Examining additional influencing factors such as patient attributes is essen-
tial in order to further improve the quality of the anonymized data and to refine
our suggested method so it is applicable to additional datasets in the medical
domain.
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Abstract. The insights gained by the large-scale analysis of health-
related data can have an enormous impact in public health and medical
research, but access to such personal and sensitive data poses serious pri-
vacy implications for the data provider and a heavy data security and
administrative burden on the data consumer. In this paper we present an
architecture that fills the gap between the statistical tools ubiquitously
used inmedical research on the one hand, andprivacy-preserving datamin-
ing methods on the other. This architecture foresees the primitive instruc-
tions needed to re-implement the elementary statistical methods so that
they only access data via a privacy-preserving protocol. The advantage
is that more complex analysis and visualisation tools that are built upon
these elementary methods can remain unaffected. Furthermore, we intro-
duce RASSP, a secure summation protocol that implements the primitive
instructions foreseen by the architecture. An open-source reference imple-
mentation of this architecture is provided for the R language. We use these
results to argue that the tension between medical research and privacy
requirements can be technically alleviated and we outline a research plan
towards a system that covers further requirements on computation effi-
ciency and on the trust that the medical researcher can place on the sta-
tistical results obtained by it.

Keywords: Privacy-preserving statistical analysis · Secure summation
protocol · Statistical processing of health records

1 Introduction

The insights gained by the large-scale analysis of health-related data can have an
enormous impact in public health and medical research, but access to such per-
sonal and sensitive data poses serious privacy implications for the data provider
and a heavy data security and administrative burden on the data consumer.
The discussion on what exactly it means to not disclose private data [4] and the
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discussion on policies for balancing between scientific advancement and privacy
[7] are very relevant, but should be complemented by the equally relevant dis-
cussion of whether there is tension at all between data privacy and data-driven
research. In other words, it is not straightforward if private data can be insulated
from medical research workflows without compromising either.

As anonymization has been repeatedly proven to be inadequate [15], attention
has turned to research in cryptography and distributed computation. These fields
can provide methods for computing aggregates and statistics without revealing
the specific data values involved in the computation, offering a much stronger
guarantee of privacy than anonymization. However, from the perspective of the
data mining practitioners and the medical researchers there is still a residue of
functionality missing between their workflows over anonymized data and what is
technically possible to achieve without accessing specific datapoints. Naturally,
part of the workflow involves browsing data in order to formulate a hypothe-
sis, and cannot possibly be performed over anything else but experimental data
specifically collected and licensed to be shared. The scope of our discussion is,
therefore, necessarily restricted to the data and processing required to empiri-
cally validate an already formulated hypothesis over a larger dataset than what
can reasonably be made available to research.

To make this more concrete, we will assume use cases from ambient assisted
living (AAL) environments. AAL covers a wide range of concepts, hardware
and software products, and services that facilitate better, healthier and safer
life outside formal health-care institutions. These environments emphasise the
automatic collection of health data in one’s own environment and the secure
sharing of such data with medical care providers. In such a system, health data
is shared between the following entities:

– The AAL agent that is the data management component of the AAL envi-
ronment. The AAL agent has unrestricted access to its user’s sensitive data.
The management and security of the data held by the AAL agent is primarily
within the scope of network security.

– The health-care provider that needs access to sensitive data of a small set of
individuals on a need-to-know basis, depending on the medical condition that
necessitates the monitoring of each individual. The management and security
of the data held by the health-care provider is primarily within the scope of
network security and access control.

– The medical researcher that needs access to aggregate values computed over
the sensitive data of a large set of individuals, but does not need to know any
specific individual’s data. It is the data transfer protocols between this agent
and the AAL agents that are within the scope of the work described here.

In the remainder of this paper, we first present the main approaches to
privacy-preserving computation and discuss what requirements from our use
case are not covered by the state of the art (Sect. 2). We then proceed to
present a system architecture that exposes privacy-preserving computation func-
tionality to tools (such as R) that are commonly used in medical research
workflows (Sect. 3). We then present our peer-to-peer protocol that implements
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this privacy-preserving computation functionality based on the homomorphic
property of composite secret sharing schemes (Sect. 4). We finally conclude and
discuss future research direction (Sect. 5).

2 Related Work

We see in the literature three major approaches to privacy-preserving computa-
tion: differential privacy , homomorphic encryption, and secure multiparty com-
putation. Differential privacy is based on the property that a result of a statistical
value can be approximated even if random noise has been added to the data.
Homomorphic encryption supports computations over cipher-texts, so that the
result can be obtained without decrypting individual datapoints. Finally, secure
multiparty computation is based on communication protocols between the agents
to collaboratively compute a function over their private values without revealing
the actual values.

Differential privacy preserves privacy by perturbing the datasets with ran-
domized noise, such as symmetric exponential (Laplace) noise or with a use of
a Geometric Distribution [18]. When the perturbed datasets are used in sta-
tistical analysis, knowledge of the distribution parameters of the noise applied
allows approximating the analysis outcomes over the unperturbed data, but does
not allow recovering any of the individual datapoints. To name an example, the
PINQ data analysis platform [13] creates a differential privacy layer between the
raw data and data analysis software. PINQ supplies the analyst with a set of
transformations in operations like Where, Select, GroupBy and Join, in order
to apply them to the data-set before applying operations for differential-privacy
aggregations.

What should be noted about differential privacy is that it provides approx-
imations and is only applicable where this is tolerated and where the datasets
are large enough to allow for this approximation to be accurate enough for its
purpose. In the analysis for medical data, it is often the case that datasets are
not large enough to give tolerable error margins or that outliers can lead to
important insights and should be highlighted rather than smoothed out.

The second major strain of privacy-aware computation protocols is based
on homomorphic cryptosystems, cryptographic mechanisms with the property
that certain operators (such as addition) can be computed directly within
the encrypted space without requiring that the individual operands can be
decrypted. One of the most prominent homomorphic cryptosystems is Paillier’s
cryptosystem [16], which allows computing the cipher of the sum of two num-
bers given the ciphers of these numbers. Paillier’s cryptosystem requires that
all numbers are encrypted using derivatives of the public part of a master key;
these derivatives are such that they cannot decrypt the cipher of other derivative
keys, but the master key can decrypt the cipher of the sum. This algorithmic
basis can be extended to provide further numerical and categorical operators
beyond summation; for example Kissner and Song [12] proposed an extension
that supports union, intersection and element reduction.
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Although data providers are perfectly protected from their peers, the main
weakness of homomorphic systems is the trust that must be placed on the entity
that issues the master key [10]. The typical summation protocol based on Pail-
lier’s cryptosystem has a master agent issue a master key and a number of data
agents that exchange their encrypted values between them in order to send a
total encrypted summation back to the master agent. Privacy from the master
agent is only guaranteed by the fact the master agent only receives the cipher of
the end-result. If the master agent colludes with one malicious data agent, they
can use the private part of the master key to reveal the private value of the victim
agent, the data agent that passes its encrypted data to the malicious agent.

To lift the requirement that the master agent must be trusted, Shi et al. [18]
proposed a framework that can compute statistics on medical data with the use of
an untrusted data aggregator, by encrypting values that can be decrypted with
the sum of multiple cipher-texts under different user keys. Shi et al. propose
a method where each agent encrypts periodically its data with its respective
private key. The data of every agent includes its private value combined with
white noise. The untrusted aggregator receives all the encrypted values from the
agents and decrypts them with its private key and with the use of a correlation
between the private keys of all agents and a specific hash function, that is based
on the time series. The algorithm needs an initial trusted setup phase, which does
not allow agents to join or leave the system dynamically. The proposed protocol
is based on differential privacy and as an implication the resulted statistic is
an approximation of the real one, which may cause problems in medical data.
Moreover, as authors report, in order for their approach to work efficiently, the
plain text space should be small.

There are many studies that combine their secure mechanism with the use
of a trusted third party that works as the aggregator. In trusted third party
protocols, there is an external trusted party which receives the private data of
the agents and computes a function by using them. Hanmanthu et al. [5] propose
an enhanced protocol that combines a technique which perturbs distributed data
with the use of a third party. Specifically, they define a protocol for constructing
a Naive Bayes classifier. In this protocol, each agent encrypts its perturbed
data with its private key and sends it to a trusted third party. The trusted
third party decrypts this data with the public key of the respective agent and
constructs a perturbed Naive Bayes Classifier. Moreover, there are some studies
that combine secure multiparty computation (SMC) systems with a trusted third
party. Generally speaking, an SMC system deals with the computation of any
function with any input in a distributed network, where the involved agents
can learn only the total result and their own input. Thus, a common strategy to
ensure trustworthiness is the use of a trusted third party. Ajmani et al. [1] present
TEP, a trusted third party computation service that maintains generality. TEP
offers flexibility because it fits in many SMC applications to guarantee privacy.
However, this type of mechanism requires the existence of a trusted third party,
so is inherently weaker than purely peer-to-peer networks.
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Nevertheless, Sheikh et al. [17] proposed a SMC system that applies a secure
summation protocol without the use of a trusted third party. The proposed
protocol focuses on the increased computation complexity to avoid hacking. Each
agent splits its data to a fixed number of segments and promotes a single segment
to the next agent at each iteration. As an extension Sheikh et al. [17] define a
master agent, which sets a random number during the initialization. Despite the
fact that this protocol does not utilize a third trusted party, it is weak because if
two neighbour agents collude, they can reveal the data value of the middle agent.
Moreover, this technique imposes a considerable overhead in the communication
between the agents.

Many recent research studies focus on privacy preserving on vertical and on
horizontal partition of data. Our approach is oriented to horizontally distributed
data, as each AAL agent keeps a private database with its values and each data-
base contains the same set of attributes. Specifically, Karr et al. [8] propose a
secure computation of linear regression for horizontally partitioned data without
the use of a trusted third party. This is achieved by converting the linear regres-
sion equation to a summation form, where the quantities of each summation
involve attribute values of the same agency. To protect data from the scope of
the source and the values, they propose a SMC secure sum computation pro-
tocol. During the initialization of the protocol, a master agent adds his private
value with a random number, that he previously produced, and forwards the
summed value to the next agent. Each agent receives the aggregated value from
the previous agent and forwards it to the neighbor agent, after the addition of
his private value. The total summation result is returned back to the master
agent, which removes his random number. This protocol is weak mostly because
a private value of an agent can be revealed by the collusion of his neighbors.
Also due to the circular mode of the algorithm, it can not be parallelised.

The study of Molina et al. [14] is closer to our approach. Specifically, they
propose an application of homomorphic encryption to compute basic statistics
on aggregated medical data which also guarantee the privacy of the medical
data. Their SMC protocol preserves the privacy between the caregivers, where
each one computes statistics for their corresponding patients. This is achieved
with a double encryption, each one depending on a different public key — the
public key of researcher and the public key of a caregiver chosen randomly to
work as the aggregator. This approach can be mapped well in distributed sys-
tems because each caregiver can work in parallel to compute aggregates of their
patients’ data. However, privacy is relatively weak as the researcher and the
aggregator can collude to reveal the plaintexts of each caregiver. Moreover, dou-
bly homomorphic encryption schemes are not fully explored to define which
statistics can be determined.

3 Privacy-Preserving Statistical Analysis

In this section we introduce our system architecture, and show how elementary
statistical analysis methods can be implemented within this architecture in a
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way that essentially preserves the API of their conventional implementation.
As a showcase, we assume the R language implementation of the t-test and
show how the same interface can be implemented within our privacy-preserving
architecture instead of by directly accessing data matrices. As the architecture
assumes the existence of a privacy-preseving summation protocol to access the
private data, we also discuss what characteristics are required from this protocol.

3.1 System Architecture

The system architecture can be perceived as a stack of three layers and each
layer depends on the functionality provided from the layer at the lower stage.
The upper layer, called the Medical Researcher’s interface, accepts from the
medical researcher the method with the initial parameters to be executed by
the system. The purpose of this interface is to provide a familiar environment to
the researcher and therefore in our current implementation this layer is devel-
oped in the R language. The initial parameters are transformed appropriately
in order to be passed to the next layer, which is the Compilation Layer . At
that stage, the high-level parameters and commands of the statistical method
are transformed into low-level instruction for accessing the private databases of
the agents. An instruction represents an aggregation over a selection of data.
Currently, the aggregation operation is summation. However, the aggregations
that are on one hand feasible by the system and on the other hand safe for pre-
serving privacy depend on the secure protocol used. These instructions will be
eventually evaluated by the lowest layer of the architecture, the Privacy Protocol
Layer . Figure 1 depicts the system architecture and the information exchanged
between the layers.

The Medical Researcher’s Interface. The interface is developed in the R
language since it offers a variety of plotting and analysis tools, while in parallel
it is a familiar environment for statisticians. The researchers can execute the
statistical method through the R environment by importing the secure statistics
library. The purpose of this library is to expose high-level statistic methods (e.g.
linear regression, t-test) as R functions.

The secure statistics library receive the same arguments as the conventional
statistics functions in R. The only difference is that the data arguments are not
matrices of values, but the parameters needed to make a distributed computa-
tion. The results of the statistics functions are, then, identical to those of the
respective conventional functions over the same data.

The Compilation Layer. This layer is responsible for the communication
between the two other layers. Specifically, it translates the arguments of the
secure statistic to a suitable format, thus it defines the appropriate data that
are going to be used for the statistic computation. Moreover, it converts the
simple statistic equations to a set of summations; a compatible format to achieve
the secure summation protocol. Therefore, a set of instructions is composed
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Fig. 1. The system’s architecture

where each instruction represents a summation equation of the statistic with
the appropriate parameters set for its computation. During the execution, the
compilation layer gives to the privacy protocol layer a single instruction at a
time and it receives its result. After the execution of the whole set, it computes
the statistic and the analysis parameters. The statistic result is sent back to the
Medical Researcher’s interface layer.

The Aggregation Protocol. This layer executes the privacy protocol between
the AAL agents, To deal with the concurrent computation of each instruction,
we model our agents as actors. Each actor makes the appropriate computations
with respect to the given instruction and its private data. These computations
can easily be done since every AAL agent controls its corresponding health
records. After the computation of the value, which represents the initial secret,
the privacy protocol is executed. The protocol may involve all the actors to
work collaboratively in order to compute the aggregation of their secrets without
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revealing the actual secrets to each other or the agent requesting the aggregation.
The aggregated result is collected a designated actor. The selection of such actor
is irrelevant and can be done randomly. Our proposed implementation for this
layer is presented in more detail in Sect. 4.

Example. We will use a simple example to better demonstrate the proposed
system. Suppose that a medical researcher needs to run a t-test to assess whether
the means of two groups are statistically different from each other, that is to
compute t in Eq. 1:

t =
X̄ − Ȳ

√
|X|−1

σ2
X + |Y |−1

σ2
Y

(1)

where X and Y are the datapoints of the two groups, X̄ and Ȳ are their means,
|X| and |Y | are their cardinalities, and σ2

X and σ2
Y their variances.

Assume, for instance, that a researcher wants to test the effect of medicine
M1 (Group 1) and medicine M2 (Group 2) on blood pressure, with the further
restriction that participants in Group 2 should be above 65 years old. A workflow
using the R language would be:

– Select from a database the instances that match Group 1 criteria and store
them in variable X

– Select from a database the instances that match Group 2 criteria and store
them in variable Y

– Decide on the conditions of the T-test, such as the confidence level and alter-
nation, and store them in variable C

– Pass X,Y,C as arguments to an implementation of t-test

Our architecture allows this workflow to remain essentially unaffected, except for
the contents of X and Y . Instead of holding actual data arrays these now contain
a representation of the Group 1 and Group 2 criteria, so that the selection can
be executed in distributed manner. Using this representation, a privacy-aware
implementation of t-test can produce the exact same result as the conventional
implementation, except without ever accessing any individual data.

This representation declares a list of dependent variables and a list of eligi-
bility criteria of the sample groups, as a set of (variable, operator, value) tuples.
In our example, we assign to X and Y the criteria that we would have used to
assign to them a value array if we had full access to the data:

– X = [("medicine",=, "M1")]
– Y = [("medicine",=, "M2"), ("age", >, "65")]

The compilation layer converts the t-test implementation into a set of instruc-
tions. Recall that each instruction is an aggregation over the private data of
each agent, under the given selection restrictions. Table 1 defines the instruc-
tions needed to implement the t-test (Eq. 1), which is then implemented using
the following pseudo-code:
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Table 1. Characteristic instructions provided by the RASSP Protocol.

Function Definition

add(C)
∑

i si(C), where si(C) is the secret value of the i-th
AAL agent if condition C is satisfied, 0 otherwise

add2(C, k)
∑

i (si(C) + k)2, where k is a constant and si(C) is
same as above

cnt(C)
∑

i ci(C), where ci(C) is 1 if the i-th AAL agent
satisfies condition C, 0 otherwise

1. X = [("medicine",=, "M1")];
X is a representation of the secret values of all AAL agents where medicine
M1 is used.

2. Y = [("medicine",=, "M1"), ("age", >, "65")];
Y is a representation of the secret values of all AAL agents where medicine
M2 is used and age is above 65.

3. N1 = add(X);N2 = add(Y );
N1 is the sum of the secret values X and N2 is the sum of the secret values Y .

4. C1 = cnt(X);C2 = cnt(Y );
C1 is the number of AAL agents with non-zero values in X and C2 is the
number of AAL agents with non-zero values in Y .

5. X̄ = N1/C1; Ȳ = N2/C2;
This uses the values above to calculate means.

6. σ2
X = add2(X,−X̄);σ2

Y = add2(Y,−Ȳ );
This uses the values above to calculate variances.

7. T =
(
X̄ − Ȳ

)
/sqroot

(
σ2
X/C1 + σ2

Y /C2

)
;

Each instruction is executed with the use of the secure summation protocol,
obtaining the aggregate values specified in the instruction without obtaining the
values themselves. From the perspective of the R interface user, the t-test func-
tions operate as if they had been passed the actual value matrices as parameters.

3.2 Reference Implementation

The system architecture that is described in Sect. 3.1 is implemented by the open
source project at https://bitbucket.org/dataengineering/rassp

The project’s source code is organized in three modules, each one implement-
ing one of the layers in our architecture:

– proto implements the aggregation protocol
– stats is the implementation of statistical analysis primitives over an aggre-

gation protocol, and implements the compilation layer
– RStats implements the R interface for the medical researcher over the com-

pilation layer.

https://bitbucket.org/dataengineering/rassp
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To execute the example immediately above using our implementation, the
medical researcher executes the following code in the R interface:

# Describe the two groups in GroupStat structures:
group1 <- GroupStat(list(c("med","=","A")))
group2 <- GroupStat(list(c("med","=","B"), c("age",">","65")))
# Set dependent variables and groups in a Parameters structure:
p <- Parameters(list("bloodPr"), list(group1, group2))
# Execute the normal t-test using the Parameters structure p:
ttest(p, varEq=TRUE)

What is important to note in the example is that our implementation of the
ttest() function presents an interface identical to the standard R implemen-
tation of the t-test. The underlying difference is that the Parameters structure
does not point to actual data matrices but to instances of our GroupStat struc-
ture, which hold the information needed by the compilation layer in order to
distribute the computation to the participating nodes.

3.3 Discussion

The proposed system architecture assumes that:

– The statistical analysis that is to be carried out can be implemented using the
set of aggregation instructions provided by the aggregation protocol. In other
words the algorithm should not depend on individual data points.

– A summation protocol exists that guarantees privacy.

The first assumption holds, since the most commonly used class of data mining
algorithms can be expressed as an iteration of summation expressions [9]. If
needed, categorical operators can be implemented based on summation [12].

Regarding the second assumption, we will now proceed to discuss the sum-
mation protocols that can be used in our architecture and, in Sect. 4, present
the protocol we use in our reference implementation of the architecture.

Most of the related studies guarantee their privacy by utilising encryption
or differential privacy techniques. These approaches do not fit in our problem,
because we deal with medical history data that are distributed across AAL
agents. In homomorphic techniques, a master agent shares a public key with the
rest of the agents, in order to encrypt their data, and keeps a private key for the
final decryption. Such a mechanism is privately weak in the case of collaborative
computations, because if the medical researcher (master agent) and one AAL
agent collude, they can learn another AAL agent’s private value. This makes the
technical protocol weak, as it places a heavy burden on non-technical policies
and protocols to guarantee the integrity of the medical researcher. Since our
main aim is to alleviate the need for non-technical policies and protocols and
to make it easier for medical researchers to run statistics over datapoint they
are not meant to access directly, homomorphism encryption does not cover our
requirements.
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In addition, differential privacy is also not applicable, from both the perspec-
tive of the medical researcher as well as from that of the AAL agent. From the
perspective of the medical researcher, differential privacy computes approxima-
tions, which can be a problem as discussed in Sect. 2 above. From the perspective
of the AAL agent, the secret value can be approximated by its repeated query-
ing, since a different perturbation of the real secret needs to be computed for
each query. The AAL agent cannot produce a single perturbed value and use
this for all queries, since it needs to be re-computed to follow the distribution
parameters requested by the medical researcher. This might be less of a problem
in time-series data (such as power grid data or traffic data), but can result in
substantial information leaking in static historical data, such as health records.

4 The Secure Summation Protocol

4.1 Background

Secret sharing schemes divide a secret into many shares which can be distributed
to n mutually suspicious agents. The initial secret can be revealed if any k of
these n agents combine their shares. We will call such schemes, (k, n)-threshold
schemes. If such a scheme also possesses the homomorphism property, then mul-
tiple secrets can be combined by direct computation only on the shares. Such
schemes are usually called composite secret sharing schemes [2].

More specifically, assume n mutually suspicious agents and each agent holds
a secret si. The desired computation is combination into a super-secret s under
an operation ⊕, namely s = s1 ⊕ · · · ⊕ sn. Using a secret sharing scheme each si
can be split into k shares di1 , . . . , dik such that given a known function FI it is
the case that:

si = FI(di1 , . . . dik)

We will say the (k, n) threshold scheme has the (⊕,⊗)-homomorphism prop-
erty if whenever s = FI(d1, . . . , dk) and s′ = FI(d′

1, . . . d
′
k) then

s ⊕ s′ = FI(d1 ⊗ d′
1, . . . , dk ⊗ d′

k)

The composition of the shares d1, d
′
1 yield a super-share d1 ⊗d′

1. In other words,
the (⊕,⊗)-homomorphism property implies that the composition of the shares
under the operator ⊗ are shares of the composition under the operator ⊕.

Overall, the advantage of having a composite secret sharing scheme is that
secret cannot be obtained, only if k or more agents collude and combine their
sub-shares. In addition, this protocol is suitable to our approach from the AAL
agent’s point of view, because it does not use a trusted third party or depends on
cryptographic assumptions, while at the same time it is k-secure. This approach
represents a secure summation protocol that can easily be applied to collabora-
tive agent systems.

Based on this mathematical foundation, we will now proceed to present the
RASSP protocol, a (+,+)-homophorphic composite secret sharing scheme.
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4.2 The RASSP Protocol

Assume that we have n AAL agents, where each one has its private value vi, i ∈
[1..n]. Each AAL produces random breakdown of vi into n terms rij , j = 1..n
such that vi =

∑n
j=1 rij . These terms are computed by first producing n − 1

random terms rij , j = 1..i − 1, i + 1..n and then setting

rii = vi −
∑

j∈[1..n]−{i}
rij

The rij terms are called sub-shares and are (except for rii) shared with the rest
of the AAL agents, one per agent. In this manner, each AAL agent shares n − 1
values and receives n−1 values from the rest of the AAL agents. The super-share
Yi for each agent is defined as:

Yi = rii +
∑

k∈[1..n]−{i}
rki (2)

Notice how the super-share of AAL agent i is the sum of the sub-share that it
has not shared and of all the sub-shares that it has received from the other AAL
agents. Finally, we define a function FI as the sum of the super-shares:

FI(Y1, . . . , Yn) =
n∑

i=1

Yi (3)

It is straightforward to verify that FI(Y1, . . . , Yn) is equal to the sum of all
secrets. It is also straightforward to verify that only random numbers and
obscured data values are shared between AAL agents and between AAL agents
the researcher. Notice also that only if (n−1) AAL agents collude to merge their
sub-shares can the private value of the n-th agent be revealed. Therefore, our
system guarantees (n − 1)-security.

Figure 2 gives an example of the above description for a system of three AAL
agents. In this example House1 has the private value v1 and produces three
numbers: r11, r12, r13. Then, it shares r12 and r13 with House2 and House3,
keeping r11 hidden. House1 receives two numbers (r21, r31) from the other AAL
agents. In then shares the computed Y1, so that FI can be computed by summing
all Yi. FI(Y1, Y2, Y3) computes the sum of all three AAL agents’ secret values.

The described secure summation protocol is suitable for computing medical
statistics and preserve privacy at the same time. The only constraint is that
the resulted outcome is a sum of the private values, thus the statistic equa-
tions should be converted in a summation form. The summation form results in
accurate values and not approximations, while simultaneously it can easily be
parallelised [3]. Besides, medical researchers typically use descriptive statistics
which utilise numerical descriptors such as mean and standard deviation. These
descriptors can easily be converted into a summation form, thus they can be
computed by our system.
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Fig. 2. The RASSP secure summation protocol.

5 Conclusions and Further Work

With this paper we experiment with privacy-preserving data mining that is
accessed not through specialized APIs and tools, but through statistical analysis
tools that are ubiquitous in data-driven research, such as the R language and its
statistical analysis libraries. In this manner, we are targeting the uptake of our
privacy-preservation infrastructure by the medical research community, as the
discussion around privacy preservation is mute if the data cannot be efficiently
and effectively used to achieve the medical research purpose.

Specifically, our first contribution is our architecture and its reference imple-
mentation. This architecture foresees the primitive instructions needed to re-
implement the elementary statistical methods so that they only access data via
a privacy-preserving protocol. The overall gist is that function arguments remain
the same, except for substituting data matrices with a specification of how to
select the data that each AAL agent will contribute to the distributed computa-
tion. The advantage is that more complex analysis and visualisation tools that
are built upon these elementary methods can remain unaffected by replacing
direct access to data with access via privacy-preserving protocols.

A further contribution is our review of secure multiparty computation, differ-
ential privacy , and homomorphic encryption approaches to justify and explain
assuming the former as the most appropriate basis for our personal health
record use case. Finally, we introduce RASSP, a secure summation protocol that
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computes sums within Benaloh’s composite secret sharing framework for secure
multiparty computation.

More complex instructions will be implemented as iterations of the primitive
sum operator. As this is bound to reduce the run-time efficiency of the system,
our next steps will be to integrate distributed computation concepts in order
to parallelise the computation. Chu et al. [3] propose using the map-reduce
framework to execute a variety of statistics, where the summation form of their
equations facilitates the distribution of their calculations. This approach will be
mapped to our architecture to improve the run-time efficiency of the system. A
further optimization step will be to execute simultaneously instructions when
there is no dependence between them. To achieve this, we will transfer from
the programming languages and distributed computation literature optimization
methods that can decide about the most efficient execution plan for a given
program with multiple calls to the primitive instructions. We will also need to
extend the current API of these instructions in order to allow multiple requests
to be made to the distributed AAL agents with one network transaction.

Another relevant on-going discussion in the community is the involvement of
humans in the data mining process itself [6] and when acting upon data mining
results [11]. Given the responsibility of the medical practitioner when using data
to make medical decisions, the uptake of our—and, in fact, any—privacy preserv-
ing protocol depends on the data consumers’ ability to apply checks and bounds
to the values that are allowed to participate in the computation. In this context,
a more ambitious goal is to extend the RASSP protocol so that the medical
researcher can specify what value ranges of the secret variables are reasonable or
useful and to have this range restriction guaranteed without having to trust the
AAL agents. To achieve this, we will experiment with variations of the current
RASSP protocol where the AAL agents can to some extend also check whether
their peers are (erroneously or maliciously) sharing sub-shares that add up to
out-of-range values. Since such AAL agent behaviour can corrupt the result or
obscure useful outliers, it undermines the trust that the researcher places on the
result. Our goal is to devise a system of cross-checks that makes it unlikely that
out-of-range values contribute to the sum undetected, but without compromising
the privacy-preserving nature of the protocol.
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Abstract. Today’s increasingly complex information infrastructures
represent the basis of any data-driven industries which are rapidly
becoming the 21st century’s economic backbone. The sensitivity of those
infrastructures to disturbances in their knowledge bases is therefore of
crucial interest for companies, organizations, customers and regulating
bodies. This holds true with respect to the direct provisioning of such
information in crucial applications like clinical settings or the energy
industry, but also when considering additional insights, predictions and
personalized services that are enabled by the automatic processing of
those data. In the light of new EU Data Protection regulations applying
from 2018 onwards which give customers the right to have their data
deleted on request, information processing bodies will have to react to
these changing jurisdictional (and therefore economic) conditions. Their
choices include a re-design of their data infrastructure as well as pre-
ventive actions like anonymization of databases per default. Therefore,
insights into the effects of perturbed/anonymized knowledge bases on
the quality of machine learning results are a crucial basis for success-
fully facing those future challenges. In this paper we introduce a series
of experiments we conducted on applying four different classifiers to an
established dataset, as well as several distorted versions of it and present
our initial results.

Keywords: Machine learning · Knowledge bases · Right to be
forgotten · Perturbation · Anonymization · k-anonymity · SaNGreeA ·
Information loss · Structural loss · Cost weighing vector · Interactive
machine learning

1 Introduction and Motivation for Research

Privacy aware machine learning [6] is an issue of increasing importance, fos-
tered by anonymization concepts like k-anonymity [14], in which a record is
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released only if it is indistinguishable from k other entities in the data set. How-
ever, k-anonymity is highly dependent on spatial locality in order to effectively
implement the technique in a statistically robust way, and in arbitrarily high
dimensions data becomes sparse, hence, the concept of spatial locality is not
easy to define. Consequently, it becomes difficult to anonymize the data without
an unacceptably high amount of information loss [1]. Therefore, the problem of k-
anonymization is on the one hand NP-hard, on the other hand the quality of the
result obtained can be measured at the given factors: k-anonymity means that
attributes are suppressed or generalized until each row in a database is identical
with at least k − 1 other rows [15]; l-diversity as extension of the k-anonymity
model reduces the granularity of the data representation by generalization and
suppression so that any given record maps onto at least k other records in the
data [12]; t-closeness is a refinement of l-diversity by reducing the granularity
of a data representation, and treating the values of an attribute distinctly by
taking into account the distribution of data values for that attribute [11]; and
delta-presence, which links the quality of anonymization to the risk posed by
inadequate anonymization [13], but not with regard to the actual security of
the data, i.e., the re-identification through an attacker. For this purpose, certain
assumptions about the background knowledge of the hypothetical enemy must
be made. In this work, we are going to measure the effects of the anonymization
of knowledge bases on the performance of machine learning algorithms in order
to give valuable feedback to data holders and anonymization providers.

Another challenge for data processing entities is increasingly imposed on
them by the law. At least within the European Union, where a new Data Pro-
tection Reform will apply from 2018 onwards, customers are given a right to
be forgotten, which means that an organization is obligated to remove a cus-
tomer’s personal data upon request. Since information in a modern, data driven
infrastructure is not only usable for the customer herself, but also constitutes
the basis for machine learning algorithms providing better insights and services,
this information loss might be problematic, if only in competition with com-
panies/organizations which do not fall under such jurisdiction. The ability to
quantify the effects of information loss by erasure of sensitive data is therefore
of great importance and the other core focus of our work.

2 Scenarios of Incurring Information Loss in Datasets

2.1 Selective Perturbation

Within a modern information infrastructure, several layers of data storage and
processing might be affected by the right to be forgotten. The first and probably
most benign impact would be the one on so-called Front-End databases; those are
customer-facing databases on the backend which handle the bulk of day-to-day
data transmissions and contain the customer’s data in full detail. Erasing a data
entry from this Front-end is therefore simple and of manageable consequences.

The second layer impacted by data erasure are archival and backup systems,
which are necessary in case of failures on the Front-end. Although data erasure
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does not pose any technical problem here either, it is necessary to consider it
on an organizational level in order to not inadvertently re-introducing already
“forgotten” items.

Significant problems are to be expected when executing selective data era-
sure on statistical databases or knowledge bases prepared for machine-learning.
Both kinds of DBs will usually not hold the original user information but merely
statistically relevant fragments of it; this difficulty is compounded by the fact
that in many cases it might not be technically necessary to even store a link
to the original data. In such cases is it not only impossible to delete the rele-
vant fragments from such data stores (not to mention the statistical/parametric
results obtained by algorithms working on them), but the whole databases might
have to be recreated upon every user deletion request. It is therefore absolutely
crucial to have an insight into the results of potential data perturbation, if only
to be able to redesign (parts of) an information infrastructure.

2.2 Tabular Anonymization

Figure 1 illustrates the original tabular concept of anonymization: Given an input
table with several columns, we will in all probability encounter three different
categories of data:

– Personal identifiers are data items which directly identify a person without
having to cross-reference or further analyze them. Examples are first and last
names, but even more so an (email) address or social security number (SSN).
As personal identifiers are dangerous and cannot be generalized (see Fig. 2) in
a meaningful way (e.g. one could generalize an email address by only retain-
ing the mail provider fragment, but the result would not yield much usable
information), this category of data is usually removed. The table shows this
column in a red background color.

– Sensitive data, also called ‘payload’, which is the kind of data we want to
convey for statistics or research purposes. Examples for this category would
be disease classification, drug intake or personal income level. This data shall
be preserved in the anonymized dataset and can therefore not be deleted or
generalized. The table shows this column in a green background color.

– Quasi identifiers (QI’s), colored in the table with an orange background,
are data that in themselves do not directly reveal the identity of a person,
but might be used in aggregate to reconstruct it. For instance, [16] mentioned
that 87 % of U.S. citizens in 2002 had reported characteristics that made them
vulnerable to identification based on just the 3 attributes zip code, gender
and date of birth. But although this data can be harmful in that respect, it
might also hold vital information for the purpose of research (e.g. zip code
could be of high value in a study on disease spread). The actual point of all
anonymization efforts is therefore to generalize this kind of information, which
means to lower its level of granularity. As an example, one could generalize
the ZIP codes 41074, 41075 and 41099 to an umbrella version 410**, as shown
in Fig. 3.
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Fig. 1. The three types of data considered in (k-)anonymization

Fig. 2. Example of a typical generalization hierarchy

As described in [5], k-anonymization requires that in each data release every
combination of values of quasi-identifiers must be identical to at least k − 1
other entries in that release, which can be seen as a clustering problem with
each cluster’s (also called equivalence class) quasi-identifier state being identical
for every data point. This can be achieved via suppression and generalization,
where suppression means simply deletion, whereas in generalization we try to
retain some usable value.

The process of generalization works through a concept called generalization
hierarchies, which form a tree, whose root denotes the most general value avail-
able for an attribute (usually the ‘all’ value) and then branches to more and
more specific occurrences, with its leafs representing the set of exact, original
values (see Fig. 2). In generalizing the original input value, one traverses the tree
from the leaf level upwards until a prerequisite is fulfilled. Usually, this comes
in the form of the k-anonymity requirement, so that we want to find a group of
other data entries whose generalized QI’s match the data point being processed.

Each level of generalization involves a certain cost in information loss, so we
do not want to construct our clusters in any random sequence but minimize the
overall information loss [2]. This makes k-anonymization an NP-hard problem
due to an exponential number of possible generalized QI combinations.
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Fig. 3. Tabular anonymization: input table and anonymization result

2.3 Graph (Social Network) Anonymization

Hitherto we were solely concerned with tabular data; however, as social networks
have gained huge popularity over the previous decade, and are widely applicable
in other areas as well, the question of how to efficiently anonymize networks has
gained ever more significance over the years.

As a start, one could see a graph just as a collection of nodes, where each node
contains some kind of feature vector, akin to the row in a data table. Adopting
that view, we could be tempted to simply ignore the existence of edges and apply
some kind of algorithm suitable to the anonymization of tabular data. The main
problem with this however lies in the fact that the structural environment of
a node (the constellation of its neighbors within the greater network) provides
some additional information. That is, even if we successfully (k-)anonymize the
feature vectors of a graph according to the methods described in the previous
chapter, we still run the risk of too much information remaining in the form of
a known local subgraph structure.

Consider Fig. 4 for example, in which the nodes of a graph have already
been k-anonymized into groups of size 3 and 7, respectively. In this figure, local
subgraphs (b) and (c) are actually (3)-anonymized, because as each node has the
exact same local neighborhood structure, the additional information of a node
possessing a degree of 0 (or 2) is of no additional value. For local subgraphs (a)
and (d) on the other hand, the additional information of a node being of degree
(x) has the potential to reveal its identity, meaning it is not indistinguishable
from its neighbors within the equivalence class any more.

Several methods have been proposed to make re-identification of nodes in
anonymized social graphs harder. [4] for example introduce the idea of vertex
addition to labeled and unlabeled datasets. While an algorithm on the former
remains NP complete, they provide an efficient (O(nk)) algorithm for unlabeled
data. Experimenting on several well known datasets, they show that commonly-
studied structural properties of the network, such as clustering coefficient, are
only minorly distorted by their anonymization procedure.

Person re-identification is both a hard and important problem in many dif-
ferent domains and is challenging. Most approaches aim to model and extract
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Fig. 4. Local subgraph neighborhoods as additional anonymization obstacle.

Fig. 5. Initial distribution of six selected data columns of the adult dataset.
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distinctive and reliable features. However, seeking an optimal and robust similar-
ity measure that quantifies a wide range of features against realistic conditions
from a distance is still an open and unsolved problem for person re-identification
techniques [17].

In order to develop protection techniques in social networks it is necessary
to consider three aspects [18]: (1) the privacy information which may be under
attack; (2) the background knowledge that an adversary may use to attack the
privacy of target individuals; and (3) a specification of the usage of the published
social network data so that an anonymization method can try to retain the utility
of the data as much as possible whilst the privacy is preserved.

The authors of [9] take the approach of adding edges to an edge-labeled
graph like the Netflix movie database (with users and movies being nodes
and edge weights representing movie ratings). They define tables as bipartite
graphs and prove NP-hardness for the problems of neighborhood anonymity,
i-hop anonymity and k-symmetry anonymity.

Campan [3], whose local subgraph problem we already encountered, proposed
a solution in the form of a greedy clustering algorithm which takes into account
not only the information loss incurred by generalizing features of nodes, but also
introducing a structural loss function based on the local neighborhood within
an equivalence class (and between them). The author of this thesis implemented
that approach utilizing GraphiniusJS and will demonstrate the algorithm in
Sect. 3.2 as well as the anonymized results in Sect. 4.

3 Experiments

The following sections will describe our series of experiments in detail, encom-
passing the data source selected, the algorithm used as well as a description of
the overall process employed to obtain our results.

3.1 Data

As input data we chose the adults dataset from the UCI Machine Learning repos-
itory which was generated from US census data of 1994 and contains approx-
imately 32,000 entries; from those 30,162 were selected after preprocessing. Of
the attributes (data columns) provided only one was deleted because it was also
represented by a column containing its numerical mapping (education => edu-
cation num). Figure 5 shows the attribute value distribution of the original input
dataset with the exception of the sample weights.

As one can see, there are several attributes with one value clearly dominating
the others; native-country being the most prominent example with the entry
for the United States dwarfing all other countries (which comes as no surprise
given the data origin). As anonymization generalizes different countries together
if necessary, it was interesting for the author to see how these distributions
would change under a relatively large k-factor. Figure 6 shows the same attribute
distribution with its values anonymized by a factor of k = 19. Although the



258 B. Malle et al.

Fig. 6. Anonymized distribution of six selected data columns of the adult dataset,
anonymization factor of k=19, equal weight for each attribute.

dominance of the United states was successfully “broken” by this method, in
several instances the generalized-to-all -value (*) now skews the data set even
more. Apart from the expected generalization information loss this is another
reason why one would assume worse results from a machine learning classifier
applied to an anonymized dataset.

3.2 Algorithm

SaNGreeA stands for Social network greedy clustering and was introduced by [3].
In addition to‘clustering’ nodes of a graph according to the minimum general
information loss (GIL) incurred as described in Sect. 2.2, this algorithm also
considers the structural information loss (SIL) incurred in assigning a node to
a certain cluster. The SIL quantifies the probability of error when trying to
reconstruct the structure of the initial graph from its anonymized version.
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GIL(cl) = |cl| · (
s∑

j=1

size(gen(cl)[Nj ])
size(minxεN (X[Nj ]),maxxεN (X[Nj ]))

+
t∑

j=1

height(Λ(gen(cl)[Cj ]))
height(HCj

)
)

where:
- |cl| denotes the cluster cl’s cardinality;
- size([i1, i2]) is the size of the interval [i1, i2], i.e., (i2 − i1);
- Λ(w), wεHCj

is the sub-hierarchy of HCj
rooted in w;

- height(HCj
) denotes the height of the tree hierarchy HCj

;

The total generalization information loss is then given by:

GIL(G,S) =
v∑

j=1

GIL(clj)

And the normalized generalization information loss by:

NGIL(G,S) =
GIL(G,S)
n · (s + t)

The SIL is composed of two different components: (1) the intra-cluster struc-
tural loss, signifying the error probability in trying to reconstruct the original
edge distribution within an equivalence class (= anonymized cluster), and (2) the
inter-cluster structural loss which represents the error probability in trying to
reconstruct the original configuration of edges between two equivalence classes.

For the exact mathematical definitions of SIL & NSIL the reader is kindly
referred to the original paper. Because the structural information loss cannot be
computed exactly before the final construction of clusters, the exact computa-
tions were replaced by the following distance measures:

Distance between two nodes:

dist(Xi,Xj) =
|{l|l = 1..n ∧ l �= i, j; bi

l �= bj
l |

n − 2

Distance between a node and a cluster:

dist(X, cl) =
∑

Xjεcl dist(X,Xj)
|cl|

The algorithm starts with initializing a first cluster by a randomly choosing a
node. Then, for every new node encountered, the weighted sum of the above two
information loss metrics will yield a certain overall information loss in case the
node was added to that cluster - the candidate with minimal information loss
is then added to the cluster. This process is repeated until the cluster reaches
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a certain constraint (e.g. size :=k -factor) upon which another random node is
chosen to constitute the next cluster. This procedure is repeated until all nodes
have been assigned; if a cluster of size <k should remain, its member nodes are
dispersed accordingly.

Since the algorithm does not take all possible node combinations into account,
but simply chooses an arbitrary node and compares all the candidates in a loop,
the algorithm runs in quadratic time w.r.t. the input size in number of nodes.
This worked well within milliseconds for a problem size of a few hundred nodes,
but took up to 60 mins. on the whole adult dataset.

In implementing and demonstrating this algorithm, the authors intended
to recreate the original paper’s experiment. However, as no suitable real-world
graph structure was available to the authors at the time of this writing and any
artificially generated network would result in dubious results for the classification
tasks applied, we decided to leave out the structural component of the algorithm
and focus only on the generalization information loss for this paper, leaving the
entire approach to future research initiatives.

3.3 Process

To examine the impact of perturbation and anonymization of datasets on the
quality of a classification result, we designed the following processing pipeline:

1. Taking the original (preprocessed) dataset as input, we transformed its
attributes to boolean values, so instead of native-country − > United-States
we considered United-States − > yes/no.

2. We then ran 4 different classifiers on it and computed precision, recall as well
as F1 score. The four classifiers used were gradient boosting, random forest,
logistic regression and linear SVC.

3. From the obtained results we extracted the 3 attribute values most contribut-
ing to a “positive” (>50k) result as well as the top 3 attribute values indi-
cating a “negative” (<=50k) prediction as depicted in Fig. 7

4. For each of these 6 attribute values, we subsequently deleted a specific per-
centage of data rows containing that value from the original dataset, resulting
in 30 reduced datasets. The 5 percentages used were 0.2, 0.4, 0.6, 0.8 as well
as 1.0.

5. To each of those datasets we re-applied the four chosen classifiers successively
and recorded the respective impact on the quality of the classification result.
The results can be seen in Figs. 9 and 10.

6. In order to measure the effects of k-anonymization on classifier performance,
we used the SaNGreeA’s GIL component described in the following section
to generate datasets with a k-factor of k = 3, k = 7, k = 11, k = 15 as
well as k = 19. Furthermore, we used each of these settings with 3 different
weight vectors: (1) equal weights for all attributes, (2) age information pre-
ferred (ω(age) = 0.88, ω(other attributes) = 0.01) and (3) race information
preferred (ω(race) = 0.88, ω(other attributes) = 0.01). We then re-executed
all classifiers on the resulting 15 datasets and recorded the respective results,
which can be seen in Fig. 8.
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4 Results and Discussion

We expected a steady decline in the quality of classification results over all
three scenarios: (1) anonymization of datasets, (2) perturbation by selectively
deleting attribute values of positive significance w.r.t the result, (3) perturbation
by selectively deleting attribute values of negative significance w.r.t the result.

The actual results satisfied our expectations only in the first two cases, with
the shape of the actual outcomes being a little bit surprising. As can be seen
in Fig. 8, the F1 score of all algorithms applied declines more drastically at the

Fig. 7. The attribute values of the adult dataset which contribute most posi-
tively/negatively to the classification result. The columns to the right strongly indicate
a yearly income of above 50 k, whereas the columns to the outer left indicate a yearly
income of below 50 k. The least significant columns in the middle part were cut out.
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Fig. 8. The impact of anonymization on the F1 score of different classifiers

beginning, with more benign further losses as the k-factor of anonymization
increases. Whereas the F1 curves for gradient boosting, linear SVC and logistic
regression approximate a 1/x curve, the random forest classifier reacts more
sensitively to even slight anonymization, but seems to stay more robust with
higher values of k.

Considering the exact performance, Linear SVC and logistic regression
yielded the worst outcomes under anonymization, which is not further surprising
given their lower scores on the original input data to begin with.

As far as the second case is concerned (Fig. 9), our experiments showed the
expected drop in algorithm performance, although the impact shows a different
behavior: In the case of deleting rows with capital gain values of >2000 US-
Dollars, the decline seems to be linear, whereas for the other two attribute values
the performance seems to collapse with higher rates of erasure. Moreover, this
behavior is more or less the same for all applied algorithms. This seems to
point to the fact that especially significant attribute values can uphold a good
performance even in low quantities.

The only real surprise occurred with applying our classifiers to the datasets
perturbed by deleting percentages of attribute values indicating a low yearly
income (Fig. 10). As with scenario 2 we expected to see a progressive decline in
performance - but with all classifiers the results either stayed approximately the
same or even improved in some cases (please consider the extremely narrow scale
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Fig. 9. The impact of perturbation (selectively deleting quantiles of rows containing one
of the TOP 3 positively contributing attributes) on the F1 score of different classifiers

in the respective plots). As the classification score is dependent on (in-)correctly
classifying both positive and negative outcomes, this seems rather surprising and
will require further investigation.

5 Open Problems Future Challenges

– Explain the unexpected behavior for the datasets perturbed by selectively
deleting rows containing the TOP 3 negatively contributing attribute values.

– Find a natural dataset which already contains a graph structure emerged
in the real-world rather than a graph generator. We assume that for many
modern applications the experiments conducted in this work would be highly
relevant to social network analysis and anonymization, and we are planning
to conduct such a research effort in a sequel to this investigation.

– Consider the structural information loss on a suitable real-world graph
and re-apply our methodology to that data-structure. Once realistic results
have been obtained, the effects of the same algorithm on artificially generated
graphs might be examined, offering another perspective on the information con-
tent/structure introduced into datasets by different types of such generators.
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Fig. 10. The impact of perturbation (selectively deleting quantiles of rows containing
one of the TOP 3 negatively contributing attributes) on the F1 score of different
classifiers

– Analyze the exact influence different kinds of information loss due to
anonymization/perturbation have on the different algorithms. In this work, we
have only chosen a series of classifiers to demonstrate our approach. However,
other classes of machine learning algorithms might yield interesting results as
well, and we are motivated to conduct such future research ourselves.

– Interactive machine learning. We have, amongst other settings, experi-
mented with different weight vectors in our approach regarding anonymiza-
tion. However, such parameters do not easily lend themselves to be produced
by an algorithm, since minimizing an artificial metric of information loss does
not produce safe datasets in itself. Moreover, data utility is highly depen-
dent on the specific area of application; therefore choosing parameters with
regard to the particular demographic and cultural clinical environment is best
done by a human agent. The problem of (k-)anonymization thus represents
a natural application domain for interactive Machine Learning (iML) with a
human-in-the-loop [7,8,10]. The authors will strive to design and implement
such experiments in the future.
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6 Conclusion

This paper examined the question of how different ways of perturbing or
anonymizing knowledge bases would influence the results of machine learning
algorithms applied to those datasets. We have seen that newly introduced regu-
lations (inside the European Union) as well as data privacy concerns of database
owners naturally lead to the challenge of minimizing the cost/efficiency impact
of those requirements not only on the technical, but also the machine learning
infrastructure of affected businesses and organizations. Consequently, we con-
ducted a series of experiments to simulate the decline in the F1 score of several
classification algorithms on an established dataset. Our results show that selec-
tive deletion of valuable data items is less destructive than general anonymiza-
tion, so that complying with regulations concerning the “right to be forgotten” is
still preferable to taking preemptive steps to de-identify personal information in
databases. Our results are highly selective however and should be corroborated
by applying a wider spectrum of algorithms to larger, more diverse datasets.

References

1. Aggarwal, C.C.: On k-anonymity and the curse of dimensionality. In: Proceedings
of the 31st International Conference on Very Large Data Bases VLDB, pp. 901–909
(2005)

2. Aggarwal, G., Feder, T., Kenthapadi, K., Motwani, R., Panigrahy, R., Thomas,
D., Zhu, A.: Approximation algorithms for k-anonymity. J. Priv. Technol. (JOPT)
(2005)

3. Campan, A., Truta, T.M.: Data and structural k -anonymity in social networks.
In: Bonchi, F., Ferrari, E., Jiang, W., Malin, B. (eds.) PinKDD 2008. LNCS, vol.
5456, pp. 33–54. Springer, Heidelberg (2009)

4. Chester, S., Kapron, B., Ramesh, G., Srivastava, G., Thomo, A., Venkatesh, S.:
k-anonymization of social networks by vertex addition. ADBIS 2(789), 107–116
(2011)

5. Ciriani, V., Capitani, D., di Vimercati, S., Foresti, S., Samarati, P.: κ-anonymity.
In: Yu, T., Jajodia, S. (eds.) Secure Data Management in Decentralized Systems.
Advances in Information Security, vol. 33, pp. 323–353. Springer, US (2007)

6. Duchi, J.C., Jordan, M.I., Wainwright, M.J.: Privacy aware learning. J. ACM
(JACM) 61(6), 38 (2014)

7. Holzinger, A., Plass, M., Holzinger, K., Crisan, G.C., Pintea, C.M., Paladem, V.:
Towards interactive machine learning (iml): applying ant colony algorithms to
solve the traveling salesman problem with the human-in-the-loop approach. In:
Buccafurri, F., Holzinger, A., Kieseberg, P., Tjoa, A.M., Weippl, E. (eds.) CD-
ARES 2016, LNCS, vol. 9817, pp. X-XY. Springer, Heidelberg (2016)

8. Holzinger, A.: Interactive machine learning for health informatics: when do we need
the human-in-the-loop? Brain Inform. (BRIN) 3(2), 119–131 (2016)

9. Kapron, B., Srivastava, G., Venkatesh, S.: Social network anonymization via edge
addition. In: 2011 International Conference on Advances in Social Networks Analy-
sis and Mining (ASONAM), pp. 155–162. IEEE (2011)
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