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Preface

The Workshop on e-Business (WeB) is a premier annual workshop on e-business and
e-commerce. The purpose of the workshop is to provide an open forum for e-business
researchers and practitioners worldwide to explore and respond to the challenges of
next-generation e-business systems, share the latest research findings, explore novel
ideas, discuss success stories and lessons learned, map out major challenges, and
collectively chart the future directions of e-business. Since its inception in 2000, the
WeB workshop has attracted state-of-the-art research and followed closely the devel-
opments in the technical and managerial aspects of e-business. The 14th Annual
Workshop on e-Business (WeB 2015) was held in Fort Worth, Texas, on December 12,
2015. The workshop provided an interactive forum by bringing together researchers
and practitioners worldwide to explore the latest challenges of next-generation
e-business systems and the potential of service computing and big data analytics.
Original research articles addressing a broad coverage of technical, managerial, eco-
nomic, and strategic issues related to e-business, with emphasis on service computing
and big data analytics, were presented at the workshop. These articles employed var-
ious IS research methods such as case study, survey, analytical modeling, experiments,
computational models, design science, etc.

The theme of WeB 2015 was “Leveraging Service Computing and Big Data
Analytics for E-Commerce.” With the advances in high-speed connectivity and ability
to deliver services seamlessly over the Web, service computing is not only reshaping
how businesses operate and create new business solutions, but also transforming how
e-business systems are designed, developed, and deployed. The global nature of service
computing presents various opportunities and challenges, as well as creating a new
economic structure for supporting different e-business models. At the same time, in this
connected world, there is an explosion in the amount of data being created and col-
lected, and big data analytics is increasingly being used by organizations to gain
competitive advantage. Big data is changing the face of e-commerce by impacting all
aspects of the business, be it inventory management, pricing, customer relationship
management, new product/service innovation, and meeting customer demands. Big
data analytics initiatives require considerable investment on infrastructure, tools, and
technologies. While large organizations with adequate resources are able to capitalize
on big data analytics, smaller companies are at a disadvantage. However, by providing
big data analytics as Web services, companies of any size can gain access to these
services and utilize them to support real-time decision-making, manage fraud, optimize
pricing, and provide better customer service. Thus, leveraging service computing and
big data analytics has great potential in transforming e-business operations for large
and small businesses alike. WeB 2015 provided a forum for scholars to exchange ideas
and share results from their research on service computing and big data analytics for
e-commerce.



We received 45 submissions and each submission was reviewed by three reviewers.
The Program Committee co-chairs had a final consultation meeting to look at all the
reviews and make the final decisions on the papers to be accepted. We accepted 12
papers (26.7 %) as long/regular papers and 16 short papers.

We would like to thank all the reviewers for their time, effort, and completing their
review assignments on time despite tight deadlines. Many thanks to the authors for
their contributions.

January 2016 Vijayan Sugumaran
Victoria Yoon

Michael J. Shaw
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The original version of the book was revised:
In the original publication of this book the
conference numbering was incorrect.
In the subtitle “15th Workshop on e-Business”
has now been corrected to “14th Workshop
on e-Business”. The erratum to the
book is available at
https://doi.org/10.1007/978-3-319-45408-5_29
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Sentiment Analysis of Twitter Users
Over Time: The Case of the Boston

Bombing Tragedy

Jaeung Lee1(&), Basma Abdul Rehman2, Manish Agrawal3,
and H. Raghav Rao4

1 Department of Computer Information Systems,
College of Business, Louisiana Tech University,

P.O. Box 10318, Ruston, LA 71272, USA
mgmtjake@gmail.com

2 Department of Management Science and Systems,
School of Management, State University of New York at Buffalo,

325 Jacobs Management Center, Buffalo, NY 14260, USA
3 Department of Information Systems Decision Sciences,
Muma College of Business, University of South Florida,

4202 E. Fowler Avenue, BSN 3403, Tampa, FL 33620, USA
4 Department of Information Systems and Cyber Security,

College of Business, The University of Texas at San Antonio,
One UTSA Circle, San Antonio, TX 78249, USA

Abstract. Social Network Services (SNS), for example Twitter, play a sig-
nificant role in the way people share their emotions about specific events.
Emotions can spread via SNS and can spur people’s future actions. Therefore,
during extreme events, disaster response agencies need to manage emotions
appropriately via SNS. In this research, we investigate the Twitter verse asso-
ciated with an event - the Boston Bombing context. We focus on tweets in the
context of hazard-describing keywords (Explosion, Bomb), important event
timelines, and the related changes in emotions over time. We compare the
results with a corpus of tweets collected at the same time that are not associated
with the above hazard- describing keywords. A sentiment analysis shows anger
was the most strongly expressed emotion in both groups. However, there were
statistical differences in Anxiety and Sadness among the two groups over time.

Keywords: Social media � Big data � Emotion spread � Announcement �
Disaster response

1 Introduction

The emergence of Social Network Services (SNS) has provided an additional option for
people to share their personal emotions regarding specific events. Before the emergence
of SNS, due to the restriction of communication channels, people could primarily share
their emotions while they were physically close to people such as family members or
friends via traditional media (phone, letter, or personal face to face meetings). These

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 1–14, 2016.
DOI: 10.1007/978-3-319-45408-5_1



traditional communication channels limited the diffusion of emotions. The advent of
SNS has provided new opportunities that enable people to express their emotions
without any time or location restrictions and have allowed the spread of expressed
emotions over a much larger footprint.

In the SNS platform, people’s emotions can be expressed via SNS postings. These
postings that include people’s emotions have been found to be significant factors in
various social actions. For instance, prior literature in this field has studied the impact
of emotions on the public in the context of various disaster events. According to
Pacherie [1], emotions are often portrayed as motivational forces of action or as the
stimuli for action. Emotions that diffuse through SNS can also spur the future action of
users. This is one of the main reasons why managing emotions in SNS is important and
needs to be handled appropriately.

Especially, when people express negative emotions such as anger, sadness and
anxiety, the mitigation of such emotions is important for disaster response authorities.
This is because propagated negative emotions can spur unexpected negative actions.
The motivation of this study is to understand the various characteristics of SNS
messages during extreme events, such as emotion differences between different types of
related tweets, the impact of announcements on emotions, the impact of announce-
ments or news on expressed emotions. We are also interested in understanding the
pervasive emotions during the extreme event, in order to provide valuable information
to disaster response authorities. By using the results of this study, disaster response
authorities can develop plans to mitigate public chaos and prepare for unexpected
future behaviors by citizens.

The literature on emotion contagion in online communication [2, 3], has docu-
mented that the emotions of online communication users are influenced by online posts
or messages of their online friends. Kramer [4] has addressed this emotion contagion in
the context of SNS - when an SNS user posts a message, words used by him/her
influence later word selection by their friends. That is, people’s emotions could also be
affected by the words used by SNS users. The literature on social information pro-
cessing points out that in text based interaction, people may describe their thoughts,
emotions, or attitudes by selecting their word and punctuation use [5].

Because of the characteristics of SNS, diffusion of emotions in the SNS environ-
ment is faster and broader than that of traditional communication channels [6]. The
implication is that during extreme events, if related disaster response authorities such as
police departments, and law enforcement agencies cannot deal with the spread of
emotion in a timely manner, consequences of this diffusion can be much more difficult
to manage. Therefore, investigating expressed negative emotions is an important issue
[7]. Back et al. [8] studied emotion changes through the timeline of the World Trade
Center terrorist attack. They explained that announcements and news about the incident
impacted people’s expressed emotions which were distributed by text pagers. Around a
decade later, people are using SNS instead of text pagers. SNS increase accessibility
and diversity of information about any event.

In this research, we explore negative emotions (anger, anxiety, and sadness)
expressed in Twitter space during one extreme event - the Boston bombing tragedy of
2013. Our research questions are (1) Are there emotional differences between types of
tweet that are specifically related to the incident and those that are not specifically
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related to the incident? (2) Do incident related announcements or news have an impact
on people’s emotions? (3) What type of negative emotions are presented more during
terrorist attacks?

In order to answer our research questions, we focused on the Twitter messages that
were created by Twitter users and captured during the incident. Many news media
channels broadcasted the actual situation about the Boston tragedy in real time and
people could obtain and share real time information via SNS. We assume that during
the 5 days of the event period (from the time that the bombing happened to the time
that the suspect was captured), announcements or news regarding the incident impacted
people’s expressed emotion on SNS.

We separated the Boston bombing related Twitterverse into two spheres: one which
focused on messages specifically related to the bombing and the explosion (Include the
keywords “bomb” and “explosion”), while the second concentrated on messages not
specifically focused on the incident but collected at the same time and which were
related to Boston or the Boston marathon incident. In addition, by analyzing tweet
messages collected hourly, we studied the impact of event-related announcements or
news on expressed negative emotions (anger, anxiety, and sadness) as displayed on
SNS.

The rest of this paper is organized as follows. First, we discuss the background and
related literatures. Second, we explain the technique we used for sentiment analysis of
emotions, Next, we introduce the data sets used in this research and describe the
analysis and results. Finally, we conclude with a discussion of the potential implica-
tions and contributions of our research.

2 Research Background and Literature Review

2.1 Boston Marathon Bombing Tragedy

The Department of Homeland Security (DHS) reported that at 2:49 PM on April 15,
2013, two pressure cooker bombs (Improvised Explosive Device) placed near the 2013
Boston Marathon finish line exploded within seconds of each other, resulting in a death
toll of three and injuries to more than two hundred people. On April 18th, the Federal
Bureau of Investigation (FBI) identified Tamerlan Tsarnaev and Dzhokhar Tsarnaev as
the primary suspects in this tragedy and released photographs and surveillance videos
of them. One suspect, Tamerlan Tsarnaev, was shot during his encounter with the
police and died shortly in Watertown, Massachusetts. The other suspect, Dzhokhar
Tsarnaev, who ran away from the scene was caught the following day at 8:50 PM on
April 19th [9].

When the explosions occurred near the finish line, around 5,700 runners were still
in the race. Within 1 min, the event had been announced on SNS. During the period
(April 15 – 19), many messages about the bombing incident were propagated via SNS,
especially on Twitter. The messages created benefits as well as confusion among the
public. There were a myriad of tweets that mentioned the incident itself, and gave
actionable information that provided real time information to the public, information
about tracking suspects providing useful clues. However, they also contributed to the

Sentiment Analysis of Twitter Users Over 3



apprehensions of law enforcement agencies because of the messages, which spread
negative emotions such as anger, anxiety, and sadness to the public. Moreover, as these
tweets were diffused the embedded emotions in the messages were also propagated.

2.2 Emotions

Many English language emotion analysis studies have applied Ekman’s 6 basic
emotion types [10–12] to classify people’s sentiment from text based documents [13,
14]. The 6 basic emotions consist of Surprise, Happiness, Anger, Fear, Disgust, and
Sadness. In this paper we focus on the three negative emotions, anger, fear and sadness:
Anger is an emotion that includes an uncomfortable response to a perceived (or real)
grievance [15].; Fear can be explained as being afraid of something and this is caused
by being aware of danger [16]; sadness is the opposite emotion of happiness [17]. We
suggest that the three negative emotions Anger, Fear (Anxiety), and Sadness help in
understanding the tragedy better. We do not consider “disgust” among the list of
emotions to study - “feelings of disgust are often immune to rationality” [18].

2.3 Emotional Contagion

“Emotional contagion” is described as “a process in which a person or group influences
the emotion or behavior of another person or group through the conscious or uncon-
scious induction of emotional states and behavioral attitudes [19].” Recently, Vijay-
alakshmi and Bhattacharyya [20] pointed out that emotions and emotional contagion
are being increasingly considered as important factors which influence individual
behavior. Burke et al. [21] mention that people’s interactions within the SNS can mirror
the manner in which people interact with others in their offline lives. Moreover, in the
SNS, people need to pay more attention to emotions and emotional contagion than in
the offline environment. As we mentioned earlier, development of SNS eliminates time
and location restrictions and allows people to express their emotions across a much
wider audience. The degree of negative emotion contagion via SNS is also uncon-
trollable if disaster response authorities cannot manage contagious emotions in a swift
manner. Therefore, understanding the pattern of emotion changes and the impact of
external factors such as announcements or news during the extreme event situation is
essential.

2.4 Warning Sign Words

According to Ma et al. [22] signal words have a relationship to a person’s emotional
levels (perceived hazard level). When there is a human participant in the context of
specific signal word, the emotion of the participant regarding an action-related target is
different. For example, when participants played in a shooting game, emotions of the
participants that were told about armed targets compared to unarmed targets were
different [23]. In addition, when people were showed words which described risky
environmental events, their psychological response was different [24]. This indicates
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that the use of keywords (directly related to incident) in the SNS messages can reflect
on peoples’ emotions and may show different levels of negative emotions regarding the
specific event compared to when messages do not contain event related keywords.

3 Methodology

3.1 Data Collection

On April 15th 2013, the race day turned deadly for Boston as two bombs went off near
the finish line of the marathon, killing 2 spectators and injuring more than 260 people.
Almost 4 h after the occurrence of this incident, we started collecting the data from
Twitter using a custom tool developed for Twitter data collection. This tool uses the
Twitter Streaming Application Program Interface (Twitter API) that helped us collect
live feeds from Twitter. There were three keywords that were particularly of interest to
us - “Boston”, “BostonMarathon” and “BostonBombing”. The search for Twitter feeds
was based only on these three keywords. The data collection for the four-hour window
that was missed out on initially (from 15th April 2013 18:52 GMT to 15th April 2013
21:53 GMT) was captured using a third party software called Topsy. Using Topsy, a
hashtag-based search was performed using the same three keywords as mentioned
above. This was to ensure uniformity in the data collection.

A total of 1,149,678 tweets were collected for this five-day period. The data was then
separated into 2 major categories: one that included the keywords “explosion” and/or
“bomb” (henceforth referred to as EB set), the other which did not include the keywords
(henceforth referred to as non-EB set). For the simplification of the analysis of the data,
we further divided the dataset in an hourly fashion (108 h which encompasses our 5 day
dataset). Table 1 below indicates the details of the count of tweets by day:

3 emotions were analyzed in the tweets – Sadness, Anger and Anxiety. We used
Linguistic Inquiry and Word Count (LIWC) based sentiment analysis to chart out
graphs for the three emotions mentioned and catalogued them separately for the EB and

Table 1. Message description

4/15 4/16 4/17 4/18 4/19 Total
number
of tweets

(1) Number of
tweets (with
keywords EB)

146,601
(12.75%)

139,431
(12.13%)

48,278
(4.20%)

77,450
(6.74%)

43,239
(3.76%)

454,999
(39.58%)

(2) Number of
tweets (without
keyword -
nonEB)

61,328
(5.33%)

391,169
(34.02%)

63,737
(5.54%)

109,154
(9.50%)

69,291
(6.03%)

694,679
(60.42%)

(1) + (2) 207,929
(18.09%)

530,600
(46.15%)

112,015
(9.74%)

186,604
(16.23%)

112,530
(9.79%)

1,149,678
(100%)
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non-EB datasets. The hourly transition of tweets for the 108 h period was the next step
in data collection. For each emotion and every hour, we analyzed the transition of
emotion and classified it either as peak (rise in value) or trough (decline in value).
Peaks and troughs were based on the delta values (change in value of an emotion). This
was carried out for the entire 108 h period, for the five day period and for all three
emotions. Delta values of only 40 % and above were considered for the non-EB dataset
and 50 % and above were considered for the EB dataset. Major events of every day
during the 5-day period of the Boston Bombing incident were identified using these
delta values. The content analysis was then performed taking into consideration the
delta values and the time and event corresponding to these delta values.

3.2 Sentiment Analysis

In order to investigate the impact of keywords (use of Bomb or Explosion) directly
related to the Boston bombing tragedy on people’s expressed emotions, we conducted
sentiment analysis using hourly collected tweet messages. The vital task carried out by
sentiment analysis is to identify how sentiments are expressed in the texts or messages
[25]. According to Stieglitz and Krüger [26], “this method is based on natural language
processing, computational linguistics, and text analytics to identify and extract sub-
jective information in different kinds of source materials.”

In order to extract the sentiment of tweets automatically, we selected the LIWC
2007 software [27], because the LIWC based sentiment analysis has been previously
conducted to analyze conversations that use instant messages, articles, or twitter
messages [28–30]. LIWC is a text analysis software which has been developed to
measure inherent emotions in the text using a psychometrically validated dictionary.
This provides us with the rate of negative emotion word use in the messages by
calculating their relative frequency based on the categorized dictionary.

For the three selected emotion types: anger, anxiety, and sadness, we captured the
significant emotional changes in both EB and non-EB groups. In the process, we
applied thresholds of more than 50 % of emotion change for EB and more than 40 %
of emotional change for non-EB to analyze significant changes. Based on the results of
sentiment analysis, we explored the expressed negative emotional differences between
EB and non-EB groups in hourly time slices.

3.3 Content Analysis

Based on the published timelines of the Boston Bombing tragedy [31, 32], we per-
formed content analysis. Two English speaking graduate students analyzed tweet data
that was separated as EB and non-EB. We selected all announcements about the
bombing itself as a major event on all days of EB and non-EB groups. For example, we
decided on the following event as an announcement on day 2 for group of EB.

2 PM – 8 PM: FBI bulletin states that bombs were made by packing explosives,
shrapnel and nails into pressure cookers. They are still unaware as to who detonated
them and why.
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The Number of Keywords used in the 2nd day’s group of EB tweet messages.
FBI – 3353, Shrapnel – 36861, Pressure cooker – 6665, Detonate – 248, Bomb –

140471
Subsequently, using content analysis results (from EB and non-EB), we analyzed

hourly sentiment analysis results to investigate the impact of the announcement on
expressed emotion change in SNS.

4 Analysis Result

In this section, we present analysis results to answer our 3 research questions:
First we investigate the first research question - “Are there emotional differences

between two types of tweets specifically related to the incident and not specifically
related to the event?” and the third research question “What type of negative emotions
are presented more during the terrorist attack?”

In order to answer the above two research questions, we compared consolidated
means of the three expressed emotions during the 5 days, for both EB and nonEB
groups; we then ran Analysis of Variance (ANOVA). Table 2 shows ANOVA results
between two groups (EB and non-EB) for three negative emotions and the percentage
mean value of each expressed emotion. The mean value of each emotion calculated by
considering all of each emotion’s expressed sentiment score during the incident.

The consolidated mean shows that anger was the most highly expressed emotion
during the 5 days. Consolidated mean of Anger was 1.465 % and this was around 2.5
times higher than any other emotion. This indicates that during the Boston bombing
tragedy people expressed anger via the SNS more than Anxiety and Sadness.

This can be compared with other extreme event study cases, studied in prior lit-
erature, such as natural disaster (Japan earthquakes) [33] and another terror event (911
tragedy) [8]. In the case of natural disaster events, people expressed fear and anxiety on
SNS rather than unpleasantness and anger. In addition, emotion expression regarding
the 911 terrorist attacks showed that anger was the most strongly expressed emotion
during the event period on the text pagers network. Our result confirmed that expressed
emotions reflect the characteristic of the extreme event. For instance, terrorist attacks
mostly made people angry, but on the other hand, natural disaster incidents made
people worry about others and these emotions are clearly expressed on SNS.

Moreover, Table 2 shows whether the mean difference between the EB group and
the non-EB group was statistically significant for three negative emotions (Anger,
Anxiety and Sadness). The result indicates that for Anxiety and Sadness there are

Table 2. Analysis of variance result by group

Consolidated
mean

Mean of
EB

Mean of
non-EB

Mean
square

F p

Anger 1.465 1.610 1.320 4.226 2.449 0.119
Anxiety 0.536 0.474 0.597 20.321 12.26 0.001
Sadness 0.652 0.335 0.969 0.759 134.97 0.000
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statistically significant differences in the expressed emotion between EB and non-EB
groups (F = 12.26, p < 0.01, F = 134.97, p < 0.001). In addition, both Anxiety and
Sadness were expressed higher (0.597 % and 0.969 %) when people did not include
E&B keywords, which were directly related to the Boston bombing event. This implies
people might avoid expressing emotions like anxiety and sadness in direct relation to
extreme event related keywords.

Results for anger show that there is no statistically significant difference between
the EB group and the non-EB group (F = 2.449, p > 0.05). This indicates that the
emotion, anger, might not be impacted by the people’s use of keywords. We interpreted
this result as being derived from the characteristics of the extreme event. Since the
Boston Bombing tragedy had infuriated people, the enhanced level of this anger could
not be controlled, and this is what the SNS users expressed on SNS. An implication is
that, if the disaster response authorities wish to mitigate people’s expressed emotion,
coping strategies needs to be separated between Anger and the other 2 emotions.

Table 3. shows ANOVA results by the day for three negative emotions, as well as
the percentage mean value of each expressed emotion. The result indicates that for all
three emotions (Anger, Anxeity, Sadness), there are statistically significant expressed
emotion differences during at least one of the five days (F = 5.706, p < .001, F = 3.002,
p < 0.05, 11.698, p < 0.001).

In order to investigate the impact of announcements or news on expressed emotions
on SNS, we performed content analysis using hourly data collected during the 5 days of
the Boston marathon bombing related tweet messages. By mapping the important event
related announcements or news to the expressed sentiment change we can perhaps
answer the remaining two research questions - “Do incident related announcements or
news have an impact on people’s emotions?” and “How long does it take those
announcements or news to impact actual expressed emotions?”

4.1 Day 1

According to the content analysis results from both Groups of EB tweet data set and
non-EB tweet data set, the major event for day 1 was the announcement that there were
explosions in front of the Boston marathon finish line. Boston.com reported this as “2:
49 pm: There is an explosion in front of Marathon Sports on Boylston Street, close to
the Marathon finish line. Thirteen seconds later and a block away, there is a second
explosion in front of the Forum restaurant. Three people are killed, 282 are injured.”

Table 3. Analysis of variance result by days

Consolidated
mean

Mean
of
day1

Mean
of
day2

Mean
of
day3

Mean
of
day4

Mean
of
day5

Mean
square

F p

Anger 1.401 1.059 1.752 1.990 1.327 0.878 9.608 5.706 0.000
Anxiety 0.532 0.510 0.560 0.613 0.537 0.441 0.189 3.002 0.020
Sadness 0.655 0.665 0.947 0.714 0.628 0.320 2.420 11.698 0.000
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EB sentiment analysis result for day 1 showed peaks for all three emotions: anger,
anxiety and sadness 4–5 h after the event happened. The change in emotion for anger,
anxiety and sadness increased by 500 %, 112 % and 330 % respectively around 4 h
after the incident. This indicates that the news about the bombing tragedy affected the
change in all three emotions 4 h after the actual event.

Non-EB results also showed similar result for all three emotions. These three
emotions significantly changed compared to the emotions expressed in the previous
hours. The level of anger, anxiety, and sadness increased by 45.57 %, 44 %, and
77.05 % respectively also around 4–5 h after the actual event. The result of day 1 for
both groups indicates that around 4–5 h later people’s emotions were expressed on
SNS and the degree of emotion change on keyword usage was much larger than that of
non-keyword use group.

4.2 Day 2

For both the EB group and the non-EB group, we selected the announcement that
“bombs were made by packing explosives, shrapnel and nails into pressure cookers.
They are still unaware as to who detonated them and why.” as a major event. This
announcement started from 6 pm (GMT) and one emotion, anger, showed significant
emotion change during the time period between 6 pm (GMT) and 8 pm (GMT). EB
results showed that emotion change for anger showed both peaks and troughs in
succession. Right after the announcement, a delta value of anger increased by 89.75 %
then suddenly plunged to –85.11 % in the next hour. We assumed that the announced
unclear information such as “unawareness” of reason and “suspicion” impacted peo-
ple’s emotions. For the non-EB group around 5–6 h after the announcement, 10 pm
(GMT), there was a rise in the emotions of anxiety (52.83 %) and sadness (74.31 %).
We interpret that levels in anxiety change occurred as a result of the broadcast about
unawareness of the reason and suspects. However, we do not have an appropriate
reason to explain the change in sadness.

4.3 Day 3

On day 3 a major announcement about the incident was “Several media outlets, starting
with the CNN, report that an arrest has been made; BPD and FBI deny the report”.
Although the level of expressed emotion for anxiety and sadness were very low, EB
results showed continuous fluctuation in all three emotions. Moreover, the non-EB
results also reveal similar patterns regarding fluctuation of anxiety and sadness during
the 4 h time period from 6 pm (GMT). This indicates that the diffused unverified
information impacted people’s negative emotions. However, when people did not
include directly related keywords (E&B) in the message, anger did not have large
fluctuations like the other emotions.

4.4 Day 4

Around 9 pm (GMT), FBI published surveillance photos of the bombing suspects and
media around the world started broadcasting this announcement to the public. From
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both EB and non-EB results, we observed decreased negative emotions. The EB result
shows that 1–2 h after the announcement, the levels of anxiety (–79.17 %) and sadness
(–86.36 %) dropped compared to the levels before the announcement. In addition, the
non-EB result showed that within 2 h of the announcement all three negative emotions
anger (–46.63 %), anxiety (–44.44 %), and sadness (–67.03 %) decreased compared to
before the announcement. We surmised that by making the announcement, FBI had
reduced the uncertainty about suspects.

4.5 Day 5

The early morning 7 am (GMT) announcement about the investigation situation and
the alert “Boston, Watertown has issued a ‘shelter in place’ advisory asking residents to
stay in their homes as police continue their search for Tsarnaev. All mass transit is shut
down” was also selected as a major event on day 5. Our sentiment result from EB
groups showed that right after the announcement, people’s anger, anxiety and sadness
decreased –84.46 %, –87.75 % and –81.25 % but increased drastically in the following
hour 86.96 %, 166.67 % and 600 % respectively. This indicates that when people
heard about the situation, their level of negative emotions decreased but again increased
because of the absence of any follow-up announcements. Moreover, the non-EB group
presented opposite patterns compared with the EB group. Specifically, increased
negative emotion were revealed within the first hour (anger 94.34 % and sadness
463.64 %) then people showed decreased levels of emotions in the following hours
(anger –80.58 %, anxiety (–50 %), and sadness –6.45 % (1st hour) –65.52 % (2nd
hour)). This implies that emotions among users who were including direct event related
keywords and those who did not include keywords can be different. Therefore, when
disaster response authorities deal with two different groups of SNS user, they need to
consider heterogeneity between the two groups of users.

Figure 1 below shows an example of presented emotion change and the impact of
the announcement for both EB and non-EB groups on Day 2. Graphs for all other days
are in the appendix (Fig. 2).

Fig. 1. Impact of announcement on emotion change
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5 Discussion and Conclusion

In this research, we investigated three research questions “Are there emotion differ-
ences between two types of tweets”, “what types of negative emotions are presented
more during the terrorist attack”, “what is the impact of an announcement on expressed
emotion”. Our analysis shows that for anxiety and sadness, differences in expressed
emotion existed between the EB and non-EB group. In addition, anger was the most
highly expressed emotion during the Boston bombing tragedy. By mapping our content
analysis results into hourly-analyzed sentiment analysis results, we could see the
impact of announcements on expressed emotion via SNS. Moreover, emotion change
usually happened between 1 and 5 h from the announcement.

This study made the following theoretical and practical contributions. The study
showed that expressed emotions were impacted by announcements/news, which had an
effect on other user’s emotions. In addition, based on the concept of warning signal
keywords, we could separate the dataset into two groups called event related and
non-event related groups and we could investigate the emotional differences among
these two groups. The practical contribution of this study is that we can provide various
information regarding expressed emotions during extreme events to disaster response
authorities. Our analysis result indicates that in order to mitigate expressed negative
emotion on SNS, disaster response agencies need to have specified strategies
depending on the types of negative emotions and public keyword usage. In addition,
depending on the extreme event context, mainly expressed type of negative emotion is
varied. Therefore, developing mitigation strategies based on the characteristic of the
extreme event is essential.

We also saw the impact of announcements from broadcasting system or govern-
ment agencies on people’s expressed emotions. For example, unverified announce-
ments or lack of updates led to fluctuations of emotions. Finally, 1–5 h from
announcement was the common interval between reactions and the actual announce-
ment time. Therefore, if disaster response agencies want to mitigate the public’s
negative emotion, swiftness of action must also be considered.

There are however, some limitations to this study. First of all, we have only
considered the Boston bombing tragedy as a case of extreme event. This may limit the
generalizability of our findings. Second, we used a published timeline for content
analysis and mapping. Although, the news in timelines described the major events
during the Boston bombing incident, there is a possibility that we may have skipped
other major announcements or news. Third, there are other widely used SNS channels
such as Facebook, Instagram, or Google + but in this research; we focused on the
Twitter SNS channel. Thus, as a future research, comparing the results of each popular
SNS channel may be considered to improve our understanding regarding the charac-
teristics of SNS channels.
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Appendix

Fig. 2. Emotion changes for days 1, 3, 4 and 5
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Abstract. We proposed a model on the basis of a sentiment analysis in terms of
positive and negative words and the concept of credibility inferred from pro-
spect theory. This study used TripAdvisor to examine the proposed model and
selected 10 out of 271 hotels in Las Vegas between January and February 2015,
which is the peak season for traveling to Las Vegas. Through the sentiment
analysis, we determined that the overall ranking of the 10 hotels decreased.
However, the ranking of Skylofts at MGM Grand decreased by only 1 level. The
rankings of the 9 other hotels decreased by 2 or more levels after the credibility
factor was considered. Moreover, the credibility factor affected the overall
ranking. Apparently, the credibility factor has a higher influence on hotel
ranking than the sentiment analysis does. These results revealed that negative
emotions and low-credibility reviews have a high influence on hotel ranking.

Keywords: Sentiment analysis � Prospect theory � Online review comments

1 Introduction

The popularity of the Internet enables people to change lifestyle through various
means, such as sharing and searching information [1]. Gretzel, Yoo, and Purifoy [2]
revealed that 96.4 % of people search online information before booking hotels. In
2013, PhoCusWright conducted a research on the users of TripAdvisor, and the results
revealed that more than half of the users did not make decisions until they had read past
reviews from visitors. In addition, certain researchers have insisted that overall ratings
represent the perceptions toward products [3, 4]. However, others have reported that
overall ratings cannot represent the emotions of customers, particularly using positive
and negative emotional words, customer preference ranking, and the evaluation of
product features to replace overall ratings [5–7]. Thus, overall rating is an incomplete
mechanism for evaluating products.

The anonymity of virtual platforms may result in fake reviews [9]. Chesney [10]
questioned the credibility of Wikipedia and designed an experiment to evaluate its
reputation. Racherla [11] discovered that false information results in user distrust in an
online platform. The results also revealed that the review content and customer per-
ceptions of the reviews are the major factors that influence trustworthiness. Several
researchers have questioned the credibility of overall ratings and identified the sig-
nificance of trust in reviews. However, existing studies have used only a five-star rating
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system to represent overall ratings and the lack of trust. Users do not read all review
content when making decisions because of the large amount of online information.

BrightLocal [12] reported that 67 % of online users in North America read fewer
than six reviews before purchase. Short [13] investigated passengers using online
reviews and observed that 40 % and 29 % of them agreed that concrete reviews and
overall ratings influence decisions, respectively. In addition, 72 % out of 90 % users
who read online reviews trust companies because of positive reviews. Thus, emotions
expressed in reviews are crucial during the decision-making process. O’Mahony and
Smyth [7] also used positive and negative terms to evaluate the usefulness of reviews.
Koh [8] specified that review content, overall ratings, and emotions influence the online
decision-making process. The results revealed that users rank overall ratings to search
information, filter data, analyze emotions, and make decisions. Patel [14] reported that
emotion is the most crucial factor that influences online sales. In addition, we observed
that online reviews are diverse, and reading every review wastes time.

Researchers have indicated that, in addition to overall ratings, useful reviews are
meaningful for reference to an online platform. Long et al. [6] identified that efficient
overall ratings are meaningful for reference to consumers for decision making. Existing
studies have considered only the credibility of reviews, not emotions. Hence, this study
proposed two research questions: (a) What are the key factors of reviews and how can a
quantitative review model be constructed? and (b) How crucial are emotions in the
review model? This study reviewed the literature to emphasize the importance of
emotions and used the concept proposed by Koh [8] to quantify emotions on the basis
of the case of TripAdvisor. Moreover, Gretzel, Yoo, and Purifoy [2] indicated that
credibility should be measured on the basis of the reputation of reviewers. The results
showed that 75.3 % of people consider that the travel experience of reviewers is
crucial, 65.9 % of people compare the similarity of travel experiences between
themselves and reviewers, and 58.5 % of people judge credibility on the basis of the
review content. Thus, this study considered the concept of credibility in the proposed
review model. The research goals were as follows: (a) constructing a sentiment- and
credibility-based review model (e.g., quantifying emotions in review content) and
(b) emphasizing the importance of the credibility of reviews (e.g., considering the
travel experiences of reviewers).

2 The Proposed Model

This study used an online review platform, which includes overall ratings and review
content, as the basis for the proposed model. The researchers indicated that overall
rating cannot satisfy user needs and attempted to improve recommendation mecha-
nisms [5–7]. In particular, O’Mahony and Smyth [7] specified combining reviewer
reputation, degree of interaction, and sentiment terms for finding useful review com-
ments. Thus, reviewer and review content were two major components in our model.
Certain researchers have also identified the importance of sentiment in word of mouth
[15–17]. Credibility is a key factor for review content [11, 18–20]. This study divided
reviews into two major parts: reviewer and review content. The sentiment factor was
used for review content, and credibility was used for reviewers. In Eq. (1), Sentiment is
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the value from review content based on the sentiment analysis, and credibility is the
function for adjusting the sentiment value. The adjusted score is represented as
Review_Score, which is the score of an individual review.

Reviewscore ¼ fcredibilityðSentimentÞ ð1Þ

According to the literature review, risk is a key factor affecting online shopping
[21–25]. In addition, several researchers have specified that trust is the crucial factor
affecting online shopping [25, 26]. Zimmer [27] argued that consumers with high trust
may have low risk perception. Consequently, this study considered that risk and
credibility are related and that both influence online shopping decisions.

In addition, Racherla [11] proposed that consumer behavior is influenced by psy-
chological factors. Online platforms are also anonymous; hence, they may result in fake
reviews [9]. Thus, this study considered that reading reviews existed risk. The proposed
model is based on prospect theory, which was proposed by Kahneman and Tversky
[28]. This theory indicates that people have different attitudes toward gain and loss, and
individual perceived bias may result in decision differences.

Prospect theory explains that people exhibit risk seeking when facing losses and
risk aversion when facing gains; in other words, perceived loss is more sensitive than
gain. In addition, the reference point for separating risk seeking from risk aversion is
different for different people. This study considered that users may perceive different
levels of gain when reading online reviews because they do not incur loss in this
situation. In addition, according to prospect theory, we assumed that users have no
preference (neutral); that is, no fixed reference point was used in our model. If review
content is highly trusted, perceived risk decreases. If review content is less trusted,
perceived risk increases. Thus, risk seeing slightly affects the estimated scores of online
reviews, and risk aversion affects them dramatically. It is assumed that if the reviewers
are more experienced or certified by third parties in an uncertain environment (e.g., the
Internet), reviews are more credible. Gretzel et al. [2] and Bianchi and Andews [29]
confirmed that reviewer reputation is linked to the credibility of reviews when the
reviewers are experienced. Hence, emotion is the first factor for estimating the review
score, and credibility is the second factor for adjusting the score accordingly in our
model. Moreover, we assumed that risk exists on online platforms, and the literature
has revealed that highly reputed reviewers represent high credibility of reviews. Thus,
the risk of trusting an online review is low if the reviewer is highly credible.

2.1 Sentiment Factor

Studies have analyzed the influence of word of mouth on sales [3, 4, 30–39]. However,
these studies investigated only the ranking and overall rating mechanism of reviews
and neglected the importance of review content. Users seek useful information from
reviews and not from overall ratings [3], and sentiments critically influence purchase
decisions [15–17]. In addition, certain researchers have considered that the overall
rating of a review cannot present real emotions [5–7]. Thus, this research includes
review content in the quantitative sentiment analysis to complement overall rating.
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O’Mahony and Smyth [7] measured the usefulness of review content in terms of
positive and negative emotional words and specified using positive emotional words to
represent the usefulness of a review. Moreover, Koh [8] discovered that overall rating
might be different from the review content. For example, the three-star overall rating
might be inconsistent with the described content that includes certain positive feedback.
Thus, review content (text) can deliver more useful messages in the sentiment analysis.
This study revised the concept of Koh [8], as shown in Eq. (2).

Sentimenti ¼ ðSenti Scoretitle þ Senti ScorecontentÞ
2

ð2Þ

In Eq. (2), Sentimenti represents the sentiment score of each review, Senti_Scoretitle
is the sentiment score of the review title for a specific review topic i, and
Senti_Scorecontent is the sentiment score of review content for a specific review topic
i. The concept is to calculate the average of sentiment scores of the title and content.
Both review title and content are considered because previous researchers mostly
analyzed only the review content for sentiments. In addition, numerous websites, such
as Amazon, Rotten Tomatoes, TripAdvisor, and Yelp, provide two major parts (title
and content). The survey of BrightLocal [12] revealed that 67 % of consumers in North
America read no more than six reviews before making decisions. Consequently, this
study considered that the sentiment construct should include both review title and
content.

Equation (3) represents the equation for estimating sentiment scores. Koh [8] also
emphasized that using only positive and negative emotional words or strong positive
and negative emotional words is not holistic. Thus, the model in Eq. (3) includes strong
positive (str_posi), strong negative (str_negi), ordinary positive (ord_posi), and ordi-
nary negative (ord_negi) emotional words, and the weight (wg), indicates the sum of all
positive and negative emotional words, indicates the difference between all positive and
negative emotional words. To identify the weight of different emotional terms, this
study assigned +2 for str_posi and str_negi and +1 for ord_posi and ord_negi. The
concept is to estimate the ratio of positive emotional words to the total emotional
words.

Senti Scorei ¼ str posi � wg1 þ ord posi � wg2ð Þ � str negi � wg1 þ ord negi � wg2ð Þ
str posi þ str negið Þ � wg1 þ ord posi þ ord negið Þ � wg2

ð3Þ

According to Eq. (3), the range of sentiment scores was [−1,1]. In addition, we
observed that most online review platforms used a five-star rating system to represent
overall rating (1 for extremely bad, and 5 for extremely good). Hence, this research
converts the estimated sentiment score (x) into the traditional presentation format (e.g.,
1 to 5), as shown in Eq. (4). After conversion, the final score is 3 if the estimated
sentiment score is 0, 1 if the estimated sentiment score is −1, and 5 if the estimated
sentiment score is 1.
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f 0 Sentimentið Þ ¼ 2 � Sentimenti þ 3 ð4Þ

This study used an online dictionary from thesaurus.com as the base to discover
emphasized positive and negative emotional words (Appendix). The emphasized
adverbs included words such as very and really, the positive emotional adjectives
included words such as kind and nice, and the negative adjectives included words such
as sad and terrible. If a review has the phrase very clean, which includes emphasized
and positive terms, the sentiment score is +2 (i.e., the weight is +2, and the number of
vocabulary is 1). If a review has only the term clean, the sentiment score is 1 (i.e., the
weight is +1, and the number of vocabulary is 1).

2.2 Credibility Factor

In addition to the sentiment analysis of reviews, this study proposed a novel concept of
credibility for adjusting the estimated scores. We classified reviewers into five levels
based on the number of reviews. This is the most common approach used by websites
such as TripAdvisor. For example, reviewer is used for reviewers with 3–5 reviews
(level 1), senior reviewer for 6–10 reviews (level 2), contributor for 11–20 reviews
(level 3), senior contributor for 21–49 reviews (level 4), and top contributor for � 50
reviews (level 5). In this study, we used 80/20 rules to segregate the five levels of
reviewers into two categories. Consequently, level 3, 4, and 5 reviewers belong to the
more trustworthy category, and level 1 and 2 reviewers belong to the less trustworthy
category.

Review Score ¼ y ¼ loga f
0ðSentimentiÞ; if a[ 1 ð5Þ

In Eq. (5), indicates the converted sentiment score, with values between 1 and 5,
and y stands for the adjusted sentiment score with high credibility. This study used
prospect theory for the perceived gain perspective in Eq. (5). The concave curve of
high credibility in Fig. 1 indicates that the sentiment score is adjusted slightly if the
reviewers are trustworthy (i.e., levels 3, 4, and 5). High-level reviewers may provide
less risk of review content on the Internet, which is an uncertainty environment. The
adjusted sentiment score should be approximately equal the original score when people
do not fully trust online content.

Review Score ¼ yj j ¼ logb f
0ðSentimentiÞ; if 0\b\1 ð6Þ

In Eq. (6), the concept is to use the loss perspective of prospect theory. The variable
indicates the converted sentiment score, which is between 1 and 5, and y stands for the
adjusted sentiment score with less credibility. The convex curve of low credibility in
Fig. 2 indicates that the sentiment score is adjusted dramatically if the reviewers are
less trustworthy (i.e., levels 1 and 2). The converted sentiment score may have less
influence on the user.
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3 Data Analysis

3.1 Data Collection

This study used TripAdvisor as the platform for collecting data. According to the
ranking from TripAdvisor, the top 10 hotels were selected out of 271 hotels in
Las Vegas. We ruled out bias because English is the official language on TripAdvisor
for providing comments. In addition, we collected review comments between January
and February 2015 because New Year vacation is the peak season for travel. The order
of the 10 hotels based on their original ranking from 1 to 10 was Mandarin Oriental,
ARIA Sky Suites, Four Seasons Hotel, Skylofts at MGM Grand, Palazzo Resort Hotel,
Wynn Las Vegas, Encore at Wynn, Staybridge Suites, Hotel32 at Monte Carlo, and
Venetian Resort Hotel. We reranked the hotels on the basis of ratings during the data
collection period. The new ranking was Skylofts at MGM Grand (overall rating 5),
ARIA Sky Suites (4.86), Staybridge Suites (4.86), Hotel32 at Monte Carlo (4.82),
Mandarin Oriental (4.69), Four Seasons Hotel (4.63), Encore at Wynn (4.63), Wynn
Las Vegas (4.56), Palazzo Resort Hotel (4.55), and Venetian Resort Hotel (4.53).

Fig. 1. The curve of high credibility

Fig. 2. The curve of low credibility
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This study collected 1,724 review comments; 7 from Skylofts at MGM Grand, 59
from ARIA Sky Suites, 21 from Staybridge Suites, 28 from Hotel32 at Monte Carlo,
137 from Mandarin Oriental, 43 from Four Seasons Hotel, 225 from Encore at Wynn,
324 from Wynn Las Vegas, 357 from Palazzo Resort Hotel, and 523 from Venetian
Resort Hotel. We observed that hotels having high rankings also had positive review
comments and vice versa. The number of review comments did not necessarily
influence the ranking. In Table 1, the average number of positive words is at least 0.29,
and that of negative words is at most 0.07 for review titles. The average number of
positive words is at least 6.18, and that of negative words is at most 1.16 for review
comments. For all the hotel review titles and comments, the average number of neg-
ative words is lower than that of positive words. This study inferred that customers
intended to deliver positive emotions through titles and comments.

Reviewers are the main source of reviews for all hotels; for example, 29 % for
Skylofts at MGM Grand, 48 % for Staybridge Suites, 64 % for Hotel32 at Monte
Carlo, 40 % for Mandarin Oriental, 19 % for Four Seasons Hotel, 40 % for Encore at
Wynn, 41 % for Wynn Las Vegas, 45 % for Palazzo Resort Hotel, and 37 % for
Venetian Resort Hotel. Thus, hotels may hire writers to write comments. The credi-
bility of reviewers can be used to reduce false review comments. This study included

Table 1. Comparison between adjusted ratings based on positive and negative comments
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both sentiment analysis and reviewer credibility in the proposed model to reconsider
the ranking of hotels.

3.2 Sentiment Analysis of Review Titles and Comments

This study used LIWC (Linguistic Inquiry and Word Count) software to analyze the
1,724 review titles and comments. We used the concept proposed by Koh [8] to
measure sentiment scores of the review titles and comments, which are represented as
(i represents a specific review). Before estimating the sentiment scores, the number of
positive and negative words in the titles and content should be identified. This study
also segregated sentiment words into four categories: strongly positive words, strongly
negative words, common positive words, and common negative words. Each category
is given a different score; for example, strongly positive and negative words are
assigned a score of 2, and common positive and negative words are assigned a score of
1. The final sentiment score of each review is calculated by averaging the sentiment
score of the review title and comments. Regarding the review titles, ARIA Sky Suites
had 0.07 strongly positive words on average, Encore at Wynn had 0.01 strongly
negative words on average, Staybridge Suites had 0.76 common positive words on
average, and Hotel32 at Monte Carlo and Four Seasons Hotel both had 0.07 common
negative words on average. Regarding the review comments, Staybridge Suites had
1.81 strongly positive words on average, ARIA Sky Suites had 0.17 strongly negative
words on average, Staybridge Suites had 6.81 common positive words on average, and
Mandarin Oriental had 1.01 common negative words on average.

Result reveals that the sentiment scores of the review title and comments for
Staybridge Suites were 0.62 and 0.94, respectively, which were the highest among all
the hotels. This study indicated that a high number of positive words (strongly and
common) resulted in high sentiment scores and vice versa. The results also revealed
that people expressed emotions through review titles. This study considered review
titles and comments simultaneously, which is more comprehensive than previous
related studies. Moreover, the estimated sentiment score ranged from −1 to 1. We
adjusted the rating range between 1 and 5 by using a converting function.

3.3 Analysis of Reviewer Credibility

After considering sentiments in the review titles and comments, this study applied the
concept of credibility to each reviewer. Five levels of reviewers were distinguished and
given different credits (i.e., reviewer, senior reviewer, contributor, senior contributor,
and top contributor). This study employed two combinations of the log function. The
first log function assumed high credibility of reviews written by contributors, senior
contributors, and top contributors. The second log function assumed low credibility of
reviews written by reviewers and senior reviewers. Two parameters, a and b, were
assigned to the two log functions. This study determined a as 1.5 and b as 0.4 after trial
and error to obtain the real values. The logic was to clearly differentiate between the
high and low credibility of reviewers. Result reveals that the adjusted ratings based on
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credibility of Hotel32 at Monte Carlo and Four Seasons Hotel were 2.04 (lowest) and
3.1 (highest), respectively. We inferred that this is because most reviewers of Hotel32
at Monte Carlo had low credibility (i.e., reviewers and senior reviewers), whereas those
of Four Seasons Hotel had high credibility (i.e., contributors, senior contributors, and
top contributor). The average numbers of reviews of each reviewer for Four Seasons
Hotel and Hotel32 at Monte Carlo were 28 (highest) and 8.11 (lowest), respectively.
This study revealed that more reviews generated higher adjusted ratings, and fewer
reviews generated lower adjusted ratings.

The finding reveals that Venetian Resort Hotel had the maximum number of
reviewers (195) and top contributors (61). Venetian Resort Hotel is a famous hotel on
the Las Vegas Strip. Moreover, Palazzo Resort Hotel is adjacent to Venetian Resort
Hotel and belongs to the same group. These hotels have a large number of travelers and
comments because of people who love similar types of hotels. A similar situation was
observed for Wynn Las Vegas and Encore at Wynn. Four Seasons Hotel had 9 con-
tributors, 11 senior contributors, and 13 top contributors, which was much higher than
the number of reviewers (8) and senior reviewers (2). We inferred that travelers had
extensive experience of staying at Four Seasons Hotel, which placed the final rating at
the top position, although the total number of reviews was not high. Similarly, Hotel32
at Monte Carlo had 18 reviewers, which was much higher than the others. Thus, the
adjusted rating of Four Seasons Hotel increased because of the large number of
higher-credibility reviewers. The adjusted rating of Hotel32 at Monte Carlo decreased
because of the large number of lower-credibility reviewers. The results also proved the
importance of the credibility of reviewers in the proposed model.

Fig. 3. Adjusted ranking of low-credibility reviewers and negative comments
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4 Conclusion

The results revealed that the adjusted ratings of Four Seasons Hotel were higher than
those of the other hotels, irrespective of whether only positive (3.12) or negative
comments (2.88) were considered (Table 1). However, although the adjusted rating of
Hotel32 at Monte Carlo based on only positive comments was the lowest (2.12), that
based on only negative comments was not the lowest. Thus, we inferred that negative
comments substantially influenced the ratings compared with positive comments.
Particularly, although Staybridge Suites had no negative comments, its adjusted rating
was not the highest. This may have been because reviewers of different levels can affect
the credibility of reviews.

We observed that high-credibility reviewers provided more negative comments
than low-credibility reviewers did for Four Seasons Hotel. This was because
high-credibility reviewers were more experienced and had high expectations regarding
hotel service and facilities. Hence, we inferred that low-credibility reviewers were the
key factor that influenced hotel rankings. ARIA Sky Suites and Staybridge Suites had
the same original rating (4.86); however, the adjusted rating of ARIA Sky Suites (2.53)
was higher than that of Staybridge Suites (2.33). Figure 3 shows the effect of negative
reviews and low-credibility reviewers on our model. Result indicates that adjusted
rankings did not substantially differ among all the hotels when considering only
low-credibility reviewers (all ratings were approximately 1.5). However, the adjusted
rankings differed significantly among all the hotels when considering only negative
reviews (the highest rating was approximately 3 and the lowest was 0). For example,
Four Seasons Hotel was at the top position even when only negative reviews were
considered. We inferred that negative reviews substantially affected hotel rankings.
Moreover, credibility was crucial to our model and may have affected the ranking even
in the absence of negative reviews (e.g., Staybridge Suites).

5 Limitations

Although the proposed model has several advantages, it has limitations that can be
improved by conducting additional studies. First, the segregation of reviewers was
based on the mechanism used by TripAdvisor. Different platforms may have different
mechanisms. In addition, we ignored the demographics of reviewers because of the
difficulty in collecting data. If the platform owner can provide more detailed infor-
mation on reviewers, detailed analysis may provide valuable insights. Second, we
collected data only from TripAdvisor, which uses English as the official language for
reviews. Finally, the sentiment analysis may not detect bias from review content such
as irony. Although most review content truly reflects emotions, irony may be used
occasionally. Such bias can be adjusted for to make the result more precise and
valuable in the future.
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Abstract. Using intelligent agents can be a good alternative for the automated
supply chain management in e-commerce environment and decision support in
current commerce practices [8]. This study focuses on finding the optimal
structure of intelligent agents that yield the best performance for supply chain
management. This study was conducted in two phases. In the first phase, a
model for agent was developed and implemented. In the model we applied
Q-learning, Softmax function, and e-greedy to control the inventory threshold
dynamically and used a sliding window protocol for flexible bidding strategy.
Also, a testing environment with competing agents was implemented. In the
second phase, two agents of different types were tested against each other in the
same simulation. This simulation was played twice to compare our agent with
two other types of agents. Results of simulations shows that our agent has better
performance in two different simulations.

Keywords: Multi-agent system � Intelligent agent � Supply chain � Machine
learning � Trading agent

1 Introduction

As the range of business expanded to a global level, many businesses have widened
their scope of activities into the world wide, and this expanded market has provided the
businesses more suppliers and customers than previous local-limited market. In addi-
tion to the trend of globalization, e-commerce became popular and provided additional
options for companies’ procurement and sales managers. With these two new trends,
many companies have changed their strategy for supply chain management. Rather
than manufacturing all of the parts in their factory, companies purchase most of the
parts from various suppliers in the world, manufacture final products by assembling the
purchased parts and the parts they made in-house, and sell the completed products to
the customers in various countries.

According to the study by ACQUITY GROUP [1], 68 % of B2B buyers made
online purchases in 2014 versus 57 % in 2013. Nearly half (46 %) of the buyers spent
at least 50 % of their corporate procurement budgets online in the last year. However, a
supply chain has many elements such as suppliers, customer, factory (production),
shipment, and inventory, and these elements interact with each other. In the business
practice, companies have to manage large number of dynamic factors created by
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elements such as suppliers’ supply price change, sudden increase of customer demand,
limited manufacturing capacity, and so on. Because of the difficulties in managing a
supply chain, supply chain is recognized as a complex adaptive system requiring
dynamic and flexible reactions against the changes of environment for its effective
management [7].

When considering the characteristics of supply chain, using an automated and
adaptive agent can be a good alternative for the automation of supply chain manage-
ment in an e-commerce environment and for decision support in current commerce
practices [8]. While a theoretical model of an automated agent can be created, it is not
easy to test the performance of the agent due to the complexity in supply chain caused
by the interaction among the elements in it.

To simulate a supply chain model, TAC-SCM (Trading Agent Competition-Supply
Chain Management) was suggested by a team of researchers from the e-Supply Chain
Management Lab at Carnegie Mellon University, the University of Minnesota, and the
Swedish Institute of Computer Science (SICS). The purpose of this competition is to
capture many of the challenges involved in supporting dynamic supply chain practices,
while keeping the rules of the game sufficiently simple [8]. This game is designed to
simulate a B2B supply chain model of computer manufacturing company. However,
the company in the simulation does not manufacture any computer parts. Instead, it
purchases all of the parts from suppliers, assembles them, and sells completed products
to customers. Hence, the supply chain model of this simulation is composed of sup-
pliers, customers, and agents, and a game is regulated and operated by many detailed
rules, which control the interactions of three main elements.

Considering this situation, we concluded that TAC-SCM is an appropriate frame-
work to simulate and compare the performance of our software agent provided. Hence,
we adopted this game as a basic framework for our simulation, but modified some rules
of simulation to accommodate a more realistic business environment, to test the per-
formance of our supply chain management agent.

2 Related Works

Since the beginning of the TAC SCM, numerous agents have joined the competition
with various strategies. Among such agents, several agents such as DeepMaize, Tac-
Tex, and MinneTAC, consistently showed better performance than other agents.
However, due to the characteristics of the competition, many agents have used similar
techniques for the optimization of the performance of each module and for the coor-
dination of decision making among the modules in an agent.

For the component inventory management, many agents have used the concept of
the inventory threshold. The advantage of this concept is that the agent may prevent the
shortage of a component caused by a sudden increase of demand while it also has the
drawback that it may cause higher procurement cost and higher holding cost. In spite of
the drawback of the inventory threshold, most of the agents adopted this concept in
their implementation. Agent A [17], MinneTAC [9], Metacor [6], DeepMaze [13],
TacTex-06 [15], TacTex-03 [14], and RedAgent [10] employed this concept, although
their specific implementation details are different.
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For the production scheduling, a greedy algorithm is mainly used by Agent A [17],
CiMeux [4], DeepMaze [13], TacTex-06 [15], TacTex-03 [14], and CrocodileAgent
[16]. Botticelli [2, 3] used stochastic programming. For the reserve price in a pro-
curement RFQ, various techniques are used. Agent A [17] and CrocodileAgent [16]
setup their own formula for the calculation of reserve price. MinneTAC [9] and CiMeux
[4] applied a nearest-neighborhood method and Metacor [6] used the most beneficial
price observed by probes. DeepMaize [11] and TacTex-03 [14] track the previous three
days’ price and use price-capacity formula shown in [11] and TacTex [14].

In case of bidding price and the decision for whether to send the bid, a group of
agents selected the family of linear programming: Agent A [17] used dynamic pro-
graming; MinneTAC [9] applied linear programming; Botticelli [2, 3] used stochastic
programming; Foreseer [5] used a mixed linear programming; and CiMeux [4] used
continuous Knapsack problem. The k-nearest neighbor algorithm is also adopted in
CiMeux and Mertacor [6]. Search algorithm is employed in the following agents:
binary search in CiMeux [4]; gradient descent search and a greedy algorithm in
DeepMaize [13], and search of max increase of profit in TacTex [15], and a greedy
algorithm for deciding to send bids and a linear regression for bidding price
CrocodileAgent [16].

[9] provided an excellent insight for the classification of research agenda for an
intelligent agent for supply chain management through an informal survey of the
research teams. They suggested seven research issues as the result of the survey. We
expect that these criteria would be used as a guide line for the automated SCM agent.
Table 1 is the summary of the result.

In addition to TAC SCM literature, other studies on supply chain management
agents were conducted. [19] provided the meta-learning mechanism algorithm for
intelligent agents’ learning parameters. In their study, the agent uses the Softmax

Table 1. Research agenda and agents

Research agenda Team

Constraint
optimization

Botticelli, Cmieux, Foreseer, MinneTAC, DeepMaize

Machine learning Cmieux, DeepMaize, MinneTAC, TacTex
Dynamic
supply-chain

Cmieux, Foreseer, Mertacor, MinneTAC

Scalability CrocodileAgent - IKB (Inforamtion Layer, Knowledge Layer,
Behavioral Layer)

MinneTAC - Blackboard Architecture
Empirical game
theory

DeepMaize

Decision
coordination

Cmieux, DeepMaize, Mertacor

Dealing with
uncertainty

Botticelli, Foreseer, MinneTAC
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method [20] to select an action (for e.g., choosing the bidding price) for their action
value estimation function using the Eq. (1):

Pr að Þ ¼ eQ að Þ=s
Pn

i¼1 e
Q ið Þ=s where s[ 0 ð1Þ

where a is the action that can be taken in action estimation function, QðaÞ is the
action-value estimation function (i.e., the estimated value of taking action a), and s is
the temperature used for Softmax method. Also they employed e-greedy algorithm to
learn the temperature s using the Eq. (2):

Pr að Þ ¼ 1� e
m

if a ¼ argmax
i

Q ið Þð Þ

¼ e
k � 1

else
ð2Þ

[18] suggested the concept of Sliding Window Protocol for trading agent’s strategy
for bidding price. Instead of using fixed price band for bidding price selection, they
provided flexing price band by using Sliding Window Protocol. The Sliding Window
Protocol not only provides flexible price band, but also provides a mechanism for
dynamic density control for the range of price band.

3 The Model

In this study, we designed a supply chain management simulation where multiple
intelligent agents compete each other to make higher profit. Although this simulation is
motivated by TAC SCM defined in [8], we redefined many parts to provide more
realistic business environment. The simulation environment provides basic elements of
simulation such as suppliers, customers, factory and storage of our agent, and other
competing agents, and operates overall simulation events such as sending sales RFQs,
sending procurement offers, moving next day, and so on.

3.1 Procurement and Suppliers

The simulation environment provides roles for suppliers. Among suppliers’ tasks are
those when suppliers need to issue procurement offers. They include making a decision
for offer price, offer amount, and delivery date for each procurement offer. Procurement
process begins when agents send procurements RFQs to suppliers. At this time they
have to include component type, reserve price, quantity, and due date in their RFQs.
Reserve price is a maximum price that agents may accept. Once procurement RFQs are
received, each supplier groups the RFQs by the due date and sorts the RFQs in a group
by the descending order of the reputations of agents.

Reputation is a mechanism used by suppliers to provide priority to more “loyal”
agents. Each supplier then sets up offer price to the first offer for the agent having the
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highest reputation by using pre-defined supply price distribution. For agents with lower
reputations, suppliers increase the offer price to give the advantage to the agents having
higher reputation. After setting up the offer prices, each supplier sets up the quantity.
Each supplier considers if it can supply entire quantity for each RFQ. If the supplier has
enough capacity, a supplier will provide an offer having the same offer quantity to that
in corresponding procurement RFQ. However, if the supplier doesn’t have enough
available capacity for RFQs, the supplier creates partial offers of which quantities are
distributed among the group of RFQs having same due date.

As the final step of creation of procurement RFQs, suppliers create new offers that
can complement the amount not filled with partial offers by finding the earliest possible
day when each supplier can fill the deficit amount. For the partial offer, suppliers apply
same offer price decided in the price setup step to continue to provide advantage to
more loyal agents. After processing three steps, suppliers send all the procurement
offers to the agents.

3.2 Sales and Customers

In this simulation, we designed customers so that they use pre-defined number of daily
RFQs and daily demand amount for each PC type to manage the randomness and
repeatability when creating sale RFQs. Customers make two types of decisions:
sending customer RFQs and accepting sales offers.

For customer RFQs, customers first find the number of RFQs generated from a
Poisson distribution. Customers then select due dates randomly between 3 and 12 day
after the current day for each RFQ. Finally, they decide the RFQ quantity within the
boundary of pre-defined demand distribution and send RFQs to agents. The agents then
have to decide whether they will send sales offer to bid on the RFQ or not. After
receiving the sale offers from agents, customers begin to consider sales offers to give
final orders to agents. The first criteria is reserve price. If the bid price in a sales offer
does not exceed the reserve price in the corresponding sales RFQ, the offer will be
considered in the next step. Otherwise it will not be considered for sales orders. Once
the reserve price constraint is met, customers select a sales offer that has the lowest
bidding price for a sales order. If multiple agents bid the same lowest price, customer
chooses one of the agents randomly and provides a sales order to that agent.

3.3 Competitors

In our simulation agents compete against each other to acquire suppliers’ components
and to win customers’ sales demand. For evaluating the performance of our agent, we
implemented two competitors as part of the simulation environment. As the first com-
petitor, Agent-D is modeled by adopting the main strategies and algorithms used in
DeepMaize in TAC SCM. Among the publications regarding DeepMaize, [11–13] are
mainly referenced. For second competitor, we modeled Agent-T, referencing [14, 15] to
employ the strategies and algorithms used for TacTex in TAC SCM [8].
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3.4 The Modification from TAC SCM

Although this study is motivated by TAC SCM, we modified the simulation rules to
implement more realistic business environment because there is no start, end, and data
from previous simulation in real world business.

First, starting and ending conditions of the simulation are not considered by the
agents. According to TAC SCM literature, agents can consider starting and ending
conditions to enhance their performance. For example, TacTex-06 [15] decreases the
component inventory threshold linearly to prevent the excessive inventory at the end of
the simulation. However, in this study, no agent is allowed to use any algorithm for
processing the initial status of the simulation or end of game situation. Although there
are several rules for the end of the simulation in TAC SCM, in this study we just
calculate the total benefit (or profit) of each agent as of the final simulation day to find
“current” status of agents.

Second, most of the agents in TAC SCM make prediction data from previous
rounds of competition and use it as a prediction tool for the current simulation.
However, we don’t provide any prediction data to the agents. Instead, we share the
customer demand distributions and the suppliers’ supply distributions with competing
agents to allow them to have the highest prediction accuracy. However, our agent
SCMaster, does not use any prediction data. These setup features provide the facilities
for simulations in various environments because researchers may control the distri-
bution of demand and supply by simply adjusting the supply and demand information
defined in a file.

3.5 SCMaster

In this study we modeled an intelligent agent and named it SCMaster. Basically
SCMaster adopted ideas used in previous agents. However, we created our own
modular structure and applied various Reinforcement Learning techniques to improve
the performance of sales offer and component inventory management. To deal with
complex tasks in supply chain management, a modular approach is appropriate to
balance the coupling of various modules while maintaining the independency among
modules.

In our simulation, there are six different functions to be performed by agents every
day, which are: (1) Send Procurement RFQs, (2) Receive Procurement Offers, (3) Send
Sales Orders. (4) Receive Sales RFQs, (5) Send Sale Offers, and (6) Receive Orders.
(1), (2), and (3) are tasks related to procurement and (4), (5), and (6) are related to sales.
According to these categorization, we created three modules: Procurement Manager,
Sales Manager, and Dashboard Manager. The role of Procurement Manager is to carry
out all the tasks regarding the procurement of components from suppliers. Its sub tasks
are: creating procurement RFQs, receiving offers from suppliers, making a decision
whether to accept the procurement offers and sending orders to suppliers. A Sales
Manager is responsible for all the tasks regarding customer demand. Its sub tasks are:
receiving sales RFQs from customers, making a decision whether to bid on each sales
RFQ at certain price and sending the bids to customers, accepting orders from cus-
tomers and scheduling production and shipment.
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A Dashboard Manager controls central data repository directly such as retrieving
order status, procurement status, and inventory information and provides interface for
data repository. Also, the Dashboard Manager provides actual implementation of
business logic. Hence, the Supply Manager and the Procurement Manager may have
abstracted view for data repository and business logic, and, at the same time, they can
remove the limitation of data access range.

To improve the bidding performance we adopted Sliding Window Protocol sug-
gested in [18] and adopted the concept of partial offer from [15]. Since the Sliding
Window Protocol provides a mechanism for dynamic price band that can maintain the
finer granularity for more popular price bands in agent’s search space by consolidating
the weaker price with coarser intervals, it provided improved predictions of winning
probability for bidding prices. Hence, the agent is able to calculate more accurate
partial offer amounts. In addition, we created a concept of profit threshold for sending a
sales offer to focused on higher profit products. SCMaster filters sales offers having
higher expected profit and only sends higher-profit offers. By combining the profit
threshold and Sliding Window Protocol, the agent can improve the performance of
sales offer because it can focus on the products having higher profit with higher
winning probability.

We also improved SCMaster’s procurement performance by creating dynamic
inventory threshold. We adopted the concept of fixed threshold from previous agents,
but made it dynamic by creating new equation and applying Reinforcement Learning.
First, we created equation for dynamic inventory threshold in Eq. (3)

Bc
t ¼ Bc

t�1 þ a½ Bc
t � Ict

� �� Bc
t�1 � Ict�1

� �� ð3Þ

where Bc
t is the inventory threshold of component c on day t, Ict is the inventory level of

component i on day t, and a is a learning rate. Then, we applied Softmax and e-Greedy
Reinforcement Learning techniques to make the learning rate a dynamic. By doing so,
we can make inventory threshold shift dynamically. The advantage of adopting RL
technique is the learning rate will explore when the performance of the Eq. (3) is worse
and it will exploit the benefit when the performance of Eq. (3) is better.

4 Experiment and Analysis

4.1 Software for Experiment

For this study, a custom software was created to simulate the TCM SCM scenario. The
software is implemented using Java 1.7, and a relational data base is used for the data
repository of the agent. The software for this study has ability to run multiple instances
of three types of agents, SCMaster, Agent-D, and Agent-T, as configured in starting
parameters of a simulation. The agents in a simulation compete against each other to
acquire customer sales and suppliers’ components. For the competition among agents,
this software provides a simulation environment including suppliers, customers, factory,
and storage. The sever module also is responsible for operating the simulation flow such
as moving the simulation to next day, sending signal for communication to all agents,
creating daily and 20 day operation reports, and operating factory and delivery.
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4.2 Experiment and Result

To test the performance of SCMaster, the agent competes with other types of agents,
Agent-D and Agent-T, respectively in different simulations. For the statistical analysis,
each simulation was executed 10 times. Wilcoxon’s Matched-Pair Signed Ranks Test
was used for the comparison of two agents’ performance in all simulations. Tests for
the matched-pair were used because different types of agents are executed and com-
peted against each other within the same simulation. Also, to find the effect of different
demand distributions, four different distributions were applied in the simulation 1 and
the simulation 2. The experiment setting is depicted in Fig. 1.

First, simulation 1 and 2 were conducted under a uniform demand distribution with
a mean of 200 and a standard deviation of 10. After the 10 runs of simulation 1, the
average profit of SCMaster was 7.76 M and its standard deviation was 0.32 M; the
average profit of Agent-D was 4.44 M and the standard deviation was 2.00 M. The
result was tested with Wilconxon’s singed test, and the result showed the level of
significance of .005. According to the result, it is concluded that SCMaster performed
better than Agent-D when playing together in a same simulation under a uniform
demand distribution with a mean of 200 and a standard deviation of 10. Under the same
demand distribution this study conducted the simulation 2 and statistical test, and the
test showed the level of significance at .005. Hence, one may concluded that SCMaster
has better performance when executed with Agent-T in the simulation 2 under the
uniform demand distribution with a mean of 200 and a standard deviation of 10. The
results of the simulations and statistical tests are summarized in Table 2.

Fig. 1. Competitive heterogeneous agents

Table 2. A simulation result under a uniform Dist. with a mean of 200 and an SD of 10

Simulation 1 Simulation 2
SCMaster Agent-D SCMaster Agent-T

Avg. 7,760,469 4,442,391 7,645,224 4,398,388
SD 324,569.41 2,001,522.68 343,271.33 216,113.87
Wilcoxon’s signed ranks test (2-tailed) Sig. = .005 Sig. = .005
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For a uniform distribution with a mean of 200 and a standard deviation of 30, this
study conducted the same set of simulations. The result of simulation 1 showed that the
average profit of SCMaster was 7.90 M and its standard deviation was 0.31 M; the
average profit of Agent-D was 4.27 M and the standard deviation was 2.33 M. Since
the level of significance of Wilconxon’s singed test was .005, it is concluded that
SCMaster performed better than Agent-D when playing together in a same simulation
under the uniform demand distribution with a mean of 200 and a standard deviation of
30. The result of simulation 2 showed that the average profit of SCMaster was 7.69 M
and its standard deviation was 0.23 M; the average profit of Agent-T was 4.37 M and
the standard deviation was 0.36 M. According to the result of Wilcoxon’s signed rank
test (Sig. = .005), one may conclude that SCMaster has better performance than
Agent-T when they are executed in the same simulation under a uniform demand
distribution with a mean of 200 and a standard deviation of 30. The results of simu-
lation and statistical test are presented in Table 3.

For two other distributions, a uniform distribution with a mean of 200 and a
standard deviation of 50 and a uniform distribution with a mean of 200 and a standard
deviation of 100, this study conducted same simulations and statistical tests. The results
of all statistical tests are the same as those in previous tests. In simulations 1 and 2, the
SCMaster showed better performance than Agent-D and Agent-T, respectively. The
results are presented in Tables 4 and 5 and Figs. 2 and 3. As a result of the simulations
1 and 2, we can conclude that the SCMaster has better performance than other two
agents in all demand distributions.

Table 3. A simulation result under a uniform Dist. with a mean of 200 and an SD of 30

Simulation 1 Simulation 2
SCMaster Agent-D SCMaster Agent-T

Avg. 7,903,478 4,271,035 7,688,071 4,365,773
SD 314,988.03 2,332,246.67 227,147.23 363,332.69
Wilcoxon’s signed
ranks test (2-tailed)

Sig. = .005 Sig. = .005

Table 4. A simulation result under a uniform Dist. with a mean of 200 and an SD of 50

Simulation 1 Simulation 2
SCMaster Agent-D SCMaster Agent-T

Avg. 7,508,036 2,804,434 7,494,287 4,435,694
SD 254,793.03 1,968,954.50 439,093.35 227,682.38
Wilcoxon’s signed ranks test (2-tailed) Sig. = .005 Sig. = .005
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Table 5. A simulation result under a uniform Dist. with a mean of 200 and an SD of 100

Simulation 1 Simulation 2
SCMaster Agent-D SCMaster Agent-T

Avg. 8,156,249 3,750,077 8,037,760 4,855,926
SD 402,246.26 2,525,082.47 505,412.31 228,041.59
Wilcoxon’s signed ranks test (2-tailed) Sig. = .005 Sig. = .005

Fig. 2. Performance comparison of SCMaster in simulation 1

Fig. 3. Performance comparison of SCMaster in simulation 2
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5 Analysis and Conclusion

In the previous section, various market situations were simulated and the results of
simulations were observed. In simulation 1, SCMater compete against Agent-D where
their strategies are different. The details of simulation 1 is presented in Table 6.

When comparing SCMaster and Agent-D in simulation 1, it is found that the
procurement cost was critical to the performance of SCMaster. The revenue of Agent-D
was larger than that of SCMaster. All costs except the procurement cost are almost the
same. Factory utilization was also almost the same: SCMaster used 97.0 % and
Agent-D used 97.3 %. However, Agent-D paid about 97 M as procurement costs while
SCMaster paid 88 M. In the case of SCMaster, the procurement efficiency (= pro-
curement cost /revenue) was 0.89 while that of Agent-D was 0.93. This result showed
that SCMaster has better performance on procurement because it yields higher revenue
with less procurement. This difference is caused by inventory management mecha-
nisms. In case of the SCMaster, it uses a dynamic inventory threshold, so the agent can
prevent excessive inventory by reducing the threshold. However, since Agent-D uses a
fixed inventory threshold, it cannot control the threshold flexibly. This difference in the
procurement cost is reflected entirely on the total cost of Agent-D, and finally caused
the difference of 3.79 M in profit despite the higher sales revenue. The result of
simulations 1 implies that the procurement policy used in Agent-D is less efficient than
that for SCMaster.

In simulation 2, the performance of SCMaster and Agent-T are compared. The
summarized results are presented in Table 7. The revenue of Agent-T is 2.6 M higher
than that of SCMaster, but Agent-T also has a higher procurement cost and sales
penalty. The procurement cost of Agent-T is 3.82 M higher than that of SCMaster, and
the sales penalty of Agent-T is 2.71 M higher than that of SCMaster. Hence, the
procurement efficiency ratio of SCMaster, 0.89, and that of Agent-T, 0.90, were
compared, and the difference was 0.01, which caused 1.1 M of profit difference.

Table 6. Summary of performance of the two agents in simulation 1

Revenue Cost

Product
holding
cost

Component
holding cost

Procurement
cost

Sales
penalty

Total cost Profit Factory
utilization

SCMaster 98,626,474 142,230 396,037 88,130,125 1,973,074 90,641,465 7,985,009 97.0 %
Agent-D 104,476,150 116,402 352,096 97,977,200 1,841,372 100,287,071 4,189,079 97.3 %

Table 7. Summary of performance of three agents in simulation 2

Revenue Cost

Product
holding
cost

Component
holding cost

Procurement
cost

Sales
penalty

Total cost Profit Factory
utilization

SCMaster 98,302,664 136,337 346,294 87,423,875 1,546,267 89,452,773 8,849,891 95.9 %
Agent-T 100,945,820 117,280 409,588 91,246,725 4,256,666 96,030,260 4,915,560 97.2 %
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This difference is caused by the inventory management mechanisms. As mentioned
in the analysis of simulation 1, SCMaster uses a dynamic inventory threshold and
Agent-T uses a fixed inventory threshold. Another weakness of Agent-T is the high
penalty amount. Both agents use more than 95 % of the factory cycle on average
(Agent-T = 1945 cycles/day = 97.2 %, SCMaster 1919.9 cycles/day = 95.9 %), but
Agent-T won 7940 orders and SCMaster won 3447 orders. This implies that Agent-T
has too many orders for the agent to process, and this excessive orders resulted in a
high sales penalty. To the contrary, SCMaster has less excessive sales orders, and it
created less of a sales penalty than that of Agent-T.

From this analysis, we may conclude that SCMaster’s bidding strategy using a slide
window protocol works effectively so that it increases the revenue while focusing on
higher profit products and maintaining appropriate level of sales orders for less sales
penalty. At the same time, the flexible inventory threshold also increases the pro-
curement efficiency, effectively supplying the component for production.
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Abstract. Developing standards is a social practice wherein experts engage in
discussions to evaluate design solutions. In this paper, we analyze processes
followed to develop SOAP standard from the theory of communicative action
perspective, which argues that individuals engaged in social discourse would
exhibit five possible actions: instrumental, strategic, normatively regulated,
dramaturgical, and communicative. Our findings reveal that participants in
standardization processes engage in communicative action most frequently with
aim of reaching mutual understanding and consensus, engage in strategic action
when influencing others towards their intended goals, engage in instrumental
action when taking responsibility for solving technical issues, engage in dra-
maturgical action when expressing their opinions, and engage in normatively
regulated action when performing roles they assumed. Our analysis indicates
that 60 % of activities performed are consensus oriented whereas the rest are
success oriented. This paper provides empirical evidence for Habermasian view
of social actions occurring in the standardization process setting.

Keywords: Standards � Standardization processes � Habermas �
Communicative action

1 Introduction

Anticipatory standards are created before the technology is introduced in the market.
Anticipatory standards are developed to ensure continued evolution of Information
Technology (IT) landscape and are compatible with existing technologies. Thus,
anticipatory standards provide technical specifications for developing new products and
services. Examples of anticipatory standards include HTML (HyperText Markup
Language) and SOAP (Simple Object Access Protocol). Developing anticipatory
standards are difficult as it involves substantial design components that are reviewed
and approved by industry members. Anticipatory IT standards face the threat of being
premature and full of unnecessary details [1], when inappropriate compromises are
made during standards development process. An inapt anticipatory standard can have
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detrimental effect on the industry as it can be considered irrelevant, fail to aid in
progressing the industry, or force the industry into a dead-end with poorly conceived
design specifications [1].

Most IT standards, particularly Web standards, are developed by consortium-based
Standard Development Organizations (SDOs) like W3C (World Wide Web Consor-
tium) rather than traditional SDOs like ISO (International Organization for Standard-
ization). Consortium-based SDOs have an advantage over traditional SDOs, in that,
participating members may exhibit greater tendency to be like minded, willingness to
cooperate, and wish for standard to be created. Consortium-based SDOs provide a forum
for interested parties to share their innovations and develop mutually agreed standards.

Consortium-based SDOs have placed safeguards to ensure their process is open but
not abused. For an example, W3C has issued a process document [2] that provides
guidelines to regulate processes followed to develop standards. Apart from openness,
success of consortium processes rely on voluntary contributions from its members, and
participants reaching consensus when making critical decisions relevant to the stan-
dard. Due to the openness, consensus orientation, and volunteer participation, many
researchers have argued that standardization processes are quite similar to Habermasian
view of rational discourse (i.e., open-ended discussion geared towards reaching con-
sensus) described in the theory of communicative action [3–6]. However, none have
conducted empirical investigation on an actual standardization process to provide
evidence of social actions described by Habermas occurring within the process. Thus,
the objective of this paper is to investigate IT standardization process from the theory
of communicative action perspective and find evidence of social actions within an
actual standardization process.

To aid our investigation, we conduct a qualitative study on the process followed to
develop SOAP standard. We performed content analysis on transcripts of SOAP
committee meetings to extract commonly performed activities. These activities were
further analyzed using Habermas’s theory of communicate action [7] to identify
activities that show evidence of occurrence of social actions within the standardization
process. We anticipate that our analysis from the theory of communicative action
perspective would provide a richer insight into inner workings of the standardization
process that is largely unknown and under-researched.

2 Background

SDOs play a vital role in developing IT standards by bringing together experts from
multiple industry sectors to collaboratively work towards a common solution for
complex problems relevant to the industry. Traditional SDOs develop de jure standards
based on a regulatory process which can be bureaucratic and time consuming [8]. Thus,
most IT standards are developed by consortium-based SDOs as voluntary standards
which are similar to de facto standards but developed through coordination among and
voluntary contribution from consortium members [9]. IT standards contain significant
technical component which are designed collaboratively by vested parties who are
competitors in the market place. Even though IT standards developed by consortium-
based SDOs play central role in advancing and shaping future direction of the field,
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we lack adequate understanding on how IT standards are designed and developed [10].
There are other prior works focusing on vertical industry specific e-business standards
[9] and comparative study on business process centric and technology centric
e-business standards [10]. However, in this paper, we focus on anticipatory IT stan-
dards, i.e., standards developed prior to development of the technology. Our research
objective is to investigate ability of theory of communicative action using empirical
evidence through conducting grounded analysis on standardization processes followed
at W3C.

2.1 Theory of Communicative Action

According to Habermas [7], a society maintains itself through socially coordinated
activities of its members and that this coordination is established through communi-
cation aimed at reaching consensus (p. 397). Habermas argues that a democratic system
of exchange among members is crucial for supporting communication that are aimed at
reaching consensus [11]. Habermas [7] suggests that members who may have
conflicting interests and working towards a common goal can reach consensus through
an argumentative process where statements of each member are verified and validated
(p. 86). Following Habermas arguments, we argue that standardization processes
should provide an open forum for all participants to engage in a social discourse and
have equal opportunity to initiate and sustain communication; rather than a process that
is riddled with authority, tradition, power, or prejudices.

Habermas, in the theory of communication action [7], provides a theoretical
framework that can be used for analyzing processes that are consensus oriented and
involve open participation and information sharing through dialogue as opposed to
exercising power of authority [12]. Thus, consensus oriented processes such as IT
standardization processes can be analyzed using assumptions, conditions, and princi-
ples provided in the theory of communicative action to gain a better understanding of
inner working of these processes [6].

There is considerable literature containing detailed overview of theory of com-
municative action [4, 12–15]. Thus, in this section we provide a brief overview on
Habermas’s classification of social actions performed by individuals in a society.
Habermas developed social action categories based on human predispositions of
striving to succeed based on available resources and power, and reaching mutual
understanding through coordination of actions with partners [16]. He distinguishes five
kinds of social actions: instrumental, strategic, normatively regulated, dramaturgical,
and communicative. Instrumental and strategic actions are geared towards achieving
success, while normatively regulated, dramaturgical, and communicative actions are
geared towards achieving mutual understanding [17]. Table 1 provides discourse
objective and action orientation for the five social actions.

Instrumental Action. The main concept of instrumental action is about making
decisions on alternative courses of action to achieve the goal based on an interpretation
of the given context [4]. Thus, instrumental action is performed by an actor to achieve a
goal or success, which is measured by effectiveness in achieving the desired objective.
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Individuals performing instrumental actions would manipulate physical objects,
abstract entities, states of affairs, or other humans to achieve their goals [15]. These
manipulations are performed through application of technical rules derived from
experiential knowledge [4, 16]. Furthermore, application of technical rules involves
selection of an action from a set of alternatives that maximize their chances to achieve
desired objectives [15].

Strategic Action. Habermas refers strategic and instrumental actions as teleological
actions, which involve following certain set of decision rules to maximize actor’s
interest or goal. Strategic action differs from instrumental action in that one actor
perceives other actors not as an object but as a rational opponent and player in the game
[15]. Individuals performing strategic actions would undertake a purposeful rational
action while assessing and anticipating reactions of other participants [1, 12, 17].
Depending upon the social context and whether other actors’ goals coincide with or
oppose to their, individuals would make a rational choice among alternatives to
maximize chances of achieving a desired objective [6].

Normatively Regulated Action. Habermas refers actions performed in a social group
in accordance to established common values or norms as normatively regulated action
[12]. Unlike instrumental and strategic actions, normatively regulated actions are
performed automatically in rote fashion as opposed to manipulative manner [12, 15].
Furthermore, normatively regulated actions are performed by actors in their social roles
during interaction with other members of the group [12]. Normatively regulated actions
can be assessed based on their normative rightness and legitimacy [15].

Dramaturgical Action. An individual’s act of self-expressing to present certain image
or impression of themselves is referred as a dramaturgical action [12]. Dramaturgical
actions are performed in public forum while interacting with a social group. Dra-
maturgical actions include presentations of an actor’s identity, interests, strengths, and
weakness. Expressions of the actor are evaluated by other members on the intended
meaning of the presented position [18].

Table 1. Five types of social actions.

Social actions Discourse objective Action orientation

Communicative
action

Coordinating of the plans of individual
participants to achieve common goals

Consensus-orientation

Strategic action Influencing other participants Success-orientation
Instrumental
action

Representation of states of affairs Success-orientation

Dramaturgical
action

Self-representation Consensus-orientation

Normatively
regulated
action

Establishing and following norms Consensus-orientation
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Communicative Action. Engagement of two or more actors to reach mutual under-
standing and coordinated plan of actions to maintain mutual agreement is known as
communicative action [12]. Actors involved in communicative action reach mutual
understanding and consensus by conducting argumentative discourse about norms,
common values, states of affairs, events, decisions taken and so forth [15, 16]. Com-
municative action can be considered successful if consensus is reached through
cooperative manner and through coordinated plan of actions by involved actors [15]. If
there exists misunderstanding among actors and difference in opinions, goals, or plans
of actions, then communicative action breaks down [16]. When breakdown occurs,
actors engage in civilized argumentative process known as rational discourses to reach
consensus and find a common ground [16, 17].

Openness and consensus orientation are the cornerstone of standardization pro-
cesses. Thus, the theory of communicative action is an appropriate framework for
investigating IT standardization processes. In the next section, we provide details of
categorical standardization activities identified through application of content analysis
on a SOAP standardization process. In the following section, we analyze these cate-
gorical activities against the five social actions provided by the theory of commu-
nicative action.

3 Case Study: SOAP Standardization Process

We employed a case study approach [19] to examine anticipatory IT standardization
processes. For the purpose of this examination, we selected SOAP (Simple Object
Access Protocol) 1.2 [20] standard developed by W3C. SOAP defines an XML-based
framework for exchanging information among web services [21]. SOAP is an antici-
patory standard as it contains substantial design components and development of
SOAP paved way for web service technologies.

We used content analysis technique [22] to inspect SOAP standardization pro-
cesses. Content analysis technique can be applied on large amounts of texts to make
categorical inferences on a phenomena in a methodical and repeatable manner [23].
Content analysis technique was applied on meeting transcripts (face-to-face and tele-
phone meetings) which are publicly available documents at the W3C XML working
group committee site [20]. There are a total of 120 meeting transcripts that archive
process followed to develop SOAP 1.2 standard. We examined SOAP meeting tran-
scripts without any preconceived notion. Thus, along with content analysis, we also
applied grounded theory approach to identify trends and patterns of activities that may
have occurred during the development of SOAP standard.

A research team performed content analysis on the meeting transcripts. Each
member in the team performed coding as well as questioning, examining, and cor-
roborating interpretations made by other members. Coding in the context of content
analysis involves identifying a text fragment and assigning appropriate categorical
inferences. Categorical inference expresses contextual meaning attached to the iden-
tified text fragment in relevance to the phenomenon under study. In this research
context, a categorical inference relates to a significant event or an activity performed by
participants of SOAP standardization. Atlas.Ti, a content analysis software [24],
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was used for managing meeting transcripts and annotating categorical inferences
obtained from specific text fragments in the documents.

In regards to validity of categorical interference made using content analysis,
establishing high inter-rater reliability is critical. Inter-rater reliability represents the
extent to which different coders make same categorical inference when each coding the
same text fragment [25]. As content analysis involves different research team members
reading and inferring the meaning of the text, inter-rater reliability is a test assessment
of objectivity. Inter-rater reliability measures provided by Neuendorf [26] were used to
calculate inter-coder reliability of the research team. To establish inter-rater reliability,
the analysis was initially performed independently by the coders on the same set of
documents. The resulting categories from each coder were compared to ensure that they
had established a shared understanding of unit of analysis (text fragments to be
identified), and category interfered (assigned meaning). Inter-rater reliability of 81 %
was achieved after three iterations (for each iteration, three randomly selected docu-
ments were used for analysis). For exploratory studies similar to this research,
inter-rater reliability above 70 % is considered to be adequate [27].

To ensure consistent interpretation of text fragments, coding scheme consisting of
syntactic (unit of analysis) and semantic (categorical inferences) rules was developed.
After establishing the coding scheme, coders independently performed content analysis
on rest of the documents. Although the coding scheme emerged through inter-rater
reliability process, new codes were allowed to emerge throughout the analysis. When a
new code emerged, coders regrouped to ensure they have common understanding and
interpretation, subsequently coding scheme was updated to include new code.

Empirical analysis all of 120 meeting transcripts that archived SOAP processes
revealed 95 purposeful activities performed by participants. Of 95, 39 activities were
main categorical activities while rest were sub-categories that are semantical variant to
the main categories. An example of sub-category variants would be, action items as a
main category and action item performed by large, small, chair, and W3C would be
sub-categories. In the next section, we analyze 95 activities inferred from content
analysis and map them to five social actions based on the theory of communicative
action framework.

4 Analysis Using Theory of Communicative Action

To aid our analysis, activities emerged from content analysis of SOAP standard were
mapped to five social actions described in the theory of communicative action. Map-
ping was performed based on the meaning assigned to activities inferred during content
analysis and description of the social actions provided in the theory of communicative
action. In order to achieve reliable and objective mapping, each researcher indepen-
dently mapped each of the 95 inferred activities to one of the five social actions. For
activities with contradicting mappings, researchers engaged in discussion until mutual
agreement was reached. Application of the social actions to the inferred activities
revealed that most of the activities can be mapped to five social actions explicated by
Habermas, except for two, which are text fragments in the meeting minutes being
censored and usage of both assistance to remind participants about important issues of
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the meeting. Both bot assistance and censored activities occurred only once during the
SOAP standardization process.

Application of the Habermas’s social actions indicated that out of 95 inferred
activities—10 were instrumental action activities, 26 were strategic action activities, 13
were normatively regulated action activities, 18 were dramaturgical action activities, 26
were communicative action activities, and 2 activities did not fit with any of the five
social actions. Overall 98 % of inferred activities can be mapped to social actions. It
indicates that the theory of communicative action is relevant to the standardization
process followed by W3C for the developing SOAP standard.

Further analysis was performed by totaling text fragments annotated (4760) with
inferred activities against to five social actions. Table 2 provides counts and percent-
ages of social actions and annotated activities mapping. The analysis indicates that
communicative action is at the core of the standardization process, which is not a
surprising finding because reaching consensus is central to the process. Analysis also
shows that strategic action is the second most frequent social action, followed by
instrumental and then by dramaturgical action activities. Normatively regulated action
is the least frequent, which indicates that most participants followed established norms
and spent least amount of time on establishing new norms.

To gain a better understanding on what kinds of inferred activities are associated
with each social actions, we tallied counts at the sub-categories level for each social
action. Following sub-sections provide discussions on each social action.

4.1 Instrumental Actions

The goal-oriented instrumental action is performed by participants when their objective
is to advance their own personal interests. Participants seeking to obtain desired results
would utilize their technical knowledge accrued through experience. Table 3 provides
top ten most frequent instrumental action activities. From the table, it can be noted that
action items (to solve technical/design problems) identified by specific participants and
participants volunteering to solve a technical issue are top two main categorical
activities. Identifying action items by specific participants shows that participants are
identifying technical issues to be resolved to ensure the standards meet their interests

Table 2. Social action count for all activities annotated.

Social Actions No. of inferred
activities

No. of text
fragments

% of
fragments

Communicative action 26 1507 31 %
Strategic action 26 1033 22 %
Instrumental action 10 858 18 %
Dramaturgical action 18 705 15 %
Normatively regulated action 13 656 14 %
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and goals. Participants are also volunteering to resolve technical issues based on their
skills gained from their work experience or availability of resources from their orga-
nizations. Thus, participants engaging in instrumental actions achieve their goals by
identifying technical issues and by choosing to work on technical issues that would
allow them to achieve their intended goals for participating in the standards develop-
ment process.

4.2 Strategic Actions

The purposive strategic action is carried out with contemplation of other participant’s
reactions. Participants engaging in strategic action aim at influencing other participant’s
actions. Table 4 provides top ten most frequent strategic action activities. From the
table, it can be noted that providing design (substantial design contribution), suggesting
design (minor design contribution), and raising issues with design solutions are top
three main categorical activities. Providing and suggesting design solutions can be
considered as strategic actions as participants are presenting alternative solutions for
other participants to consider. While proposing design options, participants are
assessing needs and goals of the standard, and presenting an option that will sway other
participants towards their desired solution option. Similarly, raising issues in existing
solution, raising overlap among standards, and raising overlap among other issues can
be considered as presenting information on how existing solution can negatively affect
the standard. Thus, through raising issues, participants are trying to sway other par-
ticipants from a proposed solution. From the Table 4, it can be also noted that some
participants can strategically choose to procrastinate from proposing solution for
assigned action item, thus, buying more time to identify a solution that meets their
goals and needs. Thus, participants engaging in strategic actions would present solution
options or raise issues with existing solution options to influence other participants
towards their intended goals within the standard.

Table 3. Ten most frequent instrumental action activities.

Activity Frequency count

Identifying action items to be performed: Large Organization 339
Identifying action items to be performed: Small Organization 131
Identifying action items to be performed: Editors 109
Identifying action items to be performed: Chair 95
Identifying action items to be performed 67
Identifying action items to be performed: Responsibility W3C 60
Volunteering to perform an activity: Large Organization 44
Volunteering to perform an activity: Small Organization 7
No Volunteers 3
Volunteering to perform an activity: W3C 3
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4.3 Normatively Regulated Actions

Normatively regulated action is performed by participants when they act in accordance
to the expected norms and values of the process. Participants engaging in normatively
regulated actions would be either following established norms or establishing new
norms for others to follow. Table 5 provides top ten most frequent normatively reg-
ulated action activities. From the table, it can be noted that most of the activities
represent participants playing their excepted roles in the process. Roles such as chair
and W3C staff are similar to assigned positions within the process, thus, they have
prescribed norms to follow. However, other roles such as issue owners are voluntarily
assumed by participants depending upon the context of ongoing discussions. As
standardization is a social process, participants are expected to enact their roles within
the process, follow associated norms, and perform actions that are in the best interests
of the standard. Reporting progress action represents expectation from participants to
report progress on the technical issues assigned to them. During each meeting, at the
beginning participants are expected to report progress they made on the tasks assigned
to them. Regulating process represents action performed (mostly by chair) to ensure
meeting discussion is proceeding in the expected direction and completed in a timely
fashion. Activities such as establishing and suggesting norms represent participants
creating new norms to be followed by other participants. When established norms are
not helpful in governing discussions within the meeting, participants engage in dis-
cussions to create new norms to handle the issue. Activities such as request for vol-
unteer is performed by chair when participants do not volunteer to take responsibility
for some open tasks. When participants do not volunteer on their own as expected, then
the chair directly assigns action items to specific participant who may have the required
technical skills. Thus, participants engaged in normatively regulated actions would be
performing roles they assume within the process and expected actions associated with
the assumed roles.

Table 4. Ten most frequent strategic action activities.

Activity Frequency count

Suggesting alternative design solutions: Large Organization 197
Raising issue with design solutions: Large Organization 176
Proposing design solutions: Large Organization 167
Suggesting alternative design solutions: Small Organization 68
Procrastination 67
Suggesting alternative design solutions: Chair 47
Standard Overlap Information 45
Raising issue with design solutions: Small Organization 37
Proposing design solutions: Small Organization 36
Issue Overlap information 34
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4.4 Dramaturgical Actions

Dramaturgical action is performed by participants when they express their position on
the issue under discussion. Participants engaged in dramaturgical action would be
expressing their thoughts and interests with the standard. Table 6 provides top ten most
frequent dramaturgical action activities. From the table, it can be noted that participants
expressing their agreement with statements made by other participants is most frequent
dramaturgical action activity. We also note that participants also express their confu-
sion and disagreement of statements made by participants as well as show appreciation
to other participants. Other frequent activities are expressing frustration and concerns
with the process. Thus, participants engaged in dramaturgical actions would be
expressing opinions on statements made by others and about the standardization
process.

Table 5. Ten most frequent normatively regulated action activities.

Activity Frequency count

Role: Chairperson of the committee performing his/her duties 240
Reporting Progress 151
Regulating Process 132
Request for Volunteer 51
Role: Owner of an issue 32
Suggesting Norm 18
Role: W3C staff 11
Establishing Norm 7
Role: Intermediator representative from another standard 7
Role: Proxy for a participant 4

Table 6. Ten most frequent dramaturgical action activities.

Activity Frequency count

Expressing agreement 539
Expressing concerns with the standard: Large Organization 52
Disagreement 51
Expressing reasons to participant in process: Large Organization 23
Expressing confusion with the discussions: Large Organization 17
Expressing concerns with the standard: Small Organization 7
Expressing appreciation 4
Expressing concerns with the standard: W3C 4
Expressing concerns with the standard: Chair 2
Expressing confusion with the discussions: Chair 2
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4.5 Communicative Actions

Communicative action is performed by participants when they work towards reaching
mutual understanding through coordination of their actions. Participants engaged in
communicate action would attempt to reach consensus on the issue under discussion
through a communicative process that is open for exchanging information, cooperation,
and criticism. Table 7 provides top ten most frequent communicative action activities.
From the table, it can be noted that participants most often engage in discussions on
technical issues, W3C process, or political nature of standard development. Second
most frequent activity is participant resolving a technical issue by reaching consensus
on an appropriate solution for the issue. Most often to reach a resolution participants
vote on various design options proposed for the issue. This voting process to resolve
issues is reflected in the democratic process activity. Before voting on available design
options, participants hold lengthy open-ended discussions wherein proposed solutions
are critiqued and additional information is provided to add clarity to the solutions. This
engagement in open discussions is reflected in the interaction among participants
activity. When questions on issues cannot be answered or solutions cannot be devel-
oped individually by a participant, they agree to cooperatively develop a solution.
Willingness and mutual agreement among participants to cooperatively accomplishing
a task is reflected in cooperation among participants activity. Thus, participants
engaged in communicative action would be aiming to reach mutual understanding and
consensus through discussions and sharing information.

5 Discussions

Empirical analysis presented in this paper shows that standardization process followed
at W3C exhibits all of the social actions described in the theory of communicative
action. Habermas argues that an individual engaged in rational discussions would be
either success oriented (focused on achieving individual goals) or consensus oriented
(achieving mutual understanding) [7]. Success oriented individuals would perform

Table 7. Ten most frequent communicative action activities.

Activity Frequency count

Discussions on technical issues 802
Issue Resolution 259
Discussions on W3C process 132
Democratic voting process to reach consensus 115
Interaction among Large Organizations 52
Cooperation for solving issue: between Large Organizations 36
Discussions on political issues associated with standard 25
Interaction between Large Organization and Small Organization 22
Cooperation for solving issue: Large and Small Organizations 16
Requesting for more clarity on existing design solutions 12
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instrumental and strategic actions, and consensus oriented individuals would perform
normatively regulated, dramaturgical, and communicative actions. Analysis indicates
that 60 % of activities performed by participants are consensus oriented and the rest are
success oriented activities. Standardization process is a coopetition process as partic-
ipating organizations are competing in the marketplace but cooperating to develop a
standard as a common good for the industry. Our findings thus shed some light on how
their actions split between cooperating (consensus oriented) and competing (success
oriented).

Our analysis reveal that participants achieve consensus by conducting discussions
on technical issues as well as about the process itself. Participants reach mutual
understanding on the most viable design options by holding lengthy discussions.
During such discussions, participants express their interests and concerns, as well as
critique proposed solutions. When they cannot reach a unanimous decision on pro-
posed options, they engage in a democratic process and select a design option by
conducting a straw poll for each presented option. Chairperson of the committee plays
an important role of regulating the process and ensuring participants are following
established norms. Our findings reveal that participants engage in activities that
involves contributing design options or assessing proposed solutions when they are
success oriented. Participants engaging in success oriented activities rely on their
technical capabilities and research investments of their organizations. Success oriented
participants take on technical issues that need solutions, propose solutions for open
issues, and assess the merits of proposed solutions.

To best of our knowledge, this is the first paper providing empirical evidence of
occurrence of Habermasian view of social actions in the anticipatory standardization
process setting. However more is left to explore in regards to IT standardization process
and understanding it from Habermasian perspectives. Habermas argues that when there
is misunderstanding, contradictory opinions, different viewpoints of the goals, or dis-
agreements on best means to achieve a goal, then communicative action breaks down
[7]. In situations when communication breaks down, participants would engage in a
civilized argumentation process, known as rational discourse to find a common ground.
There are five different types of argumentative discourses participants may engage in to
overcome communication breakdown. As a part of future work, we intend to analyze
inferred activities from our empirical analysis to observe when and how these argu-
mentative discourses are manifested within the standardization process.

This study certainly has its limitations. In this study, we perform analysis only on
one standard (i.e., SOAP) and on one SDO (i.e., W3C). Thus, findings from this study
cannot be generalized for all anticipatory standards or SDOs. We need to analyze more
standards from variety of SDOs. We need to study both successful and failed standards
to gain full understanding of inner workings of these processes. Only then we will have
necessary insights to improve the anticipatory standardization process efficiency and
effectiveness.
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Abstract. This work concerns optimal customer data acquisition and selection
problem. We first propose using a divide-and-conquer technique to find
empirical distribution of the customer data. We then formulate a data acquisition
problem as an optimization problem that maximizes the quality of the acquired
data while keeping the cost of acquisition as low as possible. We propose using
generalized second-price (GSP) auction to acquire customer data and show that
when the number of bidders is large, GSP is a truth-telling mechanism. We
derive the analytical solution for the optimization problem, which finds a set of
data that best represents the probability distribution of the target population
relative to the acquisition cost. An experimental study is conducted to demon-
strate the effectiveness of the proposed approach.

Keywords: Data acquisition � Data selection � Auctions � Optimization

1 Introduction

In today’s data-driven business environment, customer data is the lifeblood of business.
Organizations rely on data to perform business analytics to improve operations, gain
managerial insights, and develop business strategy in order to gain competitive
advantages. Organizations often already have a large amount of customer data in their
databases. In many applications, however, it is necessary to acquire new data for
business analytics. The two scenarios below demonstrate two different customer data
acquisition tasks for different business applications.

Scenario 1. A retail company considers whether or not to carry an additional product
line. The product line is new to the company, but related products exist on the market.
The company has a database of its customers, but has no data for the new product line.
If the company can acquire its customers’ purchase data for the related products from
other market sources, then the company will be able to make a reasonable estimate
about the sales of these new products. In this scenario, the objective is to obtain
aggregated information about some pre-specified new attributes (e.g., average pur-
chase amount per customer for the new products).
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Scenario 2. An online company plans to develop an analytic model to predict the
amount of purchase on some of its products that its customers buy from other channels
(either online or in-store). The model can be used to identify customers who have under
purchased the products from the company so that the company can focus its marketing
effort on right customers. In this scenario, the objective is to develop a predictive model
for a new target variable (purchase amount from other channels) based on the data
acquired. Alternatively, the objective can also be to acquire data that will be used as
predictor variables (rather than the target variable) that are not available in the current
customer databases.

A company may have millions of customer records. It is practically impossible to
acquire the data from all of its customers. For the purposes of information gathering
and business analytics, it suffices to acquire the data from a representative sample of the
customer population. Table 1 provides an illustrative example of a sample set, where
the left panel shows the customer data currently available and the right panel shows the
acquired data for Scenarios 1 and 2, respectively. For convenience, we list the acquired

data in the two scenarios for each customer in the sample set, although in practice each
scenario may correspond to different customer samples.

A straightforward way to get a sample set is to apply a simple random sampling
from the customer population. The selected individuals are then solicited to provide the
data. There are two serious limitations with this approach [6]. First, response rate is
typically too low, particularly when customer data requested include sensitive items.
Second, those who respond may be different from those who do not, in terms of
demographic and geographic profiles, as well as purchase patterns. Such a sample is
not a good representative of the customer population.

Customer data may also be purchased from data brokers or vendors such as Acxiom
and Datalogix. However, data brokers rarely have business specific data. For example,
the product purchase data shown in Scenarios 1 and 2 in Table 1 are unlikely to be
found from a data broker’s databases. If the purpose of purchasing data from data

Table 1. An illustrative example.

ID Age Zip
Code

Category-1
Purchase

Category-2
Purchase

Category-?
Purchase

Scenario 1:
Purchase on
New Products

Scenario 2:
Purchase from
Other Channels

1 25 25001 $120 $540 … $0 $550
2 31 22002 $130 $550 … $0 $0
3 32 29003 $150 $600 … $0 $780
4 36 18004 $100 $490 … $250 $0
5 43 24005 $170 $650 … $0 $230
6 48 32006 $200 $700 … $320 $990
7 50 20007 $160 $570 … $400 $0
8 53 29008 $230 $730 … $360 $890
9 56 23009 $210 $620 … $490 $140
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brokers is to get additional information for the current customers, it may not be easy to
correctly match an individual in the purchased data with a current customer.

This study considers purchasing additional data directly from the current customers.
A simple way to do this is to set a fixed price to pay all customers who provide the
requested data. However, individuals have different valuations of their personal
information. For a fixed price, there may be too many responses from college students
and too few from wealthy customers. As a result, the set of respondents does not
represent well the customer population. A better way to draw customers with different
valuations of their data is to use a procurement auction; that is, to let customers specify
the price of their data and then pay the customers based on some payment criteria. If the
payment is based entirely on the specified price, then we will likely still have a biased
sample set, for example, with too many college students and too few wealthy cus-
tomers. To avoid this problem, data acquisition needs to consider not only the cost of
the data, but also the quality of the data in terms of how well the acquired data
represents the customer population.

In this study, we propose a novel approach for customer data acquisition. The
proposed approach first applies a divide-and-conquer technique called kd-trees to find
the empirical distribution of the customer data, which is represented by a set of
empirical distribution cells (EDCs) that contains relatively homogeneous customer
records. A generalized second-price (GSP) auction is then conducted for each EDC to
obtain customers’ bid prices for the requested data. We formulate the data acquisition
problem as an optimization problem that maximizes the quality of the acquired data
while keeping the cost of acquisition as low as possible. We derive the analytical
solutions for the optimization problem, which are used to determine the amount of data
to purchase.

The main contributions of this paper include: (1) We propose using kd-trees to find
empirical distribution of the customer data and representing the distribution by a set of
EDCs. (2) We propose using GSP auction to purchase customer data and show that
when the number of bidders is large, GSP approaches a truth-telling mechanism.
(3) We consider data purchase and data usage simultaneously and formulate the data
acquisition problem as an optimization problem to maximize data quality while
keeping acquisition cost as low as possible. Furthermore, we derive closed form
solutions for the optimization problem.

2 Literature Review

Early studies on information acquisition have been conducted by Moore and Whinston
[10, 11], which develop optimal information-gathering strategy for decision model
building. The works are later generalized by Mookerjee and Santos [8] and Mookerjee
and Mannino [9] to develop optimal data acquisition approaches for decision support
systems.

Data acquisition problem has also been studied in the area of active learning. In
particular, Saar-Tsechansky et al. [12] propose an active feature acquisition approach
for classification applications. Their study considers acquiring instances where some
attribute values are missing. Their method uses an instance’s values of non-missing
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attributes to evaluate its contribution to the performance of a classification model. An
instance will be acquired if it can significantly reduce the classification errors on a per
unit cost basis. After the instances are acquired, they are added to the original data to
form a new dataset to build a classification model.

In the afore-mentioned studies, the data are acquired for existing predictor/input
attributes or target/outcome attributes. The selection of data depends largely on their
impact on the performance of the prediction or decision models. A common limitation
of these approaches is that they cannot be used to select or acquire data for a new
attribute. So, these approaches cannot be applied to the two data-acquisition problem
scenarios described earlier in this paper.

Zheng and Padmanabhan [14] study a data acquisition problem that involves
acquiring new predictor (input) attributes. Their approach selects the data based on a
prediction model built on existing data. In their work, two scores are computed for each
candidate instance: one score measures the instance’s contribution to imputation of
unknown attribute values; the other score measures the instance’s contribution to
prediction accuracy. The weighted value of the two scores is then used to select
instances. The purpose of data acquisition is to build prediction models. Their method
is designed to acquire predictor (input) attributes. It cannot be used to acquire data for a
new attribute not yet related to a prediction model, such as Scenario 1 above, or a new
target (outcome) attribute, such as Scenario 2 above.

The above data-acquisition studies are all related to some decision models. The
essential objective of these model-based approaches is to improve model performance.
Consequently, selected data points are more likely to be located in areas that are highly
critical to the model (i.e., near the model’s decision boundary). These techniques are
obviously not applicable to data acquisition problems that do not involve building
prediction models.

For data acquisition problems that are not related to model building, a usual
approach for data selection is random sampling. We have discussed earlier two limi-
tations of simple random sampling; i.e., low response and biased sample characteristics.
Simple random sampling also is not a good choice for purchasing data directly from
customers because it can be very expensive. For example, some customers asking very
high price for their data may be selected even though there exist many customers with
similar profiles and lower prices (but are not selected due to random sampling). A better
alternative is to use stratified sampling, where the population is first divided into groups
based on some attributes (e.g., age and location) and a sample of appropriate size is then
selected within each group. However, customer data usually have a large number of
numeric and categorical attributes. There is not a well-accepted approach in the literature
to perform stratified sampling on such high-dimensional data [2].

Furthermore, none of the above-mentioned data-acquisition studies consider how to
acquire data and how to determine the cost of the data. These studies assume that data
acquisition procedure is known and the cost of the data is given. Some of the studies
deal with the initial data acquiring phase, which is related to the cost of the data, and
final data selection phase, which is related to the quality of the data, in a separate
manner [10, 11]. Our work considers the cost and quality of the data simultaneously,
and formulates and solves the data acquisition problem in an integrated manner.
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3 The Proposed Data Acquisition Approach

3.1 Finding Empirical Distribution

In order for the acquired dataset to be a good representative of the customer population,
it is important to effectively find empirical distribution of the customer population (we
assume that customer population cannot be characterized by a known probability
distribution due to its high-dimensions and complex data types). We propose using
kd-trees [4] to find empirical distribution of the customer data. A kd-tree is a
divide-and-conquer technique for partitioning data into homogeneous subsets. It
recursively divides a dataset into smaller subsets such that data points within each
subset are more homogeneous after each partition. For numeric or ordered data, a
kd-tree algorithm typically selects the attribute with the largest normalized variance and
splits the data into two subsets at the median or mid-range of the attribute. After each
partition, the attribute values within a subset are relatively closer to each other. Most
categorical data can be ordered and then treated as numeric data. If not, categorical data
will be converted to binary data with 0–1 coding. For a dataset of N records, the
computational time complexity for kd-trees is of OðN logNÞ, which is very efficient.

Our idea is to use a kd-tree to partition the customer population data into a number
of subsets, within which customer records are relatively homogeneous. Each subset
forms an empirical distribution cell (EDC) and the collection of all EDCs represents
the empirical distribution of the customer population (in the same sense that a his-
togram represents a univariate distribution). Since the size of the customer population is
large, the size of each EDC can also be fairly large. Data selection can then be
performed within each EDC separately.

To see how a kd-tree works, consider the dataset in Table 1. The data for the first
three attributes (Age, Zip Code and Category-1 Purchase) are plotted in Fig. 1, where
the size or labeled value of a bubble represents a Category-1 purchase amount. The
algorithm first finds the attribute with the largest normalized variance, which is Age,
and splits the data at the mid-range of Age, which is 40.5. Next, within each subset, Zip
Code has the maximum variance and is then selected to split the data. The dataset is
now divided into four subsets, each containing data points that are more homogeneous
in Age and Zip Code (and perhaps in Category-1 Purchase as well). Suppose the
original dataset has millions of records. The dataset will be partitioned recursively until
the ranges of the attribute values for the subsets are smaller than the pre-specified
threshold values. Each subset then becomes an EDC, which can still be fairly large
with, say, hundreds of records.

The kd-tree based partitioning is appropriate when the purpose of data acquisition is
for gathering additional attribute information (e.g., Scenario 1) rather than building
predictive models. If data acquisition is tied to a prediction model (e.g., Scenario 2), the
classification and regression trees can be used to partition the data and get EDCs.
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3.2 Data Acquisition Using GSP Auction

To attract a sufficient number of participants, the auction used for purchasing data
should be able to result in multiple winners. It is also important to use a truth-telling
mechanism for data acquisition, where there is no incentive for a bidder to submit a
price that deviates from the bidder’s true valuation of the data. A well-known
truth-telling multiple-winner auction is the classic Vickrey-Clarke-Groves (VCG) auc-
tion. However, computation of VCG prices is convoluted and hard for general con-
sumers to understand; so, it is impractical to implement the VCG auction in our
problem setting. Another recognized mechanism is the Becker-DeGroot-Marschak
(BDM) auction, where the payment depends on a randomly drawn number. However,
we can show that a BDM auction incurs higher acquisition cost than a GSP auction for
the same customer data (the detail of this result is not discussed in this paper due to
space limitations). As a result, we propose using the GSP auction for data acquisition.

The GSP auction has been used by Google (AdWords) and some other search
engines to run keyword advertisements online. Advertisers submit bids for some
keywords to a search engine, together with sponsored links related to the keywords.
When a keyword matches a query of a search engine user, the search engine will show,
along with the normal unpaid search result, a list of matching sponsored links. The
listing order of the sponsored links depends on the rankings of the bids for the key-
word. If a link is clicked, the advertiser will pay to the search engine a fee calculated
based on the advertiser’s bid for the keyword. Specifically, the advertiser with the
highest bid pays an amount equal to the second highest bid, the advertiser with the
second highest bid pays an amount equal to the third highest bid, and so on.

Practically, GSP is easy to implement. It can be used to award a large number of
bidders at one go. In our problem context, the bidders participate in an auction to sell
rather than to buy. So, it is a reverse GSP auction. The winners are selected by their
bids from the lowest to the highest. The person with the lowest bid is paid an amount
equal to the second lowest bid, the person with the second lowest bid is paid an amount
equal to the third lowest bid, and so on. The GSP auction is not an exactly truth-telling
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Fig. 1. Example data partitioned by kd-tree.
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mechanism [3, 13]. However, as stated in Theorem 1 below, GSP approaches a truthful
mechanism with a large sample.

Theorem 1. When the number of bidders is large, GSP is asymptotically a truth-
telling mechanism.

The proofs of Theorem 1 and all other mathematical results are provided in the
Appendix. Since our application involves many bidders, GSP becomes a very
appealing auction mechanism.

3.3 Data Acquisition Model

Let m be the number of EDCs. In our proposed data acquisition scheme, there will be a
total of m auctions, each applied to an EDC. Let xi ði ¼ 1; . . .;mÞ be the number of
records acquired in the ith EDC. To facilitate analysis, we assume that bidders’ values
follow a uniform distribution. The uniform distribution assumption is very common in
auction theory literature [7]. For the ith EDC, let di be the average difference in price
between two consecutive bids. Without loss of generality, set the lowest bid to zero.
With the uniform distribution, the expected cost for buying xi records is 1

2 dix
2
i . So, the

total cost (payment to the bidders) is 1
2

Pm
i¼1 dix

2
i .

The quality of the data selected is measured by the closeness between the distri-
bution of the selected data and that of the population. We note from the context of
Scenarios 1 and 2 that the population refers to the company’s customer data collection
(but not a general consumer population). A classical measure of the closeness of the
actual and expected distributions is the chi-squared goodness-of-fit statistic,

X2 ¼P
i

ðoi�eiÞ2
ei

, where oi is the frequency count based on the observed distribution and

ei is the frequency count on the expected distribution. Let n be the total number of
records to be acquired and pi be the proportion of the records in the ith EDC from the
population. Then, the chi-squared statistic in our context can be written as

X2 ¼Pm
i¼1

ðxi�npiÞ2
npi

. Clearly, the smaller the X2 value, the closer the two distributions.

Our data acquisition problem has two objectives: (1) to best represent the popu-
lation with the acquired data, and (2) to minimize the cost for acquiring data. To
balance the tradeoff between the two objectives, the objective function of our problem
is expressed as a weighted combination of the two objectives. The data acquisition
problem can then be formulated as follows:

min
Xm
i¼1

ðxi � npiÞ2
npi

þ 1
2
w
Xm
i¼1

dix
2
i ; ð1:1Þ

s:t: xi � 1; i ¼ 1; . . .;m; ð1:2Þ
Xm
i¼1

xi ¼ n; ; ð1:3Þ
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where the weight w should be specified by considering the scale of the two terms in
(1.1). The decision variable of this problem is xi ði ¼ 1; . . .;mÞ. Constraint (1.2) ensures
that each EDC has at least one record selected. Constraint (1.3) requires that the total
number of records taken from all EDCs should sum up to n. This problem can be
solved analytically with the following results:

Theorem 2. The optimal solution for problem (1) is

xi ¼ npi
2þwnpidi

,Xm
j¼1

pj
2þwnpjdj

; i ¼ 1; . . .;m: ð2Þ

Note that the solution for xi should be rounded to an integer, as commonly practiced
in sample size determination.

Example. Consider a population consisting of two EDCs (m ¼ 2), characterized by
college students (EDC1) and non-students (EDC2). The population distribution is p1 ¼
0:3 and p2 ¼ 0:7. Suppose we plan to acquire n ¼ 100 individual records from this
population. Using GSP, there are 600 bids from college students and 400 bids from
non-students. The bid prices are evenly distributed over [$0.02, $12] for students and
[$0.05, $20] for non-students. So, we have d1 ¼ 12=600 ¼ $0:02 and
d2 ¼ 20=400 ¼ $0:05. Let w ¼ 0:5. Substituting these values into (2), we have x1 ¼
41 students and x2 ¼ 59 non-students. The cost for x1 is $0:02� 412=2 ¼ $16:81 and
for x2 is $0:05� 592=2 ¼ $87:03. So, the total cost with GSP is
$16:81þ $87:03 ¼ $103:84.

If a paid random sampling is used, we can expect that a similar proportion
(600:400) of students and non-students are interested. Then the selected sample set will
include about x1 ¼ 60 students and about x2 ¼ 40 non-students. Clearly, the
student/non-student distribution with GSP (41:59) is much closer to the population
distribution (30:70) than that with random sampling (60:40). Since the average cost is
$12=2 ¼ $6 for a college student and $20=2 ¼ $10 for a non-student, the expected
total cost with random sampling will be 6ð60Þþ 10ð40Þ ¼ $760, which is much more
expensive than the cost with GSP ($103.84).

4 Experiments

To evaluate the proposed data acquisition approach, we performed an experiment on
real data. The dataset, extracted from the US Census Bureau’s data website [1],
includes financial data for 1,080 individuals. There are 9 numeric attributes, including
various categories of income, interests, taxes, and deductions. The dataset was divided
into 12 EDCs using a kd-tree. Random sampling and GSP were then used to select a
sample of 100 records. The prices were generated uniformly distributed in [$1, $1000].
The weight parameter w was set to 0.5 for GSP.

The frequency distributions with random sampling and GSP are shown in Fig. 2,
along with the population’s distribution. It is clear that the distribution with GSP is
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much closer to that of the population than the distribution with random sampling,
indicating that the data obtained by GSP have higher quality than those by random
sampling. Table 2 shows the number and cost of selected records for random sampling
and GSP. We can see that the number of records selected with GSP for each EDC is
equal to the expected number calculated based on the relative size of the EDC. The
number of records selected with random sampling, however, deviates considerably
from the expected number. On the other hand, the cost with GSP ($1,153) is signifi-
cantly lower than the cost with random sampling ($6,260).

Fig. 2. Comparisons of frequency distributions.

Table 2. Comparison of acquisition costs and sample sizes

EDC # records
in EDC

Expected #
records in
EDC

# Records
with rand.
sampling

Costs of
rand.
sampling

# records
with GSP

Costs of
GSP

1 88 8 6 375.81 8 93.56
2 84 8 10 661.85 8 101.74
3 83 8 9 485.79 8 75.62
4 91 8 9 487.19 8 83.41
5 89 8 9 555.43 8 100.09
6 98 9 10 678.24 9 123.28
7 93 9 10 727.02 9 114.78
8 96 9 5 310.27 9 92.97
9 98 9 7 356.89 9 84.77
10 89 8 7 483.69 8 102.07
11 86 8 10 593.98 8 84.93
12 85 8 8 544.29 8 95.95
Total 1080 100 100 $6260.40 100 $1153.20
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5 Conclusion

In this study, we propose a new data acquisition approach that maximizes the quality of
the acquired data while keeping the cost of acquisition as low as possible. We have
shown how to find a set of data that best represents the probability distribution of the
target population relative to the acquisition cost. The work described so far focuses on
situations where the purpose of data acquisition is for gathering additional attribute
information (e.g., Scenario 1). We have also been working on data acquisition prob-
lems related to prediction models (e.g., Scenario 2) and will report the results in the
near future.
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Medicine of the National Institutes of Health (NIH) under Grant Number R01LM010942. The
content is solely the responsibility of the authors and does not necessarily represent the official
views of NIH.

Appendix

Proof of Theorem 1 (GSP is asymptotically truth-telling).
Let v be the true value of a bidder and bðvÞ be the bidder’s bid. For a GSP with
N bidders (large) and S slots (fixed), Gomes and Sweeney [5] show the following
relationship:

bðvÞ ¼ v�
XS

s¼2
csðvÞ

Z v

0
ðv� bðxÞÞFN�s�1ðxÞf ðxÞdx;

where F (with the density f) represents the distribution of bidders’ values and csðvÞ is a
function of v with a complicated expression. We have derived the result bðvÞ ¼ v by
showing that

lim
N!1

XS

s¼2
csðvÞ

Z v

0
ðv� bðxÞÞFN�s�1ðxÞf ðxÞdx ¼ 0:

The details are omitted due to space limitations. Instead, we provide a sketch of the
proof here in a Nash equilibrium context. First, suppose that the bidder underbid with
b�ðvÞ\v and wins. He will be paid an amount next to his price b � [ b�ðvÞ. If
b � [ v, then the bidder would win with bid v anyway. If b� � v, then the payoff to the
bidder would be b� � v� 0. So, underbidding does not improve the bidder’s payoff.
Now, suppose that the bidder overbid with bþ ðvÞ[ v. Since N is large and S is fixed,
there will be a large number of bids within ½v; bþ ðvÞ� and this number will be larger
than S. Consequently, the bidder will not win by overbidding.

Proof of Theorem 2 (Solutions to the optimization problem (1)).
We standardize the minimization problem (1) to
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min
Xm
i¼1

xi � npið Þ2
npi

þ 1
2
w
Xm
i¼1

dix
2
i ; ðA:1Þ

s:t:1� xi � 0; i ¼ 1; . . .;m; ðA:2Þ
Xm
i¼1

xi � n ¼ 0: ðA:3Þ

Applying the KKT conditions to this problem, we have for Lagrange multipliers
ki; i ¼ 1; . . .;m,

ki � 0; i ¼ 1; . . .;m;

kið�xi þ 1Þ ¼ 0; i ¼ 1; . . .;m;Xm
i¼1

xi � n ¼ 0:

ðA:4Þ

It follows from (A.1), (A.2) and (A.3) that

d
dxi

Xm
i¼1

xi � npið Þ2
npi

þ 1
2
w
Xm
i¼1

dix
2
i þ

Xm
i¼1

kið�xi þ 1Þþ lð
Xm
i¼1

xi � nÞ
 !

¼ 0; i ¼ 1; . . .;m;

or

2 xi � npið Þ
npi

þwdixi � ki þ l ¼ 0; i ¼ 1; . . .;m:

For non-boundary solutions, xi [ 1. It then follows from (A.4) that ki ¼ 0; i ¼
1; . . .;m. Thus,

2ðxi � npiÞþwnpidixi þ npil ¼ 0; i ¼ 1; . . .;m;

xið2þwnpidiÞ � 2npi þ npil ¼ 0; i ¼ 1; . . .;m;

i.e.,

xi � 2npi
ð2þwnpidiÞ þ l

npi
ð2þwnpidiÞ ¼ 0; i ¼ 1; . . .;m; ðA:5Þ

or

Xm
i¼1

xi �
Xm
i¼1

2npi
ð2þwnpidiÞþ l

Xm
i¼1

npi
ð2þwnpidiÞ ¼ 0:

Substituting (A.3) into the above equation, we have
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n�
Xm
i¼1

2npi
ð2þwnpidiÞþ l

Xm
i¼1

npi
ð2þwnpidiÞ ¼ 0:

Solving it for l, we get l ¼ 2� 1Pm
i¼1

pi
ð2þwnpidiÞ

. Substituting it into (A.5), we have

xi ¼ npi
2þwnpidi

,Xm
j¼1

pj
2þwnpjdj

; i ¼ 1; . . .;m:

This solution satisfies KKT condition and the objective function is convex, so it is the
unique solution.
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Abstract. This paper investigates how technological innovations such as broad-
band mobile Internet and the development to performance- and search-based
online advertising determine the corporate scope of established Internet players.
Theoretically grounded in the resource-based view and the theory of dynamic
capabilities and complemented by a contingency perspective, this study investi‐
gates an established Internet player offering domain trading and domain parking
services. It finds that the widely appreciated, exogenous technological innova‐
tions of the mobile Internet act as antecedent of change in corporate scope and
service offerings, which cause not only up-scoping, but also down-scoping deci‐
sions [1]. Thereby, the paper contributes to the literature on resource- and capa‐
bility-based opportunities in technologically changing e-business environments
and complements prior research on exogenously driven corporate scope and e-
business model developments.

Keywords: e-business · Service portfolio · Contingency perspective · Resource-
based view · Corporate scope · Domain trading and parking

1 Introduction

The trend of the Internet going mobile – fostered by the growing penetration of mobile
broadband access, lower data plan costs and the diffusion of smart-phones – has been
widely acknowledged. Early mobile telephones, so-called feature phones, have been
important access devices for about two decades. They have been replaced by a second
generation of devices, including netbooks, tablets, and smartphones. The number of
mobile Internet users is growing and has attracted – among others – interest of the
industry for direct products offerings on mobile devices and mobile advertising [2–4].

In many settings, the technological innovations accompanying the Internet going
mobile act as antecedents of change with regard to corporate scope and business models
in the sense that technological innovations prompt companies to reconfigure their corpo‐
rate service portfolios [5]. Prior research has covered the impact of a company’s
resources and innovation capabilities in determining its corporate scope and business
model for service offerings [6, 7]. With this research, we explore the impact of exogenous
technological innovations on the same.
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We investigate how the technological innovations such as the development of the
mobile Internet from narrow-band accessed via feature phones to broad-band accessed
via smart-phones and changes in online advertising such as the growth of search-based
and performance-based advertising contribute to determining a company’s corporate
scope and business model for service offerings. Taking a contingency perspective, we
examine how those exogenous technological innovations will be followed by a recon‐
figuration of established Internet players’ service portfolio. In particular, in the context
of a globally leading provider of niche Internet services, we pursue the following
research question with this qualitative work: how do the technological innovations of
the mobile Internet promote down-scoping a profitable corporate service portfolio over
up-scoping it? In other words, different from related literature on business models, the
central contribution of this paper lies in examining how highly praised technological
innovations not only cause established players to expand their activity scope, but also
to down-scope and divest.

To this end, this paper summarizes the theoretical grounds of the resource-based
view and dynamic capabilities complemented by the perspective of contingency theory,
here standing for specific exogenous technological innovations, and then applies those
theoretical grounds to the case of Domain-Gain1, a leading established Internet player
in the niche domain trading and domain parking services. Building on the academic
discourse on resources and capabilities determining a company’s scope and business
model, the paper discusses the findings with regard to the role of exogenous technolog‐
ical innovations, here the development of the mobile Internet and online advertising, as
impetus for up- and down-scoping a corporate service portfolio.

The remainder of the paper is organized as follows. In the next section, we define
relevant terms and describe technology-induced changes in mobile business. We then
lay the theoretical grounds of our study by integrating the resource-based view [7–9]
and dynamic capabilities [10, 11] with a contingency perspective [12, 13] for investi‐
gating external technological innovations as antecedents to corporate up-scoping and
down-scoping. We discuss the reconfiguration of an established Internet player’s service
portfolio against the technological developments and the outlined theoretical grounds.
We conclude with some theoretical and practical implications and suggestions for
further research.

2 Terms and Technology-Induced Changes in Mobile Business

With this section, we aim at a common understanding of several terms, for which we
find many diverging definitions in the scientific literature and the press. Instead of
making the claim for the appropriate definition, we want to avoid misinterpretations
throughout this work.

The Mobile Internet, also termed mobile web, wireless Internet, or wireless web, has
been defined with respect to the content formatted to mobile devices [14] or – empha‐
sizing the ‘always-on’ mentality – focusing on hardware-related aspects such as screen

1 Additional data are disclosed for anonymous review, but available for presentation.

The Mobile Internet as Antecedent for Down-Scoping 67



size, processing capabilities and input facilities [15, 16]. We combine both views and
define the mobile Internet broadly as the possibility to use Internet content and services
on handheld devices at any time, accessed for certain purposes via mobile communica‐
tion networks, making the access device the only difference between the stationary
Internet and the mobile one. We exclude access by WiFi as mobile Internet.

While the terms feature phone and smart-phone are widely used, there is no
commonly accepted definition codifying which characteristics a mobile phone requires
in order to qualify for one or the other category [17]. The corresponding definitions
change over time; they typically refer to differences in hardware capabilities (sheeted
processor, additional sensors, touch screens, cameras) or software (extensibility of the
system through the installation of software). It is general understanding that that feature
phones are early generation mobile devices, typically designed for placing and receiving
calls and text messages using a manufacturer’s proprietary operating system. Smart‐
phones refer to high-end, multifunctional devices which resemble mini-computers,
compared to feature phones. Prominent examples for smartphones are Apple’s iPhone
and various devices running Android, Microsoft’s Windows Phone or, more recently,
Windows 10 Mobile. In this paper, we consider all those devices to be smartphones; we
exclude laptops, netbooks, tablets, and other connected devices.

The diffusion of smartphones and the related increase in mobile Internet usage
change the context of mobile ads and related advertising-based mobile business models
[18]. Mobile ads resemble their stationary pendants [19–21] both include banners, pop-
ups, search-based ads, and interactive elements. In line with mobile advertising, two
trends have been observed: (1) performance-based advertising complements and
possibly substitutes fix-price advertising [22] and (2) mass advertising loses ground
against search-based advertising [23].

• Performance-Based Advertising. Performance-based advertising points to directly
measuring user responses on ads (e.g., [24]). Payments are based upon click-through
rates [23] or on conversion rates. For both, click-through rates and conversion rates,
the quality of the landing pages is crucial [25, 26]. Landing pages are distinguished
along their page relevance, transparency, and navigability. Performance-based adver‐
tising not only complements, but increasingly substitutes fix-price advertising.

• Search-Based Advertising. The trend towards search based Internet access has
changed consumers’ online behavior and subsequently the way online advertising is
conducted. Search-based advertising has gained ground over mass advertising [23].

3 Theoretical Grounds

We explore our research question, how the technological innovations of the mobile
Internet promote down-scoping over up-scoping of a profitable corporate service port‐
folio, on the grounds of the resource-based view and theory of dynamic capabilities
complemented by a contingency perspective.

In the resource-based view, a company’s competitive position results from
processing a bundle of human and physical resources [7–9]. Heterogeneously distrib‐
uted, unique resources, that are valuable, rare, inimitable, and non-substitutable (VRIN)
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could lead to a lasting, resource-based competitive advantage [27]. Beyond counting on
physical resources, companies searching for a resource-based competitive advantage
need to focus on the processes and capabilities needed to exploit their resources [28–
30]: They must manage and align them and install replicable routines for leveraging
them [31]. Such process focus requires dynamic capabilities, i.e., a company’s abilities
“to integrate, build and reconfigure internal and external competences to address rapidly
changing environments” [11, p. 516]. Derived from prior knowledge, dynamic capabil‐
ities give direction on how to develop, manage, and deploy the resources [10] and hence
to drive innovation. Technological capabilities are one influential form of dynamic
capabilities [32]. Developed over time and accumulated with experience, they reflect a
company’s ability to acquire and apply various technologies. They are an influential
driver of innovation and of sustaining competitive advantage [33, 34].

However, technological innovations in the business environment may also challenge
a company’s resources and technological capabilities and eventually foster either
entering or exiting certain business activities [35]. Helfat and Eisenhardt [36] demon‐
strate the role of technological innovation as an antecedent of changes in corporate scope.
Companies adjust their corporate portfolio in response to industry conditions [37–39]
or a changing technological environment. Studies explicitly investigating changes in
corporate scope with technological innovation as antecedent of down-scoping and
divestments are still rare. An exception provides Kaul [5] who finds that technological
in-house innovations prompt a company to reconfigure its corporate portfolio.

Further related and more IS/ICT oriented works can be found in the literature on
business models. While there is still no consistent definition of a business model [32,
40–42], there seems to be agreement that a business model describes how a company
interacts and transacts with its customers and partners and converts resource investments
into economic value [43, 44]. Almost every business model conceptualization harks
back upon the resource-based view stating that – especially in the digital era – generation
of sustainable economic value relies on a company’s ability to absorb ICT resources and
align them to its other resources [40, 45].

Our interest in this study reaches beyond in-house developed technological innova‐
tions to exogenous ones [46–48]. This has encouraged reference to contingency theory
[12, 30]. Combining a contingency perspective with the resource-based view [49, 50]
allows investigating how externally occurring technological innovations impact the
value of organizational resources and associated up-scoping and also down-scoping
decisions [1]. This is in line with the more recent ICT-oriented business model literature
which consistently finds that in times of the Internet and digital business, companies
need to be capable of adapting their business models or their corporate scope to changes
in the environment [40, 51–54].

4 The Case of Down-Scoping Domain-Gain’s Service Portfolio

Research Methodology and Data Collection. We investigate our research question via
an explorative study [55–58] of Domain-Gain and its service portfolio including domain
trading and domain parking services. For data collection, we use in-depth interviews,
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server data, and publicly available documents. We conducted sixteen in-depth face-to-
face interviews with Domain-Gain representatives in three rounds, in the second half of
2010, in the second half of 2013, and in the first half of 2015. Semi-structured interviews
– not just following a fixed set of questions – were deemed to be an appropriate method
for data collection. Some interrogations took place more than once – during and across
interview periods (2010, 2013, and 2015) in order to gather as much information as
possible. Whereas all initial interviews were face-to-face at Domain-Gain’s premises in
Europe and the US, some subsequent sessions were based on e-mail, Skype and tele‐
phone. We could also access sets of company internal server data – differentiating traffic
generated by end-users accessing a website along the country of origin, the web browser
used, the generated earnings, and the access date. As Domain-Gain’s tracking system
does not automatically distinguish between stationary and mobile browsers, a time-
consuming manual data filtering was unavoidable. Finally, printed and website-based
information including publicly accessible reports and press releases allowed us to vali‐
date findings derived from other sources.

Domain-Gain’s Service Portfolio. The company operates a global marketplace for
domain names (URLs) with more than 1.5 million member accounts from around the
world. With offices in the United States and Europe, Domain-Gain has revenues of about
USD 36 million in 2013. For fifteen years, Domain-Gain has built its business on two
main pillars, domain trading and domain parking, complemented by a portfolio of tools
for buying, selling, and monetizing domains.

• Domain Trading refers to selling domain names via an online trading platform.
Domain-Gain offers about 17 million domains for sale and sells more than 2,500
domains monthly. The business of domain trading is based on the scarcity of good
domain names in terms of navigation and representation [59]. In 2013, domain
trading accounted for about 60 % of Domain-Gain’s gross revenues and 40 % of its
net revenues. Impressive sales figures include fly.com for USD 1.8 million in 2009,
mm.com for USD 1.2 million in 2014, and – still beating the rest – sex.com for USD
13 million in 2010.

• Domain Parking builds on monetizing unused but parked domains via performance-
based advertising [60, 61]. It is based on a domain name naturally generating traffic
derived from its unique name. The traffic originates either from typing-in a domain
name in the address bar of a web browser or from old back-links coming from prior
use of the (expired) domain. Domain owners use Domain-Gain’s parking service to
earn revenue while promoting the domains for sale. They set keywords and domain
topics in their Domain-Gain account. As soon as a parked domain is accessed on
Domain-Gain’s domain trading platform, Domain-Gain places pay-per-click text-
link ads and a design-template to purport that it is a real website. It aims at optimizing
keywords and ad placements as to fit the expectations of domain visitors. This is
different from sponsored advertising, where advertisers submit their product infor‐
mation in the form of specific keyword listings to search engines bidding for prom‐
ising listing on the search engine results page. When a user searches for a term on
the search engine, the advertisers’ webpage appears as a sponsored link next to the
organic search results (e.g., [62]). Advertising on parked domains is performance-
based; the domain owner receives a per-click revenue share.
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Across the markets, Domain-Gain’s mobile click-through rate has been almost 2.5
times higher than its stationary one. In 2013, about 4 % of the views on Domain-
Gain’s parked domains originating from mobile sources generated 8 % of all ad-
clicks and drove about 6 % of Domain-Gain’s total gross parking revenue. However,
the revenue-per-click (the ad price) was on average lower in the mobile Internet. This
limitation of the mobile domain parking business was mostly beyond Domain-Gain’s
control. Google placed more than 90 % of text-ads displayed on parked pages. Hence
Domain-Gain could only influence the prices for the remaining less than 10 % of ads.

Early on, Domain-Gain offered domain parking services complementing its domain
trading services. Early on, ‘pre-mobile’ so-to-say, both business pillars led to a profitable
position on a global scale. When the Internet and hence also unused domains went
mobile, the expectation was that the stationary position, i.e., resources and capabilities
driving stationary success, could be transferred to the mobile world. Mobile domain
parking was considered a mere variation of the profitable stationary domain parking
business.

This expectation did not fully materialize. The mobile Internet hampered the up-
scping of Domain-Gain’s service portfolio along long four main lines: two concerning
the mobile business performance compared to the stationary one and two questioning
the general viability of the domain parking business model – stationary and mobile.

• While mobile click-through rates were found to be on average 2.5 times higher than
stationary ones, ad prices in the mobile world were lower and thus limited the
revenue-per-click.

• With the increasing diffusion of smartphones, users increasingly accessed the Internet
via apps which – due to their architecture – did not entail the risk of mistyping web
addresses.

• With the shift to performance-based advertising, accidental visitors who are annoyed
about landing on a wrong page and hence do not click on the advertisement, fail to
contribute to Domain-Gain’s revenue stream.

• With search-based advertising, a business model built on back-links and direct
domain type-ins seems at risk. Significantly less users type or even mistype URLs
which is required to get forwarded to pages parked on Domain-Gain’s servers. In
contrast, Twitter users follow real time links.

5 Discussion

We wanted to explore how the technological innovations of the mobile Internet promote
down-scoping over up-scoping of a profitable corporate service portfolio.

We found that Domain-Gain was committed to adjust its processes in order to extend
existing resources and capabilities for maintaining a sustainable competitive advantage
when extending its scope and business model to mobile domain parking. By combining
its available resources with its competences – both successfully proven in the stationary
Internet –, Domain-Gain aimed at leveraging synergies between both, domain trading
and domain parking and between its stationary and mobile domain parking business in
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order to gain leadership in the mobile domain parking market [63]. Thus Domain-Gain
pursued the basic notion of the resource-based view that “it is not the value of an indi‐
vidual resource that matters but rather the synergistic combination or bundle of resources
created by the firm” [64, p. 356].

However, we found the limits of profitably managing and realigning resources and
capabilities when exogenous technological innovations – such as an increasing number
of smartphones accessing the Internet via apps and the growth of performance- and
search-based advertising – rescind an established business model or service offerings,
here domain parking. Radical changes in the business environment force Domain-Gain
to reconsider its corporate service portfolio with respect to mobile domain parking.

The resource-based view stresses the importance of unique, valuable, and imperfectly
mobile resources and capabilities for achieving competitive advantage [9, 27]. It underlines
the need for processes that allow companies to exploit these resources [65, 66]. Domain-
Gain’s resources, for instance the about 17 million domains for trade on its platform, proved
valuable in the stationary Internet. Its process of tightly linking those domains ‘on sale’ with
the company’s imperfectly mobile advertising resources and capabilities (e.g., targeted ad
networks) helped Domain-Gain to launch and succeed in domain parking and allowed it to
be market leader as long as the business environment was promising. However, given the
Internet’s ubiquity of service provision and access, which also applies to advertising serv‐
ices, the concept of imperfectly mobile resources loses relevance.

The need to down-scope due to exogenous technological innovations is not specific
to the mobile environment [5]. Technology-induced shifts driving performance- and
search-based online advertising occur both in the stationary and the mobile Internet. We
found that they lead to a potentially shrinking stationary domain parking business and
require re-allocating scarce resources between projects and markets. Hence, down-
scoping requires having resources at hand which are scalable. In the case of Domain-
Gain, resource scalability turned out to be challenging with regard to the company’s
domain parking business which is inevitably interlaced with its global domain trading
activities. Country-code top-level domains were about the only scalable resources that
could be exploited in the process of down-scoping.

Once the needed resources are available or at least within reach, Teece [10] suggests
that a company deploys its dynamic capabilities to innovate for changing business envi‐
ronments and market conditions by reconfiguring the resources [67, 68]. To that end,
Teece [10] disaggregates dynamic capabilities into the capacity to sense and shape
opportunities and threats, to seize opportunities, and to maintain competitiveness
through enhancing, combining, protecting, and – when necessary – reconfiguring the
resources. Concerning sensing and shaping opportunities, Domain-Gain understood
customer needs focusing on device specific and individualized services. By sourcing its
mobile traffic by device or at least by operating system, Domain-Gain accumulated
significant knowledge about mobile Internet users and their viewing and clicking
behavior on parked domains and learned that higher mobile click-through rates alone
cannot heal the exogenously driven (smartphones, apps, performance- and search-based
advertising) lower mobile traffic on parked sites. With regard to seizing opportunities,
Domain-Gain balanced resources between its core trading business and its high-margin,
but risky mobile domain parking. Teece [10] suggests that maintaining evolutionary
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fitness and escaping from unfavorable routines helps to sustain continuity only until
there is a shift in the environment. Accordingly, Domain-Gain did not revamp its organ‐
ization in light of those major shifts in the technological environment or the overall
industry context.

Domain-Gain, being confronted with the need to down-scope due to exogenous
technological innovations, resembles the critical lines of incumbents who face a new
entrant with offering innovative, perhaps even technologically mediocre products or
services. Admittedly, the analogy between incumbents facing a new entrant with a
disruptive technology may not be one-to-one applicable to Domain-Gain being
confronted with exogenous technological innovations. However, the lessons to be learnt
from the literature on disruptive technologies [69, 70] may explain how new techno‐
logical innovations act as antecedent for an incumbent’s or established player’s down-
scoping and eventually divestment.

6 Contribution and Further Research

It is widely acknowledged that digitalization and advances in mobile technologies create
significant turmoil in many traditional industries, including retail and media. While
Domain-Gain’s core business of domain trading still flourishes, its domain parking
model has deteriorated with the Internet going mobile and users’ general affinity to use
apps and search engines – even though a large part of the Internet remains being accessed
via traditional, large screen web browsers. In this context, our explorative study of
Domain-Gain’s domain parking business in the mobile world illustrates an example of
the mobile Internet initiating and driving down-scoping a corporate service portfolio
based on a business model, which does not fit the changes imposed by exogenous,
industry-wide technological innovations [5, 43, 71].

Similar to Kaul [5], our study contributes to the resource-based view by taking a
more holistic perspective on the dynamics of – also exogenous – technological innova‐
tions and corporate scope. It thereby complements the literature on corporate scope and
business model development [40, 72]. In Particular it points out that the widely appre‐
ciated, exogenous technological innovations of the mobile Internet act as antecedent of
change in corporate scope and service offerings, which cause not only up-scoping, but
also down-scoping decisions [1]. Thereby, the paper extend earlier works on resource-
and capability-based opportunities in technologically changing e-business environments
and complements prior research on exogenously driven corporate scope [46, 48].

Without any doubt, our findings are accidental at best. As with any single explorative
study we face the issue of limited generalizability. Further, digging into the different
stages of an established niche player launching and potentially exiting the mobile
pendant of its successful stationary Internet business, we had to cope with almost a third
of the company’s life-time and could barely ‘control’ other contingency factors and
changes among interviewees. Finally, securing the publication opportunity for a study
with findings that are rather critical for the company under investigation has posed some
constraints in terms of data release.
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However, we hope that this study can serve as an effective eye-opener and promote
further investigations of the often praised technological innovations impacting corporate
scope. Intuitively, we consider technological innovations as opportunity for up-scoping
product and service offerings [73]. With our study, we wish to have raised awareness
the impact of technological innovation on corporate service portfolios is heavily context-
dependent. As we have shown for the niche service of domain parking, each player in
a value chain or value web requires careful analysis regarding the direction in which
technological innovation act as antecedents for up-scoping or down-scoping a corporate
service portfolio.

Further research may want to dig deeper into the impetus of other exogenous forces
relevant in the context of mobile commerce such as deregulation and globalization. Any
such contingency factors not only make research into business model developments [74]
increasingly topical, but may also point to innovations as contingency factors causing
corporate down-scoping and even divestment [5].
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Abstract. Exploring top executive’s behavior on social media potentially indi‐
cates an important area for information systems research. Engaging in traditional
social strategies through digital channels may not always result in strong online
images and impressed stakeholders. Traditional perspectives on impression
management (IM) have focused on the use of IM on a single targeted audience.
In contrast, individuals employing IM tactics in social networking platforms
(SNP) must consider multiple audiences simultaneously. We are interested in
understanding how top executives leverage SNP for personal gains. Our findings
show that when the definition of audience and purposes of IM are re-visited in
digital context, some of the traditional lines of thought fall apart.

Keywords: Social networking platforms · Impression management · Top
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1 Introduction

Being active in social networking platforms (SNP) has recently generated an interest
among executives [1]. SNP are relatively recent platforms used to influence and create
impressions on internal and external stakeholders, which have implications for executive
career success. The ease of disseminating information through SNP lets top executives
reach target audiences efficiently to create a favorable image in the eye of stakeholders.
Our focus is the SNP usage of top executives and understanding their public strategies,
and personal gain.

For top executives including CEO’s, CFO’s, and other executive VP’s, influ‐
encing the audience inside and outside the organization entails competent impression
management [2]. Impression management (IM) is defined as efforts of an individual
to generate, defend or otherwise alter an image held by a target audience [3]. Jones
and Pittman [6] identified five tactics of IM: ingratiation, supplication, self-promo‐
tion, exemplification, and intimidation. Ingratiation involves individuals rendering
favors, conforming opinions, or using flattery to gain appreciation from the target
audience [4, 5]. Supplication refers to the tactics of an actor who highlights her/his
own weakness to invoke empathy from the audience [6]. Self-promotion defines the
efforts of an actor who aims to be seen as competent and respected [5]. Exemplifica‐
tion tactics are demonstrations of self-sacrifice for the company or community to
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portray moral worthiness [5]. Finally, actors use intimidation to present themselves
as powerful and dangerous figures that are capable of harming a target [7].

Management scholars have investigated the effects of top executives’ IM usage on
career success in traditional media [11, 12] and found that IM tactics employed by top
executives can lead to additional career achievements [13]. More specifically, Westphal
and Stern [19] examined interpersonal influence behaviors of top managers, from an
impression management perspective, in obtaining board appointments. Top executives
employed IM tactics not only toward board members and peer directors, but also a wider
range of audiences including shareholders [14] and journalists [15] to enhance their
career success in primarily traditional media platforms.

Top executives, who employ IM tactics in traditional media, often use boundaries
between separate audiences to customize their message [8]. Boundaries segregate
different audiences in the applied medium. For example, an individual using email can
segregate audiences by addressing a specific individual or group. In SNP, the boundaries
between audiences become more permeable which leads to sharing information with
multiple audiences simultaneously. In contrast to sharing of specifically-selected infor‐
mation with appropriate targeted audience, we observe context collapse which refers to
the overlap of an individual’s multiple audiences into one single platform [9, 10]. For
example, ingratiation towards a specific person might be intended to be private.
However, if the actors engage in such behaviors in SNP, intention of the actor will be
visible to multiple audiences rather than only the targeted audience. In this situation,
actors have more difficulty managing separate impressions across their target audiences
in SNP than in offline settings [10]. We question how these publicly visible platforms
affect the individual usage of IM tactics because top executives need to manage impres‐
sions in front of multiple audiences simultaneously, to achieve their career goals.

In our work, we seek to answer following research questions: Do IM tactics on SNP
affect a top executive’s career success? Furthermore, which specific IM tactics employed
by top executives on SNP are likely to be associated with better career outcomes?
Investigation of these questions will contribute to academic and practitioner research on
the usage of social networking sites as platforms for enabling career success.

2 Theoretical Development

Our study analyzes the relationships between the dimensions of IM and career success.
We draw on Jones and Pittman’s IM taxonomy [6], validated by Bolino and Turnley [5],
which captures a large domain of IM behaviors and is applicable to both the individual
and organizational level of analysis. We investigate the pitfalls and advantages of these
tactics as they are employed in the SNP environment. Further, we consider IM tactics
as visible not only to targeted audience but also to other unintended observers.

We propose that the employment of IM tactics across a wide audience impacts exec‐
utive career success. Previous research on this topic has highlighted five IM tactics
employed to gain career success [e.g., 16]. In this research, we focus on the same
constructs and re-examine the nature of the relationship between these tactics and exec‐
utive career success in the context of SNP. Our expectation is that when the definition
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of audience and purposes of IM are re-visited in this context, some of the traditional
lines of thought fall apart or need specific re-examination. Specifically, due to the audi‐
ence collapse; we posit that ingratiation and supplication tactics, when applied in SNP
by top executives, are negatively associated with their career success while self-promo‐
tion, intimidation, and exemplification maintain their positive associations.

3 Methodology

We present an empirical analysis of impression management tactics in Twitter as a
prevalent social networking site. Twitter often serves as a microblogging platform and
forms one of the most popular online communities in the world [17]. We use 110 top
executives verified twitter accounts listed in S&P 1500 index. We gather all the tweets
from executives’ accounts from April 21, 2013 to January 21, 2014. Our dataset
comprises more than 230,000 messages sent by top executives in our sample including
metadata such as user-id, time-stamp and content type. The dataset contains tweets,
retweets and reply-messages from managers to other Twitter users. For career success,
we collect data from the SEC filings of publicly traded companies, namely SEC Form
DEF 14-A and S&P-managed ExecuComp database including salary, bonus, total value
of restricted stock granted, net value of stock options exercised, and long term incentive
payouts for 2013 fiscal year.

We use a supervised machine learning methodology to automatically derive the
impression tactics from the sheer volume of Twitter data. Supervised learning methods
require two consecutive phases. First, we compose a training set with a cost efficient
and precise manual coding process. Second, we build a classification model and apply
validation techniques to evaluate the performance of learning algorithm which relates
the features in the primary recording to one of the class codes.

For the manual coding process, we prepare a manual coding scheme drawing on [5]
and [7] to capture individual IM tactics precisely. Then we use two external coders to
code a subset of tweets to form training set. We assign the tweets with an assortment of
six ID numbers on the coding scheme, consisting of five IM tactics and one null ID
(which is assigned when a tweet does not contain any IM tactic), with corresponding
tactic explanations.

For the model building and validation process, we utilize from the training set to
predict a class code for this sample. We employ machine learning and neural network
classifiers in our study. Perceptron is a simple and effective type of neural network
classifier, which has successfully been applied to text classification problems [18]. We
observed an accuracy rate of 71 % for IM tactics classification task. Our validation
process involves K-fold cross validation, which provides the overall accuracy when the
model performs on an independent dataset of tweets. Next, we attempt to estimate the
impact of the independent variables as five dimensions of IM tactics – ingratiation,
intimidation, exemplification, supplication, and self-promotion, on career success
dependent variable by using top executives as unit of analysis in a multiple regression
estimation procedure.
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4 Findings

We measure the effects of five IM tactics on executive career success. Our results indi‐
cate that ingratiation has a negative influence on executive career success. Although
previous findings suggest that top executives are likely to engage in ingratiation strat‐
egies towards different stakeholders at different times which confer career benefits
[13, 15], our viewpoint is that engaging in this strategy negatively affects the career
success in the presence of context collapse (prevalent in SNP) when it is applied in front
of the public eye. Next, although some researchers provided examples of how organi‐
zations use supplication strategy in social media to increase their benefits, we observed
that the usage of supplication strategy is not common at the top executive level and its
impact is not statistically significant. This finding indirectly supports our ex-ante posi‐
tion that most top executives are knowledgeable enough not to engage in supplication
strategy, in order to protect their strong image in the opinion of general public.

Our empirical findings also support that self-promotion and exemplification are
positively associated with career success. As we expect, we do not see the detrimental
effects of context collapse on these tactics. Finally, we fail to find a statistically signif‐
icant effect of intimidation on career success of a top manager. From a firm’s perspective,
it may be seen favorable to engage in intimidation through Twitter. However, trying to
look competent, or criticizing rivals or peers over Twitter do not have a significant effect
on executive career success.

By extending traditional IM theory to the online social networking context, we iden‐
tify key constructs (ingratiation and supplication) that do not create a favorable image
on targeted audience. The fundamental reason is the permeable boundaries among audi‐
ences. Because of the context collapse, which refers to the overlap of an individual’s
multiple audiences into one single platform, IM actors today need to be more careful
about managing disparate impressions for their respective audiences in social
networking platforms than in offline settings.
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Abstract. Our paper studies the impact of reputation management on
executives career using the evidence from their usage of Twitter. This
self-promoting behavior has both a direct influence of the barging pow-
ers in negotiating compensation and sorting in the hiring process, which
helps an executive to increase the chance of finding a job. Our struc-
tural model based on a Two-Sided Matching model is able to exploit the
characteristics of the other candidates to separately identify influence
in barging power and sorting in getting a job. We model the assign-
ment of executives to firms and the pay as endogenously determined.
Both effects are found to be significant but in different ways. While self-
promotion increases CEO compensation, in the recruiting process, only
past very unsatisfactory CEO candidates benefit from reputation man-
agement. The results show more salient positive assortative matching
of reputation management in Chief Marketing Officer market than the
CEO market.

Keywords: Reputation management · Executive labor market ·
Two-sided matching · Gibbs sampling

1 Introduction

Reputation management (abbreviated to RM) help executives receive more
attention, boost their perceived ability, and thus benefit their career outcome.
Recent literature suggests that media visibility can improve executives job acqui-
sition and payment premiums [5,10,11]. However, the literature has been almost
silent about the mechanism how attention and perceived ability are formed. We
understand attention and perceived ability as a result of both natural rewards
bestowed for operating performance and more importantly in our model, strate-
gically self-promotion. To bridge this gap in the literature, we exam whether
executives are born from operating performance or made by managing reputa-
tion. Just like what makes Cinderella a princess? - Her kind heart and beauty
or the gorgeous coach and crystal shoes.
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Building on attribution theory, self-serving attributions either attribute
favorable performance to internal causes (enhancing attributions) or poor perfor-
mance to external causes (defensive attributions). Executives have an incentive
to adjust their behavior according to such attributions to heighten (dampen)
public perceptions of the association between good (bad) performance and their
ability, thereby benefiting their career. Prior research finds a clear pattern that
managers are more likely to attribute good news to internal causes and explain
bad ones using the Dog ate my homework method [2,13,14].

Executives personal twitter accounts provide us a clean setting to capture
executive self-promotion. The pioneering research on executive labor market uses
executive media coverage. It can be a noisy measure since it misses the link that
media coverage is influenced by executive strategic disclosure as the authors in
[4] argued. Executives can strategically manage the press to encourage or avoid
their name appearing in the news. To better address executive self-promotion,
Blankespoor and deHaan [4] use whether an executive provides a direct quote in
a firm-initiated press releases and the informativeness and vividness of the quote.
Although the executives have more discretion over their comments, their speech
may still largely be affected by firms group decision in firm initiated press release.
However, a private twitter account is under the executives control. As an online
media, Tweets reaches a board audience easily compare to the other popular
social networks such as Facebook, on which information mainly spreads between
friends. In addition, its 140 character limit gives the tool a different voice, a more
industry based one rather than life rhapsody. All these features make Twitter
a natural platform for use in self-promotion and make it a golden social media
platform for self-promotion for political and public figures. LinkedIn, however,
is a highly structural online resume profile as a professional network, on which
the content are like bullet points in a CV. Users do not have much flexibility
in the content they want to promote and, therefore, is not ideal for reputation
management.

The theoretical challenge in assessing the impact of RM on executive career
is two-fold. First, the most commonly used methodological approach is a multi-
nominal probit or logit random utility model of the firm. However, in reality, the
decisions from both sides determine the employment relationship. Specifically, a
companys willingness to extend an offer depends on its preference and candidate
pool. Meanwhile, the willingness to join a company relies on an executive’s pref-
erence and the availability of an offer. Second, both firm-executive assignments
and the distribution of compensation in contracts are inherently jointly deter-
mined and thus, both are endogenous. Finding an instrument is unfortunately
not straightforward since the economics underlying executive labor market makes
it difficult to find a valid one. The matching of an executive with a firm is deter-
mined by their mutual decisions, and when their characteristics relate to the
hiring decision and also to some extent, affect compensation, they are not valid
instruments.

To overcome the problem of missing instruments, we develop a structural
model that exploits the implications of compensation negotiations to separate
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pay determination and sorting in the recruiting process. This paper contributes
to the literature by being the first to directly estimate how RM affects the exec-
utive labor market. Sorting implies an executive candidates decision depends
on the characteristics of all others in the market. A given candidate is pushed
down in the relative ranking and is left with worse companies if there are more
capable candidates. However, the compensation is contract specific to a cer-
tain executive and thus independent of other candidates characteristics. This
exogenous variation provided by other candidates help us to identify sorting and
compensation negotiation, which is to the same spirit of Berry, Levinsohn, and
Pakes [3]. Specifically, our structural model has two parts. The first part is the
recruiting stage. It is a variation of the College Admissions Model, for which
an equilibrium matching always exists [6,12]. The matching model controls for
the sorting and selection of observable employment records. The second part is
compensation negotiation. We jointly estimate two parts to eliminate bias due to
the endogeneity problem. We obtain Bayesian inference using a Gibbs sampling
algorithm [7–9] with data augmentation [1]. Estimation is numerically intensive.
However, Bayesian inference is feasible using a Gibbs sampling algorithm that
performs Markov chain Monte Carlo simulations.

Our estimation results provide an interesting picture about the executive
market across different positions. First, reputation management impacts the
two stages of job hunting differently. It increases an executive’s paycheck to
the same extent despite her relative performance in the last period. Whereas,
in the recruiting process, only executives who did unsatisfactory jobs in the last
period in the CEO market (and those who were superstars in CMO market) will
gain a better chance of winning offers. Secondly, career outcomes are sensitive
to RM to a different extent across positions. Self-promotion affects CMO mar-
ket greater than CEO market. CMOs are more likely to attain an appreciation
of perceived value by leveraging reputation management when competing with
other candidates. Counterfactual experiment shows, for CMOs who did a less
satisfactory job in the last period, self-promotion can help, approximately 9%
of them get a better offer according to their preferences, given other candidates
remain the same.

2 Structural Empirical Model

2.1 Two-Sided Matching Model

Recruiting requires the consent of both the CEO candidates and the company.
We use a two-sided matching model to capture this mutual decision and address
the endogeneity problem resulting from the sorting in matching. This model is
a static equilibrium model from cooperative game theory. For any firm i ∈ Im

and j ∈ Jm, and where m = 1, 2 . . . M is the market index, we have the utility
function for both two sides (the executive candidates market and the hiring firms
market) UF

ij and UE
ij . For executive applicant j, her utility UE

ij of working for firm
i depends on the firm characteristics Fi and her interaction with the firm Nij :
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UF
ij = FT

i · β1 + NT
ij · β2 + ηij ≡ XF,T

ij · β + ηij . (1)

where ηij ∼ N(0, σ2
η). Likewise, firm i’s willingness of recruiting candidate j

depends on j’s characteristics and their interaction Nij :

UE
ij = ET

j · γ1 + NT
ij · γ2 + δij ≡ XE,T

ij · γ + δij (2)

where δi,j ∼ N(0, σ2
δ ).

We capture size and profitability for firm characteristics, using ln(total asset)
and average return on equity respectively. CEO characteristics consist of 5 parts:
market value of the executive up to last year (Compensation in t-1 period), the
performance of the executive candidate last year, RM, the interaction between
performance and RM and the expected yet unearned pay from the current
employer as part of opportunity cost. The performance of the executive is the
change in ROE adjusted by same industry for last year. It captures the previous
firm’s relative market value change during the executive’s working period. We
use the personal Twitter account as a measure of reputation management. It is a
dummy variable. To exam the different impacts reputation management has on
successful (less satisfactory) executives, we include the interaction of quadratic
form of executive performance and reputation management. As for the interac-
tion between firm and executives (Nij), we include geographic distance, expertise
difference (whether the current employer and the potential new employ are from
the same industry as defined by SIC, Standard Industrial Classification code)
and attached advantage (whether she is a current employee of the firm).

Equilibrium. The authors in [14] proved in the college admissions model, a
matching always exists and is pair-wise stable if and only if it is group stable.
Thus, the equilibrium concept we use in our two-sided matching model is pairwise
stability.

The following proposition characterizes stable equilibrium using both UF
ij , UE

ij

and UF
ij , UE

ij .
Proposition. A matching μm is stable if and only if the following inequality

holds. We denote μe the equilibrium matching in market m.

μm = μe
m ⇔ UF

ij < UF
ij and UE

ij < UE
ij ∀(i, j) /∈ μm

UF
ij > UF

ij and UE
ij > UE

ij ,∀(i, j) ∈ μm. (3)

Specifically, for an unmatched pair (i, j), the deviation from the equilibrium
is firm i is willing to hire executive j instead, and j is happy to job hopping. This
can be translated to: executive j prefers firm i better than his current employer
(μm(j)): UF

ij > UF
μm(j),j . At the same time firm i prefers j than the least preferred

incumbent executive (μm(j))in the same position: UE
ij > min

(
UE

i,μm(i)

)
. So (i, j)

is not a blocking pair iff UF
ij < UF

μm(j),jor UE
ij < min

(
UE

i,μm(i)

)
. For convenience,
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we define the ŪF
ij and ŪE

ij as follows:

ŪF
ij =

{
UF

μm(j),j , if UE
ij > min

(
UE

i,μm(i)

)

+∞ otherwise

ŪE
ij =

{
min

(
UE

i,μm(i)

)
, if UF

ij > UF
μm(j),j

+∞ otherwise

(4)

So equivalently, (i, j) is not a blocking pair if and only if UF
ij < ŪF

ij and
UE

ij < ŪE
ij .

For a matched pair (i, j), any agent’s deviation will break the equilibrium.
That means:

if firm i would like to abandon its current employed executive and hire a
better one j

′
: UE

i,j < max
j′ ∈f(i)

UE
i,j′ , where f(i) is the set of executives that are not

currently work for firm i but would prefer to do so.
or executive j prefers to work for a more desirable and feasible firm i

′
: UF

i,j <

max
i′ ∈f(j)

UF
i′ ,j , where f(j) is the set of firms that would rather to hire j than their

current employee.
These two feasible deviation sets are given by

f(i) = {j ∈ Jm/μm(i) : UF
ij > UF

μ(j),j}
f(j) = {i ∈ Im/μm(j) : UE

i,j > min
j′ ∈μm(i)

UE
i,j′ } (5)

We define UF
ij and UE

ij as the follows:

UF
ij = max

i′ ∈f(j)
UF

i′ j , U
E
ij = max

j′ ∈f(i)
UE

i,j′ (6)

Therefore, either executive j or firm i will block the pair if and only if UF
ij >

UF
ij and UE

ij > UE
ij .

2.2 Compensation

Once firm i and executive candidate j express mutual interest to form a pair,
the two players are going to negotiate the compensation based on the charac-
teristics of both sides and their interactions. We characterize the compensation
negotiation process as:

rij = α0 + FT
i · α1 + ET

j · α2 + NT
ij · α3 + εij ≡ WT

ij · α + εij . (7)

where εij ∼ N(0, σ2
ε ), rij is the compensation we observe, all other covariates

are defined as in (1).
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As we have discussed in the introduction, the error term in the compensation
negotiation process is correlated with the ones in stage 1. We decomposed the
error term in the compensation negotiation process into orthogonal terms as

εij = k · ηij + λ · δij + vij . (8)

Since theory predicts that executives with higher unobserved qualities have
stronger bargaining power in compensation negotiation. So λ is positive.

We set σ2
δ and σ2

η to be 1 to fix the scales and exclude constant terms to fix
the levels. Thus the joint distribution of ηij , δij and vij is

⎛
⎝

εij

ηj

δi

⎞
⎠ ∼

⎛
⎝

κ2 + λ2 + σ2
v κ λ

κ 1 0
λ 0 1

⎞
⎠ (9)

This is without loss of generality, as the joint distribution of εij , ηij and δij

remains unchanged.
Based on the data generation process, the augmented posterior density is

p(UF , UE , γ, β, θ|W, r, μ) =
φ0(θ) · ∏

m
{[

∏
(i,j)∈μm

φ((rij − WT
ij · α − κ · (UF

ij − XF,T
ij · β)

−λ(UE
ij − XE,T

ij · γ))/σv) · 1(UF
ij > UF

ij ) · φ(UF
ij − XF,T

ij · β)

·1(UE
ij > UE

ij ) · φ(UE
ij − XE,T

ij · γ)]

·[ ∏
(i,j)/∈μm

1(UF
ij < ŪF

ij ) · φ(UF
ij − XF,T

ij · β) · 1(UE
ij < ŪE

ij ) · φ(UE
ij − XE,T

ij · γ)]

(10)
Here θ stands for the parameters we need to estimate:

(
α, β, γ, κ, λ, σ2

v

)
. μm

is the observed firm-executive matching pair in market m. UE , UF , W , r, μ
contain all UE

ij , UF
ij , Wij , rij , μm in all markets. 1(.) is the indicator function.

2.3 Structural Identification

The theoretical challenge of our research question arises from sorting and inter-
action between agents in both sides of the markets. When an executive signs a
contract with a firm, it will greatly reduce the probability that other candidates
can join this company, due to the quota of each company. So it is improper
to analyze each candidates decision independently. As a result, the likelihood
cannot factor into a product over the individual choice likelihood. Rather, this
fundamental property of our research question requires all error terms to be
integrated simultaneously. The maximum likelihood function will suffer from
the curse of dimensionality and is impossible for estimation. However, Bayesian
estimation using Gibbs sampling and data augmentation provides a solution to
this problem.

The prior distributions of
(
α, β, γ, κ, λ, σ2

v

)
are denoted N(μα,Σα),

N(μβ ,Σβ), N(μγ ,Σγ), N(μκ,Σκ) and σ2
v ∼ InvG(a, b) respectively. As the-

ory predicts, γ stands for the positive correlation between unobserved executive
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quality and her bargaining power. We set the prior for γ as a truncated normal
distribution, λ ∼ TN(0, σ2

λ,+).
In the estimation procedure, the prior distributions have means of zero and

variances of 100. For all estimated parameters, the prior variances are more than
100 times greater than the posterior variances. This suggests the Gibbs sampling
is well behaved and the posterior distribution reflects the information from data
well.

2.4 Conditional Distributions of Latent Scores/Utility

The conditional augmented posterior distribution of UF
ij and UE

ij varies according
to whether firm i and executive candidate j are matched or not. When (i, j) /∈
μm, the densities are simply:

p(UF
ij |XF

ij , U
F
−ij , U

E
i , β) = 1(UF

ij < ŪF
ij ) · φ(UF

ij − XF,T
ij · β) (11)

p(UE
ij |XE

ij , U
E
−ij , U

F , γ) = 1(UE
ij < ŪE

ij ) · φ(UE
ij − XE,T

ij · γ) (12)

When (i, j) ∈ μm, the real compensation of matching pair is observed. The
correlation between the error terms provide additional information about the
latent scores, and the conditional densities are

p(UF
ij |XE

ij ,X
F
ij , U

F
−ij , U

E
ij , γ, β, rij ,Wij , α, λ, κ, σ2

v)
= 1(UF

ij > UF
ij ) · N(UF

ij ;μUF
ij

, σ2
UF

ij
) (13)

p(UE
ji |XE

ij ,X
F
ij , U

F
ij , QE

−ji, γ, β, rij ,Wij , α, λ, κ, σ2
v)

= 1(UE
ij > UE

ij ) · N(UE
ij ;μQE

ji
, σ2

UE
ji

) (14)

where

μUE
ij

=
[
λ · (rij − WT

ij · α − κ · (UF
ij − XF,T

ij · β)
+λ · XE,T

ij · γ)/σ2
v + XE,T

ij · γ
]
/
(
λ2/σ2

v + 1
)

σ2
UE

ij
= σ2

v

σ2
v+λ2

μUF
ji

=
[
κ · (rij − WT

ij · α + κ · XF,T
ij · βj

−λ · (UE
ij − XE,T

ij · γ))/σ2
v + XF,T

ij · β
]
/
(
κ2/σ2

v + 1
)

σ2
UF

ij
= σ2

v

σ2
v+κ2

These are the normal distributions that truncated from above (below). The
expressions for ŪF

ij , ŪE
ij , UF

ij andUE
ij are given in Eqs. 4 and 6.

The information we use to update the conditional augmented posterior distri-
bution of preference coefficients of the two sides:βand γcomes from two sources:
The latent score/preference of the firm (executive) side of the market and the
observed compensation of those matching pairs. So the density of the conditional
distributions are

p(β|.) ∼ N(μ̂β , Σ̂β) (15)
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p(γ|.) ∼ N(μ̂γ , Σ̂γ) (16)

where

μ̂β = Σ̂β · [Σ−1
β, · μβ +

M∑
m=1

( ∑
(−1

σ2
v

(i,j)∈μm

· κ · XF
ij · (rij − WT

ij · α − κ · UF
ij − λ(UE

ij

−XE,T
i,j · γ)) + XF

ij · UF
ij ) +

∑
(i,j)/∈μm

XF
ij · UF

ij

)
]

Σ̂β =
[
Σ−1

β +
M∑

m=1

( ∑
1

σ2
v

(i,j)∈μm

· (σ2
v + κ2) · XF

ij · XF,T
ij +

∑
(i,j)/∈μm

XF
ij · XF,T

ij

)]−1

μ̂γ = Σ̂γ · [Σ−1
γ · μγ −

M∑
m=1

( ∑
(−1

σ2
v

(i,j)∈μm

· λ · XE
ij · (rij − WT

ij · α

−κ · (UF
ij − XF,T

ij · β) − λUE
ij )) − XE

ij · UE
ij ) − ∑

(i,j)/∈μm

XE
ij · UE

ij

)
]

Σ̂γ =
[
Σ−1

γ +
M∑

m=1

( ∑
1

σ2
v

(i,j)∈μm

· (σ2
v + λ2) · XE

ij · XE,T
ij +

∑
(i,j)/∈μm

XE
ij · XE,T

ij

)]−1

The conditional posterior distributions of the coefficients in compensation
determination stage depends on the prior and information from the observed
compensation. Collecting terms involving αin (1.6) and complete squares, this
distribution is as follows:

α ∼ N(μ̂α, Σ̂α) (17)

where

μ̂α = Σ̂α ·
(

− (Σα)−1 · μα + 1
σ2

v

∑M
m=1

∑
(i,j)∈μm

(rij − κ · (UF
ij

−XF,T
ij · β) − λ(UE

ij − XE,T
ij · γ)) · Wij

)

Σ̂α =
(

(Σα)−1 + 1
σ2

v

∑M
m=1

∑
(i,j)∈μm

Wij · WT
ij

)−1

Update the inference of κ and λ requires the information from the observed
compensation. The densities of these conditional distribution are normal distri-
butions, of which λ is truncated from below at zero. It is because we assume any
unobserved characteristics that makes the candidate more appealing in the eyes
of a certain firm will increase the executive’s bargaining power with this firm.
The conditional posterior distributions are:

κ ∼ N(μ̂k, σ̂k), λ ∼ TN(μ̂η, σ̂η,+) (18)
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where

μ̂k = σ̂2
k ·

M∑
m=1

∑
(i,j)∈μm

(UF
ij−XF,T

ij ·β)·(rij−W T
ij ·α−λ(UE

ij−XE,T
ij ·γ))

σ2
v

σ̂2
κ =

[
M∑

m=1

∑
(i,j)∈μm

(
UF

ij−XF,T
ij ·β

σV

)2

+ 1
σ2

k

]−1

μ̂λ = σ̂2
λ ·

M∑
m=1

∑
(i,j)∈μm

(UE
ij−XE,T

ij ·γ)·(rij−W T
ij ·α−κ(UE

ij−XE,T
ij ·γ))

σ2
v

σ̂2
λ =

[
M∑

m=1

∑
(i,j)∈μm

(
UE

ij−XE,T
ij ·γ

σv

)2

+ 1
σ2

λ

]−1

The conditional posterior distribution of σ2
v is InvG(âσ2

v
, b̂σ2

v
), updated using

the observed compensation.
Where

âσ2
v

= aσ2
v

+

M∑

m=1
|μm|
2

b̂σ2
v

= bσ2
v

+
M∑

m=1

∑
(i,j)∈μm

(
rij − WT

ij · α − κ · (UF
ij − XF,T

ij · β)

−λ(UE
ij − XE,T

ij · γ)
)2

/2
|μm| : number of elements in the set μm

3 Data

We study data on executive employment records and compensation of S&P 500
constituents companies from 2010 to 2013. Especially, we exam the impact of
reputation management on CMO (marketing and sales related chief officers)
and CEO markets. We exclude firms that operate in certain industrial sec-
tors: financial corporations (SIC(6000-6999)) and regulated utilities (4900-4999).
Since profitability and valuation data for financial firms are difficult to calculate
and to compare with firms in other sectors. Similar concerns apply for regulated
utilities. Their profitability and valuation can be strongly influenced by govern-
ment regulations. The executives personal twitter accounts and creation dates
are hand collected and double verified by two independent research assistants.
We excluded firm twitter accounts and accounts created by the executives fans
under her name by twitter accounts verification feature and going through their
tweets. We treat each employment record as an observation. For example, our
final sample of CMO market consists of 592 matching pairs and compensation
contracts from 290 different executives. We divide markets using positions and
years. For job changings happen in between a year we consider the later match-
ing with the compensation amount equal to the sum of the two paychecks. Since
there can be unusual compensation changes (for example, payments in event
of involuntary termination of employment) or unobserved switching cost/gain
for the executive in the paycheck. Thus, a weighted sum of compensation using



92 Y. Chen et al.

working duration will introduce bias. On the other hand, when negotiating the
pay with the next employer, both sides will take the changes in previous compen-
sation into consideration. Thus, the sum of the two payments will be a reasonable
estimation of the amount she can get if she started to work in the new company
for a whole year. Our other financial data is from Compustat database.

4 Results

4.1 Empirical Findings

Using a sample of CEOs that worked for S&P 500 companies between 2010 and
2013, our joint estimation results are reported in Tables 1 and 2. The results are
based on 50,000 draws from which the initial 25,000 are burn-in. Visual inspec-
tion of the draws shows that convergence to the stationary posterior distribution
occurs for most parameters. We plot 4 of them from both stages of the model in
Fig. 1. We standardized dependent variable and all non-dummy covariates before
analysis.

Table 1. Estimates of utility equations

CEO utility Firm utility

MEAN 95%HDPI MEAN 95%HDPI

Ln(Asset) 1.230 ** (0.720, 1.651) Unearn 0.687 (−0.785, 1.649)

ROE 0.3180 (−0.457, 0.967) Pay t−1 3.921** (2.112, 6.125)

Dist −0.395** (−0.636, −0.129) Rept Mgmt(RM) −0.280 (−1.249, 0.556)

Experience 5.291** (4.125, 6.688) Exec Perfor(EP) 0.570** (0.382, 1.274)

Attached −1.223** (−1.850, −0.397) RM × EP2 (+) 1.022 (−0.492, 2.349)

RM × EP2 (−) 2.684** (1.2780, 4.725)

Dist −0.386** (−0.679, −0.093)

Experience 4.900** (2.549, 6.902)

Attached 0.0572 (−1.035, 1.204)

Table 2 shows that reputation management is significantly positive at the
5% level. This result reveals self-promoting boosts CEO compensation. The
interactions of RM and quadratic term of past performance-whether the CEO
outperformed the past relative to the industry in regard to returns for share-
holders, are not significant. It shows, conditional on getting an offer, RM equally
benefits CEO’s compensation. Differently, in Table 1 we can see only the inter-
action involves executive performance when the executive under-performed the
past year is positive significant. This shows in recruiting process, RM only helps
those less satisfactory executives to defense themselves and make them more
attractive, but will not be icing on the cake for those successful ones. The other
control variables in executive utility equation show executive candidates prefer
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Table 2. Estimates of compensation equations

Compensation

MEAN 95%HDPI MEAN 95%HDPI

Const 0.043 (−0.454, 0.325) Exec Perfor(EP) 0.312** (0.177,0.693)

Ln(Asset) 0.080** (0.030, 0.129) RM EP2 (+) −0.0707 (−2.530, 3.012)

ROE 0.010 (−0.083, 0.101) RM EP2 (−) 0.015 (−0.050, 0.081)

Unearn 0.321** (0.087, 0.545) Dist 0.0303 (−0.004, 0.064)

Pay t−1 0.417** (0.319, 0.514) Experience −0.163 (−0.997, 1.454)

Rept− Mgmt(RM) 0.136** (0.001, 0.271) Attached 0.216 (−0.774, 1.303)

κ 0.041** (4.937E−07, 0.091)

λ 0.059** (1.053E−05, 0.161)

σ2
v 0.112 (0.087, 0.136)

large companies as the ln(asset) is positively significant. They also assertively
match to firm that are geographically closer and is in the same industry as
their current employer. The firm utility equation estimations reveal that firms
favor candidates that have high market value and outperformed the past when
worked with current employer. They also favor candidates that have experience
in the same industry and hesitate in hiring someone from a long distance. Com-
parison of variable attach in both equations shows that executives are more
willing to change an employer than the firms do. Control variables in compen-
sation equation show that big firms can afford to pay more and executive who
have higher market value in the past tend to get higher compensation in the
future and are significantly positive provides evidence that hiring process and
compensation stages are correlated with each other. This proves reduced form
regression on firm, executive attributes as well as their interactions will suffer
from the endogenous problem. It further strengthens that our model addresses
the research question well. Relatively small shows that our model fits the data
well. We also fit the model using the data from CMO markets from 2010 to 2013.
The results basically remain unchanged except for in the firm utility equation,
both interaction terms when the executive performed well or not are positively
significant (2.3984 and 4.1009 respectively). This suggests CMO market is more
sensitive to reputation management. Both types of executives can improve their
situations when competing for an offer and it benefit less successful executives
more than the other type.

4.2 Counterfactual Experiment

Using the estimates of the model, we perform counterfactual analysis to investi-
gate how reputation management benefits executives in job hunting. Estimation
from both markets consistent with each other in that RM helps candidates who
fail to improve the firms relative performance last period to be more competitive
in winning an offer. Therefore, we evaluate this counterfactual career outcome
using those less successful candidates that do not have a twitter account from
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Fig. 1. Convergence.

CMO market. Specifically, we use the estimated parameters in firm utility equa-
tion to evaluate the counterfactual utility of hiring an executive who was less
successful in the last period as if they were in the self-promotion business last
period. We then use the counterfactual utilities of candidate j with every poten-
tial firm in the market to re-run the matching process, holding all else unchanged.
As a result, we can get a counterfactually stable matching result of the given
market. In this way, we can compare the counterfactual matching firms with the
real matching results to see if the counterfactual employer ranks higher accord-
ing to the executives preference. We perform the above experiment for CMO
candidates who did a less satisfactory job in the last period and did not promote
themselves. Results show self-promotion can help 9.15% of them get better offers
according to their preferences, given other candidates remain the same.

5 Conclusions

Perceived reputation and ability are a vital factor in deciding an executives career
outcomes. However, prior literature has not yet examined how such perception
forms. We model an executive as both born from achieved operating perfor-
mance, and further, at least partly, made by reputation management. We intro-
duce a better measure of RM: whether a candidate involves in twitter broadcast-
ing. This is a better proxy compared to the vanguard works using media coverage
and firm initiated press since a personal account mostly reflects the executives
viewpoints and explanations rather than the firms or other groups. Our model
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is able to separately evaluate impacts of RM on the two jointly determined
outcomes: outbidding other candidates and adding zeros on their paychecks.
We leverage the interaction in decision making between executives to solve the
endogeneity problem. That is, because of sorting in the recruiting process, the
existence of other candidates affects the matching results and leads firms with
different characteristics to hire candidates with similar unobserved characteris-
tics for exogenous reasons. Our model provides a clearer picture of how repu-
tation management influences an executives career. We find RM increases an
executives pay regardless how he performed in the past period. However, in the
recruiting process, this RM behavior benefits less successful candidates more
than the other type of executives. We also find across different executive posi-
tions, the CMO market is more likely to be affected by self-promotion than the
CEO market. According to counterfactual analysis, 9.15% less successful CMOs
could have achieved a better position by starting self-promotion. Although our
model provides a very useful framework, there are limitations to the current
model. Incorporating dynamic preferences into the model would be one of the
other fruitful avenues to pursue for future research.

References

1. Albert, J., Chib, S.: Bayesian analysis of binary and polychotomous response data.
J. Am. Stat. Assoc. 88, 669–679 (1993)

2. Baginski, S., Hassell, J., Kimbrough, M.: Why do managers explain their earnings
forecasts? J. Account. Res. 42(1), 1–29 (2004)

3. Berry, S., Levinsohn, J., Pakes, A.: Automobile prices in market equilibrium.
Econometrica 63, 841–890 (1995)

4. Blankespoor, E., deHaan, Ed.: CEO Visibility: Are Media Stars Born or Made?
Rock Center for Corporate Governance at Stanford University Working Paper No.
204, Stanford University Graduate School of Business Research Paper No. 15–21
(2015)

5. Falato, A., Li, D., Milbourn, T.: Which Skills Matter in the Market for CEOs?
Evidence from Pay for CEO Credentials. Working Paper (2014)

6. Gale, D., Shapley, L.: College admissions and the stability of marriage. Am. Math.
Monthly 69, 9–15 (1962)

7. Gelfand, A., Smith, A.: Sampling-based approaches to calculating marginal densi-
ties. J. Am. Stat. Assoc. 85, 398–409 (1990)

8. Geweke, J.: Using simulation methods for bayesian econometric models: inference,
development, and communication. Econometric Rev. 18(1), 1–73 (1999). (with
discussion and rejoinder)

9. Geweke, J., Gowrisankaran, G., Town, R.: Bayesian inference for hospital quality
in a selection model. Econometrica 71(4), 1215–1239 (2003)

10. Malmendier, U., Tate, G.: Superstar CEOs. Q. J. Econ. 124, 1593–1638 (2009)
11. Rajgopal, S., Shevlin, T., Zamora, V.: CEOs’ outside employment opportunities

and the lack of relative performance evaluation in compensation contracts. J.
Finance 61, 1813–1844 (2006)

12. Roth, A., Sotomayor, M.: Two-Sided Matching: A Study in Game-Theoretic Mod-
eling and Analysis. Econometric Society Monograph Series. Cambridge University
Press, Cambridge (1990)



96 Y. Chen et al.

13. Salancik, G., Meindl, J.: Corporate attributions as strategic illusions of manage-
ment control. Adm. Sci. Q. 29(2), 238–254 (1984)

14. Staw, B., McKechnie, P., Puffer, S.: The justification of organizational perfor-
mance. Adm. Sci. Q. 28(4), 582–600 (1983)



The Ethics of Online Social Network Forensics

Jongwoo Kim1(✉), Richard Baskerville2, and Yi Ding3

1 Department of MSIS, University of Massachusetts Boston, Boston, MA, USA
jonathan.kim@umb.edu

2 Department of CIS, Georgia State University, Atlanta, GA, USA
baskerville@gsu.edu

3 School of Science and Technology, Georgia Gwinnett College, Atlanta, GA, USA
yding1@ggc.edu

Abstract. Online social networks (OLSNs) are electronically-based social
milieux where individuals gather virtually to socialize. The behavior and char‐
acteristics of these networks can provide evidence relevant for detecting and
prosecuting policy violations, crimes, terrorist activities, subversive political
movements, etc. Some existing forensics methods and tools are useful for such
investigations. Further, forensics researchers are developing new methods and
tools specifically for investigating and examining online social networks. While
the privacy rights of individuals are widely respected, the privacy rights of social
groups are less well developed. In the current development of OLSNs and
computer forensics, the compromise of group privacy may lead to the violation
of individual privacy. This paper examines the ethics regarding forensics exami‐
nations of online social networks. As with individual privacy, ethical tensions
exist in social group privacy between the privacy rights that can be afforded to
the membership, and the rights of institutions to detect and govern conspiracies
to subversion, crimes, discrimination, etc.

Keywords: Ethics · Privacy · Online social network · Computer forensics

1 Introduction

There has been considerable recent expansion in the development of OLSNs. This
development is paralleled by improving investigative and analytic techniques for dealing
with large bodies of unstructured data [1]. In particular the digital forensics field has
developed tools that are applicable to forensics analysis of such social networks [2–4].
Such digital forensics analysis has traditionally been conducted within police frame‐
works. However, digital forensics analysis is increasingly being used for internal organ‐
izational investigations and incident response. An example of the latter is the use of
digital forensics for the purpose of electronic discovery under circumstances of civil
lawsuits (such as wrongful dismissal). Many countries have well-defined laws dealing
with legal rights to conduct such investigations. Similarly, there are established inter‐
national privacy rights frameworks that protect personal data about individuals. While
it is clear that individuals have certain rights to the proper governance of their personal
data, to what degree do these privacy rights extend to social groups?
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Most OLSNs must ultimately have owners that sponsor the social network’s servers
for commercial or social purposes. In administering access, these owners may collect
minimal personal data about the users (name, email, address, etc.). As a consequence,
the owner’s data files may not hold much risk for the privacy of the individuals or the
social group itself (except perhaps for the harvesting of email addresses for spamming).
However, there is much higher risk in the various posts made by the individuals to their
profiles or as communication for other members of the social group.

The privacy and ethics issues engulfing online social networks are complex. Basic
social notions are shifting as a result of the technology use. For example, there are
concerns that OLSNs are changing the ethics of friendship [5]. Superficial online friend‐
ships may fail to meet the shared life criterion of virtue friendship [6]. But this definition
of friendship goes beyond philosophy. Friendship is used to provide the conceptual
integrity in someone’s online presence that often distinguishes who is let into one’s
privacy and who is excluded [7].

The release of profile data about communities online has encountered early difficul‐
ties with anonymizing such data. For example, the release of Facebook profile data was
quickly mined to reveal the underlying community. There were concerns that, although
the profiles did not contain any obvious personally identifying data, the profiles could
be pierced using features such as physical, physiological, mental, economic, cultural or
social identity. Such piercings could enable re-identification of individuals [8]. The
presence of such features in online social networks further complicates the need to
govern privacy within national identity systems [9]. There appears to be a tendency for
online social networks to pressure participants toward self-disclosure of private infor‐
mation [10]. Governments may be required in future to regulate social networks because
of the ease by which participants may victimize themselves through unnecessary self-
disclosures [11].

Like friendship, the very shape of individual identity may evolve as a result of
OLSNs. Another ethical dimension is that of identity and the potential for online social
networks to either reinforce or deteriorate the identity of the participant [12]. Beyond
actualizing social concepts such as friendship, and privacy/identity disclosures, OLSN
participation may actually redefine what these concepts mean and the norms that revolve
around them.

Businesses are moving to take advantage of the data generated by social network
groups. Community relations efforts strategize the promotion of products and services
through social networks. Social network group data have also been used for under‐
standing the voters’ preferences in political campaigns. It will be no surprise that
computer forensics can retrieve data from OLSNs. Data scientists with business intel‐
ligence capabilities can use such data to analyze and understand group characteristics
(e.g., culture, movement, interest, etc.) for such purposes as social media marketing [13].
The question is whether these attributes are something that the group as a whole wants
to reserve as private. Without appropriate protection of the group data, the group values
might be vulnerable to misuse or subject to various threats and attacks from unexpected
sources that gain access to these data and have the capability for their abuse. Furthermore
the violation of group privacy may lead to the compromise of individual privacy.
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The purpose of this paper is to provide a process framework that explains how
network forensics is changing the vulnerability of privacy in online social networks. The
interrogative framework shown at Fig. 1 provides an agenda for new directions of
research in the areas of the ethics of forensics and online privacy. The arrows represent
the progression of research questions that proceed from the investigation and analysis
of OLSNs by computer forensics professionals. During this process, data on group and
group members may be revealed thereby raising group/individual privacy issue. Our
research questions originated from the framework are as follows.

1. How do commercial motives work as a background force in OLSNs privacy?
2. How can computer forensics be applied to OLSNs?
3. What privacy issues arise when OLSNs’ data is acquired and analyzed?
4. Do OLSNs have group privacy?
5. What is the relationship between group privacy and individual privacy under the

context of OLSNs and their privacy violation?

Fig. 1. Interrogative framework of OLSN privacy

We discuss our research questions in the following sections. We first start with
commercial motives related to the compromise of OLSN privacy and an overview of
online social networking. Then, we review computer forensics technologies and their
applications to online social networks. Afterwards we discuss legal and ethical aspects
of these privacy issues. Finally, we conclude our discussion.

2 Commercial Motives for OLSN Privacy Compromise

There may be strong commercial interest in minimizing group privacy for OLSNs.
Businesses recognize OLSNs as effective marketing tools. Organizations are increas‐
ingly interacting with customers via social network sites [14].

Social network groups play a vital role in changing consumer behavior. Consumers
today connect with brands in fundamentally different ways [15]. Prior to Internet age,
consumers started with many potential brands in mind and narrow down their choices
until they decided one to buy. Recent research indicates that consumers add and subtract
brands from a group under consideration during an extended evaluation phase [16]. They
rely heavily on digital interactions before they actually purchase. Even after a purchase,
they still evaluate a shifting array of options and stay engaged with the brand via online
media. Social media has been making the evaluate and advocate stages increasingly
relevant.
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But such sophisticated network forensics when coupled with big data analytics, data
science, and data mining systems enable organizations to profile social network groups
and raise digital privacy issues. Even in terms of individual privacy, few firms have
developed ethical frameworks and privacy protection strategies based on multiple
factors such as national history, culture, legislation, firm-specific orientation, and nature
of data [17]. Organizations may find little incentives to make privacy a priority unless
they are thrust into the public limelight in newspaper articles [18]. While there is a degree
of business research about individual privacy [19], there is less work still about group
privacy. In the networked world, organizations may need to be more proactive in
responding to privacy issues related to OLSN and anticipating the problems arising from
the business use of network forensics technology.

3 Online Social Networks (OLSNs)

OLSNs are online service platforms that facilitates the building of social relations among
people who want to share their interests, activities, and real-life connections [20].
OLSNs consist of members’ profiles, their social links, and a list of additional services
that allow users to share information within their networks. Efforts to support computer-
mediated social interaction and networking began in late 1970s. Early OLSNs started
as generalized online communities to enable people to interact with each other through
chat rooms. With new technological features such as user profile creation and friend
management, a new wave of OLSNs has gained popularity since early 2000s.

Most OLSNs allow users to use three core features: (1) construct a public or semi-
public profile within a bounded system, (2) articulate a list of other users with whom
they share a connection, and (3) view and traverse their list of connections and those
made by others within the system. Beyond sharing profiles, OLSNs vary greatly in their
features - meeting new friends or dates (e.g. Friendster, Orkut), finding new jobs (e.g.
LinkedIn), receiving/providing recommendations (e.g. Tribe), etc. Some note that
OLSNs and online community services are different in that OLSNs are individual-
centered whereas online community services are group-centered [21]. However, online
community services are considered as OLSNs in a broad sense.

OLSNs are by no means business-free spaces. OLSNs have fundamentally changed
the playing field for community and public relations. These online communities can
intensify or destroy an organization’s community relations; and to do so with astonishing
speed [22]. Organizations are quickly learning that their engagement with OLSNs must
not just be active, but intensive.

Prior research focusing on OLSN trust and privacy was built upon social network
theory. Particularly studied have been the role of trust and intimacy, safety of young
users, and representing and harvesting OLSN profile information [23]. Social network
theory [24] has been applied to analyze the relevance of relations of different depth and
strength under this context. Social network theory regards social relationships as a
network consisting of nodes and ties. Nodes correspond to individuals within networks
and ties correspond to relationships between individuals. Social networks operate at
different levels (e.g. individual, groups, organizations). Social network theory can also
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be used to develop a consistent method in determining whether an individual has a
reasonable expectation of privacy in legal cases [25]. The theory can be used to deter‐
mine whether information is considered private or public. Although social network
theory explains how privacy is not only an individual-level issue but also a group-level
issue, prior research has focused on individual-level privacy.

4 Network Forensics

Computer forensics technology is developing impressive capabilities for revealing
analytical evidence through online investigations. According to the Merriam-Webster
Online Dictionary, the term “forensics” means “the application of scientific knowledge
to legal problems; especially: scientific analysis of physical evidence (as from a crime
scene)” [26]. The use of computer technologies has often left digital information that
can be subject to forensics analysis.

Because computer devices are increasingly networked, “network-based attacks
targeting critical infrastructure such as power, health, communications, financial, and
emergency response services” has become a major concern [27, p. 9]. Gathering network
data in a “forensically sound” process concomitantly becomes important [28, p. 1].
Compared with collecting the evidence on a local hard drive, collecting the evidence on
a network is more challenging as the network data are typically “dynamic and volatile,”
and often require “specialized knowledge of tools and the underlying network tech‐
nology” [27, p. 383].

Log analysis is a classic approach in network forensics analysis. This is because logs
such as firewall logs or system event logs often consist of information about connections,
user logon records, system events, and dates and times that have important evidential
value in network investigation [29]. Such analysis can be performed to understand
network traffic patterns, detect potential network intrusions, etc. Investigators use a
variety of tools such as network traffic recorders (e.g. tcpdump, ethereal, etc.) [30],
system registry data editors (e.g. RegMon, Process Explorer, etc.) [31], system event
analyzers (e.g. EventLog Analyzer, etc.) [32], etc.

Network forensics analysis is still in early stages of development. However, it
appears that this developing technology could provide a means for considerable inves‐
tigative capabilities into OLSNs.

5 Forensic Analysis of Online Social Networks

While the ethical correctness of OLSN forensic investigation is debatable, the capa‐
bility to intrude on these networks using forensics is clear. To forensics analysts,
information posted on social networking sites can be valuable for such purposes as
tracking policy violations, criminal groups, terrorists, political movements, etc.
However, because the intense interest in OLSNs is so new, little research has been
conducted so far that leads to a good understanding of the relationship between data
forensics and social networks. Because forensics methods and technologies appear
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potentially capable for analyzing these social networking data, we briefly review
these methods and technologies in the context of OLSN usage.

The forensics field is already at work developing methods and tools for forensics
analysis of OLSNs. In one study, data mining methods were applied to extract the social
network structure based on the online information posted on social networking sites.
The focus of the analysis is on the interaction and dynamics of the network [33]. Exam‐
ples of how this forensics analysis can focus include:

• Centrality in a social network
• Identification of levels of culpability for action(s) involving a group, e.g. dissemi‐

nation of malicious emails
• Commitment in exchange relationships, e.g. how and when individuals become

committed to a group (like pedophiles exchanging images)
• Roles of individuals in social network, e.g. Bridges, power relationships, strength of

weak ties, etc.

The outliers within these social groups might also provide interesting information
to forensic analysts as these outliers can indicate suspicious patterns [34].

Forensics technology makes it feasible to examine an online social group to discover
its collective profile, perhaps indirectly. For example, the collective entertainment pref‐
erences might be inferred from frequent posts of film names, book titles, etc. Collective
political preferences might be inferred from frequent positive (or negative) associations
with candidate names, etc. If an owner permits a forensics analysis that would develop
only the collective, societal data about an OLSN, are such data subject to the same ethics
considerations as individual data? Does an OLSN have privacy rights?

6 Privacy and Online Social Networks

6.1 Privacy

Prior research found that it is difficult to conceptualize privacy, perhaps because the
concept is evolving over time. Privacy has not been well defined even though it is one
of the fundamental values in society [35]. Thompson [36] notes that no one has a clear
idea about the meaning of privacy rights. Prior literature does not even provide an
accepted definition of privacy [37]. Researchers argue that setting up the parameters of
privacy and the arguments for its protection is not easy even after a century in the devel‐
opment of privacy rights [38, 39].

The rights of data privacy are founded on the protection of individual rights against
interference with personal decisions, against illegal searches, against intrusion on seclu‐
sion, unwanted spying, etc. Invasion of privacy is a tort arising from the exposure of
damaging information regarding an individual [40]. Privacy rights protect against “the
demands of a curious and intrusive society” [41, p. 958]. Fundamentally, an autonomous
individual in the presence of a community is interdependent with that community. It is
the norms of the community that enable the individual to exercise their autonomy.
Privacy helps provide personal immunity and enables an individual to possess person‐
ality, autonomy, and thereby human dignity [41].
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Privacy conventions and guidelines are implemented in myriad national, state, and
provincial laws. Many countries have implemented omnibus national privacy laws that
provide sweeping implementations of the conventions and guidelines, e.g. the European
and Commonwealth nations. In others, notably the USA, there is more complex and
diverse protection for privacy rights through a hodgepodge of special purpose laws. Such
laws discretely protect the privacy of data related to health, education, finance, etc. [42].

Societies have tended to regard the growth in the power of information technologies
for processing and communicating data as particularly threatening to the privacy of
individuals’ data. The owners of IT systems that store and process these data, and the
owners of communications networks that transfer these data, are largely regarded as data
stewards. Whether government- or commercially-owned, the duty to act as responsible
stewards for personal data has become both a legal and social obligation [43]. Concerns
over the forensics analysis of online social networks may further increase the tension
between privacy and IT.

6.2 Online Social Networks

People in all cultures form complex social networks. Such networks can be as formal
as a college fraternity or as informal as a neighborhood garden club. Such networks
typically share values and trust. OLSNs are different from other communications media,
and could be viewed as social milieux rather than media. OLSNs are information and
communications technology (ICT)-based meeting places where individuals gather to
socialize, that is, to exchange information, observe and emulate each other, and compare
status [44].

OLSNs are not simply Web 2.0 implementations of off-line, real, or physical social
networks using ICT. OLSNs are quite different. For example, these are functionally
different. Unlike off-line, real, or physical social networks, OLSNs are particularly good
for high speed, fast breaking communication and rapid socialization [45]. Further,
OLSNs can actually present social structures that are opposite from or inverted from
off-line networks. For example research has shown that individuals with lower self-
esteem gain significantly more from participation in OLSNs than individuals with higher
self-esteem [46].

Another difference that is particularly relevant to privacy is that an individual’s
online identity is not necessarily the same as the individual’s off-line identity. Members
of OLSNs may also operate on their own identities in rather instrumental ways. In other
words some individuals create different identities for themselves in their OLSNs [47].
Members of OLSNs sometimes customize their identities to achieve their social
goals [48].

Concerns for the individual privacy of members of OLSNs found voice almost from
the beginning of OLSNs. The lack of privacy in these networks was obviously noticed
as potentially harmful for those individuals who posted personal information in their
profiles online [49]. It is important to recognize that one distinguishing characteristic of
OLSNs is the vulnerability of data in electronic media to computer-based storage and
analysis. A face-to-face interpersonal social exchange is characterized by its nature as
ephemera; it has a brief and transitory existence. Because an online interpersonal social
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exchange is brokered by computers, the data can be subject to detective-style matching,
analyzed on the fly, or trapped and stored for possible later analysis. Unlike a face-to-
face exchange, an online interpersonal social exchange can be characterized by its nature
as perpetual; it has a permanent and indefinite existence. As a result, OLSNs can be
easily subjected to forensic study and investigation.

This point is not lost on the research community. Researchers are already demon‐
strating successful techniques for detecting and analyzing group characteristics and
behavior. For example, research has helped us to recognize how OLSN members install
cues in their public profiles to indicate their interests and motives [50]. Analysis of social
network size has been shown to indicate a subject’s gender and characteristics of intro‐
vert or extrovert behavior. In addition, large networks and extensive time spent online
can distinguish opinion seekers from opinion leaders [51].

These research studies have the advantage of being able to easily and electronically
capture and study the empirical evidence. However, these studies also illustrate how
such methods also compromise sensitive data and expose the characteristics and
behavior of an OLSN to open scrutiny.

For example, in one study seeking to develop better suicide prevention among
youngsters, researchers have used automated data collection programs to distinguish
young lesbian, gay, and bisexual individuals participating in an OLSN, and to study the
structure of their networks [52]. While these purposes are beneficent, the same techni‐
ques could be applied with hostile intentions. Even the benign research is turning up
surprising relationships from the analysis of OLSNs. For example, members who
provide a religious affiliation in their public profile are also likely to install cues that
indicate their interest in finding a romantic partner [50].

Here our study proposes the following research agenda and adds our discussion with
regard to the privacy of OLSNs.

• In general, does a right to group privacy exist? If it does, what is the relationship
between individual privacy and group privacy?

• With particular reference to online groups, do the privacy rights of individual
members of an OLSN extend to the OLSN group itself? Does an OLSN as a group
have the right to privacy?

6.3 Group Privacy

Much of the work on privacy laws has been focused on the individual right to privacy.
This work refers to an individual’s right to be let alone [53]. The notion of group privacy
is more recent. Group privacy can be thought of as “the right to huddle” [54, p. 121].
While group privacy may lack a substantial theoretical foundation, it can be regarded
as an extension of individual privacy to an association of individuals. Protection of group
privacy is tightly linked to the duration, purpose, and context of the association.

The orientation of privacy concerns has always been individual. Expectations and
security of group privacy is not pronounced. There appear to be three perspectives on
the privacy rights of social groups. The first perspective holds that no group privacy
exists. People with this perspective argue that there is no regulation to support group
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privacy. The second perspective holds that the privacy rights of the social group are
nothing more than a collective of the privacy rights of the individual persons who belong
to the social group. The third perspective would hold that the social group itself possesses
an identity that is distinct from those of its individual members. Because the social group
has a distinctive identity, it accrues a right to privacy that is distinctive from the simple
collection of the privacy rights of its individual members.

The first perspective is reflected in current legal systems where many countries do
not define or protect group privacy. In such legal paradigms, online social group behavior
might be considered more or less public and can be investigated by anyone with access
to both the media and the forensics technology, and to the legal degree that the group
behavior cannot be traced to the individuals. In terms of whether group right-to-privacy
itself exists as an ethical issue, some viewpoints may hold that a forensic analysis of
online social groups does not violate anyone’s privacy. Such a viewpoint is anchored to
the lack of regulation as negating the existence of group privacy. An alternative view
would acknowledge and protect of group privacy because it is an ethical issue and merely
a legal oversight in current legal paradigms. Such an alternative view may be made
timely by the increasing present of Internet-enabled OLSNs in the presence of network
forensics capabilities.

The second perspective views that a social group has no distinctive identity apart
from the collection of its members’ identities. Therefore, individual privacy rights define
any limits on the privacy of an online social group. Under this perspective, a compromise
of group privacy means a compromise of individual privacy as the compromise can be
traced to a single individual person, It is arguable that an online social group can be
investigated without concern for privacy as long as the facts, behaviors, and character‐
istics making up evidence about the group cannot be traced to a single individual person.

The third perspective views that a social group has a distinctive identity apart from
the collection of its members’ identities, it may be possible to violate the privacy of the
social group without necessarily penetrating the individual privacy of its members. In
such a case it would be possible to collect evidence from within a social group that
regards that group without compromising the privacy of any individual member of that
group. Group privacy is a form of privacy that people seek in their association with
others. As an extension of individual privacy, group privacy protects the desire and need
of people to come together, exchange information, share feelings and make plans. Group
privacy can be compromised without affecting individual privacy [55]. For example,
group privacy is compromised when a newspaper reports a secret society’s rituals that
the society wishes to keep from the public eye. In this case, the group would experience
loss independently of any loss of individual privacy.

If it is possible to collect evidence about a social group in such a way that it does
not compromise the privacy of individuals, then the rights to investigate social groups
may be poorly defined as well as protected in current law. There is little effective
legislative or judicial restriction on forms of interference or invasion against the
freedom of association [54]. This lack of legal protection further complicates the
collection of evidence about online social groups because many online social groups
are transnational in their membership. It appears to be the present case that anyone in
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the world has the right to collect evidence and investigate online social groups as long
as data about the individual members is not compromised.

7 Ethics and Online Social Network Privacy

Whether the violation of OLSN’s group privacy would lead to the violation of individual
privacy is primarily an ethical issue because the regulation to protect group privacy does
not exist. The complicating factor for the forensic examination of OLSN is the need to
investigate the association without violating the privacy of members of the association
who are not subjects of the investigation. It may be possible to forensically develop
evidence about the association without collecting specific evidence about all members
of the association. As a particular form of association of individuals, there may be prec‐
edence for considering OLSN privacy as distinct from the privacy of the individuals
who make up the OLSN membership.

Two views (objective and sociological views) on the violation of an individual
privacy exist when an individual’s association with the group is revealed. Objectively,
we know that OLSNs might have members with different opinions and views. When the
group privacy of OLSNs is compromised in a way that the group’s characteristics and
the identities of its members are revealed, it should mean that members’ individual
privacy is compromised. Some members may not share values and opinions of groups.
From this objective perspective of reality, still some harm might be done to those indi‐
viduals’ privacy through the disclosure of group characteristics and activities. Inaccurate
information about individuals might be revealed in that case.

Sociologically, however, people assume the homogeneity of groups in a way that
implies the group members share the same values and beliefs. They equate individual
characteristics and behavior with the group characteristics and behavior (i.e., stereo‐
typing). Even though this assumption may not hold in fact, we may regard it as suffi‐
ciently effective from a social constructionist viewpoint to be harmful to some individ‐
uals in the group [43]. Therefore in a very real way, when group privacy is compromised,
individual privacy is also compromised. This argument means that group privacy should
be protected as a collective sum of individual privacy. This view is based on the
presumption of the common overestimation of the homogeneity of groups.

In addition to the issue of the relationship between group privacy and individual
privacy, we need to check the stage of ethical reasoning with regard to the protection of
OLSN’s privacy. Ethical reasoning stages can be grouped into three levels: pre-conven‐
tional, conventional, and the post-conventional. The pre-conventional level is self-
oriented and involves obedience and instrumental egoism (self-serving). The conven‐
tional level is oriented toward relationships and involves conforming to the expectations
of others (Law and social order). The post-conventional level is been more oriented
toward socially accepted and pronounced principles [56]. The current stage of OLSN’s
privacy protection is the stage of self-serving. The definition and protection of OLSN’s
privacy is left to forensic investigators’ responsibility as no legal regulation has been
set up.

106 J. Kim et al.



A values perspective on ethical reasoning may involve four categories: egoism, util‐
itarianism, rule deontology, and social relativism [57]. This simple values framework
helps to organize the conflicting ethical reasoning issues created by our growing ability
to perform forensic analysis on OLSNs. Two perspectives depending on the membership
of online social network can affect the interpretation of the four categories of ethical
reasoning. A critical tension may develop between the online social group membership
and the non-membership. This tension is typical whenever a social group exhibits the
characteristic of exclusivity. The perspectives of ethical reasoning are largely relative
to these two dimensions. Further research is necessary to investigate the relationship
between the two frameworks: ethical reasoning values and perspectives of OLSN
membership.

8 Discussion

The protection of group privacy in OLSN groups raises multiple issues. First, group
privacy is integral for the freedom to organize and participate in social groups. This
freedom is the foundation of democratic society. With the introduction of information
technologies, an OLSN grows its own identity (e.g., group name, membership param‐
eters, etc.). As a result, it can have its own privacy on a group level. Second, this OLSN
group privacy can be compromised by an analysis using network forensics. The forensics
techniques introduced above can also easily identify and reveal membership information
about each individual. The knowledge of this can lead to members’ apprehension over
the revelation of their individual information.

The existing tension between network forensics and accessibility to OLSNs needs
to be acknowledged and balanced in keeping with the benefits of the societies involved.
Forensics techniques have a capability to identify and reveal information about indi‐
viduals within OLSNs. As the knowledge about the capability of network forensics
spreads via media to societies, this can make people reluctant to join and to be active in
OLSNs. This reluctance might have negative impacts on societies’ needs to express and
share diverse opinions thereby integrating societies harmoniously. Further, network
forensics is necessary to protect social justice. Network forensics can be both a threat
and a benefit to society. The challenge rises in how to use network forensics for the
benefits of society while minimizing its inherent risks.

Most of the current regulations and laws are aimed at protecting individual
privacy. Group privacy also has its own cultural/sociological limits. Nations that span
different cultures have their own distinctive privacy regulations. Group privacy would
protect characteristics and activities that can be different from the characteristics and
activities of the individual members. A group can have an average age, a dominant
gender, typical behaviors, and other characteristics. In a secret religious gathering, for
example, an overall, collective response as a group to a leader’s message at the
meeting would only be considered confidential if the concept of group privacy is
acknowledged. Individual members of the group may or may not exhibit the same
characteristics as the group. Indeed, with factors such as the group response above,
we cannot assume that all anonymous individuals share the same attitude to the
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message. Individual privacy cannot necessarily be saved through anonymity in
settings where group privacy is compromised.

Because group characteristics and behaviors can be different from individual char‐
acteristics and behaviors, group privacy is not the same as the sum of the individual
privacy. It is possible to compromise group characteristics without compromising any
one individual’s privacy. Because few privacy rights are attached to a group, OLSN
groups are open to a risk of compromise to network forensics. Because many OLSN are
international in scope, there is a risk for abuse across national borders. Network forensics
techniques can easily extend across borders. There are possibilities for the creation of a
new form of digital divide, one in which participation in OLSN is risky for individuals
whose association with an OLSN group might be regarded as dangerous behavior by
their local authorities. Such a digital divide would separate “haves”, those for whom
free participation in OLSN engenders little social risk; and “have nots”, those for whom
such participation is dangerous and therefore avoided.

The new capacity to forensically examine online social networks opens new vistas
for data forensics. However, it confronts the forensics examiners with new ethical and
legal issues. Does group evidence from a forensics analysis of an online social network
violate the privacy rights of the individual members of the group, or the privacy rights
of the group as a distinct entity, or neither, or both? Does the potent application of
network forensics to OLSNs create difficult social boundaries for participation in such
groups? Future research needed in a number of areas. These include the ability to distin‐
guish group and individual evidence, the need for regulations for group privacy, and
ethical guidelines for forensic examinations of online social networks. For example,
when group privacy must be compromised, an ethically fair purpose for intrusion should
be pronounced. The ethical value of such intrusions should be established and weighed
against the costs. The justifiable compromise of group privacy should be independent
from the loss of individual privacy.

9 Conclusion

A group’s purpose can be compromised when group members are reluctant to join and
be active due to the concern over identification and revelation of their individual privacy.
At risk are the social benefits of online groups. Establishing a social network online
makes it more feasible to use computer analysis to develop knowledge about the network
group itself, over and above any compromise of its individual members. As a result, an
online social network opens new avenues for automated forensics scrutiny and new
problems for the protection of privacy in a digital world.

The field of data forensics has developed sophisticated methods and tools for the
purpose of collection and analysis of digital information for the purpose of detecting
specific human behavior and producing evidence regarding this behavior. There is great
social value available from these tools, but also great social risk of a different kind than
modern societies have encountered before. Care must be taken to balance the benefits
and costs of both online social networking and network digital forensics.
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Abstract. Digitization to support services is an evolving phenomenon in a
service-driven economy. While initiation and infusion of digitization in services
may be relatively easy, the appropriation of value from such digitization is diffi‐
cult. The digitization of services, represented as service objects, has to be modular
and configurable to support business agility in order to assess viability and create
value. While modularization of service objects is well established in existing
literature, its ability to support business agility is not explored in the literature. In
this study, we propose a concept of digital leadership that links service objects,
represented in a service system architecture designed to support digital services,
with various components of a business architecture for business agility in a
changing business and technology landscape. We provide a definition of service
objects to represent digital services, its associated characteristics, and how these
service objects contribute to business agility. The concept is applied to a patient
room digitization case operationalized under the theme of a service robot.

Keywords: Digital leadership · Service computing · Service robot · Agility ·
Robot

1 Introduction

With the growth of the service industry, service delivery is emerging as a new paradigm
for value creation. Firms are leveraging information technology (IT) in the service
rendering and delivery processes. The infusion of IT is leading to new business models,
disrupting the existing brick-and-mortar paradigm and leading businesses to reach out
to a global customer base [1, 2]. This emerging perspective and practice, which places
services rather than products at the focus of business activity, is conceptualized as service
dominant logic (SD logic). In this logic, firms need to coordinate many of their internal,
customer and partner resources (referred to as operant resources in SD logic) to render
customer-oriented services [24]. The firm’s operating resources can be mostly the IT
architecture that connects operant resources. For example, the world’s largest car service
company Uber does not own cars, the largest accommodation service company Airbnb
has no hotel infrastructure, the largest movie house Netflix owns no theaters, and new
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retail service houses have no inventories (e.g., Alibaba and Amazon). These firms are
leveraging on operant resources in the SD logic, through a service-driven IT architecture,
to create value.

The design, development and implementation of a solid service-driven IT architec‐
ture to create value is a complex process. However, this complexity may bring success
or failure to the IT-enabled service business models. With increasing acceptance of the
SD logic and value co-creation with customers, it is expected that value propositions
will continue to change with customer experiences. A firm has to remain operationally
flexible and leverage IT advances. It needs to develop basic, peripheral, and supporting
services [4, 5] to meet changing customer value propositions and use IT advances (digi‐
tization) to improve the efficiency and effectiveness of processes within these services
[1, 6]. In addition, it may also use external resources through service exchanges with
other firms and customers [1]. While digitized services within a firm are aimed at
achieving higher efficiency, service exchanges are used to help address evolving
customer support needs. However, extant literature on market-focused IT-enabled
service orientation or architecture is less mature [3].

Prior studies have argued that service firms need to embed IT in customer-oriented
processes to achieve better outcomes [15, 16], and service delivery processes to address
customer expectations [17] and influence firm performance [18, 19]. The changing
technology landscape and the role of the customer in co-creating value is calling on
businesses to align their business architecture (comprising various strategies used to
address business objectives) with the service system architecture (comprising the way
digitized services are creating customer value) – see Fig. 1. Three fundamental drivers
are influencing the need for such an alignment: (1) the technology landscape, influenced
by advanced digitization opportunities, is creating digitized services, (2) the customer
landscape, influenced by digitized services, is seeking new value propositions, and (3)
the competitive landscape, influenced by opportunities for differentiation, is looking for
new business models.

Fig. 1. Changing technology landscape and service enabling business architecture

IT-enabled service orientation is shown to support market differentiation by meeting
changing customer expectations [6, 10, 20, 21] and enhancing business value [18, 19,
22, 23]. IT-enabled service strategies are shown to impact a customer’s perceptions of
a firm [9], effecting service quality and customer outcomes [10, 11], and help a firm
exploit opportunities to compete successfully [12, 13] with augmented context based
service-rendering activities [14]. However, there is a gap between the design,
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development and implementation of modular system architectures to support services
and the business strategies that need to evolve to meet changing customer value prop‐
ositions and sustain firm level performance [7, 8]. This gap is widely recognized both
in practice and by academics alike.

This study addresses this gap by proactively linking the service system architecture
with the business architecture, under the concept of digital leadership. The service
objects of the service system architecture connect the digital services that create
customer value with the strategies used in the business architecture to realize this value.
The service objects thus help operationalize the service dominant (SD) logic. As value
propositions change, service objects used to support the value propositions may be re-
designed or configured, and associated operant resource adjusted and business strategies
realigned, all to support business agility.

The next section provides the 10 steps associated with digital leadership. Section 3
uses the patient room robot as an example to discuss the first five steps of the digital
leadership – innovation to system architecture. Section 4 shows how the modularity
embedded in the service objects can help support business architecture (steps 6–10).
Section 5 provides some concluding comments.

2 Digital Leadership

Digital Leadership is defined as the intersection of innovation, technology and strategy.
It is not IT leadership, which aligns the delivery of digital products and services to meet
business goals, or business leadership, which develops new products and services to
meet changing customer needs, but an integration of business and IT leadership. It is
service-driven, technology-enabled, and strategy-supported. More specifically, it aims
to achieve three objectives. The first objective is to create and/or co-create customer
value propositions that are supported through digital services by leveraging advanced
information technology opportunities (digital innovations). This is illustrated as steps 1
and 2 in Fig. 2. The second objective is to develop a service system architecture, through
service objects, that is highly modular and configurable. These service objects include
modular digital products and data needed to deliver on performance metrics associated
with digital services, and is illustrated by steps 3, 4, and 5 in Fig. 2. A third objective is
to develop the business architecture, which includes strategies along multiple dimen‐
sions such as market positioning, competitive differentiation, partnership, risk

Fig. 2. System and business architecture
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mitigation, and implementation. These are intended to operationalize the service objects
identified to implement digital services. This is shown in steps 6 through 10 of Fig. 2.
The development of an agile service system architecture and associated business archi‐
tecture can help a firm assess the technical and commercial viability of digital services
respectively. This approach is illustrated using an innovation in a patient room: a patient
room robot to support a patient’s expectations regarding care delivery.

3 Patient Room Robot

To illustrate the digital leadership concept through the 10 steps discussed earlier, we
conceptualize a patient room with a robot that acts as an integrator or coordinator of
select services. The curtain raiser here is the imagination of a robot in a patient room.
Let us imagine a patient at a hospital waiting for a procedure or recovering from an
operation. A robot welcomes the patient to the room with a greeting, introduces itself
and the staff that will be taking care of the patient, and turns on the patient’s favorite
TV station or begins playing music that he or she likes to watch. Interestingly, this may
sound like a movie theater, but it is indeed a patient room in the not too distant future.
The patient room has a bed and a chair, a toilet, two additional chairs connected with a
flat wooden panel for family members to sit and relax when they visit the patient. A flat
panel lifts up with a power outlet underneath if visitors need to charge their cellphone
or computer. There is a pharmacy drawer in which to put medications, a security locker
for valuables, and of course the personalized robot – that is the focus of this study. Three
entities are related to the robot concept and are actors in this study: (1) the hospital
employees, including doctors, managers, nurses, and support staff, (2) the patients, (3)
a hypothetical firm P2R, which is developing the patient room robot. For the firm, the
patients are the primary customers, the hospital is the service enabling and supporting
platform, and the employees of the hospital are acting as agents in implementing the
patient robot.

The robot knows why that the patient is there, and it can do a number of actions or
service operations. First, the robot can turn the bed into a “smart bed” if the patient has
a hip or leg procedure or is too weak to walk. The bed can then send signals to the nurse
when the patient is trying to get up and possibly hurt himself or herself. The robot can
call a nurse to give insulin if the patient is diabetic and orders food that requires an
insulin tablet or injection. The robot can call staff to help collect all the necessary instru‐
mentation when the patient has to be transferred to another unit for additional procedures
or testing. The robot can open the pharmacy drawer and bring prescriptions based on
specific medication instructions on the bottle and can call for assistance if the patient
needs help using the toilet. Such robots do not yet exist, but a plethora of intelligent care
systems that assist patients in a patient room today indicate that the realization of a robot
is not far ahead. Laboratories and companies are developing interactive robot application
and service platforms, such as VerBot, Xiao I robot, MSN robot, Chat robot etc. Many
of these robots are designed to manage daily tasks and provide assistance to humans at
a low cost. These robots can query and provide information on a number of items:
schedules, maps, stocks, weather, television programs, etc. At present, personal assistant
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robots have emerged as a unifying theme for the integration of computation, commu‐
nication, and interaction processes underlying the concept of assistance to the human.

The use of robots in health care is a very recent and useful concept [25–27]. In reality,
practical implementations of personal assistance robots that can assist patients are sparse
[28]. However, health care delivery within the walls of a hospital is highly person centric.
As much as individuals need to adhere to some norms, face different alternatives, and
subsequently have to choose from these alternatives, the burden of decision making and
cognitive load is always high [29, 30]. These challenges aggravate when it has a bearing
on a patient’s life or death. For example, a nurse needs to attend to the sores of a patient
stranded in a hospital bed, or needs to administer medications on time, and often may
not be able to give personalized attention to another patient on a call. When a nurse can’t
address the needs quickly, the challenge remains on how to empower or enable a patient
within his or her state to seek assistance from someone like a patient room robot.

What is missing today is a patient room is technology, such as a robot, to support
communication and coordination. For example, the robot can tell staff as they come in
or go out of the room to wash their hands by detecting, based on a badge code, if they
have not done so already. It can also dispense bacteria-killing gel. The robot can intro‐
duce staff to the patient the first time they walk in and at other intervals so the patient
can get to know them, turn on music or display on TV the artwork patients have seen in
the hospital hallways, create the right atmosphere with music for informal interaction,
change TV channels if needed, and ensure that educational material related to the
patient’s diagnosis is shown periodically (e.g., videos on hospital procedures, care
details for when you leave the hospital, foods that can be consumed, prescriptions that
should be taken, etc.). Perhaps most importantly, the robot can turn on the wrist-worn
device that constantly monitors vital signals such as blood pressure, temperature and
heart rate, and sends alerts to health care staff based on a wellness index uniquely cali‐
brated to their condition.

To sum up, the robot concept in patient rooms is taking patient care to a new level,
by integrating innovative patient room services with technology, and supporting the
strategy of a hospital to address patient care quickly and effectively and improve their
satisfaction. The purpose in this study is to make the robot configurable, so that the
hospital, working with the patient and other care staff in a patient room, can co-create
specific value propositions that are supported through a digitization of various patient
room services. This patient robot design is then used to link the service and business
architecture concepts discussed earlier.

3.1 Digital Service Innovations in the Patient Room

Identification of “digital service innovations”, an intersection of technology and inno‐
vation, in a patient room is based on the work done by one of the hospitals (St. Joseph
Mercy Health System in Oakland County, MI: SJMO). It is called an Intelligent Care
System (ICS). The system was implemented in April 2014 in a 223-bed hospital and
won the Wired Magazine’s 2015 Innovator of the year award (See video at https://
www.youtube.com/watch?v=dpnppt65oSs). Advanced digital technologies to support
patient room care services are continually evolving. Recognizing opportunities and
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developing value propositions to support both changing patient expectations and address
care-related needs (cost and quality) is a major challenge to health care organizations
today. In this section, we will adapt some of the technologies embedded in patient rooms
at SJMO and others to in the illustration of the patient room robot.

Many technologies–such as electronic badges for care delivery tracking, automatic
distribution of education materials and drugs via electronic medical records, smart beds
that track patient movement, patient call buttons to allow patients to request specific
services (pain, bath room support, etc.)–have been widely discussed in the literature and
are incorporated in the ICS [31–37]. Each of these technologies are embedded into the
specific patient-care delivery staff interactions to provide value to the patient, as
discussed below. The value propositions are then mapped to one or more digitized serv‐
ices (listed in Fig. 3).

Fig. 3. The patient services incorporated into the intelligent care system

3.2 Value Propositions

While many of the services listed below can be supported by a robot, for the purpose of
this study we will focus on four value propositions, e.g., provide general non-clinical
support, cater food, manage pain and support patient lab visits. The hypothetical firm
P2R is engaged to develop the robot to digitize services associated with these four value
propositions. The primary customers for all these services are patients in a hospital room,
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waiting for care or post-treatment during recovery and prior to discharge. The digitiza‐
tion of services to support each value proposition to the patient is apparent. However,
an integration of these services, coordinated through a robot in the room, has an addi‐
tional value to the patient: to give the patient control over communication and focused
attention to how and when a request is being processed.

Besides the patient, there are others who the robot will support. Digitization of each
patient service request, if handled by a nurse, can lead to too many alerts and contribute
to stress (referred to as technostress [37]). The robot, as an integrator of all patient
requests, can either perform some non-clinical needs (e.g., provide general information
related to the TV, change the temperature of the room, etc.) or direct them to non-nursing
staff (e.g., requests for bathroom support), thus reducing stress on the nursing staff. The
patient room robot, by attending to a patient constantly, can also be a source of comfort
to family members and possibly keep them informed of the patient’s status. In other
words, the innovation here can add value to both the nursing staff and the patient’s
family. For the discussion here, we will limit ourselves to value propositions that support
patients.

Value propositions developed in support of patients will continue to change, and not
all of them require the same type of services. For example, some patients need TV
services and diabetic services, while others do not. Also, services needed for a cancer
patient will be different from services needed by a patient who underwent a heart by-
pass surgery. Moreover, no robot designed today can support the needs of patients in
the future. For example, technologies to detect bacteria in shoes worn by family members
or staff entering a room may not be available today, but may be developed in the future.
This means that robotic services in the future (e.g., reminding family and staff to remove
shoes before entering the room) may need to be added later. Also, some patients may
need a version of a patient room robot taken with them when they leave the hospital for
select services (e.g., prescription reminders, monitoring of vital signs, follow-up physi‐
cian appointments, diets, etc.). In summary, the service system architecture used to
design the patient room robot has to be agile to address changing value propositions.
The next section will look at the components associated with the service system archi‐
tecture.

3.3 Service System Architecture

The service system architecture includes the steps shown in Fig. 4. Each of these steps
are discussed below for a single service. A service here is defined as the entire cycle:
from a request to its fulfillment, and it includes all processes/work-flows used by both
people and machines to fulfill this service request. Such a service-based visualization
allows the firm to assess both the patient expectation of each service and measures used
to assess the degree to which these services are fulfilling these expectations.

As noted earlier, a patient value proposition may be supported by a single or by
multiple services. A single service may also support multiple value propositions, such
as a “patient bed movement alert service” that addresses a patient’s need to go to the
bathroom while also reducing potential injury to a patient. Considering lab visitation
service, the steps would involve the following:
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1. Support processes, such as recognizing a need to take a patient to a lab for tests,
scheduling transportation, getting the patient ready to be picked up, and ensuring
that the patient is returned to the room after lab tests are completed.

2. Set of work-flows used to execute each of these processes within the hospital. This
may involve the sequencing of processes to fulfill the service request according to
pre-established business rules or hospital protocols.

3. Advanced digitization opportunities that can be leveraged to improve the effective‐
ness or efficiency with which each service is fulfilled. In the example, a robot
provides an integration of several of these work flows as shown in the Fig. 5.

Fig. 5. High level the service system architecture for the robot

Fig. 4. Steps in implementation of service system architecture
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4. The role of the robot as an innovation is discussed in aggregate in step 3. For example,
the monitoring of electronic medical records, confirming with the lab, and scheduling
an appointment are all discussed in aggregate. However, in this step, this role is un-
bundled or subdivided into high level digitization modules.

5. The data needed in the aggregate to support the digitization and the associated actor/
network relationships. The data here includes patient diagnosis and tests needs from
electronic medical record, as well as specific patient room transaction data (such as
patient call data related to tests, and lab tests data).

6. The performance metrics associated with the service: fulling the request related to
the transportation of a patient to the lab. These metrics may include the number of
times lab services were performed, patient satisfaction, and responsiveness.

In summary, the goal of the service system architecture is to operationalize the value
proposition through various service objects. Each service object will identify the roles
of multiple actors in fulfilling the service request, and each will have attributes such as:
processes, work-flows, digital service modules that support these process/workflows,
data and metrics. The Next section will discuss how this modularization will enable
business agility.

4 Business Architecture

The P2R firm through its robot supports multiple patient room services using various
service objects defined in the service system architecture (SSA). The ability of the firm
to operationalize these digital services is evaluated along multiple dimensions of the
business architecture: product positioning/marketing, partnership, risk mitigation, and
implementation. While this a crucial step in assessing the commercial and operational
viability of patient room robot, the goal in this study is to illustrate how a modular design
of digital services via service objects can support the agility with which P2R can oper‐
ationalize its business.

Market Positioning: The envisioned robotic services may be marketed to hospitals
for different reasons. A hospital may use these services to differentiate itself in a compet‐
itive health care market (current market, current product). Some hospitals may provide
these services as an add-on to certain rooms with critically ill patients (e.g., patients
post-surgery with high probability for complications) and reduce any associated costs
(current market, new products). Others may offer these unique robotic services at a
skilled nursing facility outside the hospital, in order to reduce patient readmission costs
and improve patient satisfaction (new market, new service). The flexibility with which
these robotics services can be offered will allow P2R to segment the hospital market and
align its market positioning to address the strategic needs of different customer segments
(hospitals).

Differentiation: The P2R firm can position its robotic services to support either cost
or value based differentiation of a hospital. As discussed earlier, the metrics such as cost
of care and patient satisfaction will help a hospital’s need for focused cost leadership.
One of the unique characteristics of a digital businesses is the intermediate value gener‐
ated by the data it creates. The data generated from the patient segments can be used by
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a hospital to tailor its services effectively and alter room assignments and staff allocation,
and extend some of these services (diabetic support and lab support) post discharge.
This can be valuable for hospitals to use robotic services for value based differentiation.
A generalization of the robotic service data can also provide some unique differentiation
and markets for P2R as well. For example, P2R generates data on patient services in a
hospital room, and a synthesis of this data (in aggregate without violating patient rights)
can lead to a product/service for an entirely new customer segment. Examples here
include benchmark services that can reduce hospital costs, medical protocols for tests
on patients with certain diagnoses, factors influencing patient satisfaction at a hospital,
services that can be extended to patients at home or at a nursing home, or general services
that can be provided to seniors or people with physical challenges. Some of these anal‐
yses may be offered as premium services for hospitals seeking differentiation strategy,
or entirely to a new market (e.g. nursing homes). In other words, the modularity in the
design of service objects not only helps P2R offer its robotic services to hospitals with
cost or differentiation strategy, but also look for new market opportunities.

Partnerships: The patient room robot is an integrating device and needs access to
communication protocols and data from a number of digital partners. For example, by
reviewing the discussion in service system architecture, the robot has to be connected
to a hospital’s EMR and lab management, as well as staff scheduling systems (for
scheduling transport staff). Also, the robot has to be linked to the nurse call systems that
connect a patient to a nurse so the robot can act as an intermediary to reduce the number
of alerts using additional intelligence. In other words, P2R needs transparent access to
data and/or protocols for communication in order to integrate the robotic services with
the hospital systems. At the same time, the robotics firm has to work with its own vendors
such as language translation vendors (assumed as critical to support audio-based
communication between patient and robot), and cloud-based vendors who will support
web maintenance and some data management. Each vendor partnership has a differing
impact on the success of P2R. The focus of the partnership can be cost-focused or value-
driven (flexibility, configurability, reliability in decision making) as customer demands
change.

Risk Mitigation: In a digital business, agility is key to changing value propositions.
Agility to integrate digital services to meet changing customer expectations (e.g.,
language changes, changes in hospital operations), customize services for competitive‐
ness (pricing, delivery, support, etc.), and work with partners (internal and at the
customer site) to address technology and integration challenges all need an internal
work-force that is adaptive and an organizational governance that is effective. There are
several questions that should be asked when organizations undergo digital transforma‐
tions. Is there the right talent within a firm and can the firm retain this talent? Do the
roles and responsibilities of the people involved reflect the changing market? Is the
change culture adding to security challenges and a firm’s ability to protect its digital
assets? Is the technology sufficiently mature to develop the product and integrate it at
the customer site? Lack of readiness leads to risks, and digital businesses especially pose
unique risks. These risks are classified by different authors as strategic, financial, opera‐
tional, compliance, technical, reputational, etc. [38, 39]. Given the digitally intensive
nature of the services, there is operational risk (includes talent related challenges),
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technical risk (includes both partner and cyber security challenges), compliance risk
(includes governance and regulatory challenges), and strategic risk (includes financial,
reputational and even partnership challenges). The ability of the P2R firm to form part‐
nerships with other technology vendors can help mitigate technical risks, and having a
right sourcing model (e.g., an outsourcing model for web platforms and strategic
sourcing for language translation) can help mitigate operational risk.

Implementation: The P2R firm’s implementation strategy is to be aligned with the
speed with which a customer wants to realize the value from the new system. Is the
hospital introducing the patient robot to every patient room, or only in certain rooms as
a part of its initial diffusion strategy (i.e. radical vs. incremental change)? Is the health
care delivery staff (nursing and health care personnel) sufficiently convinced and trained
to use the technology, and are the hospital systems ready to integrate their systems with
the robot? IT implementation of robotic services calls for data and process level inte‐
gration with external stakeholders/systems along the boundary. For example, in patient
room robot implementation, the boundary spanning systems (e.g., EMR, lab manage‐
ment, and catering) and stakeholders (physicians, lab technicians, and catering staff)
have to adapt to changes dictated by the new patient room robot. Successful implemen‐
tation strategies have to make these actors (people and systems) along the boundary see
a value in such implementation. Can the EMR or lab management system gain valuable
new information by tracking patient adherence to pain management and dietary intake?
Can physicians and catering staff gain faster information on the clinical condition of a
patient and/or food consumption patterns? Again, the degree of stakeholder commitment
to adopt robotic services may dictate which robotic services will be implemented first
and when. Again, the modularity in the service objects can help support varying imple‐
mentation strategies.

In summary, the scope and scale of opportunities for service robots for patients is
increasing and evolving. Patients may dictate the nature of digitized patient services that
are demanded in the hospital and when they leave the hospitals. Patient rooms may exist
not just in a hospital but in other places such as nursing homes, individual homes, etc.
Such a wider lens may help the firm here to explore how it may scale its services to
places other than a hospital. A patient may want certain services offered digitally no
matter where the patient is, and some of these may not even be related to health care.
For example, a patient sitting at home may want services such as guidance on pills for
certain types of pain and types of food they can take when they are diabetic. Also, they
may want to connect to a device virtually without knowing the details of the entertain‐
ment system or to speak to a device in a language that is not native to the system. Some
of the services may be relevant even if a customer is not a patient by definition. Anyone
“looking for information,” and/or physically challenged to use traditional means to get
that information, may need a service robot to provide such services. This may call for
changing some of the robotic services designed, so they can be generalized for a broader
market.
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5 Conclusion

Digitization of hospital services in support of patient care is a competitive necessity for
many hospitals seeking to reduce costs and improve patient satisfaction. This is both an
opportunity and a challenge for firms providing digitized services. They need to under‐
stand both the changing hospital and health care market, regulations that dictate patient
care, changing patient expectations, and volatility in various stakeholders with several
hospital mergers and acquisitions. While patient room robots are used as an illustration
to underscore the need for system and business agility, the abstraction of the domain
(health care), the customer (patient or hospital), or the service (informational, transport,
consumption, etc.) all call on digital service firms to explore opportunities to reach
different market segments by making their services modular in nature. However, more
importantly, each service object designed in the service system architecture (steps 3–5
with various attributes such as digital modules, data and service metrics) is mapped
directly to the customer value proposition and digital services (steps 1 and 2) on the one
hand, and business architecture (steps 6–10 with strategies on market positioning, value
differentiation, partnerships, risk management and implementation) on the other. This
makes the technology become tightly linked to the innovations to create customer value
and the business strategy that can bring about this value. This is in fact what the digital
leadership concept is: a way for both business and technology leaders to work in sync
and, in iterative manner as appropriate, to ensure the propositions created and co-created
are supported with agility in both service and business architectures.
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Abstract. Online consumption communities evolve over time and go through
different stages in their life cycle [1]. The key factor of the sustainability of the
community is members’ ongoing contribution. This study examines the factors
affecting the ongoing contribution of online reviewers for different types of
users. Drawing from theory on communities of consumption [2] and popularity
effect [3]; we propose a conceptual model of drivers of ongoing contribution.
We observed that Social ties, sidedness, and consumption activity could explain
the heterogeneity of ongoing contribution level for different users. We studied a
community of book reviews. We showed that the effect of sidedness on con-
tribution prediction is stronger for reviewers with extreme behavior. We also
concluded that consumption activity has more predictive information about the
contribution compare to the social tie and sidedness.

Keywords: eWOM � Social ties � Consumption activity � User type �
Community of consumption � Sidedness

1 Introduction

Online consumption communities, like traditional communities evolve over time and
go through different stages in their life cycle [1]. Although attracting new members in
early stages such as creation and growth is important, retaining members during
maturity stage is no less critical for their long-term success and sustainability. Com-
munities are sustainable if they can maintain members’ commitments and contributions
over time. To achieve this goal, they develop mechanisms to encourage participants to
maintain their contribution levels. These mechanisms will be more productive if online
community detect and understand the drivers of members’ ongoing contribution.

A community providing electronic Word-of-Mouth (eWOM) is a form on online
community of consumption, which reduces the information search cost for potential
customers. Source credibility is an important factor affecting the decision of the
receiver/reader of a review to trust and adopt a review. On retailer sponsored,
customer-to-customer review platforms, such as Amazon.com, most of the users do not
know each other. The only information they have about the source credibility [4] is
what is shared on the platform about the reviewer. In contrast, online communities of
consumption shape around consumption of a product type (e.g., Goodreads.com for
books), attract hobbyists and have stronger connections among members. In these

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 126–142, 2016.
DOI: 10.1007/978-3-319-45408-5_11

http://Amazon.com
http://Goodreads.com


communities, with so many product experts and ongoing discussions on reviews and
comments, it is not easy for members to write a review before consuming a product
(e.g., read a book).

In an online community of consumption [2], members have some expertise or
experience with the same product type. Even when the expertise is self- reported, it has
an effect on the helpfulness and adoption of the review [5]. The experience and
reviewer’s history is usually available and eWOM receiver has the opportunity to
explore them to decide if the reviewer shares a point of view or taste with her/him.
Therefore, we argue that these communities offer more value to prospective customers
compared to the reviews posted on retailer websites (e.g. Amazon), where a reviewer
may have reviewed different kind of products, challenging their expertise in one par-
ticular area.

Online communities of consumption thrive on voluntary contribution of users and
reviewers. Therefore, the continuous contribution of reviewers is vital for their
long-term success [6]. However, many communities fail to attract or retain enough
experts, experienced reviewers. Therefore, are unable to sustain in long run.

Reviewers have different characteristics and motivations, which can explain dif-
ferent behavioral patterns to some extent. Reviewing experience [7], user character-
istics such as specialized skills [8], expertise [5], and motivation [9, 10] toward the
social networks are some of those characteristics.

In this research, we intend to understand these behavioral patterns with the lens of
reviewers’ ongoing contribution. We aim to explore the factors that drive long-term
ongoing contribution from reviewers on these communities of consumption [2]. Since
reviewers are heterogeneous in their reviewing behavior, we propose a model drawing
from the literature on e-tribalized marketing [2], to uncover the drivers of this
heterogeneity. We concluded that Social ties and reported consumption activity are the
main drivers of different behavioral patterns. Reviewers with stronger social ties may
get popular on their community and a recent research showed that the popularity affects
reviewing behavior including the sidedness of the reviews [3]. Following that, we
argue that the valance of the reviews is likely to influence the reviewing behavior.

The paper is structured as follows: we begin with a brief overview of the relevant
research develop our theory and hypotheses. We then describe our proposed model,
followed by analysis and results. We conclude with discussions of our results and
implications of our work.

2 Previous Work and Literature Review

Electronic Word-of-Mouth or eWOM is an informal information exchange in which
former customers share their experience with prospective customers [11]. Current lit-
erature can be categorized in two main streams. First stream focuses on the generation
of eWOM and concentrates on why and how customer share their reviews on online
platforms [12]. Studies on the incentives and motivation of reviewers [13–15] and the
content of reviews [16, 17] are some examples. The second stream focuses on the
consequence of eWOM. Some examples are the effect of eWOM on sale [18–20]. In
this area some researchers focused on the effect of reviews on the prospective.
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Customers and the social interactions between reviewers and customers [3, 21].
eWOM literature has also been summarized from different perspectives. From the
Products/Services Adoption Process perspective, Montazemi and Saremi [22] proposed
a conceptual model in which they have categorized eWOM into five dimensions of
receiver, source, eWOM content, response, and focal product/service. They have
categorized the effect of these five dimensions on the three stages of product/service
adoption. These five dimensions reflect the idea of Cheung and Thadani [4] in the
literature review summary of eWOM. They have considered eWOM as a communi-
cation process, which includes a sender, receiver, message, and response. Later King
et al. [23] consolidated the eWOM literature using a framework of interaction of two
factors: unit of analysis and cause-effect. As the unit of analysis, they suggest sender
and receiver. For addressing the cause and effect, they focused on the antecedence (as
the cause) and consequence (as the effect) of eWOM.

From the current eWOM literature, we know that reviewers and participants in
online communities of consumption are heterogeneous in their behavior [13, 24, 25].
Different factors shape this heterogeneity. Demographic attributes, personal charac-
teristics, and motivations are some of these factors. Munzel et al. [13] summarized the
motives of online reviewers for their contributions and studied different reviewing
behaviors. They observed three distinct patterns of behavior, which resulted in three
reviewer types: creators, multipliers, and lurkers. Creators are the users interested in
first order activities such as reading and writing reviews. Whereas, multipliers are users
with high passive activities. They are more interested in second order activities such as
writing comments and re-sharing the content on the website. The last reviewer type is
lurkers who are not interested in creating and sharing content. They are just interested
in passive activities such as reading reviews [13]. Other researchers also found these
different behavior patterns or user types for online reviewers. Lurking versus general
participation [26, 27], lurkers versus posters [24, 25] are some examples of these
studies. Some researchers also investigated the dynamics of different user types over
time and examined their motivations. As an example, Preece and Shneiderman [28]
suggested that reviewers and participants in eWOM communities change from a reader
to contributor. If they engage in interaction with other reviewers, they become col-
laborators and if they continue to provide content (reviews) and share it with others;
they are likely to become opinion leaders in the community.

In the current literature, we know about this behavior heterogeneity. However, we
still cannot explain it. We try to focus on this gap and answer the question of what
drives the heterogeneity in ongoing contribution of online reviewers.

3 Theory and Hypotheses Development

3.1 Online Community of Consumption

Internet facilitates the emergence of online communities. In online environment, mil-
lions of people form groups around different subjects. They share information, develop
group identities and engage in social interaction with others. With the wide spread of
creating and using eWOM, many of these communities are structured around
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consumption experiences [2]. Sometimes, a brand or a theme is the center of the
community. (i.e. Star Treck [29]). Some other communities form around a specific
product type (i.e. Goodreads for books, IMDB for movies, CNET for tech products,
tripadvisor for travel, and BoardGameGeek for board games).

There are countless number of online communities out there. However, most of
them are not sustainable. They may fail to engage enough expert members or expe-
rienced reviewers in the first place. They also may fail to keep their members motivated
to continue their contribution and loose them over time. Therefore, sustainability of an
online community is an indicator of the success of a community [30]. Concluded from
previous works, Butler believed that sustainable community should have access to the
pool of resources to support the social processes. He argued that a community with
access to enough resource can provide the promised benefits to its member over time in
exchange for the membership cost, and whoever stays longer will get these promised
benefits [31]. Maintaining membership can lead to the commitment to the community.
Members are constantly evaluating the community to check if it is rewarding enough to
continue. This evaluation is affected by their commitment and it determines the like-
lihood of remaining in the community with the same level of contribution [31].

In the maturity stage of a community, poor participation, especially from members
with weak ties can be the initiator of the dead stage of the community [1]. Therefore, it
is vital for online communities to know their members and their behavior patterns, and
understand the triggers of these patterns. They can use this understanding in designing
mechanisms to maintain members and increase their commitment and contribution to
avoid the dead stage.

3.2 Contribution and Continuity

In an online community of consumption, a reviewer can stop posting content without
even informing the platform. Many reviewers gradually lower their level of contri-
bution and become inactive. That shows the importance of understanding reviewers’
behavior and their contribution for review hosting websites. As mentioned before, this
research aims to study factors that drive long-term and ongoing contribution on an
online consumption community.

Over time, reviewers gain experience, learn, and change their reviewing behavior
and level of their contribution [7]. However, existing research is not conclusive about
the direction of this change. A few studies have found that time, to be exact, the length
of the membership; have an effect on reviewers’ contributions through two mechanisms
[32]. First, we expect the contribution to drop over time as the novelty and affection of
the community decreases. Reviewers get bored or disappointed with the community
and lower their participation. However, another mechanism works in very different
way. Reviewers share their opinions with other people in the community and get
feedback about the quality of their opinions. As rational agents, we expect them to get
these feedbacks and modify their behavior hoping to get more and better feedback. So
time, has an effect on reviewers’ contribution based on their motivation and type of
their activities [32].
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3.3 Types of Consumption Community Members

To study the reviewer heterogeneity, we draw on the types of online community
members in e-tribalized marketing. Kozinets [2] explained the identity formation of a
member in an online community of consumption. We selected this model, because we
believe that it is comprehensive enough to cover and explain different aspects of known
reviewing behavior patterns we drew on from the literature as lurkers, posters, and
multipliers, opinion leaders and followers and so on [24, 25, 28, 33].

Kozinets [2] categorized the contribution behavior of community members using
two factors: Consumption Activity and intensity of social relationships (social tie
strength). Although these two factors affect one another, but they are separate enough
that Kozinets [2] used them to categorize members based on their observed performance.

Consumption activity is the relationship of the user to the product and it shows how
using that specific product is central and important in one’s psychological self-image.
This importance may increase the frequency of using the product. Assuming that
writing reviews are consequence of use, the number of reviews written by an individual
might reflect the importance of the product for her/him. On the other hand, Social ties
represent the intensity and number of mutual relationships each user form with other
members of the community. Kozinets [2] suggested that members belong to one of
tourist, Mingler, Devotee, and Insider groups. Tourists are users with low consumption
activity and lack strong social ties. They show a meager interest in the consumption
(product) and their relationship to the community is minimum and casual. Many users
act as Tourists when they join an online community and only engage in information
browsing and lurking activities. If an online community grabs their attention, they are
likely to transform to Minglers or Devotee. It depends whether they are more interested
in the product or the social activities they engage in. If they like the product, better than
their audience they will turn into a Devotee. Otherwise, they will become a Mingler
who share fewer opinions, but develop a bigger social network.

On the other hand, if the social relation and information/knowledge sharing
becomes interesting to Tourist, they are likely to engage in more relationships, develop
strong social ties with others, and join Minglers who do not engage in product related.
In general, it is possible for any of Minglers or Devotees to upgrade to Insiders if they
thrive to maintain strong social ties and engage in high consumption activity (reviewing
products in case of eWOM).

As aforementioned, Nov. et al. [32] concluded that the contribution of reviewers in
online communities will decrease as the affection and excitement weaken over time
unless users receive social feedback which keep them interested to the community.
Therefore, we believe that if reviewers in an online community of consumption
(eWOM platform) do not show interest in either social engagements or consumption
activity (product) they are likely to lose interest and consequently their contribution
level will drop even more. Hence, we hypothesize:

• Hypothesis 1: In an online community of consumption, members with weaker
social ties and weaker consumption activity (Tourists) are more likely to have a
lower ongoing contribution comparing to other members.
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On the other hand, there is some research showing that the contribution level in the
sense of number or reviews posted by one member is expected to decrease over time as
they gain experience [34]. Reviewers may choose to spend more time to write a less
number of reviews with higher quality. Despite this argument, we believe that the effect
of the centrality of the consumption activity in one’s life and reviewer interest in that
specific product will lead to a different behavior.

Based on Kozinets [2], the consumption activity reflects the importance of the
product for the reviewer. For example, an interest in technological Gadgets and elec-
tronic devices can be very close to heart for some reviewers on technical review hosting
websites (i.e. cnet.com). Similarly, many members at Goodreads.com could be pas-
sionate readers because hobbyists created review community at Goodreads.com. We
argue that reading books can be an important activity for many of these reviewers’ on
Goodreads.com. In that situation the importance of the consumption, activity trumps
the effect of social network. These users stick to their ongoing contribution no matter
what the social feedback they get is. To explore this effect, we hypothesize that:

• Hypothesis 2: In an online community of consumption, for members with the
similar level of social ties, level of ongoing contribution will be driven by the levels
of their consumption activity.

3.4 Social Network and Popularity Effect

The current literature on social network and its effect on eWOM can be categorized in
two main streams. The first stream concentrates on the effect of the eWOM on the
social network of the reviewers through the Social Influence concept [21, 35]. In this
stream researcher focused on the fact that adopting reviews written by someone in
one’s social network during the pre-purchase or consuming phases significantly affects
her/his product evaluation [36]. This effect can be bigger if the review writer is a friend
[21]. The second stream is the effect that being in a social network has on the reviewer,
and consequently, his/her reviewing behavior [3, 6, 7, 34].

In this research, we draw on Goes et al. [3] who also studied the popularity effect of
the reviewer on their reviewing behavior. They showed that being popular in the online
community of consumption (eWOM social network) increases the chance of getting
feedback from other members and can drive an increase in both number of reviews and
the number of negative reviews one member posts. It also affects the objectivity and
readability of reviews. We draw on this effect of popularity on volume and valance
(sidedness) of the reviews capture and explain the dynamics by which members in an
online eWOM network change their behavior over time. (i.e. from being a Mingler or
Devotee to an Insider and so on).

This result is in line with the social feedback mechanism of Nov et al. [32]. The size
of the social network a reviewer is connected to indicate the size of her/his potential
audience. Having a bigger audience can justify the cost and time needed to write a
review [3] (assuming that there is some social motivation is in place). With this
mechanism in place, we reckon that Insider reviewers, who have strong connections
with other members, have a bigger audience and have more chance to get social
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feedback on their contributions. They also share more about their consumption expe-
rience and with more opinions out there, they may might more feedback. These
feedbacks may result in increasing their contribution. Therefore, our hypothesis is:

• Hypothesis 3: In an online community of consumption, members with stronger
social ties and higher consumption activity (Insiders) are more likely to have a
higher ongoing contribution comparing to other reviewers.

As Goes et al. [3] also used a negative bias in social network to explain how
popularity can systematically affect the product evaluation result and result in negative
valance of reviews. This negative bias exists in social feedback, as people perceive that
the negatively-valence review shows the unfavorable feelings and about the failure or
the product in meeting reviewer’s expectation. They usually perceive that reviewer is
more knowledgeable or has higher standards [33]. This leads to our conceptual model
of online customer reviewer behavior patterns in which we suggest that we need three
axis to explain the different behavioral pattern of online reviewers (Fig. 1).

• Hypothesis 4: In an online community of consumption, for members with similar
consumption activity levels, level of ongoing contribution will be driven by the
strength of their social ties.

Based on the proposed conceptual model (Fig. 1), we believe that sidedness can
explain some of the heterogeneity of reviewers in their behavior patterns.

• Hypothesis 5: In an online community of consumption, members with negative
overall sidedness are more likely to have a higher ongoing contribution comparing
to other reviewers.

Fig. 1. The conceptual model of reviewer behavior patterns
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4 Analysis and Result

In order to answer our research questions, we have proposed a conceptual model
(Fig. 1). In this model, we intend to study the interaction of Sidedness, social tie
strength, and the consumption activity. We also investigated how these interactions can
explain different behavior patterns of online reviewers.

We have selected books to control the effect of product type in our research. On the
other hand, as books are considered experience goods. Experience goods versus search
goods are products that a customer only can evaluate them after purchasing and using
those [18] or by gathering information in other costly way. Online reviews can
immensely decrease the information seeking cost for prospective readers (customers)
and could have a huge effect on their purchase decision. Therefore, the selected online
community has an important role in the market place for this product.

For data collection, we used an online crawlers and collected data from a eWOM
social platform, which host online reviews on books. Our data set includes randomly
selected 620 reviewers and their reviewing history. We collected data in several waves
between June 2012 and July 2014. However, we have treated Time as a dynamic
phenomenon. t0 is when each reviewer started reviewing products on the website is
different for each reviewer. t1 is the time we collected data of the previous reviewing
history, which is a specific date for all reviewers. As we wanted to investigate if the
previous reviewing pattern affect the ongoing contribution, we collected data again on
t2 to calculate the measures of our dependent variable. t0 is also a specific date.

We have calculated our measures of interest. For categorizing reviewers based on
their historical behavior, we used three measures; first, as the indicator of the social tie
strength, we have SNSizeij measure. It is the number of two-sided friendship bound
formed between person i and other reviewers between t0 and t1. Then we categorized
reviewers into two groups with bigger and smaller social network using its Median
(SNSizeLevelij). As the consumption activity we have used the number of rated books by
person i between t0 and t1 (NumRatingi1). We have used the same method to categorize
reviewers (NumRatingLeveli1). As the measure of sidedness, we also used the average of
all rating scores given by person i to different books between t0 and t1 and used its
median to categorized reviewers (NumRatingLeveli1 and AvgRatingSidednessi1).

Contribution level is our dependent variable. We Draw on Chen and Huang’s work
[37] in which they quantified contribution level using review frequency and reviewing
continuity. We have defined Continouityi2 as a binary variable with 1 valued if the
reviewer rated any book between t1 and t2. In contrast, for review frequency we have
defined a continuous variable showing low activity of the reviewers. To calculate that
we have calculated the average days between each two reviews (which is a unique
value for each reviewer based on their history. Then we calculated the expected activity
of that reviewer assuming that they will continue to contribute with the same pace.
Tables 1 and 2 include definition, calculation method, and descriptive statistics of all
measures.
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Table 1. Measures of interest

Variable Definition Calculation

Continouityi2 (As a proxy for
reviewing continuity)

It shows if person i
rated any book
between t1 and t2

1—if
(numratingi2 � numratingi1) > 0

0—if
(numratingi2 � numratingi1) = 0

LowActivityRatioi2 (As a
proxy for review frequency)

The level of person
i low activity
book between t1
and t2, compared
to his/her rating
history

¼ 1� numratinigi2�numratinigi1
expectedRatingsi2

AverageDaysBetweenRatingsi1 It is number of days
on average person
i post a new
review, based on
his/her rating
history

¼ numratingi1
t1�t0ð Þ

ExpectedRatingsi2 Number of ratings
we expect done
by person i
between ti1 and
ti2, with his/her
average
behaviour at ti1

¼ t2�t1ð Þ
AverageDaysBetweenRatingsi1

AvgRatingi1 The average of
rating scores
given by person i
to different books
between t0 and t2
(between 1 and 5)

collected from reviewers’ profile

AvgRatingSidednessi1 Is a binary value
represents the
average sidedness
of evaluation for
person i at t1
compared to the
median of
sidedness of our
dataset

For reviewer k
1—if AvgRatingk1 > Median
(AvgRatingi1)
0— if AvgRatingk1 < Median
(AvgRatingi1)

NumRatingij The number of rated
books by person i
between t0 and tj

collected from reviewers’ profile

NumRatingLeveli1 Is a binary value
represents the
volume of ratings
done by person i

For reviewer k
1—if NumRatingk1 > Median
(NumRatingi1)

(Continued)
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5 Data Analysis

In order to investigate our hypotheses, we need to compare reviewer with different
behavior to each other. First we calculated the binary value for three categorical
measures of NumRatingLeveli1; SNSizeLevelij, and AvgRatingSidednessi1 (detail is
presented in Table 1). Then we clustered reviewers into four main clusters and labeled
them based on the conceptual model (Fig. 1) to Insider, Devotee, Mingler, and Tourist.
Each cluster has two sub-cluster for reviewers with positive and negative sidedness.
Table 3 includes summary data on contribution measure for all clusters. Overall, we
have 620 reviewers in eight clusters. In this study, we do not have any data about the
distribution of the dependent variables, neither Continouityi2 nor LowActivityRatioi2.

Table 1. (Continued)

Variable Definition Calculation

at t1 compared to
the median of
others’ activity

0—if NumRatingk1 < Median
(NumRatingi1)

SNSizeij The number of
two-sided
friendship bound
formed between
person i and other
reviewers
between t0 and tj

collected from reviewers’ profile

SNSizeLevelij Is a binary value
represents the size
of Social Network
person i at t1 are
connected to
compared to other
reviewer

For reviewer k
1—if SNSizek1 > Median
(SNSizei1)
0— if SNSizek1 < Median
(SNSizei1)

Table 2. Descriptive statistics

Variable Mean Median SD

Continouityi2 0.65 1 0.47
LowActivityRatioi2 0.65 0.79 0.46
AverageDaysBetweenRatingsi1 6.6 4.6 12.1
ExpectedRatingsi2 31.76 23.12 31.33
AvgRatingi1 3.82 3.79 0.39
AvgRatingSidednessi1 0.5 0.5 0.5
NumRatingij 430.5 307 395.1
NumRatingLeveli1 0.49 0 0.5
SNSizeij 127.6 38 381.1
SNSizeLevelij 0.49 0 0.5
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The reason is we cluster reviewers in different clusters and the number of users in each
cluster is not necessarily enough for the assumption of having a normal sample in each
cluster. As we cannot assume normality of their distribution, we cannot use any
parametric statistical analysis method. Therefore, we have used two nonparametric
statistical tests to compare the distribution of DVs between clusters and evaluate our
hypotheses.

We used two-samples Kolmogorov–Smirnov [38] to compare the distribution of
DVs. This test compares the empirical distribution of two independent samples were
drawn. The H0 is that both samples are coming from an identical distribution and the
calculated P-value are based on asymptotic distributions and represents the confidence
interval (CI) under which we can reject H0. This test only compares the distribution
and does not include any information about the distribution itself.

KS test has a limitation that can could not solely depend on it. This test is very
conservative. The approximations of asymptotic distributions are not to be fully trusted
in two situations: small samples and continuous variables [38]. We believe that we still
can use the test, but we have double-checked the conservative results with another test,
Wilcoxon Rank-sum test.

Wilcoxon rank-sum test compares the distribution of two independent samples,
which are unmatched drawn from the same population. The assumptions for this
non-parametric test is the continuous of the variable, ordinal response, and indepen-
dency of two samples. The outcome of the test is a p-value which represents the
confidence interval (CI) under which the H0 of same distribution for two samples can
be rejected. The test also gives back a probability under which the average of DV for
the sample is greater than the second sample [39]. We used two non-parametric tests
(KS and Wilcoxon test) and we observed consistent results from both methods. We also
made sure that all assumptions of these tests are met in our dataset. It is worth men-
tioning that as we calculated all independent variables at t1 and dependent variables
between t0 and t1 we mitigate the problem of heterogeneity in our analysis.

Table 3. Measures of interest and descriptive statistics for each cluster

Cluster name Cluster Continouityi2
(average)

LowActivityRatioi2
(average)

Insider Cluster1 (Insider −)a 0.83 0.8 0.53 0.55
Cluster3 (Insider +) 0.76 0.59

Devotee Cluster5 (Devotee +) 0.73 0.78 0.67 0.61
Cluster7 (Devotee −) 0.81 0.57

Mingler Cluster2 (Mingler +) 0.705 0.61 0.64 0.69
Cluster8 (Mingler −) 0.47 0.76

Tourist Cluster4 (Tourist −) 0.52 0.46 0.73 0.76
Cluster6 (Tourist +) 0.41 0.79

aInsiders with overall negative sidedness
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6 Discussion and Conclusion

Our analysis shows the significance of heterogeneity in product reviewing behavior and
predicting its effects on reviewers’ ongoing contribution.

The KS and Wilcoxon rank-sum test result (3rd, 5th, and 6th rows in the Table 4)
supports our first Hypothesis. It shows that contribution measures for Tourists is
coming from a significantly different distribution from Insiders and Devotees (with a
high CI). However, this distribution difference between Tourists and Minglers is only
significant under CI of 90 %. The Wilcoxon probability also shows that Tourists are
more likely to show lower activity compare to Insiders (68 %), Minglers (% 58), and
Devotees (% 66)1. We conclude that Tourists, who have weak social tie to the com-
munity and less interest in the product, are more likely to decrease their contribution
over time.

The second hypothesis focuses on the centrality of the consumption activity for
reviewers. We believe that consumption activity, itself, can drive the contribution of
reviewers, as their interest in the product is not a function of time or social feedback. The
result of our analysis (2nd and 5th rows in Table 4), supports this argument for reviewers
with strong social ties at CI of 99.99 %. The same result also supports the hypothesis for
reviewers with weak social tie at 99 %. However, the result does not fully support H3
(1st, 2nd, and 3rd rows in the Table 4). We expected that Insiders, who have a high level
of consumption activity and strong ties to the society, maintain significantly higher
contribution than all other members do. We showed that Insiders’ ongoing contribution
is significantly different from Minglers and Tourists (with the probability of 0.62 and
0.68). Yet their difference with Devotees is not significant. This result is in line with the
result of H2, which emphasizes the consumption activity as the driver of ongoing
contribution. However, we have built our hypothesis on the previous literature [3, 7]

Table 4. Ksmirnov and Wilcoxon run-sum test; comparing reviewer types

Row First
cluster

Second
cluster

KSmirnov
P value
(continuity)

KS p
value
(low
activity)

Wilcoxon
run-sum
P value (low
activity)

Wilcoxon probability

1 Insider Devotee 1 0.07* 0.13 P(Devotee > Insider) = 0.55
2 Insider Mingler 0.008 ** 0.002 ** 0.0003*** P(Mingler > Insider) = 0.62
3 Insider Tourist 0.0*** 0.0 *** 0.0 *** P(Tourist > Insider) = 0.68
4 Devotee Mingler 0.05 * 0.03 * 0.02* P(Devotee > Mingler) = 0.41
5 Devotee Tourist 0.0 *** 0.0 *** 0.0 *** P(Devotee > Tourist) = 0.34
6 Mingler Tourist 0.06 * 0.02 * 0.01* P(Mingler > Tourist) = 0.42

P < 0.001***, P < 0.01 **, P < 0.05 *, P < 0.1 *

1 100*(1–0.42) for Minglers and 100*(1–0.34) For Devotees.
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based on which we expected to observe the effect of popularity as the important driver of
reviewing volume. We also can see the same effect in the analysis for H4 (1st and 6th

rows in the Table 4). We cannot reject the null hypothesis that the contribution of
Insiders and Devotees are coming from different distributions. However, we observed
that Minglers and Tourists are performing different at the CI level of 90 %.

It is more complicated to examine H5. We intend to study the effect of sidedness in
changing the ongoing contribution. To do so, first we ran both KS and Wilcoxon tests,
for each cluster at a time, and then compared the contribution level of that cluster to the
rest of our reviewers (Table 5). We have observed that the contribution of Insiders with
negative sidedness (1st row in the Table 5) and tourists with positive sidedness are
coming from different distributions with very high CI (99.99 %). This effect is not this
strong for any other clusters. Therefore, we concluded that the effect of sidedness on
ongoing contribution is significant for extreme reviewers.

Table 5. KS and Wilcoxon run-sum test; comparing each cluster with the whole sample

Row Description Cluster # of
reviewers

KS test
P value

Mean
(0–1)

KS p
value-low
activity

Wilcoxon
P value

Wilcoxon
probability

1 Tourist with
positive
sidedness

6 112 0.00 *** 0.41 0.0*** 0.000 *** 0.33

2 Insider with
negative
sidedness

1 108 0.001** 0.83 0.0 *** 0.0 *** 0.6

3 Tourist with
negative
sidedness

4 85 0.068 * 0.52 0.04 * 0.02 * 0.42

4 Insider with
positive
sidedness

3 85 0.194 0.76 0.002** 0.005 ** 0.59

5 Devotee
with
negative
sidedness

7 72 0.030 * 0.81 0.02 * 0.018 * 0.58

6 Mingler
with
positive
sidedness

2 68 0.991 0.7 0.76 0.57 0.521

7 Mingler
with
negative
sidedness

8 46 0.069 * 0.47 0.035 * 0.011 * 0.39

8 Devotee
with
positive
sidedness

5 45 0.924 0.73 0.59 0.75 0.51

P < 0.001***, P < 0.01 **, P < 0.05 *, P < 0.1 *
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We know that insiders have high consumption activity. We showed that members,
who have negative sidedness, have more chance to get the negatively biased social
feedback. Therefore, they may have more incentives to continue their contribution.
This is completely in line with Goes et al. [3] and the popularity effect. On the other
extreme, Tourists have less chance to get some social feedback as they do not have
many audiences and did not expose many of their opinions. However, Tourists who
have positive sidedness are less likely to get any social feedback, which we know is
negatively biased [33] and it is more likely for them to leave the community sooner. In
addition, Tourists with negative sidedness might have extra motivation to write about
their negative consumption experience and consequently stay more than other Tourists
(second row in the Table 5).

7 Conclusion and Implication

We have used the theory of e-tribulized marketing and different member types in an
online community of consumption to study an eWOM community of book reviews. We
confirmed some driving factors of ongoing reviewing contribution. We proposed a
three-dimensional conceptual model to cluster different reviewing behavior patterns.
We showed that the heterogeneity in reviewing pattern, especially in leaving the
platform could be predicted by these three dimensions: Strength of social ties, level of
consumption activity, and reviewer’s sidedness. We showed that the effect of sidedness
on contribution prediction is stronger for reviewers with extreme reviewing behavior.

Table 6. Summary of analysis results

Hypothesis Status

Hypothesis 1: In an online community of consumption,
members with weaker social ties and weaker consumption
activity (Tourists) are more likely to have a lower ongoing
contribution comparing to other members

Supported

Hypothesis 2: In an online community of consumption, for
members with the similar level of social ties, level of
ongoing contribution will be driven by the levels of their
consumption activity

Supported

Hypothesis 3: In an online community of consumption,
members with stronger social ties and higher consumption
activity (Insiders) are more likely to have a higher
ongoing contribution comparing to other reviewers

Partially supported

Hypothesis 4: In an online community of consumption, for
members with similar consumption activity levels, level of
ongoing contribution will be driven by the strength of
their social ties

Partially supported

Hypothesis 5: In an online community of consumption,
members with negative overall sidedness are more likely
to have a higher ongoing contribution comparing to other
reviewers

Partially supported (only in
extreme situations)
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We also concluded that consumption activity has more predictive information about the
contribution compare to the social tie and sidedness. Our results are aligned with both
Kozitents’ work [2] and the popularity effect of eWOM [3] (Table 6).

This research, like any other research has limitation. The main limitation is the
static nature of the analysis, which does not cover the time-related dynamic of changing
behavior in reviewers. Moreover, the effect of product type was controlled in this
research and we will continue this research removing that limitation in the next step.

This result can have a high implication for online review hosting platforms. In order
to maintain a sustainable online community, these platforms must have some tailored
policies, rewards, and other mechanisms to attract and maintain their members. We
believe that using the result of this research, these mechanisms can be tailored for
individual members based on their historical reviewing behavior to maximize the
likelihood of their continuous contribution.

References

1. Iriberri, A., Leroy, G.: A life-cycle perspective on online community success. ACM
Comput. Sur. (CSUR) 41(2), 11 (2009)

2. Kozinets, R.V.: E-tribalized marketing?: The strategic implications of virtual communities of
consumption. Eur. Manag. J. 17(3), 252–264 (1999)

3. Goes, P., Lin, M., Yeung, C.: “Popularity effect” in user-generated content: evidence from
online product reviews. Inf. Sys. Res. 1–17 (2014)

4. Cheung, C.M.K., Thadani, D.R.: The impact of electronic word-of-mouth communication: a
literature analysis and integrative model. Decis. Support Syst. 54(1), 461–470 (2012)

5. Mudambi, S.M., Schuff, D.: What makes a helpful online review? A study of customer
reviews on Amazon.com. MIS Q. 34(1), 185–200 (2010)

6. Wei, X., Chen, W., Zhu, K.: Motivating user contributions in online knowledge
communities: virtual rewards and reputation. In: 48th Hawaii International Conference on
System Sciences (2015)

7. Samiei, P., Tripathi, A.K.: Effect of social networks on online reviews. In: 47th Hawaii
International Conference in System Sciences (HICSS), Hawaii (2014)

8. Connors, L., Mudambi, S.M., Scuff, D.: Is it the review or the reviewer? A multi-method
approach to determine the antecedents of online review helpfulness. In: 44th Hawaii
International Conference on System Sciences (HICSS) (2011)

9. Wasko, M.M., Faraj, S.: Why should I share? Examining social capital and knowledge
contribution in electronic networks of practice. MIS Q. 29(1), 35–57 (2005)

10. Alexandrov, A., Lilly, B., Babakus, E.: The effects of social-and self-motives on the
intentions to share positive and negative word of mouth. J. Acad. Mark. Sci. 41(5), 531–546
(2013)

11. Brooks, R.C.: “Word-of-Mouth” advertising in selling new products. J. Mark. 22(2), 154–
161 (1957)

12. Moe, W.W., Schweidel, D.A.: Online product opinions: incidence, evaluation, and
evolution. Mark. Sci. 31(3), 372–386 (2012)

13. Munzel, A., Kunz, W.H.: Creators, multipliers, and lurkers: who contributes and who
benefits at online review sites. J. Serv. Manage. 25(1), 49–74 (2014)

140 P. Samiei and A. Tripathi



14. Cheung, C.M., Lee, M.K.: What drives consumers to spread electronic word of mouth in
online consumer-opinion platforms. Decis. Support Syst. 53(1), 218–225 (2012)

15. Hennig-Thurau, T., Gwinner, K.P., Walsh, G., Gremler, D.D.: Electronic word-of-mouth via
consumer-opinion platforms: what motivates consumers to articulate themselves on the
Internet? J. Interact. Mark. 18(1), 38–52 (2004)

16. Hu, N., Pavlou, P.A., Zhang, J.: Can online reviews reveal a product’s true quality?
Empirical findings and analytical modelling of online word-of-mouth communication. In:
Proceeding of 7th ACM Conference, Electronic Commerce, New York (2006)

17. Li, X., Hitt, L.M.: Self-selection and information role of online product reviews. Inf. Syst.
Res. 19(4), 456–474 (2008)

18. Zhu, F., Zhang, X.: Impact of online consumer reviews on sales: the moderating role of
product and consumer characteristics. J. Mark. 74(2), 133–148 (2010)

19. Zhang, X., Dellarocas, C.: The lord of the ratings: is a movie’s fate is influenced by reviews?
In: ICIS 2006 Proceedings (2006)

20. Shen, W.: Competing for attention in online reviews. In: AMCIS 2009 Doctoral Consortium
(2009)

21. Huang, J., Cheng, X.Q., Shen, H.W., Zhou, T., Jin, X.: Exploring social influence via
posterior effect of word-of-mouth recommendations. In: Fifth ACM International
Conference on Web Search and Data Mining (WSDM 2012) (2012)

22. Montazemi, A.R., Saremi, H.Q.: The effectiveness of electronic word of mouth on
consumers’ perceptions of adopting products/services (2014)

23. King, R.A., Racherla, P., Bush, V.D.: What we know and don’t know about online
word-of-mouth: a review and synthesis of the literature. J. Interact. Mark. 28(3), 167–183
(2014)

24. Ridings, C., Gefen, D., Arinze, B.: Psychological barriers: Lurker and poster motivation and
behavior in online communities. Commun. Assoc. Inf. Syst. 18(1), 16 (2006)

25. Takahashi, M., Fujimoto, M., Yamasaki, N.: The active Lurker: a new viewpoint for
evaluating the influence of an in-house online community. ACM SIGGROUP Bull. 23(3),
29–33 (2002)

26. Li, H., Lai, V.: The interpersonal relationship perspective on virtual community
participation. In: ICIS 2007 Proceedings (2007)

27. Hartmann, B.J., Wiertz, C., Arnould, E.J.: Exploring consumptive moments of
value-creating practice in online community. Psychol. Mark. 32(3), 319–340 (2015)

28. Preece, J., Shneiderman, B.: The reader-to-leader framework: motivating
technology-mediated social participation. AIS Trans. Hum. Comput. Interact. 1(1), 13–32
(2009)

29. Kozinets, R.V.: Utopian enterprise: articulating the meanings of Star Trek’s culture of
consumption. J. Consum. Res. 28(1), 67–88 (2001)

30. Butler, B.S.: Membership size, communication activity, and sustainability: a resource-based
model of online social structures. Inf. Syst. Res. 12(4), 346–362 (2001)

31. Wang, Y.C., Kraut, R., Levine, J.M.: To stay or leave?: The relationship of emotional and
informational support to commitment in online health support groups. In: ACM 2012
Conference on Computer Supported Cooperative Work Proceeding (2012)

32. Nov, O., Naaman, M., Ye, C.: Analysis of participation in an online photo-sharing
community: a multidimensional perspective. J. Am. Soc. Inform. Sci. Technol. 61(3), 555–
566 (2010)

33. Schlosser, A.E.: Posting versus lurking: communicating in a multiple audience context.
J. Consum. Res. 32(2), 260–265 (2005)

34. Samiei, P., Tripathi, A.K.: Exploring reviewers’ contributions to online review platforms. In:
23rd Workshop on Information Technologies and Systems, Milan, Italy (2013)

Are Online Reviewers Leaving? Heterogeneity in Reviewing Behavior 141



35. Xu, Y.C., Zhang, C., Xue, L.: Measuring product susceptibility in online product review
social network. Decis. Support Syst. (2013)

36. Samiei, P.: Understanding online reviewing behavior, product evaluation. In: 24th
Workshop on Information Technologies and Systems (WITS), Auckland, New Zealand
(2014)

37. Chen, H.-N., Huang, C.-Y.: An investigation into online reviewers’ behavior. Eur. J. Mark.
47(10), 1758–1773 (2013)

38. Stata.com: Ksmirnov- Kolmogorov –Smirnov equality-of-distributions test. In: Stata manual
(2015)

39. Huang, D.S., Zhao, Z., Bevilacqua, V., Figueroa, J.C.: Advanced intelligent computing
theories and applications. In: 6th International Conference on Intelligent Computing, ICIC
2010, Changsha, China (2010)

142 P. Samiei and A. Tripathi



The Role of Web and E-Commerce
in Poverty Reduction: A Framework
Based on Ecological Systems Theory

Dong-Heon Kwak1(&) and Hemant Jain2

1 Kent State University, Kent, USA
dkwak@kent.edu

2 University of Wisconsin-Milwaukee, Milwaukee, USA
jain@kent.edu

Abstract. Web and eCommerce enabled by easy access to Internet on mobile
devices have a great potential to reduce poverty by improving access to edu-
cation, health, government, financial and other services, and by providing access
to potential global markets for the products and services they can offer. How-
ever, the role of Web/eCommerce in poverty reduction has not been well studied
in IS research; specifically no theoretical framework for such studies exist. The
purpose of this study is to develop a theoretical framework that can help identify
causes of poverty and help examine how Web/eCommerce can intervene to
reduce poverty. Our framework is based on Bronfenbrenner’s ecological sys-
tems theory. We apply the resulting framework to rural farming families.

Keywords: Poverty reduction � Ecological systems theory � Web �
eCommerce � ICT

1 Introduction

Poverty has been an endless concern in the human history. According to Bruton [8],
“there remain stubborn levels of poverty among the bottom sixth of the world’s pop-
ulation, with an estimated one billion people continuing to live on less than $1 a day on
average” ([8], p. 6). The complex, multidimensional, ubiquitous nature of poverty has
led researchers in various disciplines (e.g., economics, sociology, anthropology, psy-
chology, education) to identify various strategies to reduce poverty. Recently, there
have been efforts by management researchers to address the poverty issue. In particular,
businesses could play an important role in reducing poverty while making profits if
they adapted their business models to serve population at the Bottom of Pyramid [33].
Web and eCommerce enabled by easy access to Internet through mobile devices can
allow businesses to reach remarkable new markets which consist of billions of people
at lower end of income spectrum. Additionally, it can open up new markets for
products and services provided by population at the Bottom of Pyramid. This can help
alleviate the desperate poverty [30].

Information and communication technologies (ICTs), specifically Web access and
eCommerce enabled by mobile devices, can play a significant role as enabling tech-
nology for reducing poverty (for ease of reference we use the term ICTs to refer to
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WEB access and eCommerce enabled by mobile devices). Research on the effects of
ICTs on poverty reduction has been growing [1]. There have been many ICT-based
development projects initiated by international aid institutions (e.g., UN, World Bank),
nonprofit organizations, and educational institutions. Although some scholars believe
that ICTs contribute to wider economic divergence between developed and developing
countries [4], others regard it as critical means for helping the poor and reducing
poverty. ICTs have potential to reduce poverty by improving poor people’s access to
education, health, government, financial services, and relevant information [9, 15, 16,
28, 29, 33, 38]. Web, for example, can help small farmers in rural areas by connecting
them to market or providing easy access to relevant and accurate agricultural infor-
mation [9].

We argue that use of ICTs for poverty reduction needs to be theoretically studied
from the academic perspective; and based on this, appropriate systems needs to be
designed, developed, implemented, used, and maintained. However, ICTs and poverty
reduction have been rarely studied in Information Systems (IS) discipline. In addition,
there is a lack of theoretical framework that can cover large number of reasons of
poverty. Given the importance of the research on the relationship between ICTs and
poverty reduction and lack of previous research in IS, the purpose of this study is to
develop a theoretical framework that identify causes of poverty and examine how ICTs
can intervene to reduce poverty. We use Bronfenbrenner’s ecological systems theory
(EST) [6] as a basis for developing our framework.

The paper is organized as follows. In Sect. 2, we present review of literature on
ICTs and poverty reduction. In Sect. 3, EST as an overarching theory is reviewed and
theoretical framework is presented. In Sect. 4, we use the EST framework to study
causes of poverty in farming family and examine the role of ICTs in helping reduce
poverty. Future research directions with possible research questions are provided in
Sect. 5.

2 ICT and Poverty Reduction

ICTs are defined as “technologies that can process different kinds of information and
facilitate different forms of communications among human agents, among humans and
information systems, and among information systems” ([20] cited in [11], p. 6). This
definition is consistent with “tool view of technology” suggested by Orlikowski and
Iacono [31]. Since our focus is on investigating how ICTs can alleviate poverty, the
tool view of technology is the core conceptualization of ICTs used for poverty
reduction. Adeya [1] reviews studies on how old ICTs (e.g., radio and telephone) and
new ICTs (e.g. Internet, cell phone, and computer based technologies) contribute to
poverty reduction. Kenny [27] argues that a variety of old and new ICTs can alleviate
poverty by providing analysis of costs and benefits of ICTs. Radio has been regarded as
powerful means for spreading information and educating poor people in both urban and
rural areas [1]. Studies are still being conducted on the benefits of radio in the infor-
mation age (e.g., [27]). Examples of new ICTs include computerized milk collection
centers that support small poor dairy farmers [9] and telemedicine to reduce the cost
and hardship of long distance travel for the poor in rural area [29].
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It should be noted that there have been both skeptic and optimistic views on
whether ICTs can help the poor. Two opposite perspectives on the impact of ICTs on
poverty are briefly discussed here. The skeptic position is that ICTs are no more than
tool and they have no influence on the poverty reduction. Mansell and Wehn [28] warn
that if developing countries initiate ICT implementation strategies that imitate the one
person – one telephone – one Internet access point model dominated in developed
countries, frustration will be widespread instead of helping the poor. Furthermore,
Brown [7] states that ICTs are merely tools, arguing that no single tool can resolve
global, complex, multidimensional problems such as poverty. Chowdhury [11] men-
tions some skeptic view of ICTs such that “ICTs do not have any more to do with
poverty and food security in the developing countries than rain dances have to do with
rain.” Additionally, he argues that poor people cannot afford high-speed Internet
access. Braga [4] argues that ICTs result in a wider economic gap between developed
and developing countries.

On the other hand, many scholars have pointed out the positive effects of ICTs on
the poor. Prahalad [33] states that “there are now a large number of examples of
organizing the poor to ensure that they have the benefits of information-as in the case of
farmers using cell phones to check weather and price information before they sell to
farming cooperatives or working with large firms such as ITC or Nestle” (p. 23). Heeks
and Bhatnagar [22] state that ICTs for poverty reduction primarily play a role of
communications technologies rather than of information-processing or production
technologies, suggesting that access to information is a priority in helping the poor. In
addition, ICTs can help small and medium-scale enterprises by reducing transaction
costs and improving communications with markets and within the supply chain [16].
Community information centers can help the poor in rural areas by providing relevant
information [37]. Moreover, ICTs are seen as having potential to effectively combat
pandemic such as HIV/AIDS [1, 13].

Since poverty is a complex, multidimensional, ubiquitous phenomenon, it is not
possible for researchers to examine all causes of poverty and all types of poor people.
Thus, research to date has focused on the relationship between ICTs and poverty
reduction by selecting specific target (e.g. women in developing countries) or topic
(e.g., market access, education, health).

3 Theoretical Development: Ecological Systems Theory

This study employs Bronfenbrenner’s ecological systems theory (EST) to examine
causes of poverty and impact of ICTs on poverty reduction. Bronfenbrenner devel-
oped EST in an effort to define and identify human development. According to
Bronfenbrenner [6]:

The ecology of human development is the scientific study of the progressive,
mutual accommodation throughout the life course between an active, growing human
being and the changing properties of the immediate settings in which the developing
person lives. [This] process is affected by the relations between these settings and by
the larger contexts in which the settings are embedded (p. 188).
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EST suggests that human development occurs through continuous, reciprocal
interactions between human beings and the individuals, objects, and symbols in the
environment [5]. The environment is comprised of five layers of systems which interact
in complex ways and has bi-directional influences within and among systems [5]. The
five systems are microsystem, mesosystem, exosystem, macrosystem, and chronosys-
tem. The microsystem refers to the environment which immediately affects a person. It
includes parents, peers, home, and others. The mesosystem is comprised of interactions
among two or more immediate environments. Examples of mesosystems are relations
between the child’s teacher or peer group and the parents. Experiences in a microsystem,
such as parent-child interactions in the home may affect activities and interactions in
another, such as the interaction with teacher, or vice versa. Thus, possible linkages
among microsystems are countless. Exosystem indirectly influence a person by directly
influencing microsystem and mesosystem. The school and the school board are
examples of mesosystem in child development; events that occur in the decision of
school board can have consequences for the teacher in the school. Macrosystem refers to
the dominant social ideologies and cultural values that partially determine the social
structure and activities. The chronosystem emphasizes the effect of time on all systems
and all developmental processes, including consistency or change over the life course
[26]. The examples of chronosystem are parental divorce and historical events.
According to Eamon [17], scholars have shown the impacts of income loss from his-
torical events such as the Great Depression [18] and the 1980s Midwest farm crisis [12]
on children’s socio emotional development. Figure 1 illustrates examples of each
system in EST.

Fig. 1. Bronfenbrenner’s ecological systems theory
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EST has been applied in various contexts such as hard-line treatment of asylum
seekers [32] and demand for mental health service by Asian American [36]. This theory
can be extended to model the development of an organization as well [25]. EST
provides a good framework to examine the relationship between ICTs and poverty.
Since ICTs can impact all the five systems in the EST, this theory is well suited to
examine the overall impact of ICTs on poverty. Research on poverty has generally
focused on micro or single topic. EST provides broad map which can include micro to
macro aspects of causes of poverty. In the next section we use this framework to study
the causes of poverty of farming family who live in rural areas in developing countries.
We then examine how ICTs can impact various systems related to farming family and
in turn impact poverty.

4 Environment of Poor Rural Farming Families
in Developing Countries and Impact of ICT

To identity the role of ICTs in alleviating poverty, this study focuses on farming
families living in rural areas in developing countries (cf. [38]). The World Bank’s
flagship annual report on development, places the productivity of small farmers at the
core of a global agenda to alleviate poverty [14]. While three-quarters of the developing
world’s 1.4 billion extremely poor people live in rural areas, only 4 percent of official
development support goes to agriculture in developing countries [14, 24].

There are many possible causes of poverty of farming families; in this paper we
focus on the causes which influence their income and cost. In other words, we focus on
the reasons that prevent them from increasing their income and make them spend more
money than required. The strategies to increase income and reduce cost will result in
poverty reduction. Based on EST framework microsystem includes factors which
directly influence poverty of rural farming families in developing countries.
Microsystem includes lack of market access, lack of skill, health problem, and lack of
relevant information. Mesosystem is interactions between microsystems which also
directly impact poor farmers. Exosystem does not directly influence farming families
but it has indirect relationships with mesosystem and microsystem that influence
farmers. Lack of institutional help and regional enterprise are examples of exosystem.
Macrosystem includes country status, infrastructure, and language problem that has
impact on the whole society. A detailed list of causes of poverty of farming family
based on EST model is shown in Table 1.

Given the above causes of poverty based on EST, we now examine how ICTs can
intervene at various systems in EST model to help poverty reduction in the context of
rural farming family. We examined and analyzed existing literature on various ICT
applications in rural areas and classified those applications using the EST framework
described above. This provides a theoretical basis and deeper understanding into how
ICT applications impact poverty reduction efforts (Table 2).
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Table 1. Causes of poverty of rural farming families in developing countries

System Causes of poverty Explanation

Microsystem Market access problem Lack of market access prevents farmers from
having opportunities to sell their products

Health problem
- Disease
- Insufficient nutrition
- Sanitation

Health problem implies loss of labor force and
increased medical cost

Educational Problem
- Lack of skill
- Illiteracy

Farmers who do not have sufficient
agricultural skills can have less
productivity. Illiteracy prevents farmers
from learning new knowledge

Lack of information Lack of relevant information (e.g. crop
disease, weather forecast) can negatively
influence agricultural productivity

Exosystem Institutional help
- International aid agency
(UN, World Bank)
- Donor community
(Nonprofit organizations)

There are many institutions for development.
They provide educational and health
information. Physical supports are provided
as well. Their assistance can partly solve the
problems in microsystem

Lack of competency of
regional enterprises

Small regional enterprises can contribute to
the community. Boosting small enterprises
results in increasing market opportunity and
other information

Community problem It is difficult to access relevant information
and have better market access in less
competent community

Macrosystem Country status Compared to developed countries, developing
countries are at a disadvantage because they
have less developed infrastructure and many
sources of information are from developed
countries

National infrastructure
- Restricted
accommodation
- Lack of communication
channels
- Lack of computer
systems

National infrastructure problems influence
exosystems and microsystems. For
example, extremely poor infrastructure
prevents institutional help by making it hard
for them to access the country

Illiteracy rates,
Ignorance

National illiteracy rate and ignorance
influences many causes of poverty
described above

Geographic isolation Geographically isolated regions are at relative
disadvantage to access information and to
get help from other institutions

(Continued)
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Table 1. (Continued)

System Causes of poverty Explanation

Language problems
- Multiple languages
-Source of information
(English/developed
country)

It could be hard to provide information and
educational services effectively in regions
with multiple languages. Currently most
information and ICT systems are produced
in English by developed countries. This
could prohibit information access and
increase learning problems

Chronosy-stem Past experience
- War
- Past illness
- Environmental
catastrophe

Past experiences can impacts current status of
people. For example, countries that
experienced severe war can be still poor

Table 2. Intervention of ICTs and ecosystems for intervention

ICTs Description Ecosystems for
intervention

Computerized milk
collection centers in
India [9]

Dairy Information System Kiosk
software developed by Indian Institute
of Management, Ahmedabad offers
useful information to farmers via a
database including complete histories
of all milk cattle owned by members
of the cooperative and a dairy portal
connected to the Internet. Dairy
farmers who incorporate the
computerized system benefit from a
more efficient cooperative system

Microsystem
(Information
access)

Auxiliary nurse midwives’
health delivery project
in India [9]

Personal Digital Assistants (PDAs)
allow auxiliary nurse midwives
(ANMs) participating in the Indian
Healthcare Delivery project for
alleviating redundant paperwork and
data entry, freeing up time for
healthcare delivery to poor people.
PDAs facilitate data collection and
transmission, saving up to 40 percent
of ANMs’ work time. This facilitates
access to basic services

Exosystem
(Institution)

(Continued)
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Table 2. (Continued)

ICTs Description Ecosystems for
intervention

Crop disease forecasting
system in India [34]

This is a part of development project
supported by Asia Pacific
Development Information Program
(APDIP). The project utilizes existing
kiosks and mobile networks to make
information available. Local
community radio station is also
incorporated in the system to benefit
farmers. The system distributes crop
advisory and provides disease
forecasting services to farmers in a
resource-limited environment in India.
This project aims at increasing the
accuracy of forecasts to farmers
resulting in increased productivity and
income

Microsystem
(Information
access)

Exosystem
(Community)

Web-based
e-crop management in
China [39]

This is a part of APDIP project to
develop an “e-Farm” system which
offers dynamic web-based crop
information and simulation services.
This results in a 30 % reduction in
nitrogen application in rice
production, representing substantial
savings in labor and fertilizer costs

Microsystem
(Information
access)

Exosystem
(Local government

and educational
institute)

Mobile telemedicine
system in Indonesia [35]

This is a part of APDIP project to
develop an ICT based mobile
telemedicine system. The system is for
patients who live far away from a
hospital and local hospitals have
limited human resources. The system
can also overcome the geographic
problems

Microsystem
(Health),

Exosystem
(Local hospital)
Macrosystem
(Geographic

Isolation)

English-Nepali Translator
in Nepal [3]

This is a part of APDIP project to
develop a web-based engine that
provides the translation from English
to Nepali. The program is for Nepali
speaking Internet users and other
institutions. This can make additional
information available to people and
institutions

Microsystem
(Information
access)

Macrosystem
(Language

Problem)

Flower farmer in India
[23]

A flower farmer in India has reduced his
workload while more than doubling
his monthly income because of better
market price information through his
mobile phone

Microsystem
(Information
access)

(Continued)
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5 Discussion, Conclusion and Future Research

This study is one of the few studies to investigate the role of ICTs in poverty reduction
in IS discipline. This study incorporates EST which can explain individual and societal
structure simultaneously. EST proved to be useful and comprehensive theoretical
framework in examining the complex nature of poverty. Drawing upon EST, this study
investigated how ICTs can reduce poverty. The EST theoretical framework helps
classify a development project into one or more systems of the framework and thus
evaluate how the project can impact poverty reduction goal. We have reviewed a
number projects done in various countries and classified them based on the framework.
This shows the viability and usefulness of the framework.

Below we provide future research directions and research questions that can be
examined. We focused on poverty of farming families because of the importance of
investigating rural farmers in developing countries. However, there are other types of
poor people living in different areas. ICTs can help them in various ways such as
education and health information. Future researchers can select potential target poor
population based on subjects (e.g., child, women, and small- and medium-sized
enterprise), area (e.g., rural or urban), country type (e.g., developing or developed), and
theme (education, health, gender, or equality). With respect to these following research
questions can be examined.

Research Question 1: In examining the role of ICTs in poverty reduction, what
population of poor people should be studied and why?

This study provided some evidences of positive effects of ICT on poverty reduc-
tion. Future researchers can incorporate various methods (e.g., case study, longitudinal
study, and action research) to prove the role of ICTs in reducing poverty. In addition,
future researchers can develop systems for poverty reduction and validate it. Systems
dynamics models (e.g. [10]) can be one of the methods for validation.

Research Question 2: What methodological issue exists in examining the effects of
ICTs on poverty reduction?

Table 2. (Continued)

ICTs Description Ecosystems for
intervention

Smartphone [2] Smartphones in Uganda are helping
thousands of poor farmers to track
new farming technologies, treatment
for their animal, weather patterns,
market prices and best bargains

Microsystem
(Information
access)

Village phone in
Uganda [21]

Village phone boosted local economy
because people in the community can
communicate easily and find small
business opportunities via information
exchange

Exosystem
(Community)
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Many institutions such as international aid institutions, charity organizations,
research institutions, universities, and other for profit businesses have initiated projects
to develop ICTs for poverty reduction. Given the assumption that ICTs can reduce
poverty, the diffusion of ICTs is a critical issue for achieving successful poverty
reduction. Therefore, future researchers need to study issues related to ICT diffusion in
bottom of the pyramid market:

Research question 3: What diffusion issues exist in ICTs and poverty reduction?
Gill and Bhattacherjee [19] suggest informing challenge in IS discipline. The

scholars consider how the IS discipline is serving three clients: the practitioner client,
the student client, and clients from other disciplines. Since poverty is a ubiquitous
problem, various types of practitioners are struggling to address it. International
institutions (e.g., UN, World Bank), charity organizations (e.g., World Vision), and
other businesses are among them. Many other academic disciplines are doing research
on poverty. To effectively inform the role of ICTs on poverty reduction, we should
consider our clients as suggested by Gill and Bhattacherjee.

Research question 4: What clients should we focus in conducting research on ICTs
and poverty reduction? How can we inform them to achieve practical poverty
reduction?

Given some qualitative evidences that ICTs can reduce poverty, this study provides
future researcher various research questions that are worth examining. Addressing a
complex problem such as poverty requires combination of efforts from different aca-
demic disciplines and practitioners. We hope this study will motivate future poverty
reduction research.
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Abstract. This study aims to examine the antecedents and consequences of IT
Internal Control Weaknesses (ITICWs). Specifically, we propose a comprehen‐
sive model to examine the impact of IT governance on ITICWs as well as effects
of ITICWs on firm performance. To gain deep insight into ITICWs, we propose
to apply text mining analytics to categorize different types of ITICWs. This allows
us to examine the impact of different categories of ITICWs on firm performance.
We are in the process of collecting the data.

Keywords: IT governance · IT internal control weaknesses · Firm performance ·
Text mining

1 Introduction

With the fast pace of information technology (IT), modern organizations rely heavily
on IT for their business operations. IT business value research suggests that IT creates
firm value [5]. However IT generated business value often concur with risks such as
data breach, which could result in negative impact on firm performance. These risks are
not only technical problems of IT, but also internal control problems of management.
Management should develop proper internal control procedures to prevent the genera‐
tion of these risks and protect firms’ assets [7].

Extant auditing standards (AS) have indicated the potential effect of IT on internal
controls [8]. For instance, the statement on AS (SAS) No. 109 describes that the use of
IT poses both benefits and risks to internal controls. In order to help reducing certain
internal control risks, the Sarbanes-Oxley Act (SOX) was enacted by U.S. congress to
set more rigorous standards to regulate the public compliance. Even though several
authors summarize the literature on internal control weaknesses (ICWs) in U.S. [9] and
study the relationships among IT governance, ITICWs, and financial performance [3],
research on the antecedents and consequences of ITICWs is still limited.
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Since ITICWs are one special category of ICWs, we are thus motivated to study the
ITICWs in a comprehensive view. In this paper, we investigate the effective IT gover‐
nance on ITICWs, and the impact of ITICWs on firm performance. Specifically, we will
focus on which types of ITICWs impact firm performance.

2 Literature Review and Hypotheses Development

This study builds on two research streams within the literature: (1) the impact of IT
governance on ITICWs [3]; (2) the association between ITICWs and firm performance
[6]. We use the literature as the theoretical background to integrate the two streams and
examine the antecedents and consequences of ITICWs. We first discuss the role of IT
governance on ITICWs disclosure. Second, we review the impact of ITICWs on firm
performance.

2.1 IT Governance and ITICWs

According to the prior literature, we expect IT governance to play an important role in
ensuring the quality of a firm’s IT internal controls. Effective IT governance over plan‐
ning and the system development life cycle should result in more accurate and timely
financial reporting [13]. In this study, we combine two research areas to construct an IT
governance score based on secondary data. We identify and combine indicators from
IT governance and leadership literature [1, 12]. We categorize our indicators into three
groups (oversight, leadership IT background, and IT leadership importance) based on
IT governance definition. We argue that firms with a stronger oversight function are
more likely to supervise top managers in IT implementation and controls because “Part
of audit committee’s role is to look for ways to identify risk. In general, it becomes an
independent guardian of the entity’s assets.” [11, p. 5]. Bassellier et al. (2003) stated
that IT-related experience that executives possess enables them to exhibit IT leadership
in their area of business. We believe that leaders with IT experience may respond to IT
internal control weaknesses the company faces in a timely manner and remediate them
appropriately.

H1: IT governance is negatively associated with ITICWs

2.2 ITICWs and Firm Performance

Internal controls are built around firm objectives and are established to control any
threats that might impact firm operations and performance. As IT internal controls are
an important category of internal controls in today’s computer-intensive business envi‐
ronment, it may also have an adverse effect on an organization. Firms without effective
IT internal controls are more likely to have inefficient transaction process, inadequate
systems, and insufficient access control, which might result in vulnerability of a firm’s
sensitive data that can lead to negative firm performance.
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On December, 2006, TJX companies Inc. discovered an unauthorized intrusion into
their computer systems, and determined that personal and confidential customer infor‐
mation was stolen. Several ITICWs were identified, such as the lack of logical and
physical access control to the corporate network and operational system, which left
private customer information vulnerable. The scope of the breach spanned about 18
months before it was detected, indicating a lack of timely monitoring or detection of
internal control risks. The ITICWs lead to a huge financial impact with TJX spending
$171.5 million pre-tax related to the computer intrusion, and maintains $42.2 million
reserve for future losses related to the breach [7]. Therefore, we propose that firms with
ITICWs are more likely to have worse performance.

H2: ITICWs is negatively associated with firm performance

3 Variable Definitions and Proposed Research Model

Based on the above hypotheses, firm performance is affected by firms’ ITICWs disclo‐
sure, and IT governance plays a role in ITICWs discovery. The proposed research model
is shown in Fig. 1.

IT Governance H2H1
ITICWs Firm Performance

Fig. 1. The proposed research model

3.1 IT Governance Score

IT governance: Since IT governance is one aspect of corporate governance, we construct
the IT governance score based upon the corporate governance literature [4]. We follow
the Gov-Score proposed by them and construct the ITGOV-score. We compute the
overall ITGOV-score as a summary of IT governance measure including 11 factors.

3.2 ITICWs Variable

Under the SOX 404, all publicly traded companies are mandated to disclose deficiencies
in internal controls. The most severe type of internal control deficiencies is referred to
as the ICWs. If the ICWs are IT-related, we refer to them as ITICWs.

Groups of ITICWs are detected using one of the text mining algorithms known as
latent semantic analysis (LSA) or latent semantic indexing (LSI). LSA is well known
for concept extraction, information retrieval, modeling human understanding of word
meaning, and operating on textual data [10]. The detailed information of ITICWs detec‐
tion is discussed in the section of data collection.
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3.3 Firm Performance Variable

Return on assets (ROA) has been extensively used in prior IT value literature [2]. ROA
identifies a firm’s ability to generate productivity from its assets without regard to
how they are financed, and it is a more comprehensive measure [3]. We thus use ROA
to measure firm performance in this paper since ITICWs are linked to actual future
earnings.

3.4 Variables’ Measurement

Based on a review of prior studies, our model includes variables such as: ROA (Net
income/total assets), ITICWs (Groups of ITICWs detected using text mining), ITGOV
(Multiple items based on audit, composition of board, CxO IT experience, and CIO
compensation), and control variables such as: SIZE (Firm size: the natural logarithm of
the total assets of the firm.), AGE (Firm age: the log of the number of years the firm has
CRSP data.), Earnings(Earnings before extraordinary income), SG (One-year sales
growth rate: sales for firm j in year t/sales for firm j in year t-1), MB (Market-to-Book
ratio: market valuation/book value of equity), ADV (Advertising expense/sales), R&D
(Research and development expense/sales), and CAP (Capital expenditures/sales).

4 Research Method

4.1 Data Collection

To validate our model, we collect data from multiple sources including Compustat,
CRSP, Mergent online, proxy statement, and 10-K filings. We start with the SOX 404
reports to identify the initial sample of the firms with ICWs. If the company has ICWs,
we then determine whether the ICWs are IT-related. Once the ITICWs were identified
and extracted in separated files, we further proceed to the use of LSA to categorize the
ITICWs.

LSA starts with an initial term by document matrix that undergo a series of trans‐
formation followed by a singular value decomposition (SVD) transformation that gener‐
ates term eigenvectors, square roots eigenvalues (known as singular values in
descending order), and document eigenvectors. The term-by-dimension matrix shows
the terms describing an extracted factor. The corresponding documents to each term are
easily retrievable for the interpretation of the extracted factors. When multiply term
eigenvectors by the singular values the result is a term-by-factor matrix of term loadings,
and when multiply document eigenvectors by the singular values the result is a docu‐
ment-by-factor matrix of document loadings. By correlating factor terms with the corre‐
sponding document factors each factor is labeled.

Following the recommendations in the field [14], we extract the following factors:
ineffective IT departments, inadequate audit trails, limited errors detected in spreadsheet,
lack of segregation of duties, inadequate security and disaster recovery, inadequate
accounting system procedures, lack of backup procedures, improper management
personal access to the system, lack of methodological and monitoring activities, lack of
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general accounting system policies, lack of IT systems prevention and detection of fraud,
ineffective IT security control, inadequate IT staffing, and lack of integrated complex
accounting information systems.

5 Expected Contributions and Implications

Internal controls have become an important issue for both researchers and practitioners
especially after the implementation of the SOX act. With the pervasive IT in modern
organizations, IT internal controls have become increasingly critical for organizations
to reduce risks, such as sensitive data loss, system and infrastructure threat, and trans‐
action fraud. In this study, we propose a comprehensive model to examine the antecedent
and consequence of ITICWs.

This study is expected to make several contributions to the growing literature. First,
this study intends to examine whether IT governance helps to mitigate ITICWs. Second,
this study examines the performance impact of ITICWs. Third, this study extends prior
studies by using text mining to document ITICWs, and investigate the antecedents and
consequences of ITICWs.

This study should also be of interest to professionals to guide firms in building
stronger IT governance to implement effective IT internal controls, and result in better
firm performance.
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Abstract. The utilisation of the full flexibility of on-demand IT service
provisioning requires in-depth knowledge on service performance. Other-
wise reduction in cost going along with an increase of availability cannot
be achieved. Thus, IT service decision methods incorporating IT service
incident data are required. However, a lot of these models cannot be
evaluated in a satisfactory fashion due to the lack of real-world incident
data. To address this problem, we identify the need for realistic syn-
thetic incident data for IT services. We stipulate the composition of this
incident data and proclaim a procedure enabling the creation of realistic
synthetic incident data for IT services allowing for a thorough evaluation
of any formal decision model that relies on these forms of data sources.

Keywords: On-demand services · Cloud computing · Simulation · Eval-
uation · Decision support

1 Introduction

When services fail service management tends to be interested in answering three
questions. First: How do we fix it fast? Second: Who is responsible? And Third:
How do we stop it from happening again? It is a generally accepted fact that
the most significant failures in information technology (IT) environments (as in
other industry environments) are due to human errors [1–3]. Famous examples
such as the June 29, 2001 NASDAQ integrity failure which was caused during
the routine testing of a development system by an administrator, lead up to more
recent service disruptions like the April 29, 2011 Amazon Web Services (AWS)
47 h downtime that started with an incorrectly performed network traffic shift by
a network technician [4]. So what should be the consequence of this perception
other than a twist on “What can go wrong will go wrong?” Failures are always an
interaction of inchoate elements where even a small error can lead to a disaster.
And it is hardly possible to foresee all risks even by the most formidable group of
experts. With computational power ever increasing and analytical methods for
c© Springer International Publishing Switzerland 2016
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analysing data streams becoming better and better there is a soaring number of
research that deals with the analysis of incident and monitoring data to improve
stability on the one hand and support IT service decisions on the other hand.

The evaluation of these new models however, is very bothersome as there is
hardly any usable real-world IT service incident or monitoring data available.
A lot of research in cloud computing and decision support systems relies on a
series of case studies or is tailored specifically for the scenario with a project
partner who is (understandably) not willing to publish their service incident
data. Other available data e.g. from cloud providers like Amazon Web Services1

or Salesforce2 is aggregated in a way that makes it unusable for most cases.
Consequently there is a need for the creation of synthetic incident data.

We thus, state the following: it should be the aim of any researcher requiring
service monitoring or incident data to validate his work with real-world data.
Unfortunately this data is very hard to come by. Or to specify: almost impossible
to come by with certain necessary properties to make it comparable.

The goal of this research is the identification of characteristics of a procedure
to create realistic, comparable and reproducible incident data to validate formal
models from the realm of service science research.

This work is structured as follows: In Sect. 2 we analyse related works.
Section 3 summarises the requirements for realistic incident data and proclaims
its characteristics. We conclude our work in Sect. 4.

2 Literature Review

As stated in the section before, it should be the aim of a researcher to validate
his work with real-world data if there is any way to do so. Because of this
established fact, research dealing with the creation of artificial incident data
is sparse. Nevertheless there has been significant research on identifying the
failure patterns of service incidents. Franke has analysed empirical data sets and
concluded that the Weibull distribution and the Log-normal distribution are
suited for a fitting in [5,6].

When exploring a connection between business impact costs and service inci-
dents Kieninger et al. have identified the Beta distribution to fit their empirical
data sets [7,8]. The focus is on finding the relation between these incidents and
business costs.

Google researchers have conducted analyses on the failure of hard drives in
their data centres [9]. However, they stick with exhibiting the results of their
findings without trying to fit them to probability distributions. When scoping
these results it can be assumed that disk failures are somewhat normally dis-
tributed.

While these findings are very interesting indeed, the aim is never to repro-
duce these incident patterns for future experiments and simulation studies. They

1 http://status.aws.amazon.com/.
2 https://trust.salesforce.com/trust/status/.

http://status.aws.amazon.com/
https://trust.salesforce.com/trust/status/
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should serve as a basis when deciding for the correct distributions or rather the
incident patterns that should be analysed.

3 Model Description

We first identify reasons why real-world monitoring data is not sufficient or
to hard to come by when dealing with decisions in IT service settings. The
subsection thereafter comprises characteristics necessary for simulated services.

3.1 The Need for Synthetic Incident Data

In this section we want to identify why there is a need for incident data to be
synthetic when validating decision models relying on IT service incident and
monitoring data.

Disposal and Aggregation. Most service providers dispose of their moni-
toring and incident data as soon as it is no longer needed for contractual oblig-
ations or internal analysis. In most cases fine granulations of monitoring data
is deleted after a set time period and only aggregated data is stored over a
longer course of time. However, smaller service providers might not even keep
this aggregated data.

Service Changes. In realistic settings IT infrastructures change over the
course of time. A provider might increase computing power, change other hard-
ware components or improve/change the software running on the infrastructure.
This makes fair comparisons impossible.

Different Parameters. Besides their functionality, IT services have cer-
tain parameters that are non-functional (e.g. availability). Comparisons of these
parameters be only conduced when extracting them to a common format (e.g.
WS-Agreement [10]) and reducing the set of parameters to the ones available for
all services.

Segment Lengths. Depending on what kind of service is monitored, the
time segment length might significantly differ. Some services are monitored on a
millisecond basis, while the availability of other services is tested once an hour.
This also makes comparisons between services assailable.

These limitations are most prominent when dealing with real-world incident
data and create the need for synthetic data. For this data to be realistic and
be of use in IT service decision scenarios a series of characteristics have to be
simulated. These are listed in the following section.

3.2 Service Characteristics

It is assumed that IT services have unique generic types i (e.g. storage or data-
base service) and are offered by multiple service providers j. Specific services are
the combination of an IT service type and a provider offering that service sij .
Each service has a price pij per unit of time t it is contracted.
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IT service incidents have a frequency mf (sij , t) and an expected failure dura-
tion df (sij , t). This is common practice in reliability engineering where the fre-
quency is often labelled as the Rate Of Occurrence Of Failures (ROCOF) and the
failure duration as Mean Time To Repair (MTTR) [11]. Both are substituted to
λt
ij := (mf (sij , t), df (sij , t)) ∈ Λ. Some services sij come with a penalty agree-

ment μij(·) in case service objectives are not met. The penalty that has to be
paid by the service provider is dependent on λt

ij .
For incident data to be realistic in a service decision scenario the afore intro-

duced components have to be simulated.
Pricing Strategy. IT services tend to be priced in tiers. Providers offer

e.g. gold and platinum plans, where the platinum plan is significantly more
expensive than the gold plan and offers a higher quality. Additionally usage-
based pricing, performance-based pricing, user-based pricing and flat pricing
should be implemented [12,13].

Penalty Agreements. Especially public cloud computing providers offer
no penalty payments when a service is unavailable. Traditional (outsourcing)
service providers however are contractually obligated to pay a fee if their service
is not usable. In reality, however, only a series of functions are encountered that
are generally limited by an upper bound [14,15].

Service Failures. It is assumed that services fail with certain probabilities
that can be approximated through failure distributions. This is a well-established
fact for systems in reliability engineering research [16,17], and also valid across
the wide range of different IT services, no matter if considering human error [2],
hardware failures [9] or other unanticipated failures [6,8].

Each of the above characteristics are necessary for a simulative comparison of
different IT services and their incident behaviour. The correct parametrisation
of different failure distributions is vital for meaningful incident time series.

4 Conclusion

In this work we have primarily shown that there is a need for synthetic incident
data. Having evaluated a previously introduced decision method [18–20], we
want to improve an existing implementation significantly and provide a thorough
survey of the generated data and package our model and make it available for
usage. Hence, the work at hand is conducted as research in progress to gather
further input from fellow researchers and enhance our model.
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Abstract. Social network sites give their users the ability to create contents and
share it with others. During social crisis, the spread of false and true information
could have profound impacts on users. Lack of prior studies to compare differ‐
ences between diffusion patterns of rumors and truths during social crisis is the
motivation of this study. In this study, we examine the role of information cred‐
ibility, anxiety, personal involvement, and social ties on rumor and truth spread
during social crisis. Building on the rumor theory, we propose a research model
to examine differences between spread of rumors and truths. Using the Tweeter
data collected during the Baltimore riots in 2015, we test the research model.
Theoretical contributions and practical implications will be outlined based on the
findings of the study. We anticipate findings will provide new avenues of research
by determining characteristics of truths and rumors in online contexts.

Keywords: Rumor and truth in social crisis · Spread patterns of rumor and truth ·
Big data analytics · Information diffusion

1 Introduction

Social network sites (SNSs) provide a rich medium to generate content and share it with
other users. People use SNSs for various reasons such as communicating, information
seeking, maintaining close ties, building identity, information sharing, location
disclosing, and educating [1, 2]. Understanding rumors diffusion pattern in online envi‐
ronments has been the focus of many studies in recent years [3]. However, isolating
rumors from truths can be misleading without considering the spread of true information
[4]. The way rumors spread is influenced by the absence of truths and truth presence
could affect rumor diffusion.

During social crisis and disasters, the uncertainty of information related to the event
accompanied by the public anxiety and it increases negative consequences of rumors
spread. Recent social crisis and events such as the Baltimore riots in 2015 indicate
sharing information on social media has profound influence on involved subjects. In
previous research, there is a gap to explore the differences between diffusion patterns of
rumors and truth in social crisis and disaster situations on SNSs. This research gap,
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specifically in the areas of rumor and truth diffusion on SNSs, leads this research to pose
several research questions. In the SNS environment, we propose two questions:

– What are the truth and rumor diffusion patterns during social crisis on SNSs?
– How does the truth diffusion pattern is different from rumor?

2 Literature Review

2.1 Information Diffusion on SNSs

People use SNSs for different purposes. According to prior research many people are
aware of their intentions to use SNS. SNSs provide tools to create and share contents.
SNSs have changed the way information is generated, distributed, and shared among
many societies [5]. A micro-blogging service such as Twitter is mainly used for rapid
information dissemination during social crises [5]. Rumors can spread in many contexts,
but they are more prevalent in uncertain situations [3]. During the first stage of a social
crisis many unproven facts should be rejected (rumors) or accepted (truths). During
disasters people tend to fill in blanks, improvise news, and spread rumors [3].

2.2 Rumor and Truth Spread on SNSs

Rumor has different meaning in different contexts. Unverified propositions for beliefs
related to the topic of interest and uncertain truths about an involved subject are known
as rumors [4]. Some researchers believe rumors are claims of facts about people, groups,
events, and institutions without any proof of being true [6]. Rumor spreads in three
phases: rumor parturition, rumor diffusion, and rumor controlling [3]. Rumor spread
pattern occurs in two general forms. First, in social chain pattern a rumor moves from
one person to another person with single interaction [7]. The second form of rumor
spread pattern, known as multiple interaction network, and users receive a rumor from
different users and send it to others [7].

2.3 Information Credibility

Information quality is a multi-dimensional construct, and several models for the concep‐
tualization and measurement of it exist. Research suggests that information quality is
highly situational and depends on the source and content of information [8]. We adopt
the information quality framework in the context of online reviews. In the context of
online customer reviews, identifying true and false information is possible if readers
have actual experience with products/services [8]. While during social crisis the rumor
and truth are not easily separable due to the lack of enough evidences. In this study, for
the content quality and reputation for source quality we adopt following dimensions:
believability, relevancy, completeness, and concise representation [9].
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3 Theoretical Background

Rumor theory explains the influence of ambiguous situations on spread of rumors [10].
During social crisis, many individuals’ beliefs are influenced by rumors because people
tend to seek others’ opinions in such circumstances [11]. The theoretical foundation of
this research is based on the rumor (mongering) model [5]. The rumor (mongering)
model suggests rumors spread due to ambiguity of information, anxiety, personal
involvement, and social ties [5].

Information credibility represents the quality of information. During crisis, the lack
of information creates ambiguous and uncertain conditions [12]. Information credibility
might reflect the content quality or the source quality. Content quality can be explained
by believability, relevancy, completeness, and concise representation [9]. If the content
of information is credible there is less doubt to correctly interpret the message [5]. Online
information credibility is often judged based on the content [13]. In addition, credible
sources are often believed to spread true information. During social crisis uncertain
conditions provide both the source and content to influence the spread of rumors and
truths. We propose,

H1a: Information credibility positively influences the spread of true information.
H1b: Information credibility positively influences the spread of rumors.
Anxiety is a multidimensional construct and it can be explained as trait anxiety or

state anxiety phenomena [14]. Uncertain conditions of social crisis cause higher anxiety
among users [15]. Anxious people are more likely to seek information [16]. Moreover,
in a SNS environment people are able to seek truthful information and subsequently
lessen their anxiety. Likewise, we believe SNS users spread truths during uncertain
conditions to soothe others as well as themselves. Therefore, we hypothesize:

H2a: Anxiety positively influences truth spread.
H2b: Anxiety positively influences rumor spread.
The perceived importance of a social crises for a user plays an important role in

rumor spread phenomena [3]. Expressions of personal involvement in rumors is posi‐
tively related with rumor spread [3]. During social crisis on SNSs, people transmit more
rumors if they feel they are involved [5]. Even though people want to refrain to pass
rumors, they pass more rumors during crisis. Contrary to rumor spread, the truth spread
is negatively influenced by personal involvement. We propose:

H3a: Feelings of personal involvement negatively influences truth spread.
H3b: Feelings of personal involvement positively influences rumor spread.
Previous research show the relationship between existence of social ties and rumor

spread [5]. Social ties are based on an existing social relation and the message is received
from a known person has a greater chance of spreading [5]. Directed messages reflect
strong ties if there is a two-way relationship and weak social ties do not influence the
rumor spread. Similarly, the strength of social ties could be related with the spread of
truth information due to the trustiness between ties. Thus, we hypothesize:

H4a: Strong social ties positively influence truth spread on SNSs.
H4b: Strong social ties positively influence rumor spread on SNSs.
Following the rumor theory and proposed hypotheses, the posited research model is

illustrated in Fig. 1.
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Rumor/Truth Spread

Information Credibility 
(2nd Order)

Anxiety

Personal Involvement

H1 (+)

H2 (+)

H3 (+/-)

Strong Social Ties

H4 (+)

Fig. 1. The proposed research model.

4 Methodology

To test and verify the proposed model a combination of coding procedure and machine
learning algorithm of text mining will be used. The machine learning algorithm is based
on the Koohikamali and Kim [17] study. We collected a Twitter dataset of Baltimore
riots in 2015. During the period of the crisis from April 18, 2015 to May 03, 2015 we
collected more than three hundred thousand tweets related to the Baltimore riots event.
It includes a good example of social crisis that people used SNSs such as Twitter to
generate and seek information ranging from calls to protest to pleas for prayer.

5 Expected Results and Contributions

This study will potentially contribute to both theory and practices in the area of social
networking and information sharing. To best of our knowledge, this is the first study to
examine the differences between the truth and rumor spread during rumor diffusion
phase. We anticipate our study to contribute to the body of knowledge in many research
areas by providing important aspects of rumor diffusion when truth is present. Results
can be influential for research in communication, marketing, media, e-commerce, and
information systems. The second contribution of this study is its emphasis on how
information credibility influences the rumor and truth spread. We believe results of this
study will broaden the current knowledge about online information dissemination.

6 Conclusion

This study serves as initiative attempt to investigate the differences between truth and
rumor spreads on SNSs during social crisis. In this study we provided a research model
to investigate the differences between rumor and truth spread patterns. It is built on the
theory of rumor to explain effects of information credibility, anxiety, personal involve‐
ment, and strong social ties on rumor and truth spread.
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Abstract. Video surveillance has become the main tool due to its rich, intuitive
and accurate information. However, with the large-scale construction of video
surveillance systems all over the world, problems such as “useful information and
clues cannot be found immediately with video big data” decrease detecting effi‐
ciency during crime prediction and public security governance. This paper
concludes a novel architecture for next generation public security system, and the
“front+back” pattern is adopted. Under the architecture, cloud computing tech‐
nologies such as distributed storage and computing, data retrieval of huge and
heterogeneous data are introduced, and multiple optimized strategies to enhance
the utilization of resources and efficiency of tasks.

Keywords: Big data · Public security · Data retrieval · Video surveillance system

1 Introduction

Recently, the worldwide terrorist incidents and crime events occur frequently, and it
is urgent for governments and police to pay serious attention to the public security
governance, the traffic accidents, criminal prediction and other incidents. With the
help of cloud computing [1, 2], internet of things [3, 4], and Big Data [5, 6], video
surveillance has become the main tool due to its rich, intuitive and accurate informa‐
tion. A great amount of video surveillance systems have been built all over the world.
China has built more than 23 million video surveillance cameras till 2013, of which
3 million are utilized by police, and the video surveillance are entering the big data
era with its 4 V properties. That is, the video data has very huge volume, taking one
city for example, thousands of cameras are built of which each collects high-defini‐
tion video over 24 to 48 GB every day with the rapidly growth; secondly, data
collected includes variety of formats involving multimedia, images and other unstruc‐
tured data; furthermore the valuable information contains in only a few frames called
key frames of massive video data; and the last problem caused is how to improve the
processing velocity of a large amount of original video with computers, so as to
enhance the crime prediction and detection effectiveness of police and users. More‐
over, a great variety of public security information systems have been built, which
have played important roles in the traffic accidents governance, crimes events and
terrorist incidents prediction. Series of problems appear, on the one hand, redundant

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 171–175, 2016.
DOI: 10.1007/978-3-319-45408-5_16



construction of systems leads to great waste of resource, such as the video surveil‐
lance systems throughout the country, which are built with their independent soft‐
ware and hardware in each place.

To solve those problems, technologies such as knowledge mining and deduction,
pattern recognition and cloud computing are widely utilized in the next generation video
surveillance system, to assist police to discover valuable information and predict crime
from large amount data. China National Laboratory of Pattern Recognition (NLPR) has
developed the distributed video surveillance system [7], which is applied to discover
unusual behavior and traffic violations with pattern recognition. The Industrial Tech‐
nology Research Institute of Taiwan set up the Surveillance Video Analysis Center and
built the “Cloud Intelligent Video Analysis and Retrieval System”, which provides video
retrieval and other video analysis services to aid police to discover crime efficiently.

2 Problems Description

Surveillance video data has the 4 V properties of big volume, variety of data format,
low value and slow processing velocity, resulting in several problems in application
especially in crime detection and public security management for police:

(1) Little video analysis technology is utilized to recognize vehicle information
(license-plate, logo, and colour etc.) and simple applications, however crime
prediction and clue discovery from massive video data are most rely on human
detection, and it is still hard to discover deep information and complex content by
computers, also lack of the standardized description of analysed content.

(2) Due to lack of effective resource management and organization, a great amount of
computing and storage resources could not be utilized effectively when analyse and
process video big data.

(3) Without the policing repository database, it is hard to mine the more complex rela‐
tionship and deeper semantics from a great amount of data, also unnecessary to
recommend police available information, clues, case trend.

3 Big Data Based Framework

We propose a new framework to show how to process, organize, manage and store
massive video data. As shown in Fig. 1 The framework has three parts: video intelligent
analysis (Object detection, target tracking, behaviour analysis and event analysis) and
video structured description (VSD) are utilized to mine valuable information (persons,
cars, unusual behaviours etc.) from large scale video data, which then is expressed in
standard format. The second part is construction of policing repository database, which
is used to data mining, information describing, moreover knowledge reasoning as the
domain knowledge, and provide real cases to assist crime prediction. Furthermore virtu‐
alization and cloud computing provide efficient computing environment for techniques
all above, and storage environment for various types of structured and unstructured data.
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Fig. 1. The framework for the next generation video surveillance system

Video intelligent analysis and structured description are applied to deal with original
video, of which the results are frames containing persons and cars, and their structured
description with standard format. All the data are packaged with unified standard format
and transferred to the distributed cloud platform which provides greatly efficient storing
and computing ability. Due to the limited bandwidth, the “front+back” pattern is
adopted, that is: simple video analysis algorithms are carried out in the cameras, and
results are sent back to “the cloud” to support more complex computing and applications.
The pattern could avoid network congestion caused by large-scale video big data.

Repository database could be constructed as follow steps: first, knowledge collec‐
tion, that is collecting and analyzing existed cases, policies and regulations, and make
them as knowledge repository sample set; secondly is knowledge discovery, that domain
knowledge are mined, clustered and analyzed from the collected cases and rules, with
machine learning such as support vector machines (SVM), or expert guidance; thirdly,
knowledge representation, domain knowledge and rules should be represented with
unified form such as RDFS, OWL and SWRL, and stored in repository database and
model database, from which the information would be utilized to support training
models, semantic retrieval, reasoning and crime prediction.

4 Big Data Analysis

We proposed the architecture of cloud platform for the next generation public security
system, to show how to process, organize, manage and store large-scale heterogeneous
data.
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Due to the limited bandwidth, the “front+back” pattern is adopted, that is: data such
as video, audio and other unstructured and structured data are collected by sensors such
as cameras or from existed information systems and preprocessed in the “front” part,
then the results are packaged with unified standard format and transferred to the “back”
data center with strong storing and computing ability to support more complex
computing and applications. The pattern could avoid network congestion caused by
distributed heterogeneous data after data preprocessing in the “front”; in addition, based
on the cloud computing and virtualization technologies, the cloud center realizes the
resource consolidation of multiple IT resources, and provides unified computing and
storage environment for more data analysis and applications such as data mining and
semantic reasoning.

Take the video surveillance systems for example, video data are collected by
cameras, in which ARM-based processing devices are embedded to do preprocessing
such as video encoding, license-plate recognition, colour recognition under semantic
description models, with the results including pictures and structured description with
standard format transferred to the back center, and the original video data stored into
databases deployed near cameras. The center provides more resources to support deep
data analysis and applications for police. Data collected from types of public security
systems are huge and heterogeneous, which brings great challenges for efficient storage
and organization, fast retrieval and computing of data. Cloud computing technologies
such as virtualization, distributed storage and computing are applied to solve these
problems.

5 Conclusion

In this paper, we conclude a novel architecture for next generation public security
system, and the “front+back” pattern is adopted to address the problems brought by the
redundant construction of current public security information systems which realizes
the resource consolidation of multiple IT resources, and provides unified computing and
storage environment for more complex data analysis and applications such as data
mining and semantic reasoning. Under the architecture, we introduce cloud computing
technologies such as distributed storage and computing, data retrieval of huge and
heterogeneous data, provide multiple optimized strategies to enhance the utilization of
resources and efficiency of tasks. However, some other problems still exist: in what way
the services could be provided to users, and it still cannot satisfy the routine detection
and application for police. For example, combining crime prediction results with visu‐
alization methods is necessary for users during detection. These unsolved problems
particularly merit our further study.
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Abstract. A review of 3065 Arab e-commerce websites revealed that Web
designers mostly adopt Western-influenced interface metaphors and pay scant
attention to creating Arab culture-specific visual metaphors. In this research, we
first collected and analyzed Arabic stories to extract themes for the creation of
culturally attuned visual metaphors for use as Web interface elements. After
considering various plausible themes, we specifically focused on the “wish list”
metaphor as the object of our study. A subsequent eye-tracking experiment based
on alternative designs of a shopping website provided evidence that participants
paid more attention to the localized elements of website design. A questionnaire-
based study further confirmed that localization of site design in general, and the
use of culturally attuned visual metaphors in particular, gains the attention of Arab
e-shoppers. The results provide both practitioners and researchers deeper insights
into how culture shapes the design of websites.

Keywords: e-commerce · Culture · Visual metaphors · Icons · Eye-tracking

1 Introduction

Many researchers in the information systems discipline have studied the influence of
culture on website design [1–3]. One common approach to measuring the cultural influ‐
ence in the design of a website is to look at cultural markers. Khanum et al. [4] define
cultural markers as “interface design elements that are largely influenced by cultural
values.” Our literature review confirms that the use of metaphors as cultural markers
that influence the design of e-commerce websites has attracted little research interest.
As Lakoff and Johnson [5] succinctly put it, “the essence of metaphors is understanding
and experiencing one kind of thing in terms of another.” A visual metaphor can be
defined as the use of a visual element—image—(from one domain) representing another
visual element from a different domain [6].

A study by Shen et al. [7] examined culture-centered design specifically in terms of
Chinese culture. They applied a Chinese garden metaphor to create a Web browsing
experience. Another study that explored culturally attuned user interface icons was by
Heukelman and Obono [8]. Their study examined the possibility of an alternative to
office metaphors by using an African village metaphor. These studies are examples of
research targeted at Chinese and African cultures. Our literature search confirms that
very few studies have looked at Arab e-commerce websites and culturally attuned visual
metaphors [9].
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2 Research Model and Methodology

Our research aims to answer one primary question: Does the use of visual metaphors
that relate to Arab culture enhance the experience of Arab shoppers on e-commerce
websites? In simple terms, the research aims to discover if the integration of Arab culture
and visual metaphors influences Arab users of e-commerce websites.

We gathered thirty-three stories from books and from older citizens knowledgeable
of Arab folklore and analyzed them to identify live characters, imaginary creatures, and
inanimate objects. About 100 corresponding images were then collected from many
sources on the Web to distill features that facilitated the creation of visual metaphors.
Figure 1 shows examples of culturally adapted shopping cart icons and culturally
adapted designs of the wish list icon conforming to the theme of Aladdin’s lamp.

Fig. 1. Examples of icons resulting from the creative design process

Eye-tracking involves the process of measuring where an individual’s eyes are
focused at any given time, i.e., the gaze point, and the sequence of movement of the eyes
from one point to another (saccades) [10]. Because eye-tracking alone may not help
explain why a user is looking at a specific object or point in an image, our approach
combines both eye-tracking and questionnaire studies.

Two alternative designs shown in Fig. 2 were considered for an eye-tracking experi‐
ment. For the Western-influenced design, the logo is simply the name of the business,
Souq, which means shop. The icons and image are commonly used Western-influenced
banners and product images and interface icons. For the Arab-influenced design, the
logo is the word Souq written in Arabic, and the women and men icons represent Arab
culture because they are wearing traditional Arab clothes. The wish list icon is portrayed
with a magical lamp drawing inspiration from the popular Aladdin folklore.

a) Western-influenced design b) Arab-influenced design

Fig. 2. Home page design of e-commerce website
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The interview questions were designed to identify features of the website that
attracted the participants the most, the images or icons they could recall, and their
specific and general impressions of the visual imagery of the site. Responses to another
question that attempted to measure the perceived cultural affinity of the participant
toward the viewed website were coded in such a way as to elicit a binary yes/no response.
The participants were also required to retrospectively list the things on the website
(pictures, icons, text) that made the website culturally friendly to them.

The study was conducted at Carnegie Mellon University’s Qatar campus. All target
participants were university students of Arab nationalities, age 18 or older, and native
Arabic speakers. Because of the high resource requirements for eye-tracking studies,
we reduced our number of participants to 10 for each design. The male-female ratio was
1:3. After viewing a warm-up website to help the participant adjust to viewing a website
with the eye-tracker, the participant was asked to browse and navigate through the
website to complete a shopping task. After completing the task, each participant
answered the questionnaire containing 10 short questions about the website. Each study
was completed in less than an hour.

3 Results and Discussion

Tobii Studio generates heat maps that represent the different areas of a screen where a
user has looked longest. Orange and red areas represent the most time focused on an
area of the screen, and green and yellow show those screen areas watched the least. The
heat map shown in Figs. 3(a) and (b) clearly indicate that the wish list icon of the Arab-
influenced design received the most attention relative to that on the Western design.
Table 1 lists the mean values of the metrics generated from the eye-tracking data.

Fig. 3. Heat maps on home page of (a) Western-influenced site (b) Arab-influenced site

The time from the start of the stimulus display until the test participant fixates on the
wish list icon for the first time was measured by the time-to-first-fixation metric. The
mean values are 7.858 s and 5.698 s, respectively for the Western and Arab-influenced
designs. Table 1 also shows the results of the student t-test for related comparison of
means. The p-value of 0.18 and the t-value of 0.93717 are not high enough to assert
statistically significant difference in the means. A fixation occurs when a participant’s
eye movement pauses on a specific area of the webpage, in this case the wish list icon.
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The total fixation duration is the duration of all fixations on this area of interest. The
mean total fixation duration of 1.155 s for the wish list icon in the Arab design is
significantly greater than that of the mean total fixation duration of 0.47 s on the alter‐
native design (t-value of −2.2969; p-value = 0.0169). Therefore, it appears that partic‐
ipants seemed to focus longer on the culturally attuned wish list icon, indicating greater
interest.

Table 1. Key metrics from eye-tracking of the wish list icons

Time to first fixation Total fixation duration Fixation count
Western Arab Western Arab Western Arab

Mean 7.85 s 5.69 s 0.47 s 1.15 s 1.8 4.4
Df 18 18 18 18
t Stat 0.9371 −2.2969 −2.0413
P(T <= t) one-tail 0.1805 0.0169 0.0280
Observations 10 10 10 10 10 10

The fixation count is the number of times a participant fixates on the wish list icon.
The mean fixation count of 4.4 s for the wish list icon in the Arab design was significantly
greater than that of the mean fixation count of 1.8 s on the alternate design (t-value of
−2.04135; p-value = 0.0280). Once again the culturally adapted icon scored higher by
attracting more number of fixations than the Western-influenced design.

Based on analyzing the questionnaire, we found that most participants felt the
icons on the Western-influenced site were “international” or “regular.” The partici‐
pants related most to the Arab-influenced website and felt that it reflected their
culture. Most of the participants, i.e., eight of 10, retrospectively referred to the wish
list and other culturally attuned icons and felt that they helped them relate the website
to Arab culture. For instance, one of the participants said, “The icons for men and
women were interesting, I thought, because of the cultural aspect, like they were
dressed culturally appropriate. And I thought the genie lamp was interesting for the
wish list.” A majority of the participants, nine of 10, felt that the cultural markers on
the website represented their culture. Analysis of the responses to the question on
perceived cultural affinity showed that the Arab participants felt more cultural affinity
for the Arab-influenced website (t Stat = 3.641115; p (T <= t) two-tail 1.05E−07),
further confirming the qualitative data obtained from the interviews.

4 Conclusions and Implications

The positive influence of culture on the design of websites and related consumer accept‐
ance has been studied and documented well. As described in the paper, we created
numerous visual metaphors based on themes from Arabic folklore. Of these we selected
a few for inclusion in the design of a website for an eye-tracking experiment. The results
showed that cultural affinity appeared to be higher for the Arab-influenced design, and
greater attention was paid to the culturally attuned wish list icon. Some major limitations
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of the study design included the use of English language to drive the content and the
small sample size of the participant pool.

As prior studies have mentioned, the use of cultural elements and cultural affinity
affect the way users view websites. This research provides interesting insights for busi‐
nesses, Web designers, and other researchers in Arab countries. Businesses can use the
findings of this research to improve their websites and better reach their target audiences.
The findings of this research will also help Web designers communicate better with
users. This study may encourage other researchers to further investigate culturally
attuned visual metaphors among other cultural elements in e-commerce websites.
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Abstract. To cope with the challenge of data scarcity in creditworthiness anal‐
ysis for e-financing business, this paper proposes a cross-business analysis
approach based on the assumption of behavior consistency for client in different
e-commerce environments. By this approach we can analyze individuals’ cred‐
itworthiness by associating financial data on lending platforms and cross-business
non-financial data on social media. We conceived three creditworthiness assess‐
ment models, and conduct the experimental study on Ant Financial Co-Creation
Data Platform. The results verify that our cross-business creditworthiness anal‐
ysis approach is effective.

Keywords: Online lending · Creditworthiness · Cross-business data ·
Modeling · Data mining

1 Introduction

Following the trend of financial disintermediation, innovative e-financing businesses,
such as P2P (Peer-to-Peer), P2B (Peer-to-Business), P2G (Private-to-Government),
crowdfunding, and so on, provide diversified funding services directly to small busi‐
nesses and consumers through various online platforms. For example, Alibaba launched
its online microloan services in 2010, namely Aliloan, which has issued about 25 billion
dollars loans by 2014, benefiting more than one million small and micro-sized enter‐
prises [1]. In review an online loan application, a client’s ability and willingness to fulfill
contracts, i.e. his/her creditworthiness, is an important indicator [2], because creditwor‐
thiness analysis can effectively reduce the information asymmetry between financial
suppliers and borrowers in the e-financing platform, and improve the accuracy of loan
decisions.

Existing creditworthiness analysis methods predicted individuals’ creditworthiness
mainly based on the historical data formed in the lending business, such as payment
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history, credit usage, length of credit history; most of them are transactional financial
data [3, 4]. However, this kind of data is hard to obtain in e-financing businesses [3],
while user-generated data are abundant but of non-financial, such as the social
networking data in social media platforms and online reputation scores in electronic
markets. These cross-business non-financial data can effectively reflect individuals’
creditworthiness from multiple perspectives [4]. For example, one person can play
different roles in various e-commerce businesses. On one hand, he or she can be a
borrower in an online lending business; on the other hand, he or she can also be a seller
in a C2C market. In this context, many cross-business data, such as his or her online
reputation scores formed in trading businesses (C2C transactions), can be used to assess
his or her creditworthiness in the lending business [4].

This paper is intended to investigate that how individuals’ creditworthiness-related
non-financial data can be used in the e-financing business. Specifically, we study the
following two questions. First, how effective the cross-business non-financial data can
be used to analyze individuals’ creditworthiness in the e-financing business? Second,
how to select reasonable cross-business non-financial indicators for creditworthiness
analysis in e-financing businesses?

The contribution of this study can be summarized as following: (1) We proposed a
cross-business creditworthiness analysis approach to overcome the data scarcity
problem of creditworthiness analysis in e-financing businesses; (2) We revealed that the
social capital theory can be helpful in selecting reasonable cross-business non-financial
data to improve the performance of creditworthiness analysis for e-financing businesses.

2 A Cross-Business Creditworthiness Analysis Approach

In this section, we propose a cross-business creditworthiness analysis approach based
on the consistent attribute of creditworthiness. Adelson et al. (2009) proposed that cred‐
itworthiness can be understood as the relative ranking of default frequency, and this
relative ranking is consistent in different business and scenarios [5]. In addition, indi‐
viduals’ creditworthiness is their ability and willingness to fulfill contract. Although
individuals may play different roles and have to fulfill different contracts in various
businesses, their creditworthiness is influenced by some common factors, such as their
morality and sense of responsibility. Therefore, one person’s creditworthiness is consis‐
tent in different businesses.

We select individuals who are borrowers in the online lending market, and also
sellers in the C2C market. Assuming that an individual’s creditworthiness is consistent
across different online platforms [5], we analyze these individuals’ creditworthiness in
lending business by considering their behaviors in online commodity transactions, which
could be reflected by their reputation and social capital. An individual’s default behav‐
iors could destroy his/her reputation that was previously accumulated as the intangible
asset [6]. From this sense, the online reputation can effectively reflect one’s creditwor‐
thiness. Furthermore, maintaining good creditworthiness can help one to gain more
social resource such as friends, job opportunity, and so on [4]. Based on this idea, we
conceive three models to analyze individuals’ creditworthiness in e-financing businesses
with different indicator sets (see Fig. 1). Model 1 analyzes individuals’ creditworthiness
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based on the indicator set which only contain financial factors (Fa); Model 2 counts
online reputation factors (Fb) into the indicator set; Model 3 further adds social capital
factors (Fc) into the indicator set. We are to study whether we can analyze individuals’
creditworthiness in e-financing business more accuracy by adding cross-business non-
financial factors (Fb and Fc).

Cross-business non-
financial factors

Financial factors

Creditworthiness in 
trading business

Financial data in 
lending activities 

Reputation in 
trading business

Social capital in 
trading business

Model
comparison

Model 3

Model 2

Model 1
Creditworthiness 
analysis result 1

Creditworthiness 
analysis result 3

Creditworthiness 
analysis result 2

Creditworthiness in 
lending business

Fig. 1. A cross-business creditworthiness analysis approach

3 Experimental Study

We conduct an experimental study in Ant Financial Co-Creation Data Platform, which
became available in June 2015 complying with the agreement between Ant Financial
and Tongji University, to validate the feasible of proposed cross-business

Table 1. The performance of different creditworthiness assessment models

Models FN TN FP TP TPR TNR Cost
DT 1 321 1293 161 205 0.3897 0.8893 3.7723
DT 2 250 1203 251 276 0.5247 0.8274 3.0243
DT 3 239 1173 281 287 0.5456 0.8067 2.9195
NN 1 320 1331 123 206 0.3916 0.9154 3.7348
NN 2 295 1328 126 231 0.4392 0.9133 3.4517
NN 3 283 1301 153 243 0.4620 0.8948 3.3334
LR 1 345 1336 118 181 0.3441 0.9188 4.0165
LR 2 302 1328 126 224 0.4259 0.9133 3.5315
LR 3 291 1329 125 235 0.4468 0.9140 3.4054
SVM 1 421 1401 53 105 0.1996 0.9635 4.8387
SVM 2 363 1369 85 163 0.3099 0.9415 4.1991
SVM 3 340 1351 103 186 0.3536 0.9292 3.9492

Model n (include DT n, NN n, LR n, and SVM n), n = 1,2,3.
Model 1, Model 2, and Model 3 refer to the models that use the indicator sets of Fa, Fa + Fb, Fa + Fb + Fc, respectively. For
example, DT 1 is the decision tree model which adopt only financial indicators (Fa)
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creditworthiness analysis approach. We compiled a dataset of 6,598 observations
containing 366 variables dated 20 April, 2015. Each observation represents an individ‐
ual’s records in both online lending market and C2C market. The target variable, i.e. the
creditworthiness of an individual is set either good or bad, determined by whether there
is a late payment record in his/her loan history. We select four classification technologies
to construct our creditworthiness assessment model, i.e. Logistic Regression (LR),
Decision Tree (DT), Support Vector Machine (SVM), and the Neural Network (NN).
We use three criteria to evaluate the performance of each model with different indicator
sets. They are TPR, TNR and Cost, which were defined in [7]. TPR is the percentage of
correctly classified bad creditworthiness. TNR is the percentage of correctly classified
good creditworthiness. Cost is a aggregative criteria consider both TPR and TNR. The
results for the comparison of different models and indicator sets are summarized in
Table 1.

In Table 1, the TPR of Model 2 is higher than that of Model 1. This result indicates
that the model can identify more bad creditworthiness individuals when add the repu‐
tation factors. However, the TNR of Model 2 is slightly less than that of Model 1. This
result shows that the ability to recognize the good creditworthiness individuals has a
little decrease when add the reputation factors. Due to the different misclassification cost
of good and bad creditworthiness [7], we use the criterion of Cost to determine the
Models’ comprehensive ability to differentiate the good and bad creditworthiness. In
general, Model that has a lower Cost is better in creditworthiness analysis. In Table 1,
the Cost of Model 1 is higher than that of Model 2, which indicates that individuals’
reputation in Alibaba C2C business has significant prediction ability to their creditwor‐
thiness in Ali-loan business. Similarly, the Cost of Model 2 is higher than that of Model
3, which indicates that individuals’ social capital in Sina micro-blog (reflected the social
capital accumulated in C2C transaction) has significant prediction ability to their cred‐
itworthiness in Ali-loan business. Compared to the performance of Model 1–3, we
revealed that individuals’ creditworthiness in an e-financing business can be predicted
by their creditworthiness in the trading business which is analyzed by their reputation
and social capital (cross-business non-financial factors) formed in C2C transaction
activities. This result verifies the consistent attribute of creditworthiness [5]. Now, we
can answer the two questions proposed in the Introduction. First, we can analyze indi‐
viduals’ creditworthiness in the e-financing business based on the cross-business non-
financial data. Second, we can select reasonable cross-business non-financial indicators
according to the reputation and social capital theory.

4 Conclusions

In order to solve the data scarcity problem in creditworthiness analysis for the e-
financing business, this study proposed a cross-business creditworthiness analysis
approach according to the consistent attribute of creditworthiness. This paper makes
several contributions to the literature. We proposed a new creditworthiness analysis
approach for e-commerce businesses, which analyze individuals’ creditworthiness in
one business by considering their creditworthiness in the other business. In addition, we
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enlarge the application scope of reputation and social capital theory to cross-business
creditworthiness analysis. From the perspective of practices, we provide a better cred‐
itworthiness assessment model for e-financing businesses, which can effectively
improve the accuracy of loan decisions. The methodology of cross-business creditwor‐
thiness analysis can also be used in other e-commerce businesses, such as P2P lending.
From this sense, we could provide e-commerce platforms with more insights about
individuals’ creditworthiness from various business perspectives.

However, this research is limited and must be further expanded. In this paper, eval‐
uation indicators are restricted to structured data, and there is a lack of relevant indicators
to reflect the relational aspect of social capital in creditworthiness analysis. In next step,
we will analyze the creditworthiness through the relationship types of social network
ties and indirect social network ties, which can effectively reflect the effect of relational
aspect of social capital on creditworthiness.
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Abstract. Higher cooperation with various players is widely believed to be an
important determinant of innovation productivity. The players include suppliers,
clients, competitors, universities etc. However the importance of these probable
partners and their differential impact on product innovation vis-à-vis process
innovation is an issue which has not been explored in extant literature. Also
another important consideration is whether having cooperation partners directly
impacts the innovation productivity or the relationship is mediated by the choice
of mode of partnership. While the extant literature has established inter-firm
cooperation to be important for innovation at a generic level, we find that it is the
dynamics of the partnership characterized by the cooperation partner and more
importantly the mode of the partnership which determines the success of such a
cooperative effort.

Keywords: Product innovation · Process innovation · Technological innovation
in IT firms · Inter-firm cooperation

1 Introduction

One of the reasons why the study of firm size’s impact on innovations has become
outmoded is due to the impact of blurring of line differentiating the differences between
the firms [1, 2]. Firms are more and more interconnected and networked. The efforts for
innovation are not being put in by one firm by generally by a lot more players. These
may include either the other players in the value chain or other players in an industry.
Various researches have established the importance of cooperation as important for
innovation in some form or other [2, 3]. However the dynamics of cooperation for inno‐
vation still remains one of the less understood areas of innovation studies.

The important questions in the dynamics of collaborative/cooperative innovation
efforts pertain to how the collaboration actually takes place. More than the eventual
decision of partnership with a given external entity, how the partnership is executed,
can determine the outcome of such an effort. Based on the data of IT firms of Europe,
we attempt to answer the questions related to these dynamics and extend the theoretical
underpinnings of innovation cooperation.
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More specifically, our current work aims to shed more light on the dynamics of
cooperation by evaluating the importance of the cooperation partners and how these
partnerships impact the innovation productivity. The critical questions that we aim to
answer through this work are

(a) Is presence of cooperation partner significant for increasing innovation productivity
for product innovation and process innovation?

(b) Is the impact of partner on innovation productivity mediated by the mode of such
a partnership?

2 Theory

Firm level cooperation is increasingly been considered as an important determinant in
firm’s survival and success in todays networked economies [4]. Innovation is no excep‐
tion to this trend and cooperative firms have been found to have higher R&D intensity
[5]. Increase in R&D intensity is not the only determinant leading to higher amount of
cooperation amongst firms. Belderbos et al. [6] found in their work that higher cooper‐
ation increases firms’ profitability from R&D activities. R&D activities, as is commonly
known, are very resource intensive and cooperation amongst firms helps in sharing
resources, investments along with knowledge thus increasing the success of these efforts
while considerably reducing costs for the firms. One more aspect in the increasing
clamor for cooperation in innovation is the influx of new perspectives to cater to higher
demand for innovation from market. Various firms have consistently increased their
R&D investments to create innovation units to develop new products for their customers
and clients and external input in such efforts increases the outcome significantly. These
factors also elucidate why the high technology intensive industries have a higher
concentration of cooperative innovation [7].

Although cooperation has been established to be an important factor for innovation
productivity, its differential impact on product and process innovation is yet to be
studied. A deeper understanding implications of cooperation on both product and
process innovation is necessary to better plan the cooperation efforts of firms.

The aim of the study is to establish the presence of partner as a significant contributor
to the innovation outcome and to further establish the mediation effect of mode of

Innovation 
(Product/Process)

Partner

Mode of 
partnership

Fig. 1. Mediated research model of cooperation impacting innovation productivity
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partnership in this if any. We base our model on the prior such works for mediation
analysis [8, 9]. Figure 1 shows the mediated research model which would be used in this
study. The mediation effect is validated through Sobel test in our model using the three
step model approach [8, 9].

2.1 Data

The analysis in this study is being performed on European IT firms’ data. The data has
been drawn from the World Bank Enterprise Survey’s innovation dataset. We have used
data for year 2012 which is the latest year for which the data is available. The innovation
survey, which is conducted by the World Bank as a part of the Enterprise Survey, is
designed using the guidelines that are provided in the Oslo manual for innovation [10].
These surveys are conducted physically by World Bank representatives and are made
available for use by researchers around the world on request. Table 1 presents some of
the descriptive statistics of the dataset.

Table 1. Descriptive statistics of properties of the firms.

Variable Mean Std. Dev. Min. Max
Firm revenue# 65.3 271 0.01 2000
Average annual spend
on intramural R&D#

1.1 2.08 0.007 7

Firm Age 17.53 11.63 4 70
Firm Employees 47.18 87.82 2 600

# All values are in million US$

We use logistic regression to analyze the research model presented in the previous
section. The dependent variables in the different models are product innovation outcome,
Mode of partnership and process innovation outcome. All of these are binary variables
leading to our choice of the regression method. The independent variables used in the
study are revenue, age, degree of competition, use of specialized software like ERP,
presence of foreign collaboration and contribution of main product in overall sales of
firm.

3 Preliminary Results

This is a research in progress paper and most analysis is still being conducted. However
some preliminary analyses have been conducted which sheds some light on the research
questions. The results show that ‘presence of partner’ is a significant variable in
explaining the innovation outcome for both product and process innovation. The ques‐
tion of relative significance of different partner variables would be further explored in
this work. With respect to age of firm we found that age is a significant predictor for
product innovation, it is insignificant for process innovations. Our results indicate that
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IT firms tend to be less productive in terms of product innovation as they age. These
results are in line with prior such studies [11, 12].

Further as we also found that use of specialized software like ERP and SCM systems
are significant for product innovation and not process innovations. This shows that
process innovations are extremely internal to the firm and there is a limited amount of
impact that external partners have on process innovation. However close coordination
with different partners and closer maintenance of firm level information may promote
higher product innovation. Another interesting insight is that presence of a foreign
partner in any form promotes process innovation in a firm. This result is very intuitive
as firms might have to revamp their internal process to adapt the firms’ processes to
other processes followed at the partner firms abroad while such a partnership may not
necessarily lead to higher product innovation within these firms.

4 Future Work and Conclusion

The paper presents a novel view of the innovation dynamics in IT industry. Using an
extremely rich, reliable but infrequently used Enterprise Survey dataset, we aim to be
able to present interesting insights on the innovation process. The preliminary results
indicate that innovation partners are significant players in the innovation process of
firms, for both product as well as process innovations.

A greater amount of work on generalizability would be required to be done using
datasets of multiple geographies and firms. The results also would be improved by
further drilling into the comparative estimates of the benefits of different partners for
different innovation outcome, which we are in process of analyzing.

A lot more work needs to be done to further understand the complex and intricate
relationship between cooperation partner and focal firm. Our current work is a step in
the direction of unearthing some aspects of this relationship and its implications. The
most important contribution of our current research is developing the understanding that
collaborating closely with partner is more important for the focal firm if the agenda for
innovation efforts is product innovation. However, licensing and patent transfer work
better for the focal firm for process innovations. Also while having an innovation partner
is important for process innovation, the importance is much more for product innovation.

Acknowledgments. The authors like to thank the World Bank Enterprise survey for providing
access to firm level micro data for this research to be completed (Enterprise Survey). The authors
like to state that all inferences drawn in the paper and all views presented are authors’ own and
are in no way representative of World Bank’s views or inferences.
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Abstract. One of the most important theories to be used and modified subse‐
quently in the IS literature is the privacy calculus theory. This calculus governs
the decision-making process of individuals to predict certain behavioral outcome
like, disclosing personal information, intention to use an e-commerce site, in the
presence of perceived privacy risk and perceived benefits. In this paper, we seek
to analyze the relevancy of privacy calculus theory for certain emerging technol‐
ogies and platforms (i) Bring Your Own Device (BYOD) (ii) Internet Of Things
(IoT). We identify some of the perceived privacy risks and benefits in these
emerging technologies. The insights gained from this study will enable
researchers to further study the behavioral intention of organizations/people to
use these technologies in the presence of privacy risks and benefits.

Keywords: Information privacy · Privacy calculus · Privacy risks · BYOD · IoT

1 Introduction

Privacy is not highlighted in terms of its physical, legal and behavioural aspects in the
IS discipline. The focus of IS discipline is in on the information aspect of privacy. Often
it is seen individuals indulge in a cost-benefit analysis in terms of whether to disclose
their personal information or not. It has been found that consumers sacrifice a certain
portion of their privacy in lieu of some benefits consisting of financial incentives or
convenience [1]. A growing amount of literature has emphasized on the privacy-related
decision making as a cognitive process by which individuals weigh the (a) anticipated
costs or the risks of disclosing information (b) perceived benefits from disclosing such
information. In this research in progress, we focus on the use of such a “privacy calculus”
in information privacy literature. To the best of our knowledge, this is the first paper in
IS literature which critically examines the academic literature on privacy calculus to
develop a greater understanding on its applicability for emerging technologies. Insights
shared in this study will help academic scholars to appreciate the privacy calculus better
in these emerging fields.

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 191–195, 2016.
DOI: 10.1007/978-3-319-45408-5_20



2 Theoretical Background

The term privacy calculus was first used to denote the “calculus of human behav‐
iour” [2]. This calculus governs the decision-making process of individuals to decide
whether to disclose personal information. Privacy calculus acknowledges the contri‐
bution of expectancy theory that proposes that human agents act in ways that maxi‐
mizes the positive outcomes and minimizes the negative results. The principal
components that are connected to the concept of privacy calculus are perceived risk
and perceived benefits. In this section, we briefly discuss the notion of ‘Privacy Risk’
and ‘Privacy Benefits’.

2.1 Privacy Risk

Perceived risk is the fear that the consumer’s private information could be used by
organizations for unfair purposes, like price discrimination or it could be sold to other
third parties who should not have access. It is the subjective evaluation of potential
privacy related losses that could affect a consumer. Privacy risks can be categorized
along five risk dimensions i.e. social, financial, time, psychological and physical [3].
Existing literature shows a significant positive relationship between privacy concerns
and the risk beliefs [4]. These privacy concerns are in turn dependent on the way the
personal information is collected, on the extent of control an individual has over personal
information and on his/her awareness of information practices. There is reasonable
accord among IS scholars that perceived privacy risks have a negative impact on the
intention to disclose personal information [4].

2.2 Perceived Benefit

It is the subjective evaluation of potential gains or positives. IS scholars have identified
three significant factors that contribute to the perceived benefit component, namely, the
inclination of consumers towards financial rewards, the love for personalization and the
desire for social adjustment benefits [5]. Reducing search time for locating appropriate
promotional messages, providing convenience for instant access to personalised
messages, having an overall satisfaction with the personalised service are some of the
items used in the literature to capture the notion of perceived benefit due to personali‐
sation. On one hand, consumers treasure the benefits of personalized guidance and, on
the other hand, they have privacy concerns about providing personal information that
are required to build these features of personalization.

3 Use of Privacy Calculus in Emerging Technologies

In this section we analyze the applicability of privacy calculus theory in the context of
two emerging trends in Information Technology, (i) BYOD and, (ii) IoT. According to
the industry reports, it is expected that around 78.48 % of organizations in the USA will
have BYOD activity by 2018 [6]. According to International Data Corporation, the
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worldwide IoT market is estimated to grow at a CAGR of 16.9 % and touch $1.7 trillion
in 2020 [7]. IoT aids real time decision making and handles challenges with aging
workforce. IoT promises to create billion dollar markets in the form of smart cities, smart
factories, smart supply chains etc.

3.1 Bring Your Own Device (BYOD)

Mobile devices offer immense convenience, efficiency and flexibility for users [8].
BYOD is defined as the use of privately owned mobile devices for official corporate
work [9]. Employees could use their privately owned mobile devices for various reasons,
viz. to access the official mail, to create and store and manage official data, to access
company databases. The usage of BYOD, however, entails security and privacy
concerns. The connection of privately owned devices with the corporate facilities
increases the chance of malware intrusion and the likelihood of data loss and theft [8].
Employees’ privacy concerns could be heightened as they fear their loss of private
information into the hands of their employers. Furthermore, owing to advanced GPS
technology, the location data of the employees could be tracked in real time which
aggravates their privacy concerns. However, the use of BYOD also provides sufficient
advantage for both the organization and the employees. It increases the job satisfaction
of the employees as it increases their personal freedom, jobholders can now work
according to their preferred place and time. Thus, BYOD is associated with a set of
contrary factors and it provides an appropriate background for the use of Privacy calculus
theory. In fact, researchers have integrated the privacy calculus framework and the
technology acceptance model to study the influence of security, privacy and legal
concerns on the intention to use BYOD mobile devices [8]. Figure 1 lists some of the
important decision facilitators and inhibitors of this domain.

Fig. 1. Privacy calculus framework for BYOD
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3.2 Internet of Things (IoT)

Internet of Things comprises of sensor-based IS services, whose functionality is facili‐
tated by the identification technologies consisting of barcodes, RFID, global satellite
communication, etc. [10]. There is a huge opportunity of collecting real-time data from
these new technological artifacts. These data could be mined and organizations could
earn a competitive advantage. IOT is gaining immense popularity in the wireless tele‐
communications domain. The primary essence of IOT is its pervasive presence and
interaction and co-operation with their neighboring sensors to reach commonly shared
goals [11]. The advantage gained from implementing such technologies is immense;
however it also entails sacrificing a share of consumer’s privacy. For example, a typical
IOT technology RFID provides benefits especially for consumers in the logistics and
marketing domain for tracking purpose. However, there is sufficient privacy risks asso‐
ciated with this technology. RFIDs could suffer from the clandestine scanning of tags
by unauthorized personnel. Furthermore, real-time tracking of location could be over
intrusive at times. Thus, we notice a set of trade-offs exists in this emerging technology
that provides us the background to use the theory of privacy calculus. Figure 2 highlights
some of the important decision facilitators and inhibitors for IoT.

Fig. 2. Privacy calculus framework for IoT

4 Conclusion

This is a research in progress and we attempted to analyze the suitability of privacy
calculus theory in the promising fields of BYOD and IoT. We plan to conduct interviews/
focus group interviews with the stakeholders of these technologies to gain better insights
on the perceived benefits and risks for these emerging fields. As a future work we want
to additionally examine few other emerging areas like, cloud computing and online
social networks with the lens of privacy calculus theory. The insights gained from this
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study will help researchers to analyze the behavioral intention of organizations/people
to use these technologies in the presence of privacy concerns.
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Abstract. In this paper, we measure IT governance using an IT risk-return
model. We study impact of market and accounting return of Indian firms’ vis-à-
vis their IT investments for the period 2003–2014. We have focused on three
sectors (manufacturing, IT, and banking) only due to paucity of data. We note IT
investments make significant contribution to overall firm risk and lead to earning
stabilization and reduction of firm risk. The impact of IT investment on IT
return, measured, is positive and significant. However, IT return reduces, once
we incorporate IT risk term in this model, which reflects the risk premium
associated with gross IT return.

Keywords: IT risk � IT return � IT investment � IT value � IT capital � IT
governance

1 Introduction

In 2014, the IT spending across the world was $3.8 trillion and is expected to grow by
2.4 % in 2015 [1]. NASSCOM reports, the revenue of the IT sector is close to US$150
billion in 2015, an increase of 13 % from the previous year [20]. However, the value
and ROI seems a bit elusive [2]. Managers have been debating whether profitability of
a firm increases due to investments in R & D, Advertising etc. or in IT [3, 9]. Nev-
ertheless, there has been a widespread belief that investment in IT innovations will help
to enhance products, services and customer intimacy for the firm [4]. IT investments
are risky due to technological complexity and implementation challenges associated
with them. McKinsey found 17 % of large IT projects go so badly that they can
threaten the very existence of the company. On average, large IT projects run 45 %
over budget, 7 %over time, while delivering 56 % less value than predicted [5].
Especially ERP systems have high failure rates [6–8].

Our aim is to study IT Governance using risk-return profile of IT investment for
Indian firms. Here, we study how these new technologies are affecting risk-return
profile for IT investment for Indian IT, BFSI and manufacturing sector. This study will
also focus on risk adjusted IT return by incorporating IT risk into excess return.

There is a dearth of literature on the risk return relationship of IT investment vis-à-
vis work on IT returns [10–13] and IT risk at the project-or systems level [14–18].
Researchers have developed proxy measure for IT risk and looked at risk-return profile
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of IT investment for US firms [19].Our paper has six sections. The next section pro-
vides the theoretical background of our analysis. In Sect. 3, we describe our research
framework and model. Section 4 explains about data. Section 5 covers results and
conclusion is in Sect. 6.

2 Literature Review

ROA, ROI, ROE and ROS are common measures for capturing the rate of return from
IT investments [10]. ROI of IT capital is reported to be about 81 % as compared to
6.26 % for non IT capital using a production function analysis [11–13, 21]. Market
capitalization is a good measure of IT value [22]. Value from IT investments is gen-
erated through business process automation & transformation and effective decision
making [23]. The value is reflected as increase in efficiency at process level [24] or firm
level [11]. Indirect effect of IT on profitability has been studied by: Customer satis-
faction [25], complementarity between computer investment and organizational
investment [12], complementarities between IT resources and IT capabilities [26]. IT
investments can enable firms to achieve both revenue growth and cost savings [27–30].
[19, 31] developed a proxy measure for IT risk and incorporate it into the IT return
using production function analysis and market value specification. [32] study the
impact of CRM investments on the stock price of firms.

3 Research Model

We will measure for overall firm risk (rlt) and then incorporate the IT risk (rIT) into it.
The common measures of firm risk are standard deviation of (i) one-year daily stock
returns following the investment(L_B_VOLA), (ii) realized annual earnings over 5
years following the investment(STD_PBDITA), [33]. Our model proposes that
investment in IT capital(ITA), non-IT capital (K_Asset), expenses on R&D (RD),
advertisement (AD), leverage (DE), and size(SZ) of the firm may have the impact on
overall firm risk [19].

RQ1: How risky are IT investments vis-à-vis other types of capital investments?

Model 1 : rlt ¼ rIT � IT Assetlt þrK � K Assetlt þ b1 � Sizelt
þ b2 � Leveragelt þ b3 � RDlt þ b4 � ADlt þ elt

ð1Þ

RQ2: Does IT risk vary across industry segments (BFSI, IT and Mftg)?

Model 2 : rlt ¼
X

j

rIT; j þ rIT � IT Assetlt þrK � K Assetlt

þ b1 � Sizelt þ b2 � Leveragelt þ b3 � RDlt þ b4 � ADlt þ elt

ð2Þ

Overall firm return (TV) depends on investment in IT capital stock (ITA), non-IT
capital stock (KA), other asset (OA) and expenses like R&D (RD) and advertisement
(AD) [12].
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RQ3: Does IT return impact overall firm return? {b1: IT return coefficient}.

Model 3 : TVlt ¼ b0 þ b1 � ITlt þ b2 � Klt þ b3 � OAlt þ b4 � RDlt þ b5 � ADlt þ elt ð3Þ

RQ4: Does IT risk (rIT) have impact return on IT investment and productivity and
market value(TV) of firms? [12, 19]. {b6: IT risk coefficient at industry level}.

Model 4 : TVlt ¼ b0 þb1 � ITlt þb2�Kltþ b3 � OAlt þ b4 � RDlt þb5 � ADlt þb6 � rlT;j þ elt ð4Þ

4 Data

We have used financial and accounting data of Centre for Monitoring Indian Economy
(CMIE) Prowess database for the period from April 2005 to March 2014 for this study.
The final sample dataset consists of 135 companies taken from CNX-500 database.

5 Results

Table 1 shows coefficient of ITA is negative and insignificant, which indicates they are
not risky for Indian firms as compared to other type of capital investments. Table 2
shows coefficient of ITA is significant at 5 % level and negative, which indicates that
they are associated with reduced firm risk [12]. Table 3 illustrates IT risk coefficients for
BFSI and IT sectors are insignificant. While for manufacturing sector, it is significant
and has a negative coefficient, indicating reduced firm risk with IT investments.

Table 1. Pooled IT risk
(L_B_VOLA)

Dep var: L_B_VOLA

Var Cof SE t p
AD 0.0 0.01 2 .06*

DE −0.0 0.00 −3 .00#

ITA −0.7 0.97 −1 .48
ITA1 – – – –

ITA2 – – – –

ITA3 – – – –

KA −0.7 0.21 −3 .00#

RD −0.4 0.77 −1 .60
SZ@ −0.2 0.02 −10 .00#

R2 0.4
AdjR2 0.3
#,*denote significance at 1 % and
10 % level respectively. @size is
adjusted for weighted least
square

Table 2. Pooled IT risk
(STD_PBDITA)

Dep var:: STD_PBDITA

Var Cof SE t p
AD 0.1 0.06 2 0.02$

DE −0.0 0.00 −1 0.24
ITA −0.1 0.07 −2 0.04$

ITA1 – – – –

ITA2 – – – –

ITA3 – – – –

KA 0.0 0.02 1 0.25
RD 1.2 0.14 8 0.00#

SZ@ 0.0 0.00 1 0.37
R2 0.2
AdjR2 0.1
#,$denote significance at 1 % and
5 % level respectively

Table 3. Industry - IT risk

Dep var:: L_B_VOLA

Var Cof SE t p
AD 0.0 0.01 2 0.10*

DE −0.0 0.00 −4 0.00#

ITA – – – –

ITA1 7.3 8.77 1 0.41
ITA2 −0.7 0.97 −1 0.49
ITA3 −17 6.90 −3 0.02#

KA −0.7 0.21 −3 0.00#

RD −0.6 0.78 −1 0.44
SZ@ −0.2 0.02 −10 0.00#

R2 0.4
AdjR2 0.3
#,*denote significance at 1 % and
10 % level respectively
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Table 4 shows that the coefficient for ITA is 14.7, which represents the contribution of
IT asset towards the overall firm value [12, 19]. Table 5 shows the coefficient of ITA
reduces to 13.8 and is consistent with the analysis of [19]. This magnitude of reduction
reflects the risk premium associated with gross IT return.

6 Conclusion

From our IT Risk-return model, we can infer that IT governance for manufacturing
sector is better as compared to IT and BFSI. Our model also notes the risk premium is
associated with gross IT return.
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Abstract. Ontologies are becoming an essential component in many information
technology (IT) applications, and systems development is an important and
necessary step in the application of IT, which increasingly involves the Web. This
article reviews the literature on the usefulness of ontologies in systems develop‐
ment with the purpose to stimulate discussion among information systems (IS)
researchers and practitioners about the potential role of ontologies.

Keywords: Ontology · Systems development · Review

1 Introduction

There is an increasing awareness of the value of data, and computer supported techniques
and tools are needed to process these data. Ontology is one type of tool that may support
this process, and there is an increasing demand for research focused on ontology use
[15]. This paper discusses the use of ontologies in systems development, with the goal
to identify how ontologies can improve the development process in general, and Web
development in particular.

Ontologies help convey information to systems developers and encourage them to
follow specified standards. Ontologies may contribute to preventing the consequences
of poor practices and thus negative impact on organizational image and budget.

Berners-Lee, who is credited with inventing the World Wide Web, stated “I have
a dream for the Web [in which computers] become capable of analyzing all the data
on the Web – the content, links, and transactions between people and computers. A
‘Semantic Web’, which should make this possible, has yet to emerge, but when it
does, machines talking to machines will handle the day-to-day mechanisms of trade,
bureaucracy and our daily lives. The ‘intelligent agents’ people have touted for ages
will finally materialize” [1]. Ontologies provide a mechanism to build automated
intelligence. They can facilitate handling big systems, automated tasks, knowledge
processes, and decision-making, by formally representing domain knowledge in a way
that software agents can understand [2]. Ontologies represent a set of concepts along
with properties and relations within a specific domain, and thus can provide systems
developers with the semantics of data that can be used with reasoning and problem-
solving methods to develop systems with fewer other resources than would be
required otherwise [3]. The diversity of ontologies allows systems from different
domains to make use of ontology for systems development.
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2 Use of Ontologies in Systems Development

Ontology usage in systems development may act as a guideline and shares several of
the characteristics discussed by Oliveira et al. [4]. Ontology can describe appropriate
actions and phases. The number of tools to handle ontology is increasing, and people
with various levels of technical knowledge now commonly make use of ontologies. In
the following sections we summarize the reviewed papers, classified by the specific
purpose of the ontologies used in systems development.

2.1 Capturing Requirements

Farfeleder et al. [10] proposed a prototypic semantic guidance system to assist require‐
ments engineers in capturing requirements. This system uses concepts, relations, and
axioms of a domain ontology, which is used to assist in the requirements elicitation
phase. It employs a semi-formal representation of the requirements, and the output is a
list of suggested requirements that requirement engineers can use to build on and refine.
The discussed use case consists of 43 requirements using natural language text. The
types of requirements are functional requirements as well as requirements pertaining to
safety, performance, reliability, availability, and cost. The results show that 36 out of
the 120 attributes (30 %) were suggested by the semantic guidance system without
manual change in the query or the ontology. 57.5 % of the attributes were partially
suggested by the semantic guidance system. Overall, the semantic guidance system was
able to help with 85 % of cases. The system was not able to suggest the number of
attributes or understand words that were not included in the domain ontology. The
ontology used can produce unrelated suggestions if it contains a too broad domain
representation.

Kaiya and Saeki [11] propose an ontology based requirements elicitation (ORE)
method, which uses domain ontology with inference rules and quality metrics to suggest
requirements addition or deletion to enhance consistency. ORE works on functional
requirements to assure its consistency, unambiguity, correctness, and completeness. In
the reported study, three undergraduate students from a software engineering course
were used as subjects, two being navigated subjects that used ORE for requirements
elicitation, with the third student being free to use any method for requirements elicita‐
tion. The requirement elicitation was based on extending a given requirements list from
a provided domain ontology, specifically music players. The ontology consisted of 48
concepts and 67 relationships written in Japanese, and the initial list of requirements
included six items. The results show that the navigated subjects used simpler sentences
than the other student, with fewer concepts mapped per requirement.

2.2 Detecting Conflicts in Change Requests

Liu and Yang [12] use an ontology-based blog to detect conflicts and inconsistencies in
maintenance requirements. The proposal is to extend use-case and ontology. The use-
case extension, shown in Fig. 1 is based on six nouns (role, function, data, activity, goal,
and assumption) and five verbs (use, support, manipulate, achieve, and comply with).
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Fig. 1. The proposed use-case approach

A Taiwanese online newspaper with 1600 employees and a Taiwanese television
station with 700 employees adopted the post-development change request management
process and tried the blog-based prototype tool. The two companies posted a link to the
proposed prototype tool on their web pages saying that they wanted to improve the
websites. Several requirements were posted and many had conflicts.

2.3 Consistency Checking

Beydoun et al. [13] proposed three stages in a semantic-based approach to identify a
suitable ontology for a system. First, the initial list of requirements are derived from
documents and converted to ontology. Second, the ontology is used to check for require‐
ments consistency. Finally, a set of reusable ontologies, relevant to system development,
is identified and checked. The focus here is on the second stage, which uses rule inference
and check requirements ontology for inconsistency, concept satisfaction, and subclasses
relations. The method is implemented on a call management system, which handles the
relationship between supervisors and employees (callers). Inconsistency is checked
using rule inference. One issue found with the call management system was the assigning
of a decency relation as an actor.

2.4 Requirements Management

Kumar and Kumar [14] introduce a framework for successful and efficient require‐
ments management. The framework poses requirements management metrics to
measure and manage software processes during the development of information
systems. The framework was applied in the Indian Railway system and helped
discover issues with communication and knowledge management, leading to
improved project management activities.

3 Discussion

Our review shows that ontologies can represent knowledge in an adequate manner to
eliminate or reduce ambiguity, vagueness, misinterpretation, and inconsistency. Ontol‐
ogies can also help with information validation. In software development projects over
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distributed systems, ontology may reduce the number of requirements issued by manage‐
ment [14]. Ontologies help deal with uncertainty and incomplete information in
decision-making.

In addition to the studies discussed in Sect. 2, we found several more articles dealing
with ontologies in systems development, which however did not include information on
application and performance and therefore were excluded from our review. Khemakhem
et al. [5] proposed a Search Engine for Component based software development (SEC)
that uses a discovery ontology and integration ontology. The discovery ontology
provides system developers with a list of components to choose from, based on the
developer’s query and criteria. The integration ontology defines the internal structure of
the components to assure that only integrated components are generated in the compo‐
nent list. Zhou et al. [6] proposed an Ontology-based PlaTform-specIfic software Migra‐
tion Approach (OPTIMA). This framework develops a system application programming
interfaces (APIs) ontology to assist in software migration. Lee and Zhao [7] proposed
an ontology-based approach to elicit and analyze domain requirements. Domain
ontology is created to assist in requirements elicitation using abstract stakeholders. Lee
and Gandhi [8] proposed Ontology-based Active Requirements Engineering (Onto-
ActRE). This framework actively adjusts the requirements based on stakeholders,
domain problems, and goal-driven scenario compositions. And Dzung and Ohnishi [9]
proposed an ontology-based reasoning method for requirements elicitation. Their
method uses domain ontology with an inference engine to generate questions to ask
stakeholders to cover each essential requirement. The inference also checks for require‐
ments that are incorrect, redundant, and inconsistent.

4 Conclusion and Future Research

The main contribution of this review is that it provides an overview to future researchers
of what has been done so far in investigating ontology use in systems development, and
by extension, what gaps and opportunities exist for further research. The purpose is to
stimulate discussion among information systems (IS) researchers and practitioners about
the potential role of ontologies in the development of IS. As far as the authors are aware,
no review on this topic has been published so far. While a few publications discuss
ontology usage in general [15], this review explicitly focuses on ontology usage in
systems development. The review found ontology to assist in improving systems quality,
saving cost, enhancing system acceptance and understanding levels, and engaging users
in organizational decision-making.

Future research may look at user involvement in ontology-based systems develop‐
ment, as there are no published studies dealing with this so far, though user involvement
has been studied in other development approaches and would seem to be an important
consideration (see for example [16]). In addition, future research may study the usage
of ontology to address non-functional requirements. Most papers that propose ontology-
based systems development address only functional requirements.
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Abstract. Effective project communication involves interaction with diverse
stakeholders having varied organizational and personal backgrounds. For
offshore IT projects, cultural, language, time and geographic gap poses challenge
in communication. Extending use of new technology in marketing communica‐
tion, this paper proposes a conceptual framework to use new technology to
increase effectiveness of project communication for remotely executed projects.
It posits that social media powered by ubiquitous access using mobile and cloud
computing, enriched by data analytics helps assuage communication challenges
experienced by IT projects executed from offshore.
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1 Introduction

Communication is the lifeblood of projects. Effective communication is essential to deal
with problems related to uncertainty and interdependence in IT projects involving
diverse stakeholders (McKay et al. 2014). Adequate and appropriate communication
with stakeholders is vital in conceptualization, specification, design and development
of IT artifacts (McKay et al. 2010). But effective communication continues to be one of
Project Managers primary challenges (Muszynska 2015). This challenge is exacerbated
by time and cultural gap between stakeholders, in case of remotely executed IT offshore
projects. Conventional communication channels fail to create personal and emotional
connect in virtual project teams and trust between vendor and client. Mobile and social
media gained high adoption globally. Cloud computing, data analytics, augmented
reality (AR) and ubiquitous access have found application in content enrichment.
Marketers are combining the inherent power of these technologies for effective product
promotion (Chau and Xu 2012; O’Mahony 2015).

Research Question: Can application of new age technology help remotely executed
IT offshore projects overcome the communication challenges?
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This paper explores the options to increase effectiveness of project communication
using new age technology taking cues from marketing.

2 Literature Review

Effective Communication: The topic of effective communication is of interest since
Aristotle proposed his communication model. Transmission model by Shanon and
Weaver (1949), Communication reaction model by Schramm (1954), Source message
channel receiver (SMCR) model by Berlo (1960), Riley’s double vortex model by Riley
and Chernatony (1967), Cambell and Level (1985) and Layer based pragmatic commu‐
nication model by Targowski and Bowmaan (1988) are some of the prominent commu‐
nication models prevalent today (Lee 1993). These models study exchange of informa‐
tion in a communication context, the attributes that influence communication and chal‐
lenges in the process. McKay et al. (2010) argued that meanings, information and
communication are all context-dependent and effectiveness of communication depends
how artifacts correspond in particular contexts. With advances in communication tech‐
nology, organizations have wider choice of communication platforms and channels for
faster and richer information exchange. In the business context, Galle’s model views
development of an artifact (McKay et al. 2010) as a result of communication of ideas,
specifications, representations prior to development of the final artefact, and stake‐
holders’ interpretation of information.

Challenges in Outsourced IT Projects Executed from Offshore: Nearly half of
offshore outsourced initiatives “fail” or do not meet stated performance objectives
(Nakatsu and Iacovou 2009). Inability to manage relationship, information constraints,
geographic distance, cultural differences, language barrier, time zone difference, inef‐
ficient multi-party coordination, inadequate user involvement contribute to risk of
failure of offshore outsourced projects (Langer et al. 2014). Client-provider interactions
can go beyond contract, rules and agreements, and rest on trust and commitment (Lee
et al. 2003). Understanding of each other’s business to set realistic expectations, sharing
risks, benefits and mutually beneficial standards help nurture vendor-client relationship.
In IT projects, communication extends to customers’ customer as well as other projects
(McKay et al. 2014). Virtual projects teams, located across geographies, organizations
and time zones, service these project. With time, service landscape of offshore IT
projects is changing from regular services to niche services involving transformation,
innovation and developing customized solutions. The shift to niche services endows
higher complexity and lower familiarity. Best practices, processes and frameworks
offered by traditional project management theory cannot be tailored to resolve the unex‐
pected and difficult situations arising in such scenarios.

Use of New Age Technology in Marketing: Mobile phones are equipped with camera,
scanners and GPS with push and pull capability, making it a rich medium for customer
engagement (Yadav et al. 2015). Constant companionship aspect of mobile facilitates
immediacy and quality of communication. To make purchase decisions, consumers look
for information about the products or services on Social Networking Sites where they
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get trusted feedback from other consumers (Bashar et al. 2012). Content sharing sites
like “YouTube” serve as an alternate channel for advertisement. Blogs and micro-blog‐
ging sites like “Twitter” empower consumers to share information, which makes it a
gold mine for business intelligence (Chau and Xu 2012). Social media on mobile allows
real time user generated content that enables location and time based customer engage‐
ment. Cloud enables flexible, market-oriented services whose success depends on quick
response to rapidly changing customer needs, through collaboration between and among
organizations (Mansuri et al. 2014). Search analytics, consumer behavior analytics,
customer preferences, blog content analysis and location based analytics help targeted
product promotion. Ubiquitous access and immediacy helps overcome friction in the
commerce chain across borders, cultural differences, geography and cognitive impedi‐
ments (McGuigan and Manzerolle 2014). AR integrates virtual information into a user’s
physical environment (O’Mahony 2015). With AR, mobile phone apps make a product
‘come alive’, to change colors of a shoe or take a virtual tour of a house.

3 Methodology

Literature review forms the basis of the proposed conceptual framework extending the
application of new age communication technology in marketing communications to
offshore project communication to increase its effectiveness. Since Berlo’s SMCR
model is most frequently referred by scholars (Turitsa 2013), this research uses SMCR
model. Case studies and contemporary research findings are used to validate the efficacy
of it. Google Scholar search was used to locate relevant literature.

4 Proposed Conceptual Framework

This section proposes the conceptual framework (Fig. 1) to increase effectiveness of
project communication and assuage communication barriers in outsourced IT projects
executed from offshore by using new age technology. Platforms like social media
provide an opportunity for self-revelation that helps build trust between people located

Fig. 1. Proposed conceptual framework using SMCR model to map communication challenges
in offshore IT projects (rectangle) to technology (rounded rectangle).
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remotely. Sharing enriched content helps overcome language barriers and improves
knowledge sharing. Asynchronous and omni-present communication channels reduce
time barriers in communication and help better risk containment.

Validation of the Proposed Conceptual Framework: In disaster relief project in
response to 2010 Haiti earthquake new age technology was used extensively to orches‐
trate relief operations across functions and organization boundaries (Yates and Paquette
2011). Like offshore IT projects, the situation was complex, and involved multiple
stakeholders across multiple organizations, having diverse cultural background. Social
media platform was used for open online exchange of information that helped eliminate
conflicting information flows, helping faster decision making necessary to prevent
losses. It served as a platform for generation, dissemination, sharing and editing/refining
of content, conversation and interaction spanning organizational and geographical boun‐
daries. Wikis were used to share new updates. Cloud computing environment enabled
collaborative management of documents, spreadsheets, photos and videos, bringing
together ad hoc networks with varied expertise and context. Ubiquitous access was used
to make communications from anywhere with internet access. Data visualization tech‐
niques using Google maps, helped create a common context between decision makers.
Identity Management case study (DiMicco and Millen 2007) finds Facebook being
increasingly used in workplace to keep in touch and increase awareness and contact with
distant employees. The act of “people sensemaking” helps improve interpersonal
communication. Case study on micro-blogging in the enterprise (Zhang et al. 2010)
indicates that it addresses diverse communication needs across organization culture in
work environment. Agile distributed software development case study (Estler et al.
2012) proposes use of cloud in software development for real-time concurrent work.
Supported by case studies, Wang et al. (2012) posits the efficacy of AR in collaboration
in artifact development and e-learning in virtual environments.

SNS provides an open platform for large scale knowledge sharing, distributing,
networking and socialization of knowledge (Ellison et al. 2014). It serves as informal
channel to share emotions among distributed team members (Muszynska 2015). Projects
have an emotional process, involving personal commitment of team members and
empathy, trust and confidence within team and beyond (McKay et al. 2014). Social
media serves as the virtual water cooler, to support informal and serendipitous interac‐
tions that help co-creation and value generation across project, users and stakeholders
separated by time and culture.

5 Conclusion

The proposed conceptual framework ties contemporary communication barriers in
outsourced IT project executed from offshore to attributes of new age communication
technology. It will help practitioners formulate project communication strategy using
new communication channels. Future research should attempt to test the framework
using experimental research design. The framework can be extended to remotely
executed projects across sectors and geographies and other communication models.
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Abstract. Motivated by the growing interest of online gambling regulation, we
empirically investigate whether the regulation successfully decreases online
gambling addiction. For this purpose, we use a vector autoregression (VAR)
model to identify interrelationship changes among online gambling games and
service platforms due to the regulation. In particular, we propose three theoretical
perspectives: the role of prior experience, switching costs and network external‐
ities. We find that the impact size of the regulation is different depending on levels
of prior experience, and the regulation significantly affects the switching behavior
of users on online gambling platform. Therefore, we offer one of the first empirical
evidences that examine the regulation effects on online gambling using VAR
model. We also suggest the policy makers should make suitable regulations for
each user group to effectively avoid generating gambling addicts without inter‐
rupting the economic growth of the online gambling industry.

Keywords: Online gambling · VAR · Vector autoregression · Regulation effect

1 Introduction

Online gambling is an emerging industry with great prospect but many governments are
trying to control online gambling despite its industrial importance [1]. At the same time,
they have started to pay attention to the potential of legalized online gambling as a good
source of tax revenue as well. Thus, they try to ensure that online gambling is fairly
taxed without any interruption in its economic growth. Therefore, we apprehend that
the original intent of the regulation is to prevent an increase in the incidence of gambling
addiction while the market size of the online gambling industry is still increasing.
However, we doubt whether the governments achieve their original purpose or not. The
reason is the governments normally legislate to control online gambling gaming without
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considering the various characteristic of users on each online gambling gaming. To
achieve the original intent of the regulation, the regulation should control the gambling
behaviors of potential gambling addicts only, while not restricting those of casual users
who use online gambling as a form of entertainment. In this context, many researchers
have published valuable papers offering recommendations for effective regulations for
online gambling. However, quantitative evidence is limited because most of attempts
are made through a case study approach. In response to these limitations of previous
studies, we empirically investigate whether the regulation achieves its original purpose
using the VAR model with longitudinal data on online gambling games. We expect to
find the hidden impacts of the regulation using three theoretical perspectives: the role
of prior experience, switching costs, and network externalities.

2 Background

2.1 The Role of Prior Experience

The technology acceptance model (TAM) is one of the most significant research models
on information system (IS) acceptance and continuance [2]. It suggests two main vari‐
ables: perceived usefulness and perceived ease of use. To understanding IS acceptance
behavior in non-work environments, Van der Heijden [3] expended the TAM model by
adding a new construct, perceived enjoyment. Therefore, the extended TAM model can
be applied to this context since online gambling games are mainly played for hedonistic
or entertainment purposes in an online platform. The moderating effect of prior experi‐
ence on IS acceptance or continuance has also been studied by many IS researchers. For
example, Kim et al. [4] find that perceived enjoyment has a great impact on the use
intention of experienced users than on that of inexperienced users. In the case of online
gambling, software-generated gambling requires much time for players to develop
gambling skills [5], and users normally play high-level games after playing skillfully on
low-level games. Thus, we assume that users of high-level games have more online
gambling experience than do users of low-level games. In addition, the regulation may
affect users’ attitude toward online gambling because it directly decreases website
accessibility and the perceived enjoyment of users. We therefore hypothesize:

Hypothesis 1. The regulation related to online gambling will have larger effect on the
usage of high-level games than on that of low-level games.

2.2 Switching Costs

Users of online gambling normally tend to play on only one platform, because their in-
game money or level cannot be transferred to other platforms. This kind of user behavior
can be explained by the concept of switching cost, which indicates the form of transac‐
tion costs including learning costs, switching brands, or contractual costs [6]. The regu‐
lation may decrease users’ perceived switching cost because it encourages users to
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change platforms by setting game money restrictions on only one platform. In this situa‐
tion, they can simply avoid the game money restriction by changing their service
platform when they reach the restriction on one platform. Based on this, we hypothesize:

Hypothesis 2. The regulation on online gambling will be negatively related to
perceived switching cost of users.

2.3 Network Externalities

An online gambling system basically provides a network that connects users to play
against other users [7]. The value of the online gambling system increases for users as
the number of other users in the same network increase. This can be described by the
concept of network externalities, which indicates the value of a certain technology
increases with the number of other users who are connected to the same system [8].
However, the regulation seems not to consider the characteristic of network externalities
in online gambling. The government typically creates legislating to control online
gambling platforms without considering the number of users in each system. We suppose
that legislators overlook network externalities as an essential factor to determine the
impact of the regulation. Based on this, we hypothesize:

Hypothesis 3. The impact size of the regulation related to online gambling will be
different depending on the number of users in online gambling system.

3 Research Method

To analyze the regulation effect on online gambling gaming, we acquire panel data on
online poker gaming from Gametrics, one of the major online gaming data providers in
Korea. The Korean government considers online gambling to be the main cause of
generating gambling addiction, so it publicized a detailed regulation proposal on
November 29, 2012. This new regulation would have a negative impact on the Korean
online gambling industry, because many Korean users may move to foreign online
gambling platforms or reduce their overall gaming time due to this new regulation. The
dataset consists of a balanced panel dataset of game playtime for the period of December
2010 to November 2014. The original dataset includes daily playtime per game and we
sum this into weekly data because people tend to play online poker games on a weekly
basis as with other entertainment [9]. In terms of game usage, the market share of the
top five games is about 75 %. The remainder is shared among seven companies, each of
which has less than a 5 % share. Since the influence of these companies on the Korean
online poker industry is too small to investigate, we decide to use the dataset of the top
five poker games: Hangame lowbaduki-poker, Netmarble poker, Hangame highlow-
poker, Hangame seven-poker, Pimang lowbaduki-poker. We investigate the dataset
using VAR model to analyze the influence of regulation on each online gambling
gaming. Through this model, we can capture the linear interdependencies among
multiple time series and compare the size variance of a ripple effect on playtime of each
game due to the regulation.
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4 Empirical Result

We examine the results of Granger causality and impulse response function (IRF) which
are reported as a standard practices for VAR model [10].

To test hypothesis 1, we divide our dataset into two groups based on game level. We
assume that the users of high-level gambling have more gambling experience than the
users of low-level gambling, since software-generated gambling requires time to
develop gambling skills. Thus, we categorize Hangame lowbaduki-poker, Hangame
highlow-poker and Pimang lowbaduki-poker as high-level games and Hangame seven-
poker and Netmarble poker as low-level games. We then conduct dynamic forecasting
to comparing forecasted and actual playtime of each level. For the high-level games, the
forecasted playtime is less than the actual playtime. In contrast, for the low-level games,
the forecasted playtime is greater than the actual playtime. According to the Granger
causality test, the game usage of low-level games is the Granger cause of the game usage
of high-level games before the regulation. This is quite normal, because users play low-
level games first and then move on to high-level games. However, after the regulation,
the usage of low-level games is the Granger cause of the usage of high-level games and
vice versa. This does not seem normal, because most users increasingly seek to enjoy
high-level games as they get used to the online gaming experience, rather than returning
to low-level games. IRFs show that the usage change of low-level games has a greater
impact on high-level games. Furthermore, the impact maintains longer after the regu‐
lation.

To test hypothesis 2 and hypothesis 3, we classify five poker games by service plat‐
forms to investigate the effect of the regulation on users’ switching behavior on gambling
websites. We first conduct dynamic forecasting to identify the overall trend of total
playing time and to compare forecasted and actual playtime. According to the dynamic
forecasting, playtimes on all platforms are forecasted as greater than actual playtime,
except in the case of NHN, which has the largest market share in online gambling
industry. The playtime of NHN is forecasted at a negative value after February 2014 but
it still maintains the number one position. This appears to be evidence in support of our
second hypothesis, because NHN users switch less than the users of other platforms after
the regulation. Therefore, we can conclude that the larger service platform has a lower
impact on the regulation. The Granger causality test shows that CJ becomes the Granger
cause of the other companies after the regulation. The result of the IRF test illustrates
that the impact size of CJ is bigger and that the impact sustains longer after the regulation.

5 Conclusion

This paper empirically investigates the effect of the regulation on online gambling from
three theoretical perspectives: the role of prior experience, switching cost, and network
externalities. We find that the regulation decreases total playtime and significantly
changes the correlation of playtime of each online gambling games. However, we cannot
simply conclude that decreased playtime means the regulation is successful. This is
because the object of the regulation is only to reduce the occurrence of gambling
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addiction, not to cause the online gambling industry to decline. It is not sufficient to see
decreased playtime in order to fully understand the hidden impact of the regulation.
Thus, we design the VAR model as a matching methodology given the theory, assump‐
tion and available data. Specifically, we use both the Granger causality test and IRF test
to confirm the relationship among variables. Our test results show that the regulation
affects online gambling in many ways. Therefore, we discover that the regulation has a
more sustained effect on players with more gaming experience. In addition, it signifi‐
cantly increases the players’ chance of changing service platforms. We believe this
research identifies an interesting and significant phenomenon that has not yet received
much study. For future research, the current results can be enriched by incorporating
individual level data of each game. We expect that this study has potential implications
for IS researchers and policy makers.
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Abstract. Especially due to the recent expansion of social media platforms,
researchers and practitioners exert ever growing efforts to advance big data
analytics techniques to derive actionable insights from social networks. Although
a substantial body of research has shown that readability is of vital importance
for the success of text-based communication, currently it is rarely considered in
social media research or especially microblogging. In this research project, we
intend to develop a readability measure for microblogging messages that is appli‐
cable to large scale data analysis and also provides concrete formulation recom‐
mendations for single messages. We will combine text mining and machine
learning techniques to analyze a sample of approximately 6.8 million Twitter
messages from and about 33 large S&P 100 companies to develop a respective
readability measure.

Keywords: Readability · Microblogging · Big data analytics · Social media
analytics

1 Introduction

With the proliferation of social media platforms, companies greatly rely on these new
channels for various business purposes like branding activities, customer service &
support or talent acquisition [1]. In this regard, Twitter has been shown to be a viable
solution for E-Commerce activities by enabling organizations to successfully commu‐
nicate with customers [2] and draw conclusions about users’ opinions [3].

Although the relevance of readability has long been established in various business
areas [4, 5], it is neglected in contemporary text mining applications especially in
microblogging [6, 7]. Readability is understood as the effort necessary to comprehend
a text. It generally depends on textual features (e.g., word frequency, sentence length,
and lexical density) and reader characteristics (e.g., age, level of education) [8].

With our research project, we address this big data analytics research gap by
deploying machine learning and text mining techniques to develop a readability measure
that is applicable to the largescale analysis of microblogging posts and simultaneously
provides formulation recommendations to properly adjust message readability. Thereby,
we address research questions of what constitutes readability in microblogging commu‐
nication and how does it translate into business value?

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 217–221, 2016.
DOI: 10.1007/978-3-319-45408-5_25



2 Theoretical Background

In this work we understand readability in terms of the reading ease that supports the
comprehension and memorization of textual material. Readability is conceptualized as
the effort necessary for a person of a particular age and educational level to understand
a text and is commonly operationalized in school grade levels [4, 9]. Measures of read‐
ability have predominantly been applied by pedagogues to appropriately design text‐
books or by journalists to align their style of writing [7]. For example, the London Times
address an educational level of a 12th grade student while the Washington Post and the
New York Times target as 10th grade level [8]. Moreover, readability has been found
to exert business value in the sense that a higher readability of a companies’ annual
reports translates into larger financial investments into the companies over a period of
13 years [5].

2.1 Relevance of Readability in E-Commerce

While research around readability has a long history and brought forth a substantial body
of insights and measures, readability tests are of unprecedented popularity [8]. Recently
the concept of readability has been introduced to the field of E-Commerce where it has
been found to be a major contributing factor for content quality on E-Commerce websites
in terms of characteristics and presentation of information [10, 11]. With the ever-
growing proactive online search behavior of users for opinions, information quality is
commonly considered to be of peculiar relevance in E-Commerce [12]. Especially in
the case of social media enabled E-Commerce, consumers proactively seek opinions
online to make judgements ranging from low-involvement (e.g., choice of films) to high-
involvement decisions (e.g., stock investments) [4]. The quality of content affects
organizational success through the satisfaction of website users [11], website usability
and consumer trust [13], as well as the customer attitude towards websites [14]. Accord‐
ingly, in the specific case of E-Commerce related social media content, initial research
has found readability to be a major predictor of online review manipulation [4].

2.2 Readability in Social Media Communication and Microblogging

In this study, we generally assume that the user’s ability to understand a message is a
decisive factor for the message’s relevance [15]. Accordingly, researchers were able to
identify high quality answers based on readability measures [16] and improve search
engine functionality by customizing the readability of its search results [15]. However, it
needs to be acknowledged that microblogging communication – especially on Twitter –
has been found to linguistically differ (i.e., more conservative and formal) from other
means of short text communication (e.g., online chat and SMS) [6, 17]. Currently only
preliminary research has begun to context-specifically apply the concept of readability to
Twitter communication. The currently single large scale analysis of tweet readability
applied a basic adaptation of the common Flesch-Reading-Ease formula [18] and provided
initial evidence for the validity of tweet readability in terms of correlations with the grad‐
uation rate in the U.S. [6]. However, the authors acknowledge certain validity limitations
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of the common readability measure which does not consider context-specific linguistic
styles. Thus, we consider it necessary to develop a readability measure that is appropriate
for the specific microblogging environment or singular E-Commerce purposes but is
simultaneously also suitable for big data analysis.

3 Empirical Study

In order to develop a readability measure that is appropriate for different E-Commerce
purposes on Twitter but also applicable to largescale message analysis, we conducted a
preliminary text-mining analysis and intend to expand our respective research in future.
Out of the different E-Commerce platforms worth analyzing regarding our research
questions, we chose Twitter which offers a public data access [19] and is accepted by
companies and customers for marketing activities [2, 3].

3.1 Future Research Approach

Since the readability indices applied in existent microblogging studies did not consider
specificities of the tweets themselves and were intended for other types of texts [7], we
reviewed readability measures to find a more appropriate conceptualization which also
considers singular words. In this regard, we see the “New Dale-Chall Readability
Formula” as the most appropriate starting point for a conceptual basis [20]. This formula
applies among others a list of 3,000 familiar words to estimate readability. It is based
on the assumption that it is more the use of familiar words – rather than the simple
number of syllables or letters – which determines the ease of comprehension. As such
it exceeds other common readability formulas by not only considering the average
sentence length but also the percentage of difficult words within a given text. The new
Dale-Chall formula was well-validated against a wide variety of criteria [8].

Nonetheless, in our further research process we intend to move away from the classic
few feature readability measures towards the modern machine learning based readability
approaches capable of considering large numbers of relevant text features [7]. Generally,
we plan to follow four different steps to expand from the classic readability formula and
ultimately validate our measure. First, we will conduct a latent semantic text mining
analysis separately for the different company account categories (e.g., branding, sales,
and customer service and support) and industry sectors (e.g., finance sector, consumer
goods, and manufacturing) in our data sample to identify the particular set of familiar
and non-familiar words. Second, readability measures are commonly standardized by
levels of age and education. Thus, we apply a crowdsourcing approach to obtain respec‐
tive readability ratings of tweets and establish a gold standard criterion necessary for
our subsequent analytical step. The coding will be conducted according to the five-step
manual content analysis procedure [21]. Third, in combination with the previously
developed familiar word lists and the manually coded readability measure, a machine
learning algorithm will be deployed to identify the influence of different factors that
determine readability. In the last step, we analyze how the different levels of readability
translate into respective success measures of word of mouth and attitudinal loyalty [22].
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Through this comprehensive multi-step process that combines qualitative and text-
mining techniques, we address common concerns of readability formulas regarding
reliability and comparability [23]. This approach enables us to develop readability
measures by relying on large and context-specific datasets that allow timely word list
updates as well.

4 Conclusion and Future Research

The goal of this project is to develop a readability measure that is applicable to micro‐
blogging posts and can support companies’ E-Commerce activities on Twitter. This
readability measure is intended to serve two different purposes. On the one hand, it
provides insights through big data social media analytics and, on the other hand, it makes
formulation recommendations for single messages.

This readability approach will be able to characterize users and identify target-group
members. Considering that readability measures are standardized relative to age and
educational level, analyzing user messages of the companies’ audience provides respec‐
tive insights into the characteristics of its followers. Thereby, companies are enabled to
further customize their communication and marketing strategies.

By deriving lists of (non-)familiar words in certain semantic contexts, we will be
able to provide specific synonymous alternatives that in- or decrease the readability of
messages relative to the target group. These lists can be adapted specifically to certain
industry branches (e.g., sports, finance, consumer goods, industry) and account types
(e.g., branding, sales, customer service and support).
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Abstract. We conduct a large-scale empirical study on the sharing
behavior in social media to measure the effect of message features and
initial messengers on information diffusion. Our analysis focuses on mes-
sages created by companies and utilizes both textual and visual semantic
content by employing state-of-the-art machine learning methods: topic
modeling and deep learning. We find that messages with multiple con-
spicuous images and messengers with similar content are crucial in the
diffusion process. Our approach for semantic content analysis, particu-
larly for visual content, bridges advanced machine learning techniques
for effective marketing and social media strategies.

Keywords: Social media · Information diffusion · Deep learning · Topic
modeling · Community analysis

1 Introduction

Online social networks have emerged as one of the most important media plat-
forms for companies to deliver their messages to customers. Effectively delivering
messages on social media is one of the major marketing issues. There are mainly
two crucial aspects to consider in effective communication: (1) articulating the
messages in the right format; (2) selecting the right initial information injection
points, i.e., messengers, that would maximize the information diffusion process.

Previous research on messages mostly focused on text analysis [5,11]. While
there is a rapid increase of visual contents in social media [6], only a few studies
incorporate visual aspects of the message, where only simple characteristics are
utilized [7,8]. In this paper, we take a major step forward and adopt state-
of-the-art deep learning approaches to extract meaningful features from visual
contents in social media. Existing literature has revealed that the messengers’
characteristics such as position and tie strength have significant influence on
the diffusion process [1,10]. We follow this direction to incorporate the network
position of the initial messenger.

Tumblr1 has emerged as a leading social media platform with more than
260 million users, where user-generated content in the form of posts is shared
1 tumblr.com; Acquired by Yahoo! in 2013.
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with followers and can be further reblogged. Many companies use Tumblr as a
channel to actively engage with customers and to deliver messages about new
products or services.2 In this paper, we empirically analyze the sharing behavior
in Tumblr to test the significance of the two factors, messages and messengers, on
the information diffusion process. Specifically, we analyze posts (i.e., messages)
created by 102 company Tumblr accounts and track how they are reblogged.

Tumblr posts contain textual and visual information. For textual informa-
tion such as text and tags, Latent Dirichlet Allocation (LDA) topic modeling
[2] is used to extract meaningful features following its successful application in
the management literature [9]. For visual information, a major challenge is how
to incorporate such rich, but unstructured data into the analysis. Traditionally,
processing raw visual data required significant engineering efforts and domain
knowledge to extract meaningful features. This has started to change with the
recent breakthrough of deep learning methods that have emerged as a powerful
class of models giving dramatically improved performance on various predic-
tion tasks [4]. Encouraged by these results, we employ deep learning features
for images as a useful and robust representation. To the best of our knowledge,
this paper is one of the first works to adopt deep learning approaches in the
management literature. To capture the effect of messengers, we utilize social
relationship of users and blogs. Specifically, we incorporate not only follow rela-
tionships, but also community structure based on the follow graph. We employ a
community detection algorithm [3] to identify tightly connected clusters of users
and examine how sharing behavior differs with the cluster structure.

2 Hypotheses Development

Attractive to consumers, multimedia content is frequently used in companies’
social media posts [6]. Such contents tend to have a higher impact and deliver
information more effectively in a short time to consumers. Thus, we expect
that: Hypothesis 1 (H1) – Company posts with photos (including gif images)
or videos will receive more reblogs. In addition, photos with different levels of
complexity may have various advertising effects as shown in [7]. For example,
photos with higher visual complexity can hinder the viewer’s perception of an
advertisement [8]. Thus, we hypothesize that: Hypothesis 2 (H2) – Posts with
less complex photos will receive more reblogs.

It is shown that the initial injection points (the first rebloggers in our case) are
important in the diffusion process [1]. Thus, we expect that: Hypothesis 3 (H3)
– Posts reblogged by users who have more followers will receive more reblogs. For
effective advertising, company posts should be targeted to the consumers with
high interests in the content subject. We examine how content similarity between
a company post and a user’s previous contents influences subsequent reblogging
behaviors: Hypothesis 4 (H4) – Posts reblogged by users whose previous posts
have high similarity with the focal posts will receive more reblogs.

2 https://www.tumblr.com/business.

https://www.tumblr.com/business
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3 Data and Variable Construction

As a social network service, Tumblr users can follow blogs that are of interest.
This forms a directed follower graph, where nodes are users/blogs and edges
represent follows. As a microblogging platform, Tumblr provides useful tools
to create rich content. Using the follower graph and post content features, we
analyze 3,773 posts created by 102 official company blogs for a one month period.
In addition, we use post data of users who reblogged any of the company posts,
which includes 1.8 million posts and 1 million images from 168 K blogs.

Topic Modeling for Text and Tags: To extract features from text data, we
employ LDA topic model [2]. The basic assumption of LDA is that a given text
document consists of a few latent topics and that the words in the document are
the realization of the underlying topics. We collected text and tags from Tumblr
posts as two separate corpora. We computed LDA with 50 topics for each corpus
and use the topic distribution of each document (i.e., post) as textual features.

Deep Learning Features for Images: The majority of Tumblr posts are pho-
tos, thus images are important subjects of our analysis. Our dataset has more
than 1 million images generated by companies and rebloggers. To extract use-
ful and robust features from the images, we employ the deep learning approach
proposed by [4], which constructs an 8-layer deep convolutional neural network.
Each layer transforms the input image from the previous layer, where the trans-
formation is learned from the data with the goal of accurately classifying objects
in the image. For each image, the model outputs a 1,000-dimensional vector of
confidence scores corresponding to different object categories.

Community Information: From the follower graph, we identify tightly con-
nected communities using a widely used method called modularity optimization
[3]. Modularity measures the difference between the expected and the actual
number of intra-cluster edges. This partitioning algorithm proceeds in a top-
down manner starting with the entire graph and stops when modularity does
not increase by further partitioning the graph. With a follower graph of 76.86
million nodes and 2.27 billion edges, the algorithm identified 2,895 communities.

Variables: The dependent variable, num reblog, is the total number of reblogs a
company post receives through a direct reblogger. If user u reblogs company post
p and three other users reblog p from u, then num reblog = 4 for the 〈u, p〉 pair.
There are 267,810 such pairs. Note that we use the standard deviation of feature
vectors (* sd) as a compact representation of how the topics (text and tags) or
object categories (images) are distributed. That is, higher standard deviation
values imply that the post focuses on a small number of topics/objects, whereas
lower values indicate diverse topic/object coverage. We also compute the cosine
similarity between the feature vectors, which is useful to analyze the homophily
effects. Table 1 describes the variables used in the analysis.
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Table 1. Variable description.

Variable name Description

num reblog Number of reblogs received by a direct reblogger

{feat} num Number of {feat} in company posta

{feat} sd Standard deviation of {feat} for company posta

{feat} sim Cosine similarity of {feat} between company post and bloga

in/out degree Log-scale in/out degree of user blog

gif, videos Company post contains gif/video

community 〈company, user〉-pair belongs to the same community

if follower User follows company blog
afeat = {image(photos),text(words),tags}

4 Empirical Analysis

We investigate how various post, blog, and user characteristics influence reblog-
ging behavior. Due to potential unobserved characteristics, it is a challenge to
find causal effects. To avoid potential endogenous issues, we use panel data fixed
effects models in two different settings to separately examine each dimension.

Impact of Content Characteristics on Post Popularity: To capture
unobserved blog heterogeneity, we add fixed effects for each company blog
in the model. We use negative binomial regression as the dependent variable
(num reblog) has overdispersion. To measure the idiosyncrasy of a company
post, we compute similarity (* sim) between the focal post and the average post
from the company’s blog. Results are listed in Column 1 in Table 2. We observe
that having more photos (photo num) yield more reblogs supporting H1. In con-
trast, video posts get less reblogs (video). Another finding is that conspicuous
images (image sd) have positive impact on reblog counts, which supports H2.

Heterogeneous Influence of Content Characteristics: Next we investigate
how the effect varies for companies with different characteristics. Companies use
different marketing strategies based on their audience sizes. Thus we include
interaction terms (* int) between the number of followers for company blogs
(in degree) and post characteristics (video, gif, photo) in the model. Results
are listed in Column 2 in Table 2. We observe that the coefficients of gif int
and photo int are significantly negative, while the coefficients of gif and photo
are significantly positive. This implies that, for less popular blogs, multimedia
content in posts will increase attention from the audience. But this advantage
diminishes for more popular blogs.

Publisher’s Impact on Post Popularity: Publishers have different number
of followers resulting in different levels of post exposure. To exclude potential
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Table 2. Empirical results on reblogging behavior.

Variable Negative binomial Neg. binomial - interaction Negative binomial Logit

video −0.13(0.10) 0.73(0.63)

video int −0.09(0.07)

gif 0.07(0.05) 1.56(0.38)**

gif int −0.16(0.04)**

photo num 0.67(0.009)** 0.38(0.07)**

photo int −0.03(0.008)**

tags num −0.03(0.007)** −0.04(0.007)**

words num 0.002(0.002) 0.001(0.001)

image sd 13.99(2.18)** 13.02(2.18)**

text sd −0.38(0.39) −0.29(0.39)

tags sd 0.63(0.37) 0.80(0.37)*

image sim −0.037(0.075) −0.025(0.075) −0.055(0.063) 0.18(0.084)*

text sim 0.001(0.08) −0.027(0.08) 0.48(0.039)** 0.43(0.054)**

tags sim 0.49(0.075)** 0.80(0.369)** 0.40(0.03)** 0.17(0.044)**

in degree 0.19(0.017)** 2.18(0.26)** 0.69(0.003)** 0.72(0.005)**

out degree 0.01(0.014) 0.01(0.014) −0.086(0.03)** −0.093(0.004)**

community 0.17(0.011)** 0.12(0.014)**

if follower 0.12(0.02)** 0.061(0.023)**

Constant −2.36(0.17)** −2.98(0.21)** −4.87(0.032)** −3.90(0.106)**

Fixed effect Company blog Company post

Observations 3,437 267,807

endogeneity of post content, the next post-level analysis measures the impact
of different rebloggers within the same posts. We apply post-level fixed effects
to control unobserved post characteristics correlated with post popularity. Logit
and negative binomial models are used as the distribution of reblog counts is
highly skewed. Note that similarity is measured between the focal post and the
average post from a user blog. Results are shown in Columns 3–4 in Table 2. We
observe that a company post gets more reblogs when reblogged by users with
similar content (* sim) supporting H4. In addition, posts reblogged by users in
the same community with the company blog (community) receive more reblogs.
Lastly, we observe that rebloggers with more followers (in degree), but less
followers (out degree) tend to yield more reblogs as in H3.
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Abstract. Patient web portals can play an important role in alleviating rising
healthcare costs. Portals can help patients to get reminders about conducting
diagnostic tests and care regime after a hospital admission to reduce subsequent
readmissions. This research in progress has the focus to investigate the effect of
portal based health reminders on the unplanned hospital readmissions. We argue
reminders would have a reducing effect on readmissions with each view of diag‐
nostic test reminders. An empirical strategy is proposed that would use an archival
data set through a medical provider. We discuss the contributions and practice of
our findings.

Keywords: Patient web portals · Reminders · Readmission · Digital health ·
Comorbidity

1 Introduction

The evidence of patient portals to improve health outcomes, care efficiency and utiliza‐
tion remains ambiguous in both practice and research equivocally (see reviews of studies
on patient portals by [1, 2]. Although existing studies suggest that patient portals have
positive effects on the usability aspects [3], but overall, there is a huge gap in the existing
literature to explore the impact of patient portals, specifically in the context of its effec‐
tiveness for patients to manage their disease progression.

A distinct feature of a patient portal is the provision for doctors to send reminders
to patients. A medical reminder shows the required test that the patient need to do.
Reminders are shown in a screen that explain briefly each needed tests and highlight the
urgency to take an action and conduct them. A patient will view the reminder as soon
as he or she enters into the portal with a login and password based access. Once the test
is conducted, the provider flags the test reminder as completed or been adhered to by
the patient. Subsequently, the reminder is take of the patient’s portal screen. Some
examples of tests reminders that are shown to patients through a patient portal are
albumin limit tests, blood sugar tests, uric acid tests, and ferritin levels tests for iron
deficiency. Often multiple disease conditions lead providers to send multiple reminders
via the portal that may have a bearing on patient’s timely decision to conduct tests.

In this study, we explore how medical reminders reduce unplanned readmissions.
We conceptualize a model (see Fig. 1) that posit for a reducing effect of reminders views
(through number of clicks) on unplanned hospital readmissions. In addition, argue that
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comorbidity and treatment adherence have complementing roles on this effect. We
propose to empirically examine these relationships using an archival data set from a
large primary care provider in the United States. We discuss the plausible practice
implications and contributions of the findings.

Fig. 1. Conceptual model

2 Theoretical Background and Hypothesis Development

We base our theoretical framework on prior research on information processing and
individual decision making concepts. Researchers suggest that decision making process
is a step-wise problem-solving activity terminated by a solution deemed to be satisfac‐
tory [4]. The involved step-wise process may be reason driven or emotion driven with
either rational or irrational logic. Further, the process may be an information or cognition
reliant approach, and possibly would include cost-benefit analyses to weigh available
options [5].

Based on the theoretical frame work of information processing and decision making
to conduct a test in the presence of a reminder, we propose a conceptual model for this
study (see Fig. 1). The conceptual model posits that the number of clicks on the reminder
will provide the health-contextual and informational cues to the patient. As the infor‐
mation (content) and contextual (health concerning) cues and subsequent phases for
information processing activates a state of motivation or concern on the part of the
patient [6, 7], the role of comorbid conditions will play a complementary role to either
increase or reduce concerns and subsequent evaluations for conducting the test. We
argue that if the patient receive reminders regarding comorbid conditions, then the
patient would have a higher concern to respond to the reminders as soon as possible,
and hence will manage his or her care in a better manner which will result in less hospital
admissions.

2.1 Reminders Clicks and Readmission

With each click and view of the reminder, the patient undergoes a series of encoding
and interpretation process, involving disease progression, accessibility and availability
for the tests, and economic rationale to be able to afford the cost of medical diagnostic
tests [7]. Some scholars advocate the benefits of an ambience or cue to enhance a
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patient’s internal or intrinsic motivation to proceed towards the treatment for a disease
[8]. Removing barriers to information, and the process of feeling empowered, may
involve redefining and communicating the patient’s role, enhancing his or her knowl‐
edge about the treatment options, health condition and status. Reminders being descrip‐
tive and highly informative (than a simple test name or ambiguity on tests), have a role
to motivate the patient to conduct the tests. Indeed, as the patient views the reminder a
number of times, his or her interpretation about the information relevant to the disease
and treatment outcomes, information access, clarity of the process involved, and the
psychological and economic rationale will lead him or her to conduct the associated test
as soon as possible and that will lowers future possibilities of readmission [7]. Therefore,
we hypothesize:

Hypothesis H1. Number of Reminders clicks is negatively associated with hospital
readmission.

2.2 Comorbidity, Treatment Adherence Time and Readmission

Comorbidity indicates the presence of two or more diseases that are occurring with a
primary disease. The perception of comorbidity are highly concerning to a patient,
because comorbidity reflects that the patient’s health is affected by multiple diseases
and high rate of mortality. The state of disease affliction with two or more diseases would
be a highly distressing situation for the patient [9], and he or she will have a high moti‐
vation to get a clarity about the situation. Research shows that with a high emotional
situation in regards to health conditions, patients would seek a clear and reliable infor‐
mation [10]. Because the diagnostic tests will provide a clarity to the patient on his or
her multiple disease situation, he or she would have a higher motivation to adhere to
treatment and respond to medical reminders by conducting the required tests as soon as
possible. Based on that, we hypothesize:

Hypothesis H2. Comorbidity index is positively associated with hospital readmission.

Hypothesis H3. Treatment Adherence Time is positively associated with readmission.
While the presence of comorbid conditions provides an indication or cue to the

presence of multiple diseases, the decision to conduct the tests depends on the psycho‐
logical and rational cognitive and rational evaluation process. We argue that with each
view of the medical reminder, the patient goes through a cycle of such evaluation
process. The evaluations subsequently trigger a rationalization process, in which the
patient considers the attributes associate with the decision making process, such as time,
cost or affordability options, accessibility and other similar factors [11]. These factors
together would also reflect on the patient’s tangible and intangible resource constraints
to conduct the tests, out of which, purely economic factors include reducing insurance
premium costs or patient co-pay would play an important role towards the decision to
do a test. Thus, we argue that in case of comorbidity, the multiple disease condition may
be alarming for the patient to increase his or her anxiety to take an expedited action.
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Each click and view of the medical reminder has the potential to reinforce the deferred
test decision or the expedited test decision. Based on these arguments, we hypothesize:

Hypothesis H4. Comorbidity index complement number of clicks to reduce readmission.

3 Proposed Method

We consider Glycated hemoglobin test (known as A1C) conducted to diagnose a pre-
diabetic or diabetic condition as the main reminder for this study. A1C test is recom‐
mended for both (a) checking the blood sugar control in people who might be pre-
diabetic and (b) monitoring blood sugar control in patients with more elevated levels,
termed diabetes mellitus [12]. High levels of A1C may also indicate the patient has a
risk of hypoglycemia or advanced stage of diabetes leading to other health disease and
issues, such as renal failure. Normal levels of glucose in blood produce a normal amount
of Glycated hemoglobin, and as the average amount of plasma glucose increases, the
fraction of Glycated hemoglobin increases in a predictable way. This serves as a marker
for average blood glucose levels over the previous months prior to the measurement.
For comorbidity we use Charlson Comorbidity Index. The index predicts the mortality
for a patient who may have comorbid conditions. Each condition is assigned with a score.
Higher scores indicating greater comorbidity. The number of Readmissions is a contin‐
uous variable. Therefore, we use ordinary least squares (OLS) estimation in our models.
We will estimate two equations corresponding to the direct and interaction sets of
hypotheses to be tested.

(1)

(2)

At this current research in progress stage, we have collected data from a provider.
We have found preliminary support for the hypotheses. We plan to conduct a set of
robustness tests to validate our findings.

4 Discussion

The goal of this study is to explore how medical reminders via patient portals reduce
unplanned readmissions. We will empirically examine the effect of reminders view
(through number of clicks) on unplanned hospital readmissions using an archival data
set from a large primary care provider in the United States for patients, who were recently
admitted to a hospital and received and viewed reminders through a patient portal. To
our knowledge this is will be the first study in the existing information systems literature
that explores the impact of medical reminders via patient web portals on reducing
unplanned readmissions within 30 days.
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This study contributes to the emerging stream of research in information system
surrounding the impact and transformation brought in with health information technol‐
ogies (HITs) [10, 13].

The study has some limitations. First, currently the study is planned to limit to only
for one provider. Although this helps to enhance internal validity of the study and control
for many cross-provider effects, it may limit the generalizability of the study. Similarly,
this study is conducted considering one focal medical reminder, future studies may
replicate for other reminders.

The study provides implications for effectiveness of patient web portals through IT
based reminder. Further, we contribute to the existing information systems and health‐
care research streams of research in exploring the impact of a patient portals on
enhancing care delivery, and highlight the importance of patient portal and alert systems
as emerging patient-centered health information technologies.

References

1. Ammenwerth, E., Schnell-Inderst, P., Hoerbst, A.: The impact of electronic patient portals
on patient care: a systematic review of controlled trials. J. Med. Internet Res. 14(6), e162
(2012)

2. Goldzweig, C.L., et al.: Electronic patient portals: evidence on health outcomes, satisfaction,
efficiency, and attitudes a systematic review. Ann. Intern. Med. 159(10), 677–687 (2013)

3. Britto, M.T., et al.: Usability testing finds problems for novice users of pediatric portals. J.
Am. Med. Inform. Assoc. 16(5), 660–669 (2009)

4. Kahneman, D., Tversky, A.: Choices, values, and frames. Am. Psychol. 39(4), 341 (1984)
5. Schacter, D.L., Gilbert, D.T., Wegner, D.M.: Psychology. Worth Publishers, New York

(2010)
6. Hilligoss, B., Rieh, S.Y.: Developing a unifying framework of credibility assessment:

construct, heuristics, and interaction in context. Inf. Process. Manag. 44(4), 1467–1484 (2008)
7. Sillence, E., et al.: How do patients evaluate and make use of online health information? Soc.

Sci. Med. 64(9), 1853–1862 (2007)
8. McAllister, M., et al.: Patient empowerment: the need to consider it as a measurable patient-

reported outcome for chronic conditions. BMC Health Serv. Res. 12(1), 157 (2012)
9. Bowman, G., Watson, R., Trotman-Beasty, A.: Primary emotions in patients after myocardial

infarction. J. Adv. Nurs. 53(6), 636–645 (2006)
10. Anderson, C.L., Agarwal, R.: The digitization of healthcare: boundary risks, emotion, and

consumer willingness to disclose personal health information. Inf. Syst. Res. 22(3), 469–490
(2011)

11. Marteau, T.M., Ashcroft, R.E., Oliver, A.: Using financial incentives to achieve healthy
behaviour. BMJ 338, b1415 (2009)

12. American Diabetes Assoiciation. http://www.diabetes.org/
13. Kohli, R., Kettinger, W.J.: Informating the clan: controlling physicians’ costs and outcomes.

MIS Q. 28, 363–394 (2004)

232 Y. Alnsour and J. Khuntia

http://www.diabetes.org/


Do Hedonic and Utilitarian Apps Differ
in Consumer Appeal?

Bidyut Hazarika(✉), Jiban Khuntia, Madhavan Parthasarathy,
and Jahangir Karimi

Business School, University of Colorado Denver, 1475 Lawrence Street,
Denver, CO 80202, USA

{bidyut.hazarika,jiban.khuntia,madhavan.parthasarathy,
jahangir.karimi}@ucdenver.edu

Abstract. This research in progress suggests that hedonic and utilitarian mobile
applications (apps) differ in consumer appeal. We operationalize consumer appeal
through addiction, frustration and consumer value perception. The interplay of
frustration in the presence of a set of addicted customers is interesting, as many
apps may have an addicted consumer baser-specifically for games, communica‐
tions of or entertainment apps. Consumer frustration may act as a negative
complementing factor to consumer addiction, and this substitution effect is argued
to be higher for hedonic products than utilitarian products. Hypotheses are drawn
and a methodology is suggested. Possible implications and contributions are
discussed.

Keywords: Consumer addiction · Consumer frustration · Digital products ·
Apps · Hedonic · Utilitarian · Consumer evaluation

1 Introduction

Continuous development in mobile technologies and related applications (apps) has
emerged to converge in the apps market space. Starting with a handful of apps in 2008,
the Apple Store has more than a million apps for sale in 2015. Similar trends are observed
in the Android and Microsoft apps stores as well. Many companies are using mobile
apps as traditional trade channels. Revenue from app users is projected to increase from
$10.3 billion in 2013 to $25.2 billion in 2017 [5].

In this study, we propose to explore how hedonic and utilitarian apps differ in
consumer appeal. We posit that consumer appeal is reflected by addiction, frustration
and value perception, amongst other factors. We ask the research question how the
relationships of consumer addiction and frustration on consumer evaluation is differen‐
tiated by hedonic and utilitarian apps. Based on prior studies [13], we denote the term
hedonic to those apps that “aim to provide self-fulfilling value to the user”; whereas
utilitarian apps “aim to provide instrumental value to the user”. A conceptual model is
suggested with possible avenues for data collection and research execution. Possible
contributions and implications are discussed.

© Springer International Publishing Switzerland 2016
V. Sugumaran et al. (Eds.): WEB 2015, LNBIP 258, pp. 233–237, 2016.
DOI: 10.1007/978-3-319-45408-5_28



2 Conceptual Development and Hypotheses

Existing information systems has differentiated the hedonic and utilitarian use of infor‐
mation technology, through the lens of usage behavior as a result from a reasoned
appraisal of pre-adoption beliefs of the IT artifact [9]. A few studies have extended the
hedonic and/or utilitarian lens to mobile computing (e.g. [11]) and other general IT
products (e.g. [8]).

Addiction is the use of something for relief, comfort, or simulation, and which often
continues in part, due to cravings when it is absent and has affected people’s life in
various ways and some people may require treatment [14]. When someone becomes
dependent on a certain type of technology and have to use it repeatedly, it becomes a
behavioral addiction [4]. The existence of such addiction to digital artifacts has been
proven by Turel and Serenko [10].

Addiction is a trait when a consumer gets obsessed with a certain product and keeps
using it repeatedly over and over again. In case of apps, if a consumer keeps checking
an app repeatedly to check its content, we can classify them as addiction. This repeated
use of the app leads to eventual addiction of the consumer. Consumer addiction indicates
not only the liking of consumers for an app due to its appeal, function or on the attribute
to meet a specific unique need; but also that the app has the potential to be sustained in
the market due to a set of addicted consumers. For example, a fitness app would have a
good appeal for the consumer segment that want to stay fit, and hence, would have
generated a set of consumers who use and get addicted to it. These addicted consumers
would then derive higher benefits, be testers, will work towards the improvement of the
app by providing feedback and in general help in mitigating the aspects related to the
frustration technology issues. The features such as an app having a great design, inte‐
gration, functionality contributes towards the addiction. An app in a work place works
smoothly as advertised can lead to greater productivity and utilization from its workers
resulting in good evaluations, leading to positive word of mouth and better customer
evaluation.

Consumer frustration is the result of the failure a consumer faces when a technology
fails to achieve its desired task. In an individual level, consumer frustration can be
defined as the negative emotion due to an unsuccessful use of a technology [1]. In case
of an app, the main cause of consumer frustration is inaccurate description, not enough
engagement, not user friendly, crash and other usage problems. Consumer frustration
leads to dissatisfaction, and loss of self-efficacy and eventually lead to consumer unin‐
stalling the app and leaving a bad review. Consumer frustration may also lead to disrup‐
tion in workplace, slow functionalities and not using the app [6] or also may lead to high
levels of anxiety and anger on part of the user [12] eventually leading the user to stay
away from the technology [7]. As pointed out by Guchait and Namasivayan [2], all the
above mentioned factors create a bad response for the technology in the market.

Consumer frustration deals with the negative emotions that individuals feel with the
use of technology. In the context of apps, if an app doesn’t perform as it is supposed to,
it leads to consumers discontinuing the app, or being dissatisfied by the app. The
performance of the app in this study is based on the factors such as crash, design, usage,
integration and functionality issues. Prior studies note that consumer frustration leads
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to loss of the users’ self-efficacy and subsequent personal dissatisfaction. For example,
when the user used an app for a game or to stream a movie, and the app fails or crashes;
then it leads to discontinuation of the game or the movie, leading to dissatisfaction of
the user. Similarly, an apartment finder app, or a business networking app, if do not work
properly as desired, lead to failure of the business and loss of productivity and revenue.
Often the resulting negative word-of-mouth from dissatisfied users will lead to less
adoption of the app which in turn will lead to decrease the consumer evaluation of the
app, finally leading to the death of the app. Prior studies (e.g. [2, 3]) note that the frus‐
tration felt by consumers when shared in a public forum creates a negative image of the
product in the market.

Based on the discussions in the existing literature, as elaborated in previous para‐
graphs, we develop a conceptual model for this study. Figure 1 below shows the
proposed conceptual model. We posit that addiction and frustration have direct effects
on consumer evaluation of an app. However, these direct effects being not so surprising,
we do not hypothesize those, and focus on the differentiating hypotheses of hedonic and
utilitarian apps.

Fig. 1. Conceptual model

When people decide to use an app, it can be due to two values: utilitarian and hedonic
behavior. Utilitarian behavior is more relational and task related. We classify utilitarian
apps as those apps that are used by consumers in an effective manner. For example, apps
that are downloaded to track finances, medical records are all classified as utilitarian
apps: apps that are used to achieve certain tasks. Hedonic apps on the other hand are
apps that are used for fun and playfulness vs. task completion. Thus, we posit that
hedonic apps are mostly used by consumers for entertainment value such as: arousal,
heightened involvement, perceived freedom, fantasy fulfillment and escapism.

Hedonic apps will have more success as they are more likely to be used more often
compared to utilitarian apps. The degree of addiction will also be high for these apps as
well. If hedonic apps works seamlessly, the consumer evaluation will be much higher
as people would have greater evaluation for these apps. In case of utilitarian apps, people
use them only to achieve certain task and not for its enjoyment value. So, if a utilitarian
app crashes or have technical glitches, consumer will be more forgiving compared to a
hedonic app. Based on these arguments, we hypothesize that:

Do Hedonic and Utilitarian Apps Differ in Consumer Appeal? 235



H1a: The positive effect of consumer addiction on consumer evaluation is higher for
hedonic apps than utilitarian apps.

H1b: The negative effect of consumer frustration on consumer evaluation is higher for
hedonic apps than utilitarian apps.

3 Proposed Method and Discussion

This research in progress suggests to collect secondary data for several weeks, code the
variables using text mining and analyze the data using econometric methods. We expect
to find support for the hypotheses. We also plan to conduct a set of robustness tests to
validate our findings.

This study aims to report the findings on whether consumer frustration has a negative
association on consumer evaluation, whether the interaction of addiction and frustration
has differentiating effects on consumer evaluation for hedonic and utilitarian apps.

The findings would inform managers to focus on design aspects, such as app designs
can be oriented to have more “hedonist” design aspects, even though they have utilitarian
value. Further, the study would inform managers that technical design and integration
plays a highly valuable role in consumer acceptance of the app. Finally, as much as an
app’s release is important, taking feedback from consumers and tracking evaluation
regularly (almost on a daily basis) is critical for an app’s success.

In terms of research contributions, this study as of now is the first one to explore the
comparative effects of consumer behavioral factors associated with apps adoption; with
a set of nuanced variables such as addiction, frustration associated with hedonic and
utilitarian apps. Further, indirectly this study identifies the important role of design and
evaluation factors associated with IT business value, specifically in the apps market
context. Moreover, it also informs to the vast literature in the marketing on the product
feature or aspects that influences consumer evaluation of products.

In conclusion, the objective of this study is to explore to what extent consumer
addiction and consumer frustration influences consumer evaluation of apps; and how
these effects differ across utilitarian and hedonic apps. We propose to analyze secondary
data for android apps and to validate the model and hypotheses. This study contributes
to the research on the digital business strategy for apps markets.
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